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Editorial

Editorial for the Special Issue on Characterization and
Modelling of Composites, Volume II

Stelios K. Georgantzinos

Laboratory for Advanced Materials, Structures, and Digitalization, Department of Aerospace Science and
Technology, National and Kapodistrian University of Athens, 34400 Psachna, Greece; sgeor@uoa.gr

Abstract: The increasing demands for more durable, lighter, and smarter structures have led to
the development of new and advanced composites. Increased strength and simultaneous weight
reduction have resulted in energy savings and applications in several manufacturing industries,
such as the automotive and aerospace industries as well as in the production of everyday products.
Their optimal design and utilization are a process, which requires their characterization and efficient
modeling. The papers published in this Special Issue of the Journal of Composites Science will give
composite engineers and scientists insight into what the existing challenges are in the characterization
and modeling for the composites field, and how these challenges are being addressed by the research
community. The papers present a balance between academic and industrial research, and clearly
reflect the collaborative work that exists between the two communities, in a joint effort to solve the
existing problems.

Keywords: composites; composite structures; nanocomposites; additive manufacturing; characteriza-
tion; modeling; finite element analysis; simulation; experiments

The last few decades have seen extraordinary progress in the science and technology
of composites. Their distinctive characteristics make composites desirable for engineering
applications in a wide variety of industrial sectors. New manufacturing methods are
driving cost reduction, and emerging areas such as nanocomposites, green composites,
2D/3D textile composites, multifunctional composites, and smart composites have been
the focus of much exciting and innovative research activity. This Special Issue is the
continuation of the successful first companion Special Issue [1,2]. It contains a snapshot
of the research typical of this activity, and includes thirty-two papers on topics such as
additive manufacturing of composites, structural and failure analysis, process modeling,
fundamental mechanisms at nano- and microscales in both nano- and biocomposites, and
non-destructive testing methods for advanced carbon composites.

Fiber-reinforced polymer matrix composites continue to attract scientific and industrial
interest since they offer superior strength-, stiffness-, and toughness-to-weight ratios. The
research of Youssef et al. [3] characterizes two sets of E-Glass/Epoxy composite skins:
stressed and unstressed. The stressed samples were previously installed in an underground
power distribution vault and were exposed to fire while the unstressed composite skins
were newly fabricated and never-deployed samples. The mechanical, morphological,
and elemental composition of the samples were methodically studied using a dynamic
mechanical analyzer, a scanning electron microscope (SEM), and an x-ray diffractometer,
respectively. Sandwich composite panels consisting of E-glass/Epoxy skin and balsa
wood core were originally received, and the balsa wood was removed before any further
investigations. Skin-only specimens with dimensions of ~12.5 mm wide, ~70 mm long,
and ~6 mm thick were tested in a Dynamic Mechanical Analyzer in a dual-cantilever
beam configuration at 5 Hz and 10 Hz from room temperature to 210 ◦C. Micrographic
analysis using the SEM indicated a slight change in morphology due to the fire event
but confirmed the effectiveness of the fire-retardant agents in quickly suppressing the

J. Compos. Sci. 2022, 6, 274. https://doi.org/10.3390/jcs6090274 https://www.mdpi.com/journal/jcs1
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fire. Accompanying Fourier transform infrared and energy dispersive X-ray spectroscopy
studies corroborated the mechanical and morphological results. Finally, X-ray diffraction
showed that the fire event consumed the surface level fire-retardant and the structural
attributes of the E-Glass/Epoxy remained mainly intact. The results suggest the panels can
continue field deployment, even after short fire incident.

Mechanical properties of fiber-reinforced engineering materials often depend on their
local orientation of fibers. Analytical orientation models such as the Folgar Tucker model
are widely applied to predict the orientation of suspended non-spherical particles. The
accuracy of these models depends on empirical model parameters. Dietemann et al. [4]
assess how well analytical orientation models can predict the orientation of suspensions
not only consisting of fibers but also of an additional second particle type in the shape of
disks, which are varied in size and filling fraction. They mainly focus on the FT model
and compare its accuracy to more complex models such as Reduced-Strain Closure model,
Moldflow Rotational Diffusion model, and Anisotropic Rotary Diffusion model.

Building owners have become interested in a sustainable and healthy environment,
which is a trend favoring ecological materials with outstanding performance. In addition,
currently thermal insulation can be considered to be a hot issue for civil engineering that
tries to reduce cooling and heating costs and, at the same time, eliminate CO2 emissions.
Ninikas et al. [5] investigate the technical feasibility of manufacturing low density insu-
lation particleboards that were made from two renewable resources, namely hemp fibers
(Cannabis sativa) and pine tree bark, which were bonded with a non-toxic methyl cellulose
glue as a binder. Four types of panels were made, which consisted of varying mixtures of
tree bark and hemp fibers (tree bark to hemp fibers percentages of 90:10, 80:20, 70:30, and
60:40). An additional set of panels was made, consisting only of bark. The results showed
that addition of hemp fibers to furnish improved mechanical properties of boards to reach
an acceptable level. The thermal conductivity unfavorably increased as hemp content in-
creased, though all values were still within the acceptable range. Based on cluster analysis,
board type 70:30 (with 30% hemp content) produced the highest mechanical properties as
well as the optimal thermal conductivity value. It is concluded that low density insulation
boards can be successfully produced using these waste raw materials.

Recently, a rapid development has been observed concerning drive shafts made of
composite materials that, in addition to their low weight, are able to respond effectively
to their functional demands. The potential performance improvement of specific mechan-
ical components due to the use of nanomaterials has not been extensively reported yet.
Georgantzinos et al. [6] carried out the modal and linear buckling analysis of a laminated
composite drive shaft reinforced by multi-walled carbon nanotubes using an analytical
approach, as well as the finite element method. Their theoretical model is based on clas-
sical laminated theory. The fundamental frequency and the critical buckling torque were
determined for different fiber orientation angles. The Halpin–Tsai model was employed
to calculate the elastic modulus of composites having randomly oriented nanotubes. The
effect of various carbon nanotube volume fractions in the epoxy resin matrix on the mate-
rial properties of unidirectional composite laminas was also analyzed. The fundamental
frequency and the critical buckling torque obtained by the finite element analysis and the
analytical method for different fiber orientation angles were in good agreement with each
other. The results were verified with data available in the open literature, where possible.
For the first time in the literature, the influence of carbo nanotube fillers on various com-
posite drive shaft design parameters such as the fundamental frequency, critical speed, and
critical buckling torque of a hybrid fiber-reinforced composite drive shaft was predicted.

During construction works, it is advisable to prevent strong thawing and an increase
in the moisture content of the foundations of engineering structures in the summer. Since
the density of water and ice differ, due to the difference bulging of the foundation sections
can occur when it freezes back in winter. Sivtsev et al. [7] numerically investigated the effect
of fiber-reinforced piles on the thermal field of the surrounding soil; that is, the study of the
influence of aggregates with high and low thermal-physical properties on the temperature
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of frozen soils is conducted. Basalt and steel fiber reinforcement were compared. The
difficulty of this work is that the inclusions inside piles are too small compared to the pile
itself. Therefore, to solve the Stefan problem, a generalized multiscale finite element method
(GMsFEM) was used. In the GMsFEM, the usual conforming partition of the domain into a
coarse grid was used. It allowed reducing problem size and, consequently, accelerating the
calculations. Results of the multiscale solution were compared with fine-scale solution, the
accuracy of GMsFEM was investigated, and the optimal solution parameters were defined.
Therefore, GMsFEM was shown to be well suited for the designated task. Collation of
basalt and steel fiber reinforcement showed a beneficial effect of high thermal conductive
material inclusion on freezing of piles in winter.

The demand for high strength and lightweight steel is inevitable for technological,
environmental, and economic progress. Umar et al. [8] uses EBSD data of two thermo-
mechanically processed medium carbon (C45EC) steel samples to simulate micromechani-
cal deformation and damage behavior. Two samples with 83% and 97% spheroidization
degrees are subjected to virtual monotonic quasi-static tensile loading. The ferrite phase is
assigned already reported elastic and plastic parameters, while the cementite particles are
assigned elastic properties. A phenomenological constitutive material model with critical
plastic strain-based ductile damage criterion is implemented in the DAMASK framework
for the ferrite matrix. At the global level, the calibrated material model response matches
well with experimental results, with up to ~97% accuracy. The simulation results provide
essential insight into damage initiation and propagation based on the stress and strain
localization due to cementite particle size, distribution, and ferrite grain orientations. In
general, it is observed that the ferrite–cementite interface is prone to damage initiation at
earlier stages triggered by the cementite particle clustering. Furthermore, it is observed
that the crystallographic orientation strongly affects the stress and stress localization and
consequently nucleating initial damage.

The mechanical and ring stiffness of glass fiber pipes are the most determining factors
for their ability to perform their function, especially in a work environment with difficult
and harmful conditions. Usually, these pipes serve in rough underground environments of
desert and petroleum fields; therefore, they are subjected to multi-type deterioration and
damage agents. In polymers and composite materials, corrosion is identified as the degra-
dation in their properties. Hassan et al. [9] carried out tension and compression tests before
and after preconditioning in a corrosive agent for 60 full days to reveal corrosion influences.
Moreover, the fracture toughness is measured using a standard single edge notch bending.
Ring stiffness of such pipes which, are considered characteristic properties, is numerically
evaluated using the extended finite element method before and after preconditioning. The
results reported that both tensile and compressive strengths degraded nearly more than
20%. Besides the fracture toughness decrease, the stiffness ring strength is reduced, and the
finite element results are in good agreement with the experimental findings.

Components made from multidirectional fiber-reinforced composite laminates experi-
ence several distinct damage mechanisms when exposed to fatigue loads. A model that
predicts the stiffness degradation in multidirectional reinforced laminates due to off-axis
matrix cracks is proposed by Drvoderic et al. [10] and evaluated using data from fatigue
experiments. Off-axis cracks are detected in images from the fatigue tests with automated
crack detection to compute the crack density of the off-axis cracks which is used as the
damage parameter for the degradation model. The purpose of this study is to test the
effect of off-axis cracks on laminate stiffness for different laminate configurations. The
hypothesis is that off-axis cracks have the same effect on the stiffness of a ply regardless of
the acting stress components if the transverse stress is positive. This hypothesis proves to
be wrong. The model can predict the stiffness degradation well for laminates with a ply
orientation such as the one used for calibration but deviates for plies with different in-plane
shear stress. This behavior can be explained by the theory that off-axis cracks develop by
two different micro damage modes depending on the level of in-plane shear stress. It is
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found that besides influencing the initiation and growth of off-axis cracks, the stiffness
degradation is also mode dependent.

Lack of cost information is a barrier to acceptance of 3D woven preforms as reinforce-
ments for composite materials, compared with 2D preforms. A parametric, resource-based
technical cost model (TCM) was developed by Clarke et al. [11] for 3D woven preforms
based on a novel relationship equating manufacturing time and 3D preform complexity.
Manufacturing time, and therefore cost, was found to scale with complexity for seventeen
bespoke manufactured 3D preforms. Two sub-models were derived for a Weavebird loom
and a Jacquard loom. For each loom, there was a strong correlation between preform
complexity and manufacturing time. For a large, highly complex preform, the Jacquard
loom is more efficient, so preform cost will be much lower than for the Weavebird. Provided
production is continuous, learning, either by human agency or an autonomous loom control
algorithm, can reduce preform cost for one or both looms to a commercially acceptable
level. The TCM cost model framework could incorporate appropriate learning curves with
digital twin/multi-variate analysis so that cost per preform of bespoke 3D woven fabrics
for customized products with low production rates may be predicted with greater accuracy.
A more accurate model could highlight resources such as tooling, labor, and material for
targeted cost reduction.

In tape placement process, the laying angle and laying sequence of laminates have
proven their significant effects on the mechanical properties of carbon fiber reinforced
composite material, specifically, laminates. To optimize these process parameters, an
optimization algorithm is developed by Mou et al. [12] based on the principles of genetic
algorithms for improving the precision of traditional genetic algorithms and resolving the
premature phenomenon in the optimization process. Taking multi-layer symmetrically
laid carbon fiber laminates as the research object, this algorithm adopts binary coding to
conduct the optimization of process parameters and mechanical analysis with the laying
angle as the design variable and the strength ratio R as the response variable. A case
study was conducted, and its results were validated by the finite element analyses. The
results show that the stresses before and after optimization are 116.0 MPa and 100.9 MPa,
respectively, with a decrease in strength ratio by 13.02%. The results comparison indicates
that, in the iterative process, the search range is reduced by determining the code and
location of important genes, thereby reducing the computational workload by 21.03% in
terms of time consumed. Through multiple calculations, it validates that “gene mutation”
is an indispensable part of the genetic algorithm in the iterative process.

In industrial applications where contact behavior of materials is characterized, fretting-
associated fatigue plays a vital role as a failure agitator. While considering connection,
it encounters friction. Biomaterials such as polytetrafluoroethylene (PTFE) and ultra-
high-molecular-weight polyethylene (UHMWPE) are renowned for their low coefficient
of friction and are utilized in sophisticated functions such as the hip joint cup and other
biomedical implants. In addition to the axial stresses, some degree of dynamic bending
stress is also developed occasionally in those fretting contacts. Shah et al. [13] investigated
the fracture behavior of a polymer PTFE under bending fretting fatigue. Finite element
analysis justified the experimental results. A mathematical model is proposed by develop-
ing an empirical equation for fracture characterization in polymers such as PTFE. It was
found that the bending stiffness exists below the loading point ratio (LPR) 3.0, near the
collar section of the specimen. Along with fretting, the bending load forces the specimen
to crack in a brittle-ductile mode near the sharp-edged collar where the maximum strain
rate, as well as stress, builds up. For a loading point ratio of above 3, a fracture takes
place near the fretting pads in a tensile-brittle mode. Strain proportionality factor, k was
found as a life optimization parameter under conditional loading. The microscopic analysis
revealed that the fracture striation initiates perpendicularly to the fretting load. The fretting
fatigue damage characteristic of PTFE may have a new era for the biomedical application
of polymer-based composite materials.
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Conveyor belts are used in a wide range of applications such as supermarkets, logistic
centers, and mining. The conveyor belts in mining are reinforced with steel cables to
reach the high strengths required. Frankl et al. [14] introduces a finite element model of
a steel cable-reinforced conveyor belt to accurately compute stresses in the splice. In the
modelled test rig, the belt runs on two drums and is loaded with a cyclic longitudinal force.
An explicit solver is used to efficiently handle the high number of elements and contact
conditions. This, however, introduces some issues of dynamics in the model, which are
subsequently solved: (a) the longitudinal load is applied with a smooth curve and damping
is introduced in the beginning of the simulation, (b) residual stresses are applied in regions
of the belt that are initially bent around the drums, and (c) supporting drums are introduced
at the start of the simulation to hinder oscillations of the belt at low applied forces. To
accurately capture the tensile and bending stiffness of the cables, they are modelled by a
combination of solid and beam elements. The results show that numerical artefacts can be
reduced to an acceptable extent. In the region of highest stresses, the displacements are
additionally mapped onto a submodel with a smaller mesh size. The results show that, for
the investigated belt, the local maximum principal stresses significantly increase when this
region of highest stresses comes into contact with, and is bent by, the drum. Therefore, it is
essential to also consider the belt’s bending to predict failure in such applications.

The microstructure-based finite element modeling (MB-FEM) of material represen-
tative volume element (RVE) is a widely used tool in the characterization and design
of various composites. However, the MB-FEM has a number of deficiencies, e.g., time-
consuming in the generation of a workable geometric model, challenge in achieving high
volume-fractions of inclusions, and poor quality of finite element mesh. Luo [15] first
demonstrate that for particulate composites the particle inclusions have homogeneous
distribution and random orientation, and if the ratio of particle characteristic length to RVE
size is adequately small, elastic properties characterized from the RVE are independent
of particle shape and size. Based on this fact, it is proposed a microstructure-free finite
element modeling (MF-FEM) approach to eliminate the deficiencies of the MB-FEM. The
MF-FEM first generates a uniform mesh of brick elements for the RVE, and then a number
of the elements, with their total volume determined by the desired volume fraction of
inclusions, is randomly selected and assigned with the material properties of the inclusions;
the rest of the elements are set to have the material properties of the matrix. Numerical
comparison showed that the MF-FEM has a similar accuracy as the MB-FEM in the pre-
dicted properties. The MF-FEM was validated against experimental data reported in the
literature and compared with the widely used micromechanical models. The results show
that for a composite with small contrast of phase properties, the MF-FEM has excellent
agreement with both the experimental data and the micromechanical models. However,
for a composite that has large contrast of phase properties and high volume-fraction of
inclusions, there exist significant differences between the MF-FEM and the micromechanical
models. The proposed MF-FEM may become a more effective tool than the MB-FEM for
material engineers to design novel composites.

In recent years, finite element analysis (FEA) models of different porous scaffold shapes
consisting of various materials have been developed to predict the mechanical behavior
of the scaffolds and to address the initial goals of 3D printing. Although mechanical
properties of polymeric porous scaffolds are determined through FEA, studies on the
polymer nanocomposite porous scaffolds are limited. Kakarla et al. [16] carried out FEA
with the integration of material designer and representative volume elements (RVE) on
a 3D scaffold model to determine the mechanical properties of boron nitride nanotubes
(BNNTs)-reinforced gelatin (G) and alginate (A) hydrogel. The maximum stress regions
were predicted by FEA stress distribution. Furthermore, the analyzed material model and
the boundary conditions showed minor deviation (4%) compared to experimental results.
It was noted that the stress regions are detected at the zone close to the pore areas. These
results indicated that the model used in this work could be beneficial in FEA studies on
3D-printed porous structures for tissue engineering applications.
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Variable stiffness composite laminates can improve the structural performance of
composite structures by expanding the design space. Carvalho et al. [17] explores the
application of variable stiffness laminated composite structures to maximize the funda-
mental frequency by optimizing the tow angle. To this end, an optimization framework
is developed to design the fiber angle for each layer based on the maximization of the
fundamental frequency. It is assumed that the design process includes the manufactur-
ing constraints encountered in the automated fiber placement process and a linear fiber
angle variation. The current study improves existing results by considering embedded
gap defects within the optimization framework. The plates are assumed symmetric, with
clamped and simply supported boundary conditions. The optimal results and a comparison
between the non-steered and steered plates with and without gaps are presented. Results
show that, although gaps deteriorate the structural performance, fiber steering can still
lead to an increase in the fundamental frequency depending on the plate’s geometry and
boundary conditions.

Sandwich structures benefit from the geometrical stiffening effect due to their high
cross-sectional area moment of inertia. Transferred to carbon fiber-reinforced plastic (CFRP)
components, the needed amount of carbon fiber (CF) material can be reduced and with it
the CO2 footprint. The combination of a light foam core with continuous fiber-reinforced
face sheets is a suitable material combination for lightweight design. Traditionally, CFRP
sandwich structures with a foam core are manufactured in a two-step process by combining
a prefabricated foam core with fiber-reinforced face sheets. However, in addition to the
reduction in the used CFRP material, manufacturing processes with a high efficiency are
needed. Behnisch et al. [18] investigated sandwich manufacturing and characterization
by using the Direct Sandwich Composite Molding (D-SCM) process for the one-step pro-
duction of CFRP sandwich structures. The D-SCM process utilizes the resulting foaming
pressure during the reactive polyurethane (PUR) foam system expansion for the impreg-
nation of the CF-reinforced face sheets. The results of this work show that the production
of sandwich structures with the novel D-SCM process strategy is feasible in one single
manufacturing step and achieves good impregnation qualities. The foam density and mor-
phology significantly influence the core shear properties and thus the component behavior
under a bending load.

The quadratic function of the original Tsai–Wu failure criterion for transversely
isotropic materials is re-examined by Li et al. [19]. According to analytic geometry, two of
the troublesome coefficients associated with the interactive terms—one between in-plane
direct stresses and one between transverse direct stresses—can be determined based on
mathematical and logical considerations. The analysis of the nature of the quadratic fail-
ure function in the context of analytic geometry enhances the consistency of the failure
criterion based on it. It also reveals useful physical relationships as intrinsic properties
of the quadratic failure function. Two clear statements can be drawn as the outcomes of
the present investigation. Firstly, to maintain its basic consistency, a failure criterion based
on a single quadratic failure function can only accommodate five independent strength
properties, viz. the tensile and compressive strengths in the directions along fibers and
transverse to fibers, and the in-plane shear strength. Secondly, amongst the three transverse
strengths—tensile, compressive and shear—only two are independent.

Thermoset polymers offer great opportunities for mass production of fiber-reinforced
composites and are being adopted across a large range of applications within the automo-
tive, aerospace, construction and renewable energy sectors. They are usually chosen for
marine engineering applications for their excellent mechanical behavior, including low
density and low cost compared to conventional materials. In the marine environment, these
materials are confronted by severe conditions, thus there is the necessity to understand
their mechanical behavior under critical loads. The high strain rate performance of bonded
joints composite under hygrothermal aging has been studied by Lagdani et al. [20]. Initially,
the bonded composite specimens were hygrothermal aged with the conditions of 50 ◦C
and 80% in temperature and relative humidity, respectively. After that, gravimetric testing
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is used to describe the moisture diffusion properties for the adhesively bonded compos-
ite samples and exhibit lower weight gain for this material. Then, the in-plane dynamic
compression experiments were carried out at different impact pressures ranging from 445
to 1240 s−1 using the SHPB (Split Hopkinson Pressure Bar) technique. The experimental
results demonstrated that the dynamic behavior varies with the variation of strain rate.
Buckling and delamination of fiber are the dominant damage criteria observed in the
sample during in-plane compression tests.

Haas et al. [21] tried to enhance and validate a systematic approach for the structural
finite element (FE) analysis of thermoplastic impregnated 3D filament winding structures
(fiber skeletons). The idealized modeling of geometrically complex fiber skeletons used in
previous publications is refined by considering additional characteristic dimensions and
investigating their mechanical influence. Moreover, the modeling approach is transferred
from the meso- to the macro-level in order to reduce modeling and computational effort.
The properties of meso- and macro-level FE models are compared using the example of
simple loop specimens. Based on the results, respective application fields are defined. In
the next step, the same modeling approach is applied to a more complex, three-dimensional
specimen—the inclined loop. For its macro-level FE model, additional material characteriza-
tion and modeling, as well as enhancements in the modeling of the geometry, are proposed.
Together with previously determined effective composite properties of fiber skeletons,
these results are validated in experimental tensile tests on inclined loop specimens.

For some categories of aircraft, such as helicopters and tiltrotors, fuel storage systems
must satisfy challenging crash resistance requirements to reduce or eliminate the possibility
of fuel fires and thus increase the chances of passenger survival. Therefore, for such
applications, fuel tanks with high flexibility (bladder) are increasingly used, which can
withstand catastrophic events and avoid fuel leakages. The verification of these capabilities
must be demonstrated by means of experimental tests, such as the cube drop test (MIL-
DTL-27422). To reduce development costs, it is necessary to execute experimental tests
with a high confidence of success, and, therefore, it is essential to have reliable and robust
numerical analysis methodologies. Cristillo et al. [22] tried to provide a comparison
between two explicit FE codes (i.e., Abaqus and Ls-Dyna), which are the most frequently
used for such applications according to experimental data in the literature. Both codes offer
different material models suitable for simulating the tank structure, and therefore, the most
suitable one must be selected by means of a specific trade-off and calibration activity. Both
can accurately simulate the complex fluid–structure interaction thanks to the use of the
SPH approach, even if the resulting sloshing capabilities are quite different from each other.
Additionally, the evolution of the tank’s deformed shape highlights some differences, and
Abaqus seems to return a more natural and less artificial behavior. For both codes, the error
in terms of maximum impact force is less than 5%, but, even in this case, Abaqus can return
slightly more accurate results.

Additively manufactured parts play an increasingly important role in structural ap-
plications. Fused Layer Modeling (FLM) has gained popularity due to its cost-efficiency
and broad choice of materials, among them, short fiber reinforced filaments with high
specific stiffness and strength. To design functional FLM parts, adequate material models
for simulations are crucial, as these allow for reliable simulation within virtual product
development. Witzgall et al. [23] presented a new approach to derive FLM material models
for short fiber reinforced parts; it is based on simultaneous fitting of the nine orthotropic
constants of a linear elastic material model using six specifically conceived tensile speci-
men geometries with varying build direction and different extrusion path patterns. The
approach is applied to a 15 wt.% short carbon-fiber reinforced PETG filament with own
experiments, conducted on a Zwick HTM 5020 servo-hydraulic high-speed testing machine.
For validation, the displacement behavior of a geometrically more intricate demonstra-
tor part, printed upright, under bending is predicted using simulation and compared to
experimental data. The workflow proves stable and functional in calibration and validation.
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The quality of the fiber orientation of injection molding simulations and the transferred
fiber orientation content, due to the process–structure coupling, influence the material mod-
eling and thus the prediction of subsequently performed structural dynamics simulations of
short-fiber reinforced, thermoplastic components. Existing investigations assume a reliable
prediction of the fiber orientation in the injection molding simulation. The influence of the
fiber orientation models and used boundary conditions of the process–structure coupling
is mainly not investigated. Kriwet and Stommel [24] investigated the influence of the
fiber orientation from injection molding simulations on the resulting structural dynam-
ics simulation of short-fiber reinforced thermoplastic components. The Advani–Tucker
Equation with phenomenological coefficient tensor is used in a 3- and 2.5-dimensional
modeling approach for calculating the fiber orientation. The prediction quality of the
simulative fiber orientations is evaluated in comparison to experiments. Depending on the
material modeling and validation level, the prediction of the simulated fiber orientation
differs in the range between 7.3 and 347.2% averaged deviation significantly. Furthermore,
depending on the process–structure coupling and the number of layers over the thickness
of the model, the Kullback–Leibner divergence differs in a range between 0.1 and 4.9%.
More layers lead to higher fiber orientation content in the model and improved prediction
of the structural dynamics simulation. The investigations prove that the influence of the
fiber orientation on the structural dynamics simulation is lower than the influence of the
material modeling. With a relative average deviation of 2.8% in the frequency and 38.0% in
the amplitude of the frequency response function, it can be proven that high deviations
between experimental and simulative fiber orientations can lead to a sufficient prediction
of the structural dynamics simulation.

Abbasi et al. [25] conducted an FE numerical study to assess the effect of size on the
shear resistance of reinforced concrete (RC) beams strengthened in shear with externally
bonded carbon fiber-reinforced polymer (EB-CFRP). Although a few experimental studies
have been performed, there is still a lack of FE studies that consider the size effect. Ex-
perimental tests are time-consuming and costly and cannot capture all the complex and
interacting parameters. In recent years, advanced numerical models and constitutive laws
have been developed to predict the response of laboratory tests, particularly for issues
related to shear resistance of RC beams, namely, the brittle response of concrete in shear
and the failure modes of the interface layer between concrete and EB-CFRP (debonding and
delamination). Numerical models have progressed in recent years and can now capture
the interfacial shear stress along the bond and the strain profile along the fibers and the
normalized main diagonal shear cracks. This paper presents the results of a nonlinear FE
numerical study on nine RC beams strengthened in shear using EB-CFRP composites that
were tested in the laboratory under three series, each containing three sizes of geometrically
similar RC beams (small, medium, and large). The results reveal that numerical studies
can predict experimental results with good accuracy. They also confirm that the shear
strength of concrete and the contribution of CFRP to shear resistance decrease as the size of
beams increases.

Lithium-based batteries with improved safety performance are highly desired. At
present, most safety hazard is the consequence of the ignition and flammability of or-
ganic liquid electrolytes. Dry ceramic-polymer composite electrolytes are attractive for
their merits of non-flammability, reduced gas release, and thermal stability, in addition
to their mechanical strength and flexibility. Denney and Huang [26] fabricated free-
standing solid composite electrolytes made up of polyethylene oxide (PEO), LiBF4 salt, and
Li1+xAlxGe2−x(PO4)3 (LAGP). This study is focused on analyzing the impacts of LAGP on
the thermal decomposition characteristics in the series of PEO/LiBF4/LAGP composite
membranes. It is found that the appropriate amount of LAGP can (1) significantly reduce
the organic solvent trapped in the polymer network and (2) increase the peak temperature
corresponding to the thermal degradation of the PEO/LiBF4 complex. In the presence of
LAGP, although the peak temperature related to the degradation of free PEO is reduced,
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the portion of free PEO, as well as its decomposition rate, is effectively reduced, resulting
in slower gas release.

Mechanical properties of fiber-reinforced polymers are sensitive to environmental
influences due to the presence of the polymer matrix but inhomogeneous and anisotropic
due to the presence of the fibers. Hence, structural analysis with mechanical properties as a
function of loading, environment, design, and material condition produces more precise,
reliable, and economic structures. Esha et al. [27] developed an analytical model that can
predict engineering values as well as non-linear stress–strain curves as a function of six
independent parameters for short fiber-reinforced polymers manufactured by injection
molding. These parameters are the strain, temperature, humidity, fiber content, fiber ori-
entation, and thickness of the specimen. A three-point test matrix for each independent
parameter is used to obtain experimental data. To insert the effect of in-homogenous and
anisotropic distribution of fibers in the analytical model, microCT analysis is conducted.
Similarly, dynamic mechanical thermal analysis (DMTA) is performed to insert the vis-
coelastic effect of the material. The least mean square regression method is used to predict
empirical formulas. The standard error of regression for the fitting of the model with
experimental stress–strain curves is closely controlled below 2% of the stress range. This
study provides user-specific material data for simulations with specific material, loading,
and environmental conditions.

Spiral steel cables feature complex deformation behavior due to their wound geometry.
In applications where the cables are used to reinforce rubber components, modeling the
cables is not trivial, because the cable’s outer surface must be connected to the surrounding
rubber material. There are several options for modeling steel cables using beam and/or
solid elements for the cable. So far, no study that lists and evaluates the performance of
such approaches can be found in the literature. Pletz et al. [28] investigate such modeling
options for a simple seven-wire strand that is regarded as a cable. The setup, parameter
calibration, and implementation of the approaches are described. The accuracy of the
obtained deformation behavior is assessed for a three-cable specimen using a reference
model that features the full geometry of the wires in the three cables. It is shown that a
beam approach with anisotropic beam material gives the most accurate stiffness results.
The results of the three-cable specimen model indicate that such a complex cable model
is quite relevant for the specimen’s deformation. However, there is no single approach
that is well suited for all applications. The beam with anisotropic material behavior is
well suited if the necessary simplifications in modeling the cable–rubber interface can be
accepted. The present work thus provides a guide not only for calibrating but also for
selecting the cable-modeling approach. It is shown how such modeling approaches can be
used in commercial FE software for applications such as conveyor belts.

Recent investigations have highlighted the multi-resolution and high throughput
characteristics of the spherical indentation experimental and analysis protocols. Millan-
Espitia and Kalidindi [29] further demonstrate the capabilities of these protocols for reliably
extracting indentation stress–strain (ISS) responses from the microscale constituents as well
as the bulk scale of dual phase materials exhibiting bimodal microstructures. Specifically,
we focus on bimodal microstructures produced in an α–β Ti6242 sample. Combining the
multi-resolution indentation responses with microstructural statistics gathered from the
segmentation of back-scattered electron images from the scanning electron microscope
allowed for a critical experimental evaluation of the commonly utilized Rule of Mixtures
based composite model for the elastic stiffness and plastic yield strength of the sample.
The indentation and image analyses protocols described in this paper offer novel research
avenues for the systematic development and critical experimental validation of composite
material models.

Due to the high design freedom and weight specific properties carbon fiber reinforced
plastics (CFRP) offer significant potential in light-weighting applications, specifically in the
automotive sector. The demand for medium to high production quantities with consistent
material properties has paved the way for the use of high-pressure resin transfer molding
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(HP-RTM). Due to high experimental cost and number of the operational parameters
the development of numerical simulations to predict part quality is growing. Despite
this, erroneous assumptions and simplifications limit the application of HP-RTM models,
specifically with regard to the energy models used to model the heat transfer occurring
during infiltration. Sherratt et al. [30] investigate the operating parameters at which the
thermal non-equilibrium energy model’s increased computational cost and complexity
is worth added accuracy. It was found that in nearly all cases, using the thermal non-
equilibrium is required to obtain an accurate prediction of the temperature development
and resulting final properties within the mold after the infiltration process.

Additive manufacturing or 3D printing has been utilized for parts built of composite
materials. Both developing composite materials by adding reinforcement particles and
printing such a combination of materials can cause a certain kind of defect and anomaly
generation in printed parts or the inappropriate functionality of the 3D printers. Baechle-
Clayton et al. review [31] the potential failures and flaws associated with fused deposition
modeling (FDM) or fused filament fabrication (FFF) 3D printing technology. The focus is
on presenting the failures and flaws that are caused by the operational standpoints and
which are based on the many years of experience with current and emerging materials and
equipment for the 3D printing of polymers and composites using the FDM/FFF method.
This study provides discussions and insights into the potential factors that can cause the
failure of 3D printers when producing a part and presents the type and characteristics
of potential flaws that can happen in the produced parts. Common defects posed by
FDM printing have been discussed, and common nondestructive detection methods to
identify these flaws both in-process and after the process is completed are discussed.
The discussions on the failures and flaws in machines provides useful information on
troubleshooting the process if they happen, and the review on the failures and flaws in
parts helps researchers and operators learn about the causes and effects of the flaws in a
practical way.

Robust finite element models are utilized for their ability to predict simple to complex
mechanical behavior under certain conditions at a very low cost compared to experimental
studies, as this reduces the need for physical prototypes while allowing for the optimiza-
tion of components. Rabiee and Ghasemnejad [32] reviewed various parameters in finite
element techniques to simulate the crushing behavior of glass/epoxy tubes with different
material models, mesh sizes, failure trigger mechanisms, element formulation, contact
definitions, single and various numbers of shells and delamination modeling. Six different
modeling approaches, namely, a single-layer approach and a multi-layer approach, were
employed with 2, 3, 4, 6, and 12 shells. In experimental studies, 12 plies were used to
fabricate a 3 mm wall thickness GFRP specimen, and the numerical results were compared
with experimental data. This was achieved by carefully calibrating the values of certain
parameters used in defining the above parameters to predict the behavior and energy ab-
sorption response of the finite element model against initial failure peak load (stiffness) and
the mean crushing force. In each case, the results were compared with each other, including
experimental and computational costs. The decision was made from an engineering point
of view, which means compromising accuracy for computational efficiency. The aim is
to develop an FEM that can predict energy absorption capability with a higher level of
accuracy, around 5% error, than the experimental studies.

The benefit of fiber-reinforced composites originates from the interaction between
the fiber reinforcement and the matrix. This interplay controls many of its mechanical
properties and is of utmost importance to enable its unique performance as a lightweight
material. However, measuring the fiber−matrix interphase strength with micromechanical
tests, such as the Broutman test, is challenging, due to the many, often unknown boundary
conditions. Vogtmann et al. [33] use state-of-the-art, high-resolution X-ray computed
microtomography (XRM) as a tool to investigate post mortem the failure mechanisms of
single carbon fibers within an epoxy matrix. This was conducted at the example of single
carbon fiber Broutman test specimens. The capabilities of today’s XRM analysis were
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shown in comparison to classically obtained light microscopy. A simple finite element
model was used to enhance the understanding of the observed fracture patterns. In
total, this research reveals the possibilities and limitations of XRM to visualize and assess
compression-induced single fiber fracture patterns. Furthermore, comparing two different
matrix systems with each other illustrates that the failure mechanisms originate from
differences in the fiber−matrix interphases. The carbon fiber seems to fail due to brittleness
under compression stress. Observation of the fiber slippage and deformed small fracture
pieces between the fragments suggests a nonzero stress state at the fragment ends after
fiber failure. Even more, these results demonstrate the usefulness of XRM as an additional
tool for the characterization of the fiber−matrix interphase.

Finally, in this Special Issue established by Georgantzinos et al. [34] the concept of
six-dimensional (6D) printing as a new branch of additive manufacturing investigating its
benefits, advantages as well as possible limitations concerning the design and manufactur-
ing of effective smart structures. The concept of 6D printing, to the author’s best knowledge,
is introduced for the first time. The new method combines the four-dimensional (4D) and
five-dimensional (5D) printing techniques. This means that the printing process is going to
use five degrees of freedom for creating the final object while the final produced material
component will be a smart/intelligent one (i.e., will be capable of changing its shape or
properties due to its interaction with an environmental stimulus). A 6D printed structure
can be stronger and more effective than a corresponding 4D printed structure, can be
manufactured using less material, can perform movements by being exposed to an external
stimulus through an interaction mechanism, and it may learn how to reconfigure itself
suitably, based on predictions via mathematical modeling and simulations.
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Abstract: In this review, the potential failures and flaws associated with fused deposition modeling
(FDM) or fused filament fabrication (FFF) 3D printing technology are highlighted. The focus of
this article is on presenting the failures and flaws that are caused by the operational standpoints
and which are based on the many years of experience with current and emerging materials and
equipment for the 3D printing of polymers and composites using the FDM/FFF method. FDM or
FFF 3D printing, which is also known as an additive manufacturing (AM) technique, is a material
processing and fabrication method where the raw material, usually in the form of filaments, is added
layer-by-layer to create a three-dimensional part from a computer designed model. As expected,
there are many advantages in terms of material usage, fabrication time, the complexity of the part,
and the ease of use in FDM/FFF, which are extensively discussed in many articles. However, to
upgrade the application of this technology from public general usage and prototyping to large-scale
production use, as well as to be certain about the integrity of the parts even in a prototype, the quality
and structural properties of the products become a big concern. This study provides discussions and
insights into the potential factors that can cause the failure of 3D printers when producing a part
and presents the type and characteristics of potential flaws that can happen in the produced parts.
Common defects posed by FDM printing have been discussed, and common nondestructive detection
methods to identify these flaws both in-process and after the process is completed are discussed. The
discussions on the failures and flaws in machines provides useful information on troubleshooting
the process if they happen, and the review on the failures and flaws in parts helps researchers and
operators learn about the causes and effects of the flaws in a practical way.

Keywords: fused deposition modeling (FDM); fused filament fabrication (FFF); polylactic acid (PLA)
filament; acrylonitrile butadiene styrene (ABS) filament; nondestructive testing (NDT); 3D printing;
additive manufacturing (AM)

1. Introduction

1.1. Fused Deposition Modeling (FDM) as a Cost-Effective Alternative to Traditional
Manufacturing

Fused Deposition Modeling (FDM) or fused filament fabrication (FFF) is the applica-
tion of additive manufacturing technology that uses a heating chamber to liquify a polymer
that is then fed and extruded by a system in the form of a filament [1]. In this paper, the
term FDM will be used for the purpose of consistency. Many times, the filaments used in
an FDM printer consist of wax and/or a thermoplastic polymer (Figure 1) [2]; however, this
technology also offers the possibility of introducing and printing composite materials as
well [3,4]. FDM technology is widely used in commercial applications [5]. This is due to the
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relative strength of the parts produced using FDM applications. One of its largest consumer
applications is within aerospace engineering. Such applications produced from polymers
created by Stratasys and Orbis are FAA-approved ULTEM 9085 aircraft air ducts [6]. It
has a large range of materials and applications that surpass other AM technologies and
traditional manufacturing.

 

Figure 1. Example of an FDM 3D printer with a polymer filament spool (top-left).

Compared to traditional manufacturing, additive manufacturing via FDM methods is
more cost effective. While the initial investment into 3D FDM printing can be substantial,
its application in prototyping and part design saves both time and economic resources. On
average, a 1 kg roll of Polylactic Acid (PLA) filament is approximately USD 20.00 [7]. In ad-
dition to the benefits from the lower cost of raw materials, the reduction in fabrication time
and labor, as well as the close-to-zero waist of material due to no subtractive fabrication
process, significantly affect the overall cost of part manufacturing compared to traditional
manufacturing techniques. The type and size of a 3D printer determine the overall associ-
ated cost. An initial investment for a larger industrial-scale FDM printer is the in the range
of USD 70,000 to USD 400,000. When considering smaller FDM printers such as a desktop
model for mostly prototyping purposes, the initial cost could be in the range of USD 1300
to USD 2500 [8–10]. With the complex geometry available to manufacturers/fabricators
that would be unrealistic by traditional means, FDM is the answer. The major issues posed
by the increasing application of FDM additive manufacturing in comparison to traditional
manufacturing are the ability to find internal defects and the assessment of the quality of
the parts.

Additive manufacturing or 3D printing has been also utilized for parts built of com-
posite materials. The combination of two materials as the base for developing composite
materials has been developed over the years to achieve enhanced mechanical and material
properties such as higher strength-to-weight ratios as well as thermal and/or electrical
functionalities [11]. The 3D printing of composite materials comes with its own pros and
cons. It provides the capability to print parts with complex geometries and controlled
dimensions, but at the same time, it has certain limitations regarding the reinforcement
materials that can be added to the base polymer to print a polymer matrix composite [12].
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In addition, both developing composite materials by adding reinforcement particles and
printing such a combination of materials can cause a certain kind of defect and anomaly
generation in printed parts or the inappropriate functionality of the 3D printers [13]. Some
of the major types of such defects include warping and geometrical distortion, voids and
porosities in the matrix and filament, poor fiber–matrix bonding, and uneven reinforcement
distribution in the matrix base polymer. As an example, the homogeneity of the reinforcing
and base polymer mixing is a common challenge which can cause significant changes in
composite material properties. Related common types of defects and failures of polymer
and composite materials and their 3D printing are discussed in the following section.

1.2. Common Defects Posed by FDM Printing

With the large application and rapid growth of additively manufactured materials, the
concern for the integrity and safety of the parts and testing methods is paramount. Unlike
traditionally manufactured parts, due to the nature of the polymer-based FDM materials,
traditional stress/strain tests or defect inspection tests would result in the damage and
destruction of the part. Currently, the most common defects are porosity and density
changes within the material [14]. This is caused by a various number of issues, but the most
common is the environmental and production control of the application of thermal and
humidity changes within the fabrication process [15,16].

FDM technology fabricates a part through a heating and cooling cycle of a filament.
For PLA, the recommended temperature is between 401 ◦F +/− 27◦ [7]. However, the rec-
ommended temperature will vary based on the diameter of the filament and the extrusion
nozzle of the printer head. The extrusion temperature is crucial in FDM printing. The
temperature directly impacts the viscosity and adhesion of the filament, which are deciding
factors of the functionality of the print [17]. For parts that are designed for aesthetic pur-
poses, the issue is not a consideration. For pieces fabricated for their resultant functionality
within a whole integrated system, this issue is daunting.

1.2.1. Thermal Inconsistencies Affecting Part Fabrication

The application of heat is vital in FDM for both polymer and composite printing. The
process of extrusion has to be maintained throughout the printing process. Within FDM
technology, the largest issue is heating consistency. There are several different types of FDM
printers in circulation during the 21st century. While there is a wide variety of filament
types, this paper will focus on the application of acrylonitrile butadiene styrene (ABS) and
polylactic acid (PLA). In FDM printers, there are two common applications of heat. The first
application of heat is within the thermocouple attached to the printer head extruder. This
thermocouple is controlled by the software used by the printer. It runs using cycle heating,
meaning that the thermocouple will reach the required temperature, and then the heat
application will be removed until it drops to a temperature outside of the tolerance range.
This lack of consistency is a reoccurring and substantial issue with FDM applications. With
the inconsistent heating/cooling of the polymer filament, the adhesion of the applied layers
will differentiate, causing an ununiformed density and consistency between the layers of
the part.

FDM printing layer adhesion is greatly affected by the ambient temperature created
by the thermocouples connected to the print bed. When in an enclosed system, the ther-
mocouples attached to the underside of the print bed produce and maintain an average
temperature. This temperature is commanded by the software of the printer per the filament
requirements stated in the slicing software. Fluctuations in the print bed temperature will
result in the warping of the base layer of the print. This warping will produce inconsistent
prints and failures for the rest of the print. When the base layers warp, the chances of
being caught on the printer extrusion head are drastically increased, and the adhesion of
the print to the print bed will be jeopardized. If the filament is applied to the print bed
at a temperature that increases the viscosity, the print will fail to adhere at a microlevel,
therefore reducing the surface tension between the print bed and the print itself. This type
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of defect is very common in an exposed printer environment, mainly due to the ambient
fluctuations of an uncontrolled environment.

When a print bed is heated to a temperature higher than that recommended for the
print, the risk of over-melting the print and the reduction of the print bed/part adherence
greatly increases. If the filament is not allowed to harden at a gradual pace, the print
head will extrude filament that will not adhere to the print bed. This will result in “air
printing”, or the filament extruding into the air rather than attaching to the print bed. This
is a more common issue with printers that have fewer than five thermocouples and an
open printing environment [18]. Printers with fewer than five thermocouples have a higher
chance of cold spots and inconsistent heating due to overlapping ranges. This is because
thermocouples work on an average range of temperatures rather than keeping a constant
temperature. The thermocouples will fluctuate within the range, creating that average
temperature reported between them. When thermocouples work, they must take into
account not just the temperature ranges of the hot end but also the impact of the external
environment [19].

1.2.2. Fiber-Related Defects in Composites

However, adding reinforcing materials or fibers to the base polymer has been shown
to be beneficial in enhancing material properties in composites, but they can also cause
several challenges in terms of defect generation and challenges with enhanced mechanical
properties [20]. One of these challenges arises from the feeding material development
and usage process. Mixing the fibers with the matrix polymer must be done such that the
final composition is as uniform as possible. The uniformity of the composition is not only
an essential factor toward the enhanced mechanical properties but also eliminates stress
concentration in particular areas or weak regions in the composite material [21]. When
3D printing composite materials, it is expected to have a well-defined fiber orientation in
the final part. Several different factors from both the feeding composite material and the
manufacturing process may cause a local alignment deviation of fibers. Such localized
misalignment of the fibers is called waviness [22]. If a composite part contains waviness
flaws, it is more likely to be subjected to failure at or around the waviness regions during
the strength test or over the operating life of the structure. Several studies have evaluated
the waviness and its influence on mechanical properties and the failure of the composite
material [23–25]. As explained earlier, fiber waviness, in addition to a few other factors
such as manufacturing deficiency and curved geometries and coordination, can generate
a related defect which is generally due to fiber misalignment [26]. Fiber misalignment
is particularly important in unidirectional composite materials and is shown to have a
significant effect on the mechanical properties of the composite materials [27]. In a fiber-
reinforced polymer composite, fibers are considered to be the main load-bearing component
of the material. Due to the important role of fibers in the structural integrity of composite
materials, fiber breakage has a significant effect on the overall strength and toughness of the
composite parts [28]. Since the fiber breakage is a distributed type of defect in composite
materials, both the localized and overall effect of these defects must be investigated and
assessed for a load-bearing composite part susceptible to fiber breakage flaws [29].

Figure 2 shows the common defects and faults in parts and machines posed by the
FDM printing of polymers and composites, which are described in the following sections.
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Figure 2. Common defects posed by the FDM printing of polymers and composites.

2. Nondestructive Testing (NDT) Methods

Nondestructive Testing (NDT) Applications are a large asset to Additive Manufac-
turing Engineering [30–34]. Due to the time-consuming nature and recyclability of most
filaments, any traditional integrity and safety testing of parts would render the printed
part unusable. This paper aims to review the major NDT techniques for the evaluation of
FDM parts.

2.1. Nondestructive Testing in the Process

Temperature and thermal signatures monitoring has been widely used for the in-
process quality monitoring of machines and parts. These techniques are commonly being
applied through two main methods. The first method is based on temperature measurement
with traditional or advanced thermocouple sensors. Thermocouples are used to measure
the temperature of critical parts or locations during the 3D printing processes including
bed or base plate temperature, nozzle temperature, and filament temperature. If the
measurement is conducted on the machine parts such as the nozzle, the goal is usually
to monitor the health of the machine for smooth operation. Temperature measurement
is also conducted on the parts over the printing process. In this case, the goal is usually
to monitor the integrity of the part and correlate the measurement to the potential flaws
and defects. As an example, a large temperature gradient or shock usually causes cracking
of the printed parts, which propagate even after the printing is completed or over the
operational lifetime of the parts. The second thermal-based method for quality monitoring
is based on thermal imaging using thermal cameras. Thermal cameras are devices that
work based on capturing the thermal emissions from the objects and recording an image
or a video on their detector. Based on the type and working mechanism of the thermal
cameras, the temporal and spatial resolution of the recorded image and/or video, as well as
their speed and resolutions, might be different, which is an important factor in using these
devices for the in situ monitoring of 3D printing. Thermal imaging will detect the thermal
inconsistencies within the part in real time, communicate with the operator, and allow
them to adjust the process accordingly [11,35–38]. This will assist in a more uniform print,
thus reducing density and layer adhesion inconsistencies. Depending on the extruded
temperature of the filament, the rigidity and porosity are subject to change. Upon the
extrusion temperature being above the recommended ranges of the filament, the viscosity
of the filament will reduce, resulting in an unstable filament extrusion. This will produce
a layer that will spread unnecessarily and fuse incorrectly to the rest of the print. The
porosity and thickness of the layer will also be affected. In the instance where the extrusion
temperature is lower than that of the recommended temperature, the viscosity of the
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filament will be higher than the suggested levels. This will result in a thicker and denser
layer, causing improper bonding between layers. This porosity can be visualized either
through the above-mentioned thermal imaging or even by a laser profilometer [35,39]. The
laser profilometer would measure the amount of polymer that fills each layer. If the laser
profilometer was used to detect under- or over-filled lower layers, that detection would
cause the upper layers to compensate so that the final product would become smooth.
This would, of course, depend on the adhesion between the layers. A way to alleviate
the inconsistent heating between the thermocouples and the print bed is to use the skirt
adhesion type build plate [40]. It was found in a study conducted by Nguyen et al. that
the adhesion type was the most significant parameter tested that affected the vibrational
response of the print. This change from raft to skirt adhesion has been shown to result
in better inter-layer fusion and increased heat consistency, which in turn yields a better
polymer print.

Layer-wise quality monitoring over the printing process through imaging techniques
can also be done using optical images. In this method, optical cameras with a sufficient
resolution and sensitivity are used to capture images on each layer during the fabrication
process. Such an image will then be compared to the information from the G-code of the
part’s model for the automatic detection of the flaws and anomalies in the layer. Optical
camera integration usually costs less than thermal cameras and is easier to integrate and
operate. Computer vision algorithms are effective techniques for analyzing the images and
extracting the information from them.

Shmueli et al. described in their paper that thermal imaging can be used during
the 3D printing process, and X-ray scattering can also be used during that time. The
X-ray scattering was shown to be indicative of the overall strength of the composite. This
indication was given by the measured crystallinity of the polymer layer. Depending on
the orientation of the molecules within the layers, the determination of the brittleness
was shown to be directly correlated with the overall crystallinity of the composite [37,41].
X-rays are an efficient technique for the inspection of the 3D-printed parts, specifically for
the assessment of the internal structure and volumetric flaw detection. Higher initial costs
of the equipment and operation, safety concerns, higher technical skills requirements, and
the complexity of the integration into the 3D printing machine are the major factors that
limit the application of X-rays for in-process quality monitoring. This is even more critical
for the 3D printing of polymers and composites since there might be less of a chance for
cost justification.

The application of the NDT during the production process of the part would then allow
for a layer-by-layer account of the part, since layer-wise enables the in situ monitoring of
the process for each individual layer if the proper sensor(s) are integrated into the system.

2.2. Nondestructive Testing after the Process

After the completion of the printing process, the finished parts can be inspected
for quality and potential flaws using various NDT techniques depending on the mate-
rial, geometrical, and surface conditions. Ultrasonic, radiography, thermography, and
microwave NDT are among the most applicable inspection techniques for polymer and
composite materials. The above-mentioned uniformity issue can be detected using phase
array ultrasound technology (PAUT), producing an image for the engineers to view without
destroying the part to detect defects within the part [42–44]. PAUT used an array of an
ultrasonic transducer to send and receive ultrasonic waves into the part in an electronically
programmed sequence. Within the ultrasound, the largest issue is the conduction of the
projected frequencies through the air and into the part. Due to the layering texture of the
produced parts or their surface condition, it is highly difficult to produce a perfectly flush
surface mating [45]. The surface irregularities produce “noise”, the detection of frequencies
due to air, thus reducing the accuracy of the ultrasonic testing technology. To limit the
feedback noise from the irregular surface, the use of media or a controlled AM part is
needed. As of now, the largest issue is the absence of a piece that adapts to the changing
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surface texture of the part and remains solid for the sensor to rest on. To solve this issue,
additive manufacturing could be the answer. A controlled AM part would need to fit the
surface texture and fill in the ridges and valleys produced by FDM. A promising way to
negate those effects would be to use stereolithography (SLA) printing combining a rigid
and semi-aqueous resin material [46–48].

The produced part would then act as a conductor between the sensor and the FDM
part. A series of control tests using the ultrasound sensor and AM medium need to be
conducted to allow for the removal of any potential noise remaining and effectively “zero”
the sensor out for the testing application of the FDM part. The rigid resin portion of the
mating piece would act as a sturdy, flush surface for the sensor to rest on. This would reduce
the amount of noise feedback caused by air and ambient vibrations. The semi-aqueous
resin material would then shape and form to the ridges and valleys of the part to test. This
would again limit the noise produced by the air and ambient vibrations. To further reduce
unwanted feedback, using a jelly medium would further increase the surface contact and
produce a physical pathway for the ultrasound waves to penetrate the parts.

The media described above for surface mating techniques would then allow for the flat-
bottomed sensors to be used on a larger variety of AM geometry parts. One of the largest
concerns of using ultrasound technology is the complex geometry allowance provided
by AM production technology, mainly within FDM. These issues are mainly focused on
complex internal geometry. However, in using surface mating techniques and applying
NDT methods to several faces, the ultrasound readings could effectively produce a 3D
image of the part in question. This would then allow the researcher to break the part down
to a layer level and detect where any defects occurred when compared to the digital slicing
software layer models [49,50].

Radiography testing (RT) is always a reliable NDT technique for the post-process
evaluation of the parts. For polymers and composites, RT faces less of a challenge regarding
the penetration into these materials, since they are much less dense when compared to
the metals and ceramics. Due to this characteristic, RT can penetrate into considerably
thick parts of polymers and composites without being limited by the surface condition
or geometry of the part. Then, the whole internal structure of the parts can be visually
imaged in a 3D image using computed tomography (CT) or just in conventional 2D X-ray
images. Similar to other imaging techniques, image processing (in 2D and 3D RT) and
image reconstruction techniques (in 3D or CT imaging) are crucial to obtaining accurate
measurements and information from the RT. The dependency of the RT images on the angle
of projection is a major issue in 2D X-ray images. If a flaw has a very high aspect ratio, e.g.,
a long line or crack type, then it may be projected very well in an angle perpendicular to
the projection plane, but it might be totally missed in the other 90-degree perpendicular
view. However, this is a less important issue if a 3D CT image is produced, which takes
more time and will have a larger size.

3. Failure and Flaws in Raw Feeding Materials

3.1. Gear Feeding

The gear feeding process consists of two cylinders with a tooth inlay, as shown in
Figure 3. They are normally held with a screw spring that provides an adjustable tension
for the extruding gears. This tension allows the gears to increase or decrease friction on the
filament, which allows for the ease of movement when using different materials (PEEK,
ABS, PLA, Carbon Fiber, etc.), as each material has a different hardness and density.

In 3D printing, there are two different feeding styles. The most common is Bowden
extruding, where the gears feeding the filament are located on the body of the printer and
a tube carries the filament to the thermal coupling hot end. An example of a 3D Filament
printer that uses Bowden extruding is in Figure 4. This helps to reduce the possibility of
breakage and thermocouple burnout.
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Figure 3. Screw spring that provides tension for the gear feeding process.

 
Figure 4. Close-up of the gear feeding that uses the Bowden extruding style.

For direct extruding printers, the extrusion gears are located behind the thermocouple
hot ends. This has a lower failure rate due to the lack of tension placed on the filament and
the reduced travel time between the gears and the thermocouple. However, it reduces the
quality of the print because of the slop produced by the gear motors.

Both extruding systems normally have an eye or a light sensor attached behind the
extruding gears to notify the printer when the filament runs out. This then pauses the
printing process and allows it to cool down mid-print. When this occurs, the location and
progress of the print are saved and allow the print to be continues once a new filament is
loaded in. However, due to the location of the notification system being behind the gears, if
the filament’s diameter has been chewed away, the print will fail. The notification system,
being behind the failing location, will show the filament still being processed through the
extruder, even though it has faulted. To remove issues such as these, it would be beneficial
to relocate the notification system as close to the thermocouple location as possible or install
a two-part system. A two-part notification will greatly increase the chance of catching a
gear feeding failure quicker, reducing the possibility of a failed print. In both systems, one
of the most common failures is gear slippage. There are two possible ways for this to occur.

One cause is moisture content within the filament itself. If the filament is too dry, it
becomes brittle and encourages breaking. Due to the feeding pressure and possible twisting
of the filament due to the unrolling process, snapping may occur between the gears and
the feeding tube of the extrusion system. This causes separation between the two parts of
the filament and reduces the chance of the gears catching the material and feeding it into
the guide tube. If the gears gain traction on the filament, it has a high chance of pushing
the material forward but missing the guiding tube. This then extrudes the filament into the
air and out of the system, resulting in a failed print.

The second cause is the shedding of the filament into the gear’s grooves or the wearing
down of the gear’s grooves. Both will result in the slipping of the gears against the filament
and cause the diameter to be worn down over time. This will cause the filament to stay
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stationary within the system and keep any material from extruding from the hot ends.
This will again cause the printer to “print air”. Since the sensor is behind the gear, the
system will detect the material (even if it is stationary) and it will consider the material to
be extruding from the hot ends and ruin the print.

3.2. Diameter

As mentioned above, the diameter of the filament plays a crucial role in the success of a
printed object. The most common diameter sizes are 3.0 mm and 1.75 mm. The production
of these filaments states that, over a certain length of the filament, the average diameter of
it is one of those two values stated above. Due to the variations of the diameter within a
tolerance range for these filaments, it is possible for the gear systems to lose traction on the
filament and stop the material extrusion process (Figure 5).

 
(a) 

 
(b) 

Figure 5. (a) Location and arrangement of the filament spool inside the FDM/FFF 3D printer;
(b) Instability (misalignment) of the filament spool winding (red circles) during the printing process.
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3.3. Filament Winding

Filament winding errors occur either during the winding process of the filament
spool’s manufacturing or due to the failure of the tension while printing.

4. Failure and Flaws in Machines (3D Printers)

4.1. Nozzle Blockage

There are several possibilities for material to cause nozzle blockages while printing.
Foreign matter, material mixing, and the filament diameter are some of the most common
causes of nozzle blockages (Figure 6).

 
Figure 6. Nozzle blockage fault in a 3D printing machine.

4.1.1. Foreign Matter Blockage

Focusing less on the machine and more on the environment the printer resides in,
there are many different possibilities for material blocking. One of the most prominent is
tape. There are several different filament manufacturers that initialize the coiling of the
filament using tape to adhere it to the roll. Due to the light sensors mentioned above for the
gear feeding, this causes one of two issues. The first issue is that the tape remains adhered
to both the filament and the roll. This inadvertently causes the machine to be placed under
tension, gear chewing on the filament, and a failed print. The second issue is that the tape
dislodges from the roll yet remains adhered to the filament roll. As the gears continue
feeding, this tape can stay attached to the filament and result in the clogging of the feeding
tube or the extrusion nozzle.

In cases where the tape has clogged the feeding tube, it is necessary to remove and
replace the whole tube due to the blockage. If the tape has clogged the extrusion nozzle,
it is necessary to conduct a “hot push” of material. This is when the thermocouple of the
extruder is heated to the top end of the temperature range of the filament and the filament
is manually pushed through. In doing this, the tape is melted down with the filament and
forcefully removed from the system. Theoretically, this will then completely remove the
foreign material from the extruder.
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4.1.2. Mixing Materials

The most commonly used filaments are PLA and ABS. The extrusion tips used for
PLA can then be used for ABS after a hot push of the new material. This is due to the lower
melting point of PLA. The hot push using ABS effectively removes any remaining PLA
from the walls of the extrusion tip and allows for a clean extrusion of the new material.
However, once a tip has been used for ABS, it is generally relegated to be used for only
that material. This is because residual ABS on the walls of the extrusion tip remain, even
after a hot push. This leads to an inconsistent temperature of the hot end and introduces
impurities within the extruded filament, therefore ruining the print.

As stated previously in Section 1.1, FDM can be used to produce composites. When
mixing those composites, it is very important to know the bonding mechanism, mechanical
performance, fatigue behavior, rheological behavior, and thermal properties of the indi-
vidual components [51–57]. The bonding mechanism between polymers can be affected
by many different things. It all comes down to how the chemicals/polymers interact with
each other. For example, a negatively charged polymer will not bind to another negatively
charged polymer. Therefore, one of them has to have a positive charge for the bond to
happen. These charges can be changed based on many different factors such as temperature
or pH. These interactions can happen at the nanometer level, as evidenced by a paper
published by Arkhurst et al. and Fan et al. [51,52]. Fan et al. go on to discuss how the
mechanical properties of the polymers change the correlating properties of the composite.
It was concluded by Fan et al. that when the bonding quality increased, so did the fracture
strain limit [52]. When reviewing the fatigue behavior of polymeric composites, Shanmu-
gan et al. discovered that this parameter has not been studied extensively and needs to
receive further analysis [53]. Rheological behavior is how a polymer actually flows and
moves as a liquid. This is extremely important for FDM printing since the polymer is heated
and has to be pushed through a nozzle. Once it is cooled, it becomes a solid composite
or, in the case of this paper, a PLA-based thermoplastic [55]. Thermoplastic composites
are an extremely common type of plastic. These are made by heating a polymer to its
melting point and then manipulating it to the desired shape. The consistent heat allows the
polymer to stay in liquid form long enough for the composite to be shaped [54,58]. These
composites can be used in many different ways such as cladding for walls or plastics that
are nonbiodegradble or biodegradable depending on the application. In a study conducted
by Park et al., it was found that adding an ABS polymer board to a cement wall curtain
significantly increased the stability of the wall when the wind speed was increased to
150% [57]. Biodegradability has always been a hot topic when discussing polymers. In most
cases, the mixture of polymers needs to be biodegradable. However, there are several cases
in which the composite needs to have a high stability to resist biodegradation. In a study
published by Harris et al., it was found that a composite that had a partial biodegrading
blend had a better stability than blends that were made with nondegrading polymers [56].

4.1.3. Incorrect Filament Diameter

There are two commonly produced diameter extrusion tips: 3.0 mm is the largest
diameter for most hobby printers, while the other diameter is 1.75 mm. When printing, it
is imperative to ensure that the correct diameter filament is matched to the extruder tip.
While it might not fail, it is generally not recommended to use a 1.75 mm filament in a
3.0 mm extruder. It increases the chance of introducing air to the extruded material and
reducing the desired material properties of the filament. Most printer systems are set up
to handle one of the two diameters. Common hobby printers are generally set up to use
the 1.75 mm filament, and, as such, very few have the ability to plug-and-play a 3.0 mm
conversion kit. This is mainly due to the light sensor for the material feeding, as well as the
guiding systems used for the filament itself.
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4.1.4. Incorrect Nozzle Types

While the printers are focused on one of the two main diameter filaments, there can
be an arrangement of extrusion point diameters. This information is required during the
slicing software process. This will allow the software to calculate the movement speed
of the print head, the cooling time, the layer thickness, and the layer height. It also
calculates the tolerances and allows for the part’s shrinkage value. Generally, the larger the
extrusion point, the more material there is that is used in a print, the higher the temperature
needed during the initial extrusion, and the slower the movement speed. This allows for
the filament to resolidify before the next layer is produced, while ensuring proper layer
adhesion.

One of the main materials for extruder tips is brass. This information must be taken
into account when printing due to the heat conductivity of the metal.

4.2. Bed Leveling

As the beginning of a printing process, it is recommended to go through a leveling
process. For most slicing software, this is automatically coded into the system. This allows
for the technician to ensure that the extruded material will meet the build plate at the
proper height. Bed leveling at the initial start of the print will reduce the possibility of
failure due to non-adhesion. However, for most non-enclosed sections, it is possible for the
bed height and pitch to be adjusted during the print. If there is a pitch within the bed, there
is a higher chance of non-adhesion for the extruded material (depending on the diameter
of the extrusion nozzle itself).

5. Failure and Flaws in Printed Parts

5.1. Failures and Flaws during the Printing Process

Due to the nature of Additive Manufacturing, flaws and failures can be very costly and
time consuming. In material removal processes, most can be remelted and then reproduced.
For printing, due to the nature of the processes, any failure within the part or during the
process will render the part unusable.

5.1.1. Spaghetting

Spaghetting is a failure that occurs when the material being extruded does not connect
or adhere to the build plate but rather adheres to the extrusion nozzles (Figure 7). This
is the unofficial term for this failure; however, it is a common issue and wastes large
amounts of filament. One factor that causes this failure is foreign matter on the extruder
tip. This is normally caused by old filament burning onto the nozzle from past prints.
Another possibility is dragging. This is when the extrusion nozzle is not offset to correct
for possible height differences in the print bed. The nozzle then drags across the build
plate and removes some of the build plate material. This then melts and adheres to the
extrusion nozzle and produces a possible adhesion point for the extruding material. This
failure causes a large loss of material and failed prints if not rectified quickly. If the failure
does occur, removing the material from the extrusion tip increases the chance of saving the
print from a full failure.

5.1.2. Adhesion and Warping

The most common failure for adhesion is normally print bed adhesion. Print bed
adhesion is the first few layers of the print and assists in keeping the print stationary. If
the bed adhesion fails, the print will not progress. To reduce the chance of bed adhesion
failure, it is recommended to use a heated and slightly abrasive surface. This will create
friction for the filament and increase the chance of adhesion by increasing the surface area
contact. Heated beds soften the extruded material, which in turn allows for the adhesion
between the rough surface top layer and the first material layer [19,59].
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Figure 7. Spaghetting of unsuccessful deposition of the melted filament material.

Layer adhesion is another failure. This is when the extruded material fails to melt and
adhere correctly to the previous layer. There are several factors that can cause this type of
failure. One of the largest contributing factors is the environment. The ambient temperature
of the area surrounding a print can cause the cooling process to alter during printing. If the
ambient temperature is over the normal threshold for the print, it will cause the extruded
material to cool at a slower rate, which can cause slippage. The exact opposite occurs when
the ambient temperature of the printing area is cooler than the required temperature. This
will cause the layers to not bond together.

5.2. Failures and Flaws after Processing
5.2.1. Porosity and Density Consistency

There are two main material property measurements. Porosity is a measure of the space
within a part that is void of material, while density is defined as the measurement of mass
per unit of volume. Regarding additive manufacturing, much like casting, trapped bubbles
of air can occur during the printing process. Since the material is being extruded, there
are instances where a bubble is introduced into the material while the print is occurring.
Prints are produced in a linear pattern, which means there are micro-gaps between the
layers and walls. These micro-gaps produce porosity in the prints. As such, due to the
change in porosity, density is also affected. If the printed component is sectioned into
different cross sections, the porosity and density of each varies. Voids cause fatigue, which,
as stated earlier, is not a majorly discussed topic. In this article published in 2022, voids’
interaction with fatigue behavior is discussed [60]. The impulse excitation technique to find
the Young’s modulus is a way to remedy this problem [61,62]. Through this process, the
natural frequencies of the sample can be quantified, and then the mechanical properties can
be calculated. It was found that when the Young’s modulus was calculated, an optimization
of the geometry of the print could be performed to solve the porosity issues. Optimization of
the print can be achieved in composites as well. It was found by Ahmed et al. that changing
the printing parameters on the interfacial bond strength of ABS/carbon fiber-reinforced
polylactic acid (CF-PLA) also changed the quality of the print [63].

5.2.2. Surface Topography Variations

Due to the layer printing technology used by FDM, the surface topography varies from
component to component. As the machine prints, it extrudes semi-melted material onto
the print surface or upon the previously laid layers. While this occurs, as stated previously
in the paper, air bubbles can become trapped between layers, or the material can break
during printing. If this happens, it can cause topography variations in the final component.
While most of the errors are within tolerances, there are times where the topography varies
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widely. This can be due to the print failing and collapsing on itself or to air pockets being
introduced on the surface [64]. A solution for this problem is to add various coatings that
can increase the composite’s mechanical properties including the tensile strength of the
composite. A battery of tests can then be done on the finished product, including the
proposed methodology by Bernal et al. [61].

6. Discussion

The results from past experiments and research show that the ultrasound technol-
ogy was highly effective in showing/recording defects and faults in both machined and
purposefully produced defects within printed parts. In addition, ultrasound- and acoustic-
based techniques showed promising capabilities for detecting acoustic signatures during
the printing process and thus become a capable technique for the in situ monitoring of the
machine and parts quality. Ultrasonic techniques can provide a rich amount of information
about the quality of the part and the condition of the process. They are very precise and
efficient in the post-process quality monitoring of the parts. However, the bottleneck of
using ultrasonic for in situ monitoring is the speed of the data recording and analysis
and the complexity of the data processing. Thermal-based techniques are still an effective
method for quality monitoring, specifically in the FDM/FFF process, since the range of
temperatures in FDM/FFF can be more easily included in the operational range of many
thermal cameras. Future studies via thermal imaging are necessary to evaluate the ap-
propriate characteristics of images, including resolution, speed, and accuracy for both the
in-process and post-process assessment of the 3D printed parts’ quality.

When reproducing the experiments, the environment should be controlled. The
ambient temperature and humidity need to be held constant and at an optimal level for
the filament being used. The results will vary if the printer is enclosed versus open to the
environment. If the printer is in a confined environment, feedback from the thermal imaging
sensor will be expected and will artificially change the results. The testing application of
the sensors for ultrasound technology should be repeated in a relatively constant spot to
reduce errors and outlier data. These factors are very important practical points when
designing a monitoring and/or control system for 3D printers since they affect the complex
process of the 3D printing.

When NDT techniques are used for the in situ monitoring of the 3D printing processes,
the immediate benefit would be the sustainability of the process, by which the dispensable
waste of materials, energy, and production time can be eliminated if a serious flaw or
inconsistency is detected in a layer. To reduce the false alarm in a monitoring methodology,
in addition to the appropriate sensor integration, accurate and robust data analysis and
signal processing are necessary. Machine learning and computer vision techniques can
reduce the false alarm and enhance the accuracy of data analysis for this purpose [65].

To further develop the knowledge and understanding of the defects in 3D-printed
parts and the potential failures in 3D printing machines, more investigations into both
materials and manufacturing processes are necessary. Some of the suggested future work
includes specific experimental investigations into the causes of defects in 3D-printed
polymers and composites, studies on the optimization of manufacturing processes toward
the minimum possibility of defect generation, studies on the cases of machine failures and
the implementation of potential feedback controls to avoid such failures, and studies on
the process parameters and their influence on faults and failures.

7. Conclusions

Additively manufacturing or 3D printing polymer and composite materials provides
many opportunities for the design and fabrication of a variety of parts and components,
specifically for parts with complex geometries, prototyping purposes, the fabrication
of parts with low production rates, and tools and fixture design. Despite the valuable
advantages that the 3D printing of polymers and composite materials such as FDM provides,
the structural integrity and quality of the manufactured parts remain a main concern.
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Understanding the type and properties of the potential defects and flaws in 3D printed parts,
as well as the potential failures in 3D printing machines, as discussed in this paper, is crucial
to avoid manufacturing low-quality parts or operating the equipment in inappropriate
conditions. The application of nondestructive testing should be conducted in all additively
manufactured parts due to their destructible and degradable nature when checked by
traditional methods. Due to their quick feedback and accuracy, thermal imaging, X-ray
scattering, laser profilometry, and ultrasound are the most applicable nondestructive testing
methods. They are able to be conducted in-line and after the processing of the part, and
this allows for the early detection of defects as well as quality control.

Author Contributions: Conceptualization, M.B.-C.; methodology, M.B.-C.; investigation, M.B.-C. and
E.L.; resources, M.B.-C.; writing—original draft preparation, M.B.-C.; writing—review and editing,
H.T. and E.L.; supervision, H.T. and M.T.; project administration, H.T. and M.T.; funding acquisition,
M.B.-C. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the Undergraduate Research Award of the Allen E. Paul-
son College of Engineering and Computing of Georgia Southern University under award number
UGRA2020-MB.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Acknowledgments: The authors thank the undergraduate research program and the Dean’s office at
the Allen E. Paulson College of Engineering and Computing of Georgia Southern University.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gibson, I.; Rosen, D.; Stucker, B.; Khorasani, M. Additive Manufacturing Technologies; Springer: Cham, Switzerland, 2020.
2. Groover, M.P. Fundamentals of Modern Manufacturing; Wiley: Hoboken, NJ, USA, 2022.
3. Zhao, H.; Liu, X.; Zhao, W.; Wang, G.; Liu, B. An Overview of Research on FDM 3D Printing Process of Continuous Fiber

Reinforced Composites. In Journal of Physics: Conference Series; IOP Publishing: Bristol, UK, 2019; p. 052037.
4. Pervaiz, S.; Qureshi, T.A.; Kashwani, G.; Kannan, S. 3D Printing of Fiber-Reinforced Plastic Composites Using Fused Deposition

Modeling: A Status Review. Materials 2021, 14, 4520. [CrossRef] [PubMed]
5. Singh, R.; Singh, S.; Mankotia, K. Development of ABS Based Wire as Feedstock Filament of FDM for Industrial Applications.

Rapid Prototyp. J. 2016, 22, 300–310.
6. Albakri, M.I.; Sturm, L.D.; Williams, C.B.; Tarazaga, P.A. Impedance-based non-destructive evaluation of additively manufactured

parts. Rapid Prototyp. J. 2017, 23, 589–601. [CrossRef]
7. Matterhackers. Available online: https://www.matterhackers.com/ (accessed on 6 December 2021).
8. Makerbot Replicator. Available online: http://store.makerbot.com/replicator (accessed on 6 December 2021).
9. Makerbot Replicator Mini. Available online: http://store.makerbot.com/replicator-mini (accessed on 6 December 2021).
10. Cubify Cube Store. Available online: http://cubify.com/cube/store.aspx (accessed on 6 December 2021).
11. Wickramasinghe, S.; Do, T.; Tran, P. FDM-Based 3D Printing of Polymer and Associated Composite: A Review on Mechanical

Properties, Defects and Treatments. Polymer 2020, 12, 1529. [CrossRef]
12. Blanco, I. The use of composite materials in 3D printing. J. Compos. Sci. 2020, 4, 42. [CrossRef]
13. Kalsoom, U.; Nesterenko, P.N.; Paull, B. Recent developments in 3D printable composite materials. RSC Adv. 2016, 6, 60355–60371.

[CrossRef]
14. Triyono, J.; Sukanto, H.; Saputra, R.M.; Smaradhana, D.F. The effect of nozzle hole diameter of 3D printing on porosity and tensile

strength parts using polylactic acid material. Open Eng. 2020, 10, 762–768. [CrossRef]
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Abstract: Robust finite element models are utilised for their ability to predict simple to complex
mechanical behaviour under certain conditions at a very low cost compared to experimental studies,
as this reduces the need for physical prototypes while allowing for the optimisation of components. In
this paper, various parameters in finite element techniques were reviewed to simulate the crushing be-
haviour of glass/epoxy tubes with different material models, mesh sizes, failure trigger mechanisms,
element formulation, contact definitions, single and various numbers of shells and delamination
modelling. Six different modelling approaches, namely, a single-layer approach and a multi-layer
approach, were employed with 2, 3, 4, 6, and 12 shells. In experimental studies, 12 plies were used
to fabricate a 3 mm wall thickness GFRP specimen, and the numerical results were compared with
experimental data. This was achieved by carefully calibrating the values of certain parameters used
in defining the above parameters to predict the behaviour and energy absorption response of the
finite element model against initial failure peak load (stiffness) and the mean crushing force. In each
case, the results were compared with each other, including experimental and computational costs.
The decision was made from an engineering point of view, which means compromising accuracy for
computational efficiency. The aim is to develop an FEM that can predict energy absorption capability
with a higher level of accuracy, around 5% error, than the experimental studies.

Keywords: crashworthiness; composites; FEA; progressive crushing; LS-DYNA

1. Introduction

Two classes of finite element methods are available: either the implicit or explicit
method [1]. The implicit method is widely available and used in a broad range of problems,
including nonlinear stress analysis and static. The explicit method is widely used in highly
nonlinear stress analysis and dynamics with contact-dominated problems. A car crash, for
instance, or metal stamping simulations are applications well suited for the explicit method.

Due to the high cost of conducting experimental studies, there is a need for reliable
computational models capable of predicting the crushing response of composite structures.
There have been various attempts to develop explicit finite element models (FEMs), with dif-
ferent degrees of precision, for circular tubes [2–6], square tubes [4–13], angle-stiffeners [8],
C-channels [8] and hat-stiffeners [14]. The classification of structural FEM can be divided
into two groups. The first group is the micro-mechanical one [15–20]. In this group, the
finite element models try to simulate the composite crushing phenomenon through a de-
tailed modelling of its micromechanical behaviour. A very fine solid mesh is developed
to accurately capture the micro-mechanics matrix crack propagation phenomenon. The
computational effort demanded by this kind of model is very high, which makes it unprac-
tical for engineering crash analysis. This approach is used mainly to perform simulations
concerning the delamination phenomenon, in which the growth behaviour of a single crack
is studied in a very detailed way [7]. The second group is the macro-mechanical one [3].
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This type of model provides a macro-mechanical description of the material collapse. It is
much more computationally effective, and consequently, it is a suitable choice for engineer-
ing crash analysis. However, it is not capable of precisely modelling all the main collapse
modes that occur simultaneously during a crush event.

The FE modelling of composite structures can be either shell or solid elements. Solid
element models require more computation time and are less widely used compared with
shell elements used in the axial crushing of composite structures as mentioned above. A
single layer [17,21–24] or multiple layers [3,25] of shell elements can be used to model a
laminate. In the single-layer model, this can be modelled as a single layer of shell elements,
with each ply being represented by the thickness integration point, also referred to as the
integration point in the thickness direction. This kind of model is not capable of modelling
the interlaminar collapse modes shown by composites under crushing in an accurate way.
However, it is useful if a detailed representation of the failure physics is not required
and only load and energy level predictions are required. The main advantages are its
simplicity and computational effectiveness, so for that point, they are highly suitable for
practical engineering crash analysis. On the other hand, they have a notably lower level of
robustness due to the large amount of parameter calibration required to obtain acceptable
global results for a given test configuration [7].

The authors of [8] used this configuration for C-channel, angle-stiffeners and the
hollow square tube modelling technique. In the multi-layer configuration model, the
laminate is modelled by multiple shell elements, with each layer representing either a
single ply or a group of plies, and the layers are glued together using an automatic contact
definition (surface to surface).

In recent studies, the single-layer configuration model has been used to simulate
the behaviour of various composite structures in the case of, for instance, thin-walled
square sections. This method is capable of accurately capturing the local buckling and
unstable collapse; however, due to the complex failure mechanism of composite structures,
this method was ineffective in depicting the progressive failure process [4]. Providing
precise input of key material properties and numerical parameters in the material model
(e.g., eleven parameters in MAT 54), and defining the contact definition between the test
specimen and the impactor and applying an all degrees of freedom constraint on the end
of the test specimen, the single-layer model was able to yield good correlation with the
experimental load–displacement graph for cross-sections studied in [8]. However, this
configuration, as mentioned above, is not appropriate for failure mechanisms and the
crushing behaviour, as these are mostly neglected.

The multi-layer modelling technique can be utilised for better capturing the failure
process of the tubes undergoing progressive crushing [3–7]. However, in the multi-layer
model, the correlation with the experimental load–displacement was not always satisfac-
tory. The composite hollow tube was modelled in LS-DYNA using MAT 54 to analyse its
crushing behaviour. The FEA results were satisfactory and agreed with the experimental
load–displacement graphs; however, instead of the brittle failure mechanism observed in
experimental studies, a significant local buckling of the tube was observed in FEA.

A finite element model was developed by [4]. This model was able to accurately predict
the peak load of thin-walled square CFRP tube, although the specific energy absorption
was underestimated by 33%. In the FEA simulation, the crushed elements were deleted
instead of forming debris, as was observed in the experiment. One of the parameters
that contributed to the energy absorption was the debris formation wedged between the
fronds of the tube’s wall, which was neglected in the simulation. The author noted that
this parameter alone affected the SEA value in a significant way. In [5,6], the FEM was
developed to capture the crushing behaviour of hollow circular and square tubes and
compare the results with the experimental observations. It was noted by the authors that
the model was not able to reproduce the axial matrix splits observed experimentally. This
resulted in different load–displacement curves, deformation, and failure behaviour when
compared with the experiment. Several parameters that influenced the crushing behaviour
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of square hollow tubes were analysed in [7]. The parameters were element size, number of
shell layers, coefficient of friction and interlaminar material properties [26–28]. The author
noted that by increasing the number of shells, the main collapse mode was unchanged.
The influence of the friction coefficient between the tube and the machine plate and of the
element dimension was also studied. The element size was coarse mesh (7 mm) and fine
mesh (4 mm). The static friction coefficient values were 0.1, 0.2 and 0.3, and the dynamic
friction coefficient was kept constant at 0.65. The increase in the friction coefficient from
0.1 to 0.3 and the use of finer mesh did not significantly change the crush zone morphology
in the sense that all three tubes collapsed in the same way. For all three values of friction,
the load–displacement curves have almost the same shape. In this sense, the effect of the
friction variation was similar to a scaling of the magnitude of the load curves. The model
with bigger elements shows a magnitude of force oscillation higher than the one shown by
the refined model; however, the average force value is the same.

The authors of [10] combined a series of experimental investigations and examined
their effect using finite element analysis and concluded proportional failure mechanisms
leading to SEA, which is a result of dominated energy absorption mechanisms of approxi-
mately 60% material damage and 30% friction with 10% related to contact parameter [29].
Although a detailed examination of the material behaviour is essential to reach a load
adapted lightweight design. Axial finite element modelling of composite structures uses
different modelling methods. Various approaches were developed to obtain ideal force–
displacement curves that are aligned with experimental data. One approach includes a
hybrid mesh of shell and solid elements to capture ideal load–displacement curves [30].
This method is used for modelling of crack propagation with finite cohesion elements [31]
that consist of shell elements representing the material and a solid element to represent
delamination failure. Alternatively, material 54 in LS-DYNA is used to predict crushing
behaviour and the idealised force–displacement graph [32]. One strategy is the SOFT
parameter implemented in LS-DYNA to map pre-damage and consequently create a pro-
gressive crashfront of CFRP square tubes or composite sections, and the author concluded
that Mat_Composite_Damage of LS-DYNA for GFRP box structures was found to be in
accordance with experimental results when it was modelled as a double-shell configuration.
Some similar conclusions were obtained by other researchers that used multi-shell configu-
ration, which can predict energy absorption and maximum force under crushing [32,33].

Abdallah [34] numerically optimised fibre orientation of glass/phenolic tubes under
tensile and compression loadings. Failure parameters in the Mat_54 material card in the LS-
DYNA Library are defined by ALPH (shear stress parameter for the nonlinear term), BETA
weighting factor for the shear term in tensile fibre mode), FBRT (softening for fibre tensile
strength), YCFAC (reduction factor for compressive fibre strength after matrix failure),
TFAIL (time step size criteria for element deletion), SOFT (softening reduction factor for
material strength in the crashfront element) and EFS (effective failure strain) to improve
the accuracy of the final results. Abdallah concluded that the developed numerical models
are capable of predicting tensile and compression loading of small and large scale GFRP
specimens within 10% discrepancy. This trial-and-error or parametric study approach
has also been used in References [34–38]. However, in another study by Xiao [39], axial
crushing of braided carbon tubes was modelled using MAT58 in LS-DYNA to predict
peak forces within 20% of the experimental values, but the predicted crushing forces and
SEA were generally lower than experimental results. This is likely due to a deficiency in
MAT_58 in modelling the subsequent unloading response of partially damaged material.

Many studies focused on the contact parameter [29], crack propagation modelling
with de-cohesion elements [40] or user-defined material model, which requires extensive
experimental investigations [41].

In [42,43], the effect of failure trigger mechanisms on the energy absorption capability
of CFRP tubes under axial compression is experimentally and numerically investigated.
The conventional approach to introduce a failure mechanism is to apply a 45◦ chamfer
on one end, and the failure could initiate progressively. Alternatively, an attachment
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of crush-cap can be utilised to initiate the progressive crushing. Two different types of
crush-caps were studied, each causing the crushed material to fold either inward or splay
outward. The effect of the corner radius of the crush-caps on the peak load, SEA, and crush
behaviour was investigated. The author noted that the chamfer failure trigger was most
effective at reducing the initial peak load while maintaining a high-sustained crush load
and specific energy absorption (SEA). The inward-folding failure trigger approach was not
as effective at reducing the initial peak load but was more effective than using a chamfer for
maintaining a high-sustained crush load and SEA. However, the modelling technique of the
simulation, which was based on a multi-shell configuration with failure a trigger, showed a
high level of correlation with the experimental results for both the chamfer and combined
failure trigger cases. The simulation was able to predict key deformation characteristics,
which were observed during the experimental crushing process, and progression of matrix
splits and the direction of splaying of plies.

In the modelling approach, it is necessary to develop models that are simple enough
to be employed in practical analysis situations but at the same time capable of providing
results with a suitable level of accuracy. At the same time, the approach shall be numerically
robust and practical in the model build phase [44–46].

The primary focus of this study is to develop a ‘multi-layer’ finite element modelling
approach to capture the crushing behaviour of composite tubular structures. This approach
requires a series of parametric studies to maximise prediction of FEM, i.e., failure trigger
mechanism to initiate a progressive crushing, materials card formulation, delamination
interface, element formulation, mesh sensitivity and number of shells. This paper illustrates
the effect of the named parameters on the predictability of developed FEM compared to
experimental studies.

The modelling techniques further investigate the effect of various loading on the
crushing behaviour of composite tubes. The experimental and FEA results are compared
based on force–displacement curves. The approach of FEM is categorised based on pa-
rameters affecting energy absorption capability and the ability of the model to capture
real-life crashing and composite material behaviour. Hence, this review paper has covered
the essential parameters and calibration procedures to establish the findings.

2. LS-DYNA Software

A commonly used piece of software for crashworthiness application by industry and
academics is LS-DYNA, which was developed by LSTC and is suited for highly nonlinear
transient dynamic finite element analysis.

LS-DYNA, within the past decade, has added many new features such as new material
types, contact algorithms, element formulation, etc. LSTC has gradually expanded to develop a
universal tool for most implicit and most vastly used explicit coding for aerospace, automotive,
military and construction. LS-DYNA has its own pre-processor called LS-PrePost.

2.1. Material Models

New material models are developed and added to LS-DYNA regularly. Approxi-
mately 200 material models are implemented in the software. For unidirectional composite
materials, these material models narrow down to the following [47]:

1. Material mode—22: Composite Damage
2. Material model—54 and 55: Enhanced Composite Damage
3. Material model—58: Laminated Composite Fabric
4. Material model—59: Shell/Solid Composite Failure Model

Other material models are adopted to predict composite behaviour, i.e., MAT_161 and
MAT_162, where the matrix phase is modelled within the material card and also these
material cards can be used to model both unidirectional or bidirectional fibres; however,
the concentration of this paper is to isolate material cards from the matrix phase.

Material properties such as shear modulus, elastic modulus, and Poisson’s ratio are
essential parameters for a material model. Strength properties for failure analysis are
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also essential to predict material behaviour. These properties are transverse compressive
strengths, longitudinal compressive strength, transverse tensile strength and shear strength.
Each model has an option to determine the material axes, such as local and global or-
thotropic material axes. For a given geometry and load, the process of calculation is in
three steps,

1. Stress and strain distributions around the stress concentrated areas are calculated,
2. Failure (maximum) load is predicted,
3. Mode of failure is determined.

The analysis consists of two major parts: stress analysis and failure analysis. The most
often used material models are described with parametric studies to compare the differences.

2.1.1. MAT_022: Composite Damage Model

This is the first composite failure material model implemented in LS-DYNA, which was pro-
posed by Chang–Chang [48,49]. The keyword for this model is *MAT_COMPOSITE_DAMAGE
or *MAT_022. This model can be used in solid and shell elements. By using the user-defined
integration rule, the constitutive constants vary through the thickness of the shell.

MAT-022 uses three criteria defined by Chang–Chang and five material parameters to
define failure modes.

The three failure criteria used are:

1. A fibre breakage failure mode,
2. A compression failure mode,
3. A matrix failure mode.

The five material parameters are:

1. Shear Strength, S2,
2. Traverse tensile strength, S12,
3. Transverse compressive strength, C2,
4. Longitudinal tensile strength, S1,
5. Nonlinear shear stress parameter.

The matrix cracking failure mode is determined from Equations (1) and (2),

Fmatrix =

(
σ2

S2

)2
+ τ = 1 (1)

τ =

τ2
12

2G12
+ 3

4 ατ4
12

S2
12

2G12
+ 3

4 αS4
12

(2)

The failure is assumed when Fmatrix is less than 1, then E2, G12, ν1 and ν2 are set to zero.
The compression failure is determined from Equation (3). Failure is assumed when Fcomp is
less than 1 and E2, ν1 and ν2 are set to zero.

Fcomp =

(
σ2

2S12

)2
+

[(
σ2

2S12

)
− 1
]

σ2

C2
+ τ = 1 (3)

The fibre breakage failure mode is determined from Equation (4). Failure is assumed
when Ffibre is less than 1, then E1, E2, G12, ν1 and ν2 are set to zero.

Ff ibre =

(
σ1

S1

)2
+ τ = 1 (4)

where E1 and E2 are the longitudinal and transverse elastic moduli, respectively, G12 is the
shear modulus, and ν1 and ν2 are the in-plane Poisson’s ratios. C2 and S2 are the transverse
compressive strength and shear strength, S1 is the longitudinal tensile strength and S12 is
the in-plane shear strength, and α is the nonlinear shear stress parameter.
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2.1.2. MAT_54-55: Enhanced Composite Damage Model

These material models are improvised versions of the Chang–Chang composite dam-
age model. The keyword for this model is *MAT_ENHANCED_COMPOSITE_DAMAGE
or *MAT_054 or *MAT_055. This model is used for thin shells only. When the model is
undamaged, the material is assumed to be orthotropic and linear elastic, and when the
damage occurs, nonlinearity is introduced into the material. Material 54 is suggested by
Chang, which is called the Chang matrix failure criterion, and material 55 is suggested by
Tsai-Wu, which is called the Tsai-Wu matrix failure criterion. These two models have very
similar formulations.

Material 54 is the same as material 22 but with added compressive fibre failure mode,
and it also includes compressive and tensile fibre failure and compressive and tensile matrix
failure modes.

The Chang–Chang criterion (MAT_54) is given below,
Tensile fibre (σ11 > 0). (

σ11

S1

)2
+ τ = 1 (5)

All moduli and Poisson’s ratios are set to zero when the tensile fibre failure criteria are
met, that is E1 = E2 = G12 = ν12 = ν21 = 0. All the stresses in the elements are reduced to zero,
and the element layer has failed. Where E1 and E2 are the longitudinal and transverse elastic
moduli, respectively, G12 is the shear modulus, ν12 and ν21 are the in-plane Poisson’s ratios.

Failure mode for compressive fibre (σ11 > 0),(
σ11

S12

)2
= 1 (6)

For this mode, E1 = ν12 = ν21 = 0
Failure mode for tensile matrix (σ11 > 0),(

σ22

S2

)2
+ τ = 1 (7)

For this mode, E2 = G12 = ν21 = 0
Failure mode for compressive matrix(

σ22

2S12

)2
+

[(
C2

2S12

)
− 1
]

σ22

C2
+ τ = 1 (8)

where τ and other parameters are defined in the above section. For this mode, E2 = G12
= ν12 = ν21 = 0. For brittle material, when the failure criterion is met, a reduction factor is
applied to reduce the compressive fibre strength, and a softening factor is used to reduce
tensile fibre strength.

When the nonlinear shear stress parameter is set to 0, all the above failure criteria
reduce to the original failure criteria of Hashin [43].

Material model 55 formulation is very close to the material model 54. It uses the
Tsai-Wu failure criteria [50] for compressive and tensile matrix failure modes, which are
given in single expression as follows:

σ2
22

C2S2
+

(
C2

S12

)2
+

(C2 − S2)σ22

C2S2
= 1 (9)

This material model (Mat_055) is similar to the Chang–Chang failure model except
for the compressive and tensile matrix failure mode, which is replaced with the above
expression and transverse shear parameters in this material model.

In the material input, additional parameters such as effective failure strain and maxi-
mum strains are required besides strengths. When the strains values are reached, then the
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element is deleted. The element is removed when failure occurs in all the composite layers,
and these layers are defined through shell thickness integration points.

Elements having the same nodes with the deleted elements become “crashfront” el-
ements. By using a softening reduction factor, the strengths can be reduced and become
moduli of the crashfront elements; this fact results in a stable crushing process and, conse-
quently, a sudden release of stress concentration is compensated. To understand the strain
parameters, a four-node single-shell element undergoes a tensile load in the direction of the
fibre, see Figure 1. The material and strength properties are taken from [51]. SOFT takes
into account the softening strength effects on the crashfront elements by scaling down the
initial input strength.

Figure 1. Single 4-node shell element under tension [51].

Initially, the element is loaded at a constant strain rate of 1/s in the fibre direction.
The stress in the element increases linearly in the fibre direction up to the maximum value,
and all elastic properties and stresses are reduced to zero in 100 time steps, as shown in
Figure 2. The maximum strain for fibre tension is set to a default value of 0.

Figure 2. Stress–strain curve in fibre direction under tension, DFAILT = 0.0 [51].

Then, all the elastic properties and stresses are kept constant except the maximum
strain for fibre tension, which is set to 0.02. After the value of maximum stress is reached,
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the elastic constants and the stresses remain constant until the maximum strain value is
reached, then the element is deleted, immediately resulting in the stress being reduced to
zero, as shown in Figure 3.

Figure 3. Stress–strain curve in fibre direction under tension, DFAILT = 0.02 [51].

Stresses are kept constant when compressive matrix and fibre criteria are met. In
material models 54 and 55, ultimate failure can occur in any four different ways:

1. Chang–Chang failure criterion is satisfied in tensile fibre mode,
2. Maximum fibre tensile strain is met,
3. Maximum effective failure strain is met,
4. Minimum time step is met.

Softening Reduction Factor (SOFT)

A crashfront parameter is used to reduce the crush failure. This parameter is the
softening reduction factor for the element material strength that nodes share of the crushed
element. By default, this value is set to 1, which means that the element contains 100% of
its strength, and when this value drops to 0.5, it indicates that the raw elements that share
the same nodes of crashfront elements have only 50% of its original strength.

In numerical parameters, SOFT is considered as one of the influential parameters that
could amend the shape of the force–displacement curve to match with the experimental
results. For every geometric structure, this parameter value needs to be amended through
trial and error to obtain a good agreement with the numerical and experimental force–
displacement results. The SOFT parameter can be found in materials 54, 55, 58 and 59.
This parameter can be activated by giving a positive value for TFAIL in materials 54 and
55, which is the time step size for element deletion, and by giving a positive value for
TSIZE in materials 58 and 59, which is the time step for element deletion. When this time
step is reached, the element is deleted. When the degree of curvature of the structure
is higher, then the structure is more efficient in crushing by fragmentation. For lower
value, the structure gives frond formation. These large fronds are accompanied by long
delamination, which results in creating an effective damage length that is inefficient for
energy absorption. Francesco Deleo, Wade, Paolo Feraboli [8] simulated the model using
material 54 in LS-DYNA and noted that by using the SOFT parameter, the damage length
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can be changed by this parameter to reduce the material strength of the row of the element
that is ahead of the crashfront. Sivarama Krishnamoorthy [52] showed that the crashfront
parameter influences the mean crushing force in the force–displacement curve. Therefore,
it can be concluded that the SOFT parameter significantly influences the amount of energy
absorption. As the value of SOFT increases, more energy is absorbed by the composite
structure due to the higher strength of the structure. Other authors claimed the similar
conclusions [53–55]

2.1.3. MAT_58: Laminated Composite Fabric Failure Model

Based on the strain-based failure surface, this model can be used for modelling compos-
ite materials, which have unidirectional layers, woven fibres and laminates. The keyword
for this model is *MAT_LAMINATED_COMPOSITE_FABRIC or *MAT_058. This model is
used for shell elements only. This model is implemented in LS-DYNA by Matzenmiller,
Lubliner and Taylor [56], which is also called an MLT composite model and is based on a
plane stress continuum damage mechanic model.

In material 58, Hashin failure criteria [49] are used with changes for different types of
composites. The maximum effective strain is applicable for element layer failure for any
different type of composites.

2.1.4. MAT_59: Composite Failure Model

This material model is also called an elastic-plastic material model, which is an en-
hanced version of Mat_022. It works on the basis of failure surfaces, which are: faceted
failure surfaces and ellipsoidal failure surfaces. It will be able to model the progressive
material failure due to many failure criterions, which includes longitudinal and transverse
directions in tension and compression, respectively, and through-thickness direction in
compression and shear.

2.2. Delamination Models

Delamination modelling has several approaches in LS-DYNA. Tiebreak contacts have been
vastly used, and it is proven to be a robust contact algorithm and relatively simple. Depending
on the model of study, different contacts can be employed to achieve better prediction.

One-way contact types allow for compression loads to be transferred between the
slave nodes and the master segments. Tangential loads are also transmitted if relative
sliding occurs when contact friction is active. A Coulomb friction formulation is used to
transition from static to dynamic friction. This transition requires that the static friction
coefficient is larger than the dynamic friction coefficient and a decay coefficient is defined.
The one-way contact is used to indicate that only the user-specified slave nodes are checked
for penetration of the master segments.

The algorithm ties nodes that are initially in contact by creating a linear spring, and
the debonding of the surface initiates when the maximum stress criterion is met, which
leads to scaling down of the stress by a linear damage curve until the critical separation is
reached and the spring is removed [47].(

σ2
n

NFLS

)2

+

(
σ2

s
SFLS

)2

= 1 (10)

In which σn and σs are the normal and shear stresses acting at the interface, and
NFLS, SFLS and PARAM are the normal and shear strength of the tie and critical distance,
respectively. Once the damage is initiated, the two surfaces begin to separate, and the
interfacial stresses are then scaled down as a linear function of the separation distance.
PARAM is the critical distance at which the failure occurs (i.e., deletion of tiebreak and
advancing of delamination) [53].

PARAM =
2 × Etie

S
(11)
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where:

S =

√
max (σn, 0)2 + (σ2

s )
2 (12)

Due to the failure of the tiebreak interface, Etie is the energy released. With trial and er-
ror procedures, a sensitivity study was conducted of Mode-I and Mode-II to determine their
relative effect(s) on the tiebreak failure process. It can be noted that for composite crushing
simulations, Mode-I fracture is a dominant mode of failure during the tiebreak failure
process. Thus, to simplify the simulations, a pure Mode-I delamination was assumed.

GIC =
1
2

σn PARAM (13)

In Equation (13), the critical normal separation of the surface is determined, named
PARAM, based on the energy release rate in Mode-I (GIC) and the critical normal stress.

The laminate of the open cross-sections was modelled as multi-shell configurations
of shell elements, with each layer representing a various number of plies. In Section 4.7,
the effect of the number of plies in each shell was investigated based on energy absorption
capability. Hence, the tiebreak was adopted for each case of study and the tiebreak contact
was defined only between these shell layers, rather than between individual plies. However,
delamination could occur along any of the plies, and if not all ply interfaces, during
specimen crushing, as was observed experimentally [56–66]. To account for the energy
dissipated by these additional delamination interfaces, PARAM was scaled by the ratio of
the number of ply interfaces ndelamination to the number of tiebreak interfaces ntie defined as:

PARAM′ = PARAM × ndelamination
ntie

(14)

based on the experimental observations, it was assumed that delamination occurred among
all plies. The values that were used and calculated in Equations (13) and (14) are listed in
Table 1.

Table 1. Tiebreak input parameters [59–66].

E1 (GPa) E2 (GPa)
GIC

(kJ/m2)
GIIC

(kJ/m2)
NFLS
(MPa)

SFLS
(MPa)

PARAM
(mm)

PARAM’
(mm) (2 Shells)

39 ± 3 11.8 ± 1 1.2 0.9 22.5 57.3 0.025 0.15

2.3. Laminate Stiffness

Laminate stiffness is critical in designing composite structures. In crashworthiness,
this can be a critical factor due to the complexity of energy transfer and dissipation through
the structure against occupant safety. Four major categories are considered during the
composite design approach,

1. Cost,
2. Mass,
3. Stiffness,
4. Geometrical stability.

Stiffness can be calculated from load–deflection graphs:

Sti f f ness =
Total Load
De f lection

(15)

Equation (15) can help with experimental studies and obtaining the general perfor-
mance from a specimen. However, due to the orthotropic behaviour of composite materials,
the stiffness of a laminate, either symmetric or antisymmetric, depends on the angle of
fibres, materials, and thickness of the plies, which can zero out some elements of the three
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stiffness matrices [A], [B] and [D]. This is known as ABD Matric and is used to calculate
composite laminate stiffness. The stiffness matrix in the principal directions is:

[C] =

⎡⎢⎣
E1

1−v12v21

v12E2
1−v12v21

0
v21E1

1−v12v21

E2
1−v12v21

0
0 0 G12

⎤⎥⎦ (16)

These elements may result in reducing or zeroing out the coupling of forces, normal
and shear forces, and twisting and bending moments. Hence, a balanced lay-up sequence
can reduce or zero bending moments in a laminate, which improves mechanical perfor-
mance under various loading conditions. It can be proved that the coupling matrix [B] = 0
for symmetric laminates, and hence, the force and moment equations can be decoupled.⎡⎣ Nx

Ny
Nxy

⎤⎦ =

⎡⎣ A11
A12
A16

A12
A22
A26

A16
A26
A66

⎤⎦⎡⎣ ε0
x

ε0
y

γ0
xy

⎤⎦ ⎡⎣ Mx
My
Mxy

⎤⎦ =

⎡⎣ D11
D12
D16

D12
D22
D26

D16
D26
D66

⎤⎦⎡⎣ kx
ky
kxy

⎤⎦ (17)

A laminate is called quasi-isotropic if its extensional stiffness matrix [A] behaves
similar to that of an isotropic material. This not only implies A11 = A22, A16 = A26, and
A66 = (A11 − A12)/2 but also that these stiffnesses are independent of the angle of rotation
of the laminate. It is called quasi-isotropic and not isotropic because [B] and [D] may not
behave as an isotropic material. Examples of quasi-isotropic laminates include [0/±60],
[0/±45/90]s, [0/36/72/−18/−54].

3. Simulation Setup

For the simulations, an Explicit FE LS-DYNA code is used with a multi-layered shell
configuration to reduce numerical costs. Composite tubes were modelled as multi-layers of
Belytschko–Tsay circular shell elements with one integration point in the element plane
to represent the direction of the stacking sequence. In double-shell configuration, the
GFRP innermost shell has six integration points, with another six integration points being
assigned to the outermost shell to represent all twelve UD layers. In a GFRP tube, each
individual layer has a thickness of 0.25 mm. The total thickness of both shells is 3 mm.
Each fibre orientation is assigned with insertion of an integration point with respect to the
stacking sequence used with its associated thickness. The material properties are obtained
from [56,59,60]; see Table 2.

Table 2. Material properties of GFRP (TenCate E772) [56–60].

GFRP (TenCate E772)

E1 (GPa) E2 (GPa) G12 (GPa) v12
σu 0◦

(MPa)
σu 90◦

(MPa)
τs

(MPa)
Vf

(%)

39 ± 3 11.8 ± 1 3.2 ± 0.5 0.29 836 ± 20 29 ± 2 97 ± 4 58

In shell theory, the thickness of the shell is considered as mid-plane. In double-shell
configuration, two shells with radiuses of 37.75 and 39.25 mm to represent the inner and
outer shells with lengths of 80 and 77.5 mm were modelled, respectively, using LS-PrePost
representing the GFRP tube geometry. Each shell was glued to itself so that the triggering
at the top of the shell would not detach during the crushing process, as a separate shell
was used. In this triggering approach, two shells were used, one with 2.5 mm in height
acting as the trigger (one element size), and the other, depending on whether it was the
inner or outer shell, had its representative height assigned. Therefore, the top shell in
each FEA case study represents the trigger. The quadrilateral shell element was used with
each element size of 2.5 × 2.5 mm. The trigger mechanism was modelled by reducing
the first-row thickness of the shell elements to represent the bevel trigger, from 1.5 to
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0.05 mm in each shell. A solid element rigid block was modelled to represent the striker.
The LS-DYNA material model of Enhanced_composite_damage (Mat_54-55), which is an
orthotropic material, with the failure criterion of Chang–Chang was used. This failure
criterion is a modification of Hashin’s failure criterion for assessing lamina failure. The
hourglass was set at 10% [3–7,43,53].

Modelling interlaminar separation or delamination failure (Mode-I) requires either
detailed experimental investigation for the cohesive zone or three-dimensional representa-
tion that both result in an increase in computational and experimental costs. Delamination
failure causes energy absorption, and this can be modelled with a multi-layered shell
configuration with a contact card that is capable of a GIC-implemented energy release
rate [40–43]. The One_Way_Surface_To_Surface_Tiebreak contact between the two shells is
defined, with the inner tube being the master and the outer being the slave.

Tiebreak contacts allow the modelling of interlaminar debonding, which transmits both
compressive and tensile forces with optional failure criteria. The tiebreak option enables
the detachment of the contact surfaces by creating springs between two surfaces, and after
reaching maximum normal stress (NFLS) or shear stress (SFLS), if the failure parameter,
driven by occurring normal and shear stresses, become 1, the contact forces soften linearly
until contact distance PARAM is reached and the interface failure is completed. Based on
the interlaminar utilisation of the contact, the parameters are determined by the mechanical
properties of the matrix material. Consequently, shell layers detach when the interlaminar
stress exceeds the matrix properties, which are mainly responsible for interlaminar strength.
Maximum normal and shear contact stresses for the tiebreak contact is based upon the
mechanical properties of the epoxy resin. The maximum contact distance is set to 0.15 mm.
Automatic_Node_To_Surface contact was defined for the striker and inner shell, with the
striker being the master and the inner shell being the slave. The Automatic_Single_Surface
contact algorithm was utilised. This prevents penetration of the crushing tube by its
own nodes.

To satisfy quasi-static conditions, it is important that the load is applied in a manner
that would yield a minimal inertial effect on the results, and the ratio of the kinetic energy
to the internal energy must be reasonably small. Time-scaling was utilised to apply the
load at a higher rate to reduce total simulation time. A constant loading rate of 0.65 m/s
was applied, and the kinetic energy to the internal energy was less than 10% upon initial
contact and less than 5% throughout the remainder of the crushing process.

All bottommost nodes of all shell element layers are constrained in their translational
degrees of freedom. The impactor is modelled rigidly with a mass of 108.4 kg and a velocity
of 7.022 m/s. Gravity is modelled with an acceleration factor of 9.81 m/s2. All simulation
results are smoothed using an SAE 300 Hz filter [43].

4. Finite Element Modelling

4.1. Delamination Interface

Many researchers have used friction to simulate delamination, e.g., [56–60]. Friction
influences the energy absorption capability; however, using friction influences the SEA
value, increases friction between the shells, and causes a higher SEA value (see Section 5.3),
and this compared with experimental data cannot be considered as a correct FEM. Due
to this, a different approach was considered. Tiebreak option 8 was utilised instead of
friction to model delamination as this contact card can define the Mode-I and Mode-II
energy release rate, which simulates delamination.

The tiebreak contact definition implemented in LS-DYNA allows for the simulation
of delamination at the interface between adjacent shell element layers. Tiebreak Option
8 formulations were investigated for this study, namely, tiebreaks with a bilinear traction-
separation law. This requires interlaminar normal and shear strengths and a critical distance
to interface failure as input parameters to model delamination in crush simulations [10].
However, the optimal critical failure distance parameter selection has not been thoroughly
studied in the open literature. The formulation of required input parameters, such as
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interlaminar normal and shear strengths, fracture toughness under pure Mode-I and Mode-
II loading, and interfacial stiffness for normal and shear modes; a description of the model
setup using each formulation is explained in Section 4.3.1. To determine the energy rate of
Mode-I and Mode-II, DCB and 3ENF tests were carried out.

DCB test determines the Mode-I energy release rate (GI) for delamination growth.
Unidirectional GFRP with resin E722 was used to manufacture 20 by 150 mm specimens
with stacking sequence of (−45, 45, 0, 90)s. A thin Teflon film is placed at the mid-plane to
avoid bonding and develop a pre-determined crack at 60 mm. The samples are cured at
120 degrees Celsius for an hour and a half under composite vacuum pressure in a sealed bag
wrapped in breather cloth and two metal sheets to evenly apply pressure on the laminates.
The delaminated end of the specimen is attached to two metal tabs. Load is then applied on
the metal tabs to create a crack growth on the specimen at a rate of 2 mm/min (quasi-static).
This is carried out by taking the difference in crack lengths. Unidirectional GFRP with resin
E722 was used to manufacture 20 by 150 by 6 mm specimens according to ESIS standard
with a stacking sequence of (−45, 45, −45, 45, 0, 90, 0, 90, 0, 90, 0, 90)s to carry out three
end-notched flexure tests. The input parameters of tiebreak contact option 8 are shown in
Table 2.

4.2. Boundary Conditions and Contact Definitions

The loading striker was modelled as a rigid body. The tubes were placed in the Z-
direction upright and the loading striker at the chamfered end of the tube. The interaction
between the loading striker and the tube was modelled using a node-to-surface contact
definition (automatic contact from node to surface). The tiebreak contact definition between
the shell layers not only facilitates the simulation of delamination but also prevents layers
from penetrating each other after the tiebreak has failed, as the contact definition would
remain in effect. In summary, Automatic_Node_To_Surface contact was defined for the
striker and inner shell with striker being the master and inner shell being the slave. The
Automatic_Single_Surface contact algorithm was utilised. This prevents penetration of the
crushing tube by its own nodes, which is due to the sticker’s nodes potentially causing
disturbance to the model and the inner shell penetrating its own nodes and elements. All
bottommost nodes of all shell element layers are constrained in their translational degrees
of freedom.

4.3. Material Model

Material models Mat_022, Mat_054-055, Mat_058 and Mat_059 were used to capture an
ideal initial peak and mean crushing force against computational costs. These parameters
determine the reliability and the ability of these material models in cylindrical composite
structures. The initial peak illustrates the stiffness of the material, and the mean crushing
force shows the progressive crushing behaviour. In this section, the computational cost
is one of the main parameters of case consideration. The time taken for the simulation
to converge against the extracted results can be compromised to ideally have a model
that converges within a reasonable timeframe and its effect on the extracted results. All
bottommost nodes of all shell element layers are constrained in their translational degrees
of freedom.

4.3.1. Material Modelling of Mat-045-055

This model allows the user to create a local material coordinate system to specify the
orientation of each ply. There are 21 parameters in Mat_54 that need to be specified, 15 of
which are physical parameters and 6 are numerical parameters [47]. From the 15 physical
parameters, 10 parameters are material constants, the values of which were obtained
from [55,59,60], as shown in Table 1. The remaining five physical parameters are the tensile
and compressive failure strains (element deletion strains) in the fibre direction (DFAILT
and DFAILC), the matrix and shear failure strains (DFAILM and DFAILS), and the effective
failure strain (EFS). The six numerical parameters can be adjusted to yield desired material
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behaviour. Based on an extensive parametric study, it was concluded that of these six
parameters, the crashfront element softening parameter (SOFT) is of key importance to
this study. This parameter reduces the strength of elements surrounding a damaged or
deleted element.

As mentioned, there are five physical parameters (failure strains) and six numerical
parameters in MAT54 whose values need to be determined numerically. A comprehen-
sive parametric study was performed to investigate the effect of these parameters on the
simulated load–displacement behaviour. It was determined that the physical parameter
DFAILC (fibre compression failure strain) had the greatest effect on the value of initial peak
load while the numerical parameter SOFT (crashfront element softening parameter) had
the greatest effect on the value of sustained crush load, which determined the value of SEA.

Parameters DFAILT, DFAILM and DFAILS (shear failure strains) were found to have
a marginal effect on the results and were kept constant at arbitrarily selected values
of 0.02, 0.02 and 0.03, respectively. However, increasing the DFAILM value increased
computational cost unreasonably (see Section 6.1). It was found that simulations with
DFAILC = −0.004 and SOFT = 0.75 yielded the mean crushing force value and displacement
behaviour for chamfered tubes that matched very well with experimental data, as shown
in Tables 3 and 4.

Table 3. The parametric study shows the effect of DFAILC in MAT54 on the peak load, crush and
SEA of the circular tube [66].

DFAILC
Peak Load

(Num/Exp%)
Crush Load

(Num/Exp%)
SEA (Num/Exp%)

−0.0100 157.9% 159.2% 166.1%

−0.007 67.2% 86.9% 87.2%

−0.006 80.3% 86.9% 87.2%

−0.005 106.2% 86.9% 87.2%

−0.004 102.2% 86.9% 87.2%

−0.003 94.1% 86.9% 87.2%

Table 4. The parametric study shows the effect of SOFT in MAT54 on the peak load, crush and SEA
of the circular tube [66].

SOFT
Peak Load

(Num/Exp%)
Crush Load

(Num/Exp%)
SEA (Num/Exp%)

0.75 102.2% 103.4% 101.1%

0.80 102.2% 116.2% 125.8%

0.85 102.2% 137.6% 138.8%

0.90 102.2% 153.8% 159.4%

A parametric study was conducted to determine the optimal values of the unknown
parameters for the multi-layer modelling approach. The resultant values are presented
in the above tables. This developed FEM, with the SOFT parameter set to 0.75 (75%) and
DFAILC set to −0.004, can produce an accurate prediction of experimental results. The
DFAILC value is negative due to compression.

4.3.2. Material Model Results

Figure 4 shows a comparison of the material models in the previous sections. MAT-
022 has an initial peak of 141 kN with a mean crush force of 13 kN, and the displacement
reaches 70 mm with a computational cost of 14 h. In comparison with the experimental
data, this material model is inaccurate at predicting the experimental material behaviour.
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MAT_054-055, on the other hand, illustrates an ideal prediction of material prediction, with
an initial peak value of 80 kN, mean crushing force of 67 kN, displacement of 33 mm and
computational cost of 28 h. In comparison with the experimental data, which included
an initial peak of 78 kN and mean crush force of 69 kN, Mat_054-055 was on average 5%
off. Mat_058 illustrated that it over-predicts the mean crushing force by 7 kN, although
the initial peak value has been improved to 79 kN compared with Mat_054-055. The dis-
placement reduced to 31 mm and the computational cost increased to 36 h. The difference
between the two material models lays in the mean crushing force, and Mat_058 over pre-
dicts, which results in a reduction in the displacement value, resulting in greater difference
to the experimental data, with a 7.5% overall difference. Mat_059, which is a modified ver-
sion of Mat_022, has shown greater improvement in the prediction of crushing behaviour
in composites. However, the initial peak is 10 kN off, the mean crushing force value is
underpredicted by 11 kN, and the displacement value is 36 mm. The overall difference is
9%. The computational cost value is 45 h.
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Figure 4. Material model comparison [66].

By considering all four reviewed parameters, Mat_054-055 can predict the material
behaviour with respect to the energy absorption capability and having a reasonable com-
putational cost compared with the extracted results, as predicted by [3–7,43,53,59,60].

4.4. Element Formulation

The possibility of using under-integrated elements results in a reduction in computa-
tional cost and compromises the accuracy of the prediction. To compare the performances,
several relevant element formulations were employed, and the results have been discussed.
The relevant chosen element formulations are Hughes–Liu, S/R Hughes–Liu, S/R co-
rotational Hughes–Liu, fully integrated and Belytschko–Tsay (default). In consideration of
this test, since energy absorption capability is the main concern, the parameters chosen are
the initial peak, mean crush force and displacement; however, in numerical studies, the
computational cost plays a major role, and therefore, this parameter is also considered.
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Figure 5 shows the differences between the chosen element formulations against the
reference parameter of experimental data. The result of Hughes–Liu element formulation
showed an initial peak of 82 kN, mean crush force value of 90 kN with displacement of
27 mm, and computational cost of 105 h. The total difference in performance value was
13% compared with experimental data. The extracted result from S/R Hughes–Liu showed
an initial peak of 81 kN, mean crush force of 65 kN and displacement of 34 mm, and the
computational cost was 115 h. The mean difference from the experimental data was 7%.
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Figure 5. Element formulation comparison [66].

Both element formulations have staggering computational costs with around 4 to
5 days to converge each of the simulations. The results obtained from S/R co-rotational
Hughes–Liu showed an initial peak value of 80 kN, mean crush force of 66 kN, displacement
of 33 mm and computational cost of 128 h. Fully integrated element formulation, on
the other hand, was off by 24 and 7 kN in the initial peak value and mean crush force,
respectively. Although the computational cost is much lower compared with mentioned
element formulations, both element formulations were off by 6% and 12%, respectively.

The Belytschko–Tsay element formulation, which is the default parameter in LS-
DYNA, was rather close to the experimental data with a computational cost of 28 h. The
initial peak value was 80 kN, mean force value was 67 kN, and the displacement was
33 mm, with a total mean difference of 5%.

By taking into account all four reviewed parameters, the Belytschko–Tsay element
formulation is the cheapest computational cost compared with other element formulations,
as supported by other researchers [3–7,43,53,59,60], which leads to the use of this type of
element formulation hereafter.

4.5. Mesh Size

In numerical modelling, one of the influential parameters is the mesh size. The mesh
sensitivity test is beneficial for establishing a mesh size regarding a specific model to
obtain an acceptable accuracy. In a numerical study, compromising acceptable accuracy for
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computable costs is also relatively important. Six different element sizes were modelled
with 5.5, 4.5, 3.5, 2.5, 1.5, 0.5 mm quad elements (see Figure 6).

 

a b c 

d e f 

Figure 6. Mesh sensitivity models. (a) 0.5, (b) 1.5, (c) 2.5, (d) 3.5, (e) 4.5, (f) 5.5 mm [66].

From a design point of view, the aim is to achieve the cheapest model in terms of
computational cost and predict energy absorption capability with an acceptable accuracy.
As the mesh becomes increasingly finer, the computational cost increases dramatically,
and relatively higher accuracy is achieved. A balance of the two needs to be chosen in
that the energy absorption capability of the model is within an acceptable range and the
computational cost is within an acceptable range.

Figure 7 shows the mesh sensitivity comparison of the modelled mesh sizes mentioned
in Figure 6. The results illustrate a noticeable fact that the mesh 5.5 mm size is too coarse
with very high peak forces and low mean crushing force, with 86 kN difference between the
two. This mesh size has the lowest computational cost; however, the result is nearly 40%
off from the experimental data. As the mesh size becomes smaller, the accuracy improves.
At 4.5 mm, the results improved from the 5.5 mm case study, although the difference is 29%
and at 3.5 mm, the difference is 18%. The peak is higher than the experimental study by
8 kN, and the mean crushing force is lower by 7 kN.

At a mesh size of 2.5 mm, the result is in line with experimental data. The difference
is 5%, and the computational cost is lower than the mesh size of 1.5 and 0.5 mm by 170%
and 280%, respectively. Although the accuracy is 1.5% for both cases, the balanced case to
accurately calculate and predict energy absorption is 2.5 mm, which is supported by many
studies [43,53,59,60].
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Figure 7. Mesh sensitivity comparison [66].

4.6. Trigger Modelling

In experimental studies, a 45◦ bevelled trigger mechanism was utilised, and similarly,
in numerical studies, a suitable trigger mechanism is needed to initiate the progressive
failure that matches the experimental studies. The maximum crush force in the FEA
model tends to be overestimated significantly [10,54]. Few approaches were raised to
study the effect of different trigger mechanisms on the initial peak value of the load
and mean crushing force (see Figure 8). These case studies are, (a) single-shell with no
trigger, (b) single-shell inward-chamfer, (c) single-shell outward-chamfer, (d) double-shell
level size inward-chamfer, (e) double-shell with 2.5 mm shell size difference inward-
chamfer, (f) double-shell with 2.5 mm shell size difference outward-chamfer, (g) double-
shell with 2.5 mm shell size difference inward-chamfer with different reduced element
sizes, (h) double-shell with 5 mm shell size difference inward-chamfer, (i) double-shell with
2.5 mm shell size difference inward and outward-chamfer.

The results from the case studies are compared in Figures 9 and 10. The aim of this
research is to find the optimum finite element modelling case to obtain a prediction of the
initial peak force value.

Single-shell configuration with trigger mechanism has shown better peaks and mean
crushing force prediction (case b and c) than the one without the trigger mechanism (case
a). However, the double-shell configuration has led to better prediction with less than
5% error compared with experimental data. Outward-chamfer in all cases lead to an
increase in computational costs with lower mean crushing force. Cases (e) and (f) have
shown better prediction of the initial peak values of 80 and 78 kN. The configurations of
the two are similar in sectioning and positioning of the shells, with the outer shell being
2.5 mm (one element size) shorter than the inner shell. However, the difference lays in the
computational costs, in which the outward-chamfer, as shown in all cases, increases by
5–15 h. Furthermore, the trigger mechanism affects progressive crushing behaviour. The
mean crushing force in case (f) has a lower value than the one in case (e).
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Figure 8. Trigger mechanism modelling cases, (a) single-shell no trigger, (b) single-shell inward-
chamfer, (c) single-shell outward-chamfer, (d) double-shell level size inward-chamfer, (e) double-shell
2.5 mm shell size difference inward-chamfer, (f) double-shell 2.5 mm shell size difference outward-
chamfer, (g) double-shell 2.5 mm shell size difference inward-chamfer different reduced element
sizes, (h) double-shell 5 mm shell size difference inward-chamfer, (i) double-shell 2.5 mm shell size
difference inward and outward-chamfer [65].

Case (g) is based on case (e), and the configuration of the trigger is the same. In
this trigger mechanism, the element size is reduced to a smaller size, and this acts as the
trigger mechanism. This technique is supported by [43,44,59,60]. In Figure 10, the reduced
element sizes are compared against their initial peak value and mean crushing force and
computational costs. It can be concluded that as the element size becomes thicker, the peak
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value increases and from 0.05 mm onwards, and this reduction in element size has no effect
on initial peak value.

The prevailing case that matches experimental results is a 2.5 mm sectioned double-
shell configuration with an inward-chamfering trigger mechanism and a reduced element
size of 0.05 mm.
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Figure 9. Trigger model comparison [66].
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Figure 10. Trigger model case (g) comparison [66].
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4.7. Number of Shell(s) Configuration

The effect of the number of shells on the energy absorption prediction of FEM is
investigated. The case studies are 1, 2, 3, 4, 6, and 12 shells (see Figure 11).
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Figure 11. Cont.
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Figure 11. Number of shell configurations, (a) 1 shell, (b) 2 shells, (c) 3 shells, (d) 4 shells, (e) 6 shells,
(f) 12 shells [65].

In this study, the crushed morphology is one of the factors that is greatly influenced,
as seen in Figure 11. From the crushed morphology point of view, it can be concluded that,
as the number of shells increase, the symmetricity and prediction of crushing behaviour
improves. Since 12 plies were used in experimental studies, six cases were considered. All
cases were subjected to the same trigger mechanism and applied energy.
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In Figure 12, the shell configurations are compared. In single-shell configuration, the
initial peak and mean crushing force is off by 45%. However, in double-shell configuration,
this improves to a 5% difference. The initial peak value is 80 kN with a crushing force of
67 kN. Hereafter, the computational cost is the deciding parameter. Since the crushing
behaviour slightly or minimally improves by adding more shells. This improvement is in
both the initial peak value and mean crushing force value. However, the computational
cost increases rapidly by adding more shells to the model. Using the 12 shell configuration
compared with experimental data, it has a 1.5% difference, and using a double-shell
configuration, it has a 5% difference. From an engineering point of view, this compromising
3.5% results in solving the problem with 4.5 times less computational costs; one takes 28 h
to converge and the other 123 h.
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Figure 12. Shell configuration comparison [65].

At this stage, since the main concentration is energy absorption capability, the reliable
and cheaper computational cost of double-shell configuration is considered in this study
and is also supported by [43,54,59,60].

5. Model Sensitivity to Physical Parameters

A robust finite element model needs to tolerate small variations in modelling parame-
ters and be able to capture the differences. The aim of this section is to carry out a study
of stability and sensitivity with respect to the material parameters, delamination, friction
and impact loading. The reference model is the one developed earlier in this section and
tweaking the parameters by ±10%.

5.1. Material Model

The following parameters from Mat_54-55 in LS-DYNA have been studied: stiffness,
compressive strength, strain to failure in compression and strain to failure in tension. The
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stiffness and strength have an influence on fibre and matrix arrangements, and the strain
to failure is a parameter that influences the experimental energy absorbed per unit of
crushed volume/mass. The developed model will be compared with the experimental
data. The SEA value from the experimental and numerical data should be around the error
percentage, which is 5%.

5.1.1. Laminate Stiffness

In Figure 13, the comparison of laminate stiffness is shown with a change of stiffness
within ±10%. The SEA, initial peak and average crushing force are the main concentrations
of this study compared with the relevant FEM reference. It is noticeable that the computa-
tional cost remained the same with minimal change in all cases. The influence of stiffness
on crushing behaviour is illustrated in the results. A 10% increase resulted in an increase in
the initial peak value by 3 kN, the mean crushing force increased to 71 kN, and the SEA
value increased by 4 kJ/kg. The displacement value was affected by a drop of 2 mm. A 10%
decrease resulted in a reduction in initial peak value by 2.2 kN, the mean crushing force
decreased to 63 kN, and the SEA value dropped by 12 kJ/kg. The displacement value was
affected by an increase of 6 mm.
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Figure 13. Laminate stiffness comparison [66].

The results showed that an increase in laminate stiffness caused a higher initial peak
value and mean crushing force value. Vice versa, the reduction in laminate stiffness caused
a reduction in these values, which shows the model is responsive to small changes in
the parameters.

5.1.2. Compressive Strength

Regarding energy abruption capability in the Mat_54-55 card, compressive strength
plays an important role. Figure 14 shows the comparison between compressive strength
with an increase and reduction of ±10%. The SEA, initial peak and average crushing force
is the main concentration of this study, compared with reference FEM. The computational
cost remained the same with minimal changes in all cases. Increasing compressive strength
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results in an increase in initial peak value by 6.5 kN, an increase in mean crush force by
4 kN, a reduction in displacement by 3 mm, and an increase in SEA value by 2 kJ/kg. A
reduction in compressive strength by 10% results in a reduction in initial peak force value
by 3 kN, a reduction in mean crushing force by 1 kN, an increase in displacement by 1 mm,
and a reduction in SEA value by 3 kJ/kg.
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Figure 14. Compressive strength comparison [66].

The results showed that a reduction in compressive strength caused the mean crushing
force value to drop along with the initial peak value.

5.1.3. Strain to Failure

The strain determines the element deletion, which is an important parameter for
adjusting the model with experimental results. Mat_45-55 allows defining different failure
strains for shear and tension/compression. The model response is governed by the deletion
of elements, as previously mentioned. The failure of the elements is mainly affected by the
strain to failure in compression (DFAILC) and failure in tension (DFAILT) that have been
analysed by the increase and reduction of ±10% of these parameters.

Strain to Failure in Compression

In Figure 15, an important influence of the failure strain in compression with an
increase and reduction of ±10% on the crushing efficiency is shown. The effect of a 10%
increase in DFAILC results in an increase in the mean crush force of 6 kN. The initial peak
was not affected, the displacement decreased by 4 mm, and the SEA value increased to
53.7 kJ/kg, with a 6 kJ/kg difference in comparison to the reference model. The effect of a
10% drop in DFAILC results in a drop in mean crushing force value by 5 kN, an increase in
displacement by 7 mm, and a 10 kJ/kg drop in SEA value.
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Figure 15. Strain to failure in compression (DFAILC) [66].

Strain to Failure in Tension

In Figure 16, an important influence of the failure strain in tension with increase and
reduction of ±10% on the crushing efficiency is shown. The effect of a 10% increase in
DFAILT results in an increase in mean crush force of 5 kN, an initial peak increase of 2 kN,
a displacement decrease of 2 mm and a SEA value increase of 55 kJ/kg, with a 7 kJ/kg
difference in comparison to the reference model. The effect of a 10% drop in DFAILT results
in a drop in mean crushing force value of 2 kN, an increase in initial peak value by 5 kN, an
increase in displacement by 2 mm, and a 3 kJ/kg drop in SEA value.
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Figure 16. Strain to failure in tension (DFAILT) [66].
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5.2. Delamination Model

The delamination between the shell was modelled with tiebreak option 8 described in
Sections 2.2 and 4.1 in detail. The current study in this section is to determine the element
size and the sensitivity of the delamination algorithms according to Table 2. To ensure the
mesh is fine enough to avoid premature failure of the interface and instability, the model
sensitivity towards the energy release rate will be analysed.

5.2.1. Tiebreak Contact Element Size Sensitivity

To capture the debonding of the plies, a simple model was created to simulate a DCB
test for a Mode-I delamination test. Different mesh sizes were considered: 1.5 × 1.5 mm,
2.5 × 2.5 mm and 3.5 × 3.5 mm (see Figures 17 and 18).

Figure 17. Tiebreak contact element size test [66].

 

Figure 18. Force–distance curve of Mode-I delamination, experimental and FEA comparison [66].
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To assure the obtained results would be relevant to experimental data, the FE results
were compared with the experimental data. In Figure 18, all cases have captured the
experimental curve; however, the 1.5 × 1.5 mm and 2.5 × 2.5 mm element sizes have
closer values with minimal differences. The element size of 3.5 × 3.5 mm overestimated
the results throughout, and 2.5 × 2.5 mm, which is the element size (see Section 4.5.), was
concluded to be both accurate enough and computationally cost-efficient.

5.2.2. Delamination Resistance

The aim of this study is to examine the sensitivity and the importance of the effect of
the tiebreak contact PARAM function on the energy absorption capability of the developed
FEM. Once the progressive failure has been established, the debonding of the plies is ruled
purely by normal stress, and according to Equation (13), the GCI is governed by normal
stress and PARAM from the contact card. An increase in PARAM, therefore, results in an
increase in GCI proportionally. This method has been used in this study to analyse its effect
on Mode-I delamination resistance.

Figure 19 illustrates the effect of this phenomenon on crushing behaviour and energy
absorption capability of the FEM by an increase and reduction of ±10%. The effect of a 10%
increase in GCI results in an increase in mean crush force by 6 kN, no change in initial peak,
a displacement decrease of 5 mm and a SEA value increase of 54.5 kJ/kg, with a 6 kJ/kg
difference in comparison to the reference model. The effect of a 10% decrease in GCI results
in a drop in mean crushing force value of 6 kN, no change in initial peak value, an increase
in displacement of 7 mm, and a 5.5 kJ/kg drop in SEA value.
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Figure 19. Delamination resistance comparison [66].

The results indicate that the Mode-I energy release rate has an important influence on
the energy absorption capability, mean crushing force value, displacement and SEA value.
To conclude this, it can be noted that modelling delamination as tiebreak option 8 has
been established to be sensitive towards capturing and affecting Mode-I delamination. The
input parameters have a major effect on delamination resistance. Therefore, it is essential
to validate Tiebreak input parameters as it has been carried out in previous sections (see
Sections 2.2, 4.1 and 5.2.1).
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5.3. Friction

The coefficient of friction is one of the physical parameters that influences the pro-
gression of the simulation. In the literature, many values have been stated, varying from
0.1 to 0.3 for static and 0.1 to 0.2 for dynamic. The chosen values for static friction coef-
ficient is 0.3 and 0.2 for the dynamic friction coefficient [3–7,43,53,59,60]. Both impactor
to inner shell and inner shell to outer shell friction coefficients are set to 0.3 and 0.2 for
static and dynamic, respectively. This is based on trial and error and based on previous
researchers [3–7,43,53,59,60]. This combination enables a sensitive crushing performance.
In this study, the sensitivity of the FEM to friction is studied. The two scenarios are the
friction between the impactor and the inner shell and the friction between the shells.

5.3.1. Impactor to Shell

In Figure 20, the results from the friction between the impactor and the inner shell
are compared based on an increase and decrease of ±10%. The influence of cthe oefficient
of friction on mean crushing force is 2.5 and −3.5 kN. The only parameter that is not
influenced by friction is computational cost. The initial peak force increased by 0.5 kN,
which is minimal and small enough to neglect when increased by 10% and no change
with 10% reduction. The main concentration was mean crushing force, displacement and
SEA. With a 10% increase, the mean crushing force increased by 2.5 kN, the displacement
dropped by 2 mm, and the SEA value increased by 3 kJ/kg. By decreasing the friction
by 10%, the initial peak had no effect, the mean crushing force dropped by 3.5 kN, the
displacement increased by 2 mm, and the specific energy absorption decreased to 45.3 kJ/kg,
which is around 2.5 kJ/kg. This parameter can influence the energy absorption capability,
and based on the literature, the optimum value is 0.3 and 0.2 for static and dynamic,
respectively [59,60].
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Figure 20. Impactor to inner-shell friction coefficient comparison [66].

5.3.2. Shell to Shell

Many researchers have used friction to simulate delamination, e.g., [59,60]. Friction
influences the energy absorption capability. However, using friction influences the SEA
value, increases friction between the shells, and causes a higher SEA value, and this
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compared with experimental data cannot be considered as a correct FEM, as the SEA
comparison from the experimental and numerical data would be more than the error
percentage. Friction influences the mean crush force and, consequently, affects SEA value.
Due to this, a different approach was considered. Tiebreak option 8 was utilised instead
of friction to model delamination as this contact card can define the Mode-I and Mode-II
energy release rate, which simulates delamination. However, the correct friction between
the shells must be implemented. This friction between the plies also exists in real scenarios,
and its effect on the energy absorption capability must be addressed.

In Figure 21, the results from friction between the inner shell and the outer shell are
compared based on an increase and decrease of ±10%. The influence of the coefficient of
friction on mean crushing force is 3 and −3.5 kN. Throughout the study, the computational
cost and initial peak force was unaffected. The main concentration was mean crushing
force, displacement and SEA. With a 10% increase, the mean crushing force increased by
3 kN, the displacement dropped by 1 mm, and SEA value increased by 3.5 kJ/kg. By
decreasing the friction by 10%, the initial peak had no effect, the mean crushing force
dropped by 3.5 kN, the displacement increased by 3 mm, and the specific energy absorption
decreased to 41.8 kJ/kg, which is around 6.5 kJ/kg. This parameter can influence the
energy absorption capability, and based on the literature, the optimum value is 0.3 and
0.2 for static and dynamic, respectively [59,60].
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Figure 21. Inner-shell to outer-shell friction coefficient comparison [66].

5.4. Impact Velocity

In this section, various impact velocities are raised to study and analyse the devel-
oped model against its sensitivity towards capturing the initial peak, mean crush force,
displacement (stroke) and specific energy absorption. In this study, the experimental data
and reference model are compared with different impact velocities and applied kinetic
energies. The cases are 4 m/s (0.84 kJ), 5 m/s (1.31 kJ), 6 m/s (1.89 kJ) and 8 m/s (3.4 kJ).
Understanding how the model is robust with respect to the input kinetic energy would
indicate the range of impact conditions predicted by the model.

Figure 22 shows the extracted results from the simulations. The simulation results
illustrate a similar value or up to 0.4% difference in initial peak value, and the specific
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energy absorption, which indicates the energy absorption per crushed mass, is within 4%
of the reference model. The mean crushing force is slightly affected, although the highest
difference from the reference model is 3.5%.
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Figure 22. Impact velocity or kinetic energy input sensitivity data [66].

6. Modelling limitations

Based on the study carried out in Section 5, sensitivity towards physical parameters
was studied based on the developed model. The FEA results are influenced by many input
parameters. To develop a model that is capable of predicting energy absorption in an
accurate enough format, a few extracted results must also be acceptable. These parameters
are computational cost, initial peak force, mean crushing force, displacement and specific
energy absorption. A relatively simple model approach leads to high efficiency, and this
was the main concentration of this section. There is a balance between computational cost
and final results that needs to be within an acceptable range of up to 10% [59].

In Mat_54, some parameters have no physical meaning, which means some limitations
might cause the simulation model to be ruled by non-physical parameters. Therefore, the
applicability of the model to another crush scenario must be carried out with care. A change
in geometry and the mechanical properties mean that the model can be adapted to that
specific crash scenario with care and some adjustments.

More advanced material cards are developed with solid elements to improve cap-
turing delamination energy. Further studies are needed on the mechanical properties
of the material and energy release rate in Mode-I and Mode-II. Most importantly, using
solid elements rapidly increases computational costs compared with shell elements. This
technique increases accuracy, although both testing and computational costs increase.

Increasing the material model complexity leads to further test data but is expensive
and increases computational costs. Depending on case studies, from an engineering point of
view, a finite element model with an accuracy of up to 10% is acceptable [59,60]. However,
the developed model has its limitation in showing the fracture and crushing on a smaller
scale, force–displacement characteristics, and debris wedge.
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6.1. Fracture Morphology

Regarding crushed morphologies, to capture axial splits using Mat_54, the DFAILM,
which is the failure strain in the matrix direction [47], can be utilised. Adjusting the value
of DFAILM enables matrix splitting to occur (see Figure 23), as observed in the experiments.
However, this parameter influenced the computational costs to be unreasonably high. Due
to this fact and keeping a reasonable experimental efficiency, DFAILM values were retracted
to original values. It is worth mentioning that, in this research, the main concentration
was capturing energy absorption capability. DFAILM had a marginal effect on energy
absorption capability, as mentioned above. In the material model Mat_54-55, the stacking
sequence plays an important part in crushed morphologies. In Figure 24, the FEM crushed
morphologies of [0]12 are shown, which resembles the experimental crushed morphologies.
However, using ±45 leads to inadequate failure modes if DFAILM values exceed 10% to
obtain matrix splitting/separation (see Figure 23b).

 

Figure 23. Effect of DFAILM on axial split, (a) reference model (b) 10% increase DFAILM [65].

Figure 24. Effect of stacking sequence of [0]12 configuration on petal formation of FEM crushed
morphologies using DFAILM [59].

Figure 25 shows the comparison between the reference FEM and increase in DFAILM
by 10% and 20%. The effect of DFAILM on the axial split is shown in Figure 23, which
improves the crushed morphology representation. Although, the results regarding energy
absorption capability, including SEA values, were unaffected by this parameter. At a 10%
increase, the axial split occurs in this FEM, which causes a 138% increase in computational
costs. Increasing DFAILM by 20% causes a 176% increase in computational costs.
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Figure 25. Strain to failure in matrix direction (DFAILM) [66].

In consideration of these results, capturing an axial split seems rather unreasonable
due to its effect on computational costs. Increasing the DFAILM value by 10 to 20% had
minimal or no effect on the results, and an axial split below 10% in this FEM does not occur.

6.2. Force–Displacement Characteristics

The visual differences in crushed morphologies and the crushing process of composite
tubes and FEA are captured by the force–displacement curve diagram. Figure 26 shows a
comparison between numerical and experimental data.

As described by Hall [17], the experimental data have a serrated shape where the
positive slope segments, e.g., (ab) represents the increase in resistance load due to multiple
crack propagations until point (b) is reached. Further crushing is initiated, causing a
negative slope or drop in resistance force.

In the finite element (dotted black), the oscillations are governed by the element
deletion between fronds, and the amplitudes are a function of the strain to failure of the
element controlling the tearing and the mode-I delamination resistance.

At any stage of the crushing process, the experimental resistance force is governed
by the weakest possible collapse mode(s). The curves from the FEA and experiment
have different amplitudes and ranges (see Figure 26). The amplitudes of the curve and
wavelength of FEA are governed by element deletion, and the element size affects the
wavelengths. Nevertheless, this leads to collapse modes, which are not captured by the
model properly.
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Figure 26. Force–displacement characteristic experimental and numerical comparison [66], (a–b) in-
crease in load and(b–c) decrease in load.

6.3. Debris Wedge

During the progressive crushing process, the fractured material within the Mode-I
opening of the tube becomes trapped in the Mode-I opening mode. This increases the
friction and affects the crack growth and delamination resistance.

The FEM is not able to simulate this effect if element deletion takes place and does
not interfere any longer with the remaining structure. This issue can be resolved by
increasing delamination resistance or increasing friction between the shells if a multi-shell
configuration is utilised.

Some researchers have tried modelling a debris wedge. McGregor [10] used a prede-
fined debris wedge designed as rigid, and Mamalis [4] defined an intermediate layer trying
to represent the pulverised material.

7. Results

Based on the finite element findings and calibrations in this paper and briefly explained in
Section 3, the simulations were carried out under quasi-static and impact loading conditions.

7.1. Material and Experimental Setup

In this study, the composite sections were fabricated from glass/epoxy (ρ = 2250 kg/m3)
with a symmetric twelve-ply quasi-isotropic laminate design of (−45/45/0/90/0/90)S
using hand lay-up techniques. The composite sections were 80 × 80 mm with a total
thickness of 3 mm in size.

In quasi-static testing, a 500 kN load cell capacity hydraulic press was used with a
2 mm/second loading rate. All specimens were allocated with respect to the centre of the
stroke for equal load distributions. The stroke displacement for all specimens was kept at
50 mm. The profile of load–displacement consists of load cell and stroke displacement.

In impact testing, a drop tower with an impactor mass of 108.4 kg was used at 2.0 m
height and 7.022 m/s velocity, and a total energy of 2672 J was applied to each specimen.
The mass is dropped from a pre-determined height of 2.0 m to initiate and record the load
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against time once it reaches the specimen. It will only stop when the applied energy of
2672 J is absorbed by the specimen. The hammer is then pulled back up by the machine.
Once the impactor hits the tube leading edge, the load cell records the force history.

7.2. Crushed Morphologies

In this section, the crushed morphologies between experimental and numerical results
are compared (see Figure 27). Part a and b represent the quasi-static loading condition,
experimental and numerical, respectively. Part b and c represent the impact loading
condition, experimental and numerical, respectively. The axial splitting, as mentioned
before, is captured by FEA and shown with a large separation between the elements. The
double-shell configuration can capture the inner and outer petals’ formation in both cases.

Figure 27. Plane view morphologies, experimental and numerical comparison, (a) crushed under
quasi-static experimental, (b) crushed under quasi-static numerical, (c) crushed under impact loading
experimental, (d) crushed under impact loading numerical [63,65].

7.3. Force–Displacement Graphs

In this section, the force–displacement graphs are shown in Figure 28. Part a represents
the quasi-static loading condition, and part b shows the impact loading condition. In this
case, the stiffness and the mean crushing force is the main concentration. The stiffness,
which is the initial peak in the graph, is followed by the mean crushing force. In part a, the
experimental data have a mean crush force of 100 kN, an FEA of 98 kN, and an initial peak
value of 88 kN in both the FEA and experimental studies. In part b, the mean crush force
is 69 kN for experimental and 68 kN for numerical, with an initial peak value of 78 kN in
both cases. This shows that the FEM has captured and predicted the behaviour of the GFRP
composite tubes under quasi-static and impact loading.
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Figure 28. Force–displacement characteristic experimental and numerical comparison [66].

7.4. Specific Energy Absorption (SEA) Comparison

The SEA value comparison in this section is to determine the energy absorption
capability of the finite element model compared with experimental studies. In this section,
the differences between the numerical and experimental studies are compared. In Figure 29,
the SEA value of the numerical model under quasi-static loading is 2.6% off compared
with experimental data. The SEA value of numerical studies under impact loading is 3.8%
off compared with experimental data. The aim of this paper is to achieve a 5% difference
and have an efficient model in terms of computational costs and accuracy, which has
been achieved.
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Figure 29. Numerical and experimental SEA of GFRP under Quasi-static and Impact loading condi-
tions [66].

8. Conclusions

The aim of this paper was to develop a finite element model using LS-DYNA to simu-
late the crushing behaviour of composite tubes with a chamfer failure trigger mechanism
under various loadings. Various shell configurations were studied, and a multi-layer shell
element with double-shell configuration produced accurate enough results with a difference
of less than 5% with minimal computational costs compared with other configurations. This
configuration was used to predict energy absorption capability and specific energy abortion,
and other considerations were deformation and damage progression of the composite tubes.
Each shell element or layer can contain either a single ply or multiple plies. The layers were
tied using tiebreak option 8 contact definitions. This contact card has the capability of mod-
elling delamination between the layers through an energy-based approach. The material
card of Mat_54 was used to represent each ply, and a few parameters in the material cards
were studied to find the optimum configurations to match the experimental studies. SOFT
and DFAILC (compression failure strain) were the main parameters that affected the energy
absorption capability, and specific energy absorption was influenced by these parameters.
The sensitivity of the model was studied against the material model, delamination model,
friction and impact velocity. The results show that the model is sensitive towards minimal
input change. The simulation results showed that the failure peak load, mean crushing
force, and SEA all compared very well with the experimental results.

Numerical models are commonly used to predict the mechanical response of simple to
complex geometries as this is a cost-effective approach compared to experimental results.
FEM is utilised to predict various conditions and scenarios and relative optimisation takes
place; however, numerical models, for instance, the one developed in this paper, have
their limitations in showing the fracture and crushed zones on a smaller scale, force–
displacement characteristics, and debris wedges, which are all contributing factors to
energy absorption. Each developed numerical model has its range of validation, which
means the model is capable of accurate prediction to a certain level, and the model is
incapable of good prediction if the input values exceed the range or the input values are
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amended. It is critical to experimentally obtain this range if various scenarios are intended
to be studied [66,67]. Therefore, Double Cantilever Beam (DCB), End-Notched Flexure
(ENF), Three Point Bending, compression, tensile testing, and many more can be utilised to
improve material behaviour and prediction. Maximising resolution of numerical models
can be obtained for various application such as [68,69], by improving prediction of material
behaviour i.e., the mechanical properties, via physical and non-physical parameters, the
discrepancy between experimental and numerical data can be minimised.

The standard deviation between experimental and numerical studies is very low due
to calibration of the model based on trial and error and the parametric study to improve
resolution. However, different scenarios were conducted, impact and quasi-static, to
further understand the discrepancy between a calibrated model and a different scenario
without calibration; hence, in this paper, this was utilised as an indication of prediction.
The calibrated model had a discrepancy of 5% in the experiment, and when the scenario
changed, a similar discrepancy was observed (5%) in the relative experiment.

The calculation errors are all dependent on boundary conditions, mechanical proper-
ties inputs, mesh sensitivity and all other parameters discussed in this paper. The model is
as accurate as the input values. The calculation error might occur in experimental studies,
and measuring the crushed zones, for instance, can make a difference in SEA values.

In conclusion, the developed model in this study has shown to be capable of accurately
capturing the crushing behaviour of the tubes with minimal differences whilst being com-
putational cost-efficient. The numerical and experimental studies are in good agreement.
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Abbreviations

CFE crush force efficiency
CFRP carbon fibre reinforced plastic
GFRP glass fibre reinforced plastic
DCB double-cantilever beam
3ENF three-point-end-notched flexure
KE kinetic energy
ρ density
A cross-sectional area
E Young’s modulus
F load
Fmax initial maximum load
Fm mean load
PL peak load
G12 shear modulus
GIC mode-i interlaminar fracture toughness
GIIC mode-ii interlaminar fracture toughness
SEA specific energy absorption (kj/kg)
t wall-thickness
D diameter
C circumference
L axial length
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VR volume reduction
Vf fibre volume fraction
v Poisson’s ratio
β weight factor
μ coefficient of friction
Δ displacement
δ post crushing displacement
m crushed specimen mass
V volume of crushed specimen
s cross-head distance
a, ALPH nonlinear shear stress parameter
Xt longitudinal tensile strength
Xc longitudinal compressive strength
Yt transverse tensile strength
Yc transverse compressive strength
S1 longitudinal tensile strength
DFAILC max strain for fibre compression
DFAILT max strain for fibre tension
DFAILM max strain for matrix straining in tension and compression
DFAILS max shear strain
EFS effective failure strain
σn normal stresses
σs shear stresses
σ1 longitudinal stress
σ2 transverse stress
σ12, S12 transverse shear stress
σu ultimate tensile stress
σb flexural strength
τs, S2 shear strength
NFLS normal failure strength
SFLS shear failure strength
SOFT softening reduction factor for material strength in crashfront elements
TFAIL time step size criterion for element deletion
PARAM critical normal separation of the surface
FE finite element
FEA finite element analysis
FEM finite element model
UD unidirectional
θ fibre orientation
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Abstract: The benefit of fiber-reinforced composites originates from the interaction between the
fiber reinforcement and the matrix. This interplay controls many of its mechanical properties and
is of utmost importance to enable its unique performance as a lightweight material. However,
measuring the fiber−matrix interphase strength with micromechanical tests, like the Broutman test,
is challenging, due to the many, often unknown boundary conditions. Therefore, this study uses
state-of-the-art, high-resolution X-ray computed microtomography (XRM) as a tool to investigate post
mortem the failure mechanisms of single carbon fibers within an epoxy matrix. This was conducted at
the example of single carbon fiber Broutman test specimens. The capabilities of today’s XRM analysis
were shown in comparison to classically obtained light microscopy. A simple finite element model
was used to enhance the understanding of the observed fracture patterns. In total, this research reveals
the possibilities and limitations of XRM to visualize and assess compression-induced single fiber
fracture patterns. Furthermore, comparing two different matrix systems with each other illustrates
that the failure mechanisms originate from differences in the fiber−matrix interphases. The carbon
fiber seems to fail due to brittleness under compression stress. Observation of the fiber slippage and
deformed small fracture pieces between the fragments suggests a nonzero stress state at the fragment
ends after fiber failure. Even more, these results demonstrate the usefulness of XRM as an additional
tool for the characterization of the fiber−matrix interphase.

Keywords: interphase/interface; X-ray computed microtomography; damage mechanics; finite
element analysis

1. Introduction

Carbon fiber reinforced polymers (CFRP) possess a key role in lightweight structural
design. Thereby, especially the mechanical properties of a CFRP strongly depend on the
interaction between fiber and matrix. The force transfer from matrix to fiber occurs through
the so-called interphase: a three-dimensional individual phase, in which the properties
gradually change from matrix to fiber. Hence, it is influenced by both the properties of the
matrix and the fiber [1,2] and formed by the interaction of the fiber surface with the matrix
during processing [2,3]. However, its spatial dimensions are often not known or are often
simply neglected. Therefore, in contrast to the interphase, an interface is understood as
a geometrically well-defined 2D contact area between distinct phases such as the matrix
and/or the fiber [4–6].

In the loaded case, additional to sufficient adhesive strength between fiber and ma-
trix, also high cohesive strength in the matrix needs to prevail at every point along the
fiber−matrix interphase to achieve a maximum stress transfer [4]. Therefore, the failure
mechanisms of the fiber under mechanical loading depend strongly on the adhesive and
cohesive interphase properties, which are geometrically, and in terms of mechanical proper-
ties, not well defined [1,7]. The discrepancy between actually measured and theoretically ex-
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pected fiber−matrix interaction can be attributed to imperfections (pores/voids/difference
in bulk elastic properties) either at the interface, in the interphase or of the constituents.
Understanding the fiber−matrix interaction is of utmost importance [2,4,7] and many ex-
amples show that controlling the interphase leads to improved mechanical properties of the
whole CFRP composites [8–10]. Describing the interphase in a composite material requires
reliable and reproducible methods for characterization, but due to the small dimensions
and the gradual transition to the volume properties of the matrix, its properties are difficult
to measure [1]. The challenge for quantitative characterization of the interphase is not
only specimen preparation itself but also the entire experimental procedure. There is no
micromechanical test standard to reproducibly determine the interphase quality, e.g., by de-
termining the force transfer between a single fiber and the surrounding matrix. Moreover,
the various methods are not comparable with each other, due to differences in introduced
stress states either caused by the nature of the test itself or the specific specimen dimensions,
as the force can be applied either fiber-sided, as in the pull-out test and the microbond test,
or matrix-sided, as in the Broutman test and the fragmentation test. The interpretation
of their results is often difficult because boundary conditions such as the extension of
the interphase itself or its adhesion to the fiber surface cannot be controlled reliably by
the experiment or accurately modeled in such detail. For example, in the pull-out test,
edge effects must be taken into account, which result in an increase in shear stress at the
fiber’s entry into the matrix resin. In the microbond test, the influence of the geometry of
the matrix droplet and the position of the cutting edges on the resulting stress state has
been demonstrated successfully [11]. All tests mentioned above are based on a description
of the shear stress in the interface instead of the normal stress as the Broutman test [12,13].

Most importantly, the resulting stress distribution in the specimen is often complex
and difficult to assess. Today, it is not possible to measure only adhesive properties
without the influences of the specimen’s geometry and boundary conditions, but since
these quantities cannot be quantified, the real stress distribution in the interphase cannot
be described. Instead, simplifications must be adopted to enable the description of the
stress state to be approximated. Therefore, the properties of fiber and matrix have to be
quantified. Quantifying the first failure at the interphase is a challenging task, after the first
failure friction (slipping) affects the measured quantities, this complicates the interpretation
of the results [14]. Optical investigation methods, such as stress-induced birefringence
used during a pull-out or Broutman test are helpful for describing the micromechanical
failure processes because they visualize the stress distribution along the interface at any
time. However, optical evaluation of micromechanical failure processes are limited to
transparent specimens. Other limitations include limited, region of interest (ROI) depth of
field and resolution.

On the other hand, test methods like nondestructive imaging of the internal struc-
ture of a preloaded specimen via X-ray microscopy (XRM) are capable of supporting the
identification of those stress distributions by the investigation of the fracture pattern post
mortem in great detail. High-resolution 3D X-ray imaging of composite materials, espe-
cially for the analysis of structurally dependent mechanical properties has experienced
significant growth over the last decade, due to enhancements in spatial resolution [15].
However, the application as an additional tool for characterizing CFRP interphases is a
recently evolving topic [15,16]. The 3D visualization of failure, induced by mechanical
loading can help to better understand the complex stress distribution in micromechanical
tests, by combining them with a simulation-based analysis that reproduces the observed
fracture pattern [4,17]. X-ray investigations of CFRP are especially challenging because of
(I) the small diameter of the fibers and (II) the low contrast between carbon-based materials
caused by similar atomic numbers. However, state-of-the-art microfocussed XRM enables
in-line phase contrast and leads to very high-resolution at a distance by using optical and
geometrical magnification.

The potential of the combination of micromechanical interphase testing with high-
resolution XRM analysis for polymeric matrix composites was shown in [16], perform-
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ing fragmentation tests on epoxy and vinylester matrix reinforced flax fiber composites.
The authors observed fiber fragments inside failure zones, which were not detectable
using classical, optical light microscopy. They showed that matrix failure can be observed
at various locations, where fiber fracture occurred in all systems with a good adhesion
between the constituents. In addition, many studies have shown the great potential in
correlating nondestructive structural analyses with mechanical testing to achieve a deeper
insight of the macro-mechanical fiber−matrix interaction [15,18,19].

Understanding the interface interactions between fiber and matrix, based on finite
element (FE) simulations has still not been fully explored. Several authors use cohesive-
zone-modeling to simulate the interface behavior via push-out/push-in tests in comparison
to the experimentally assessed interphase behavior (friction and cohesive interaction of
fiber and matrix). In [20] a cohesive/volumetric FE model, which includes an augmented
Lagrangian treatment of the frictional contact between spontaneously created fracture
surfaces was used. It was able to simulate the spontaneous initiation and propagation
of the debonding crack front. In [21] a parametric FE simulation study of a push-in test
illustrated load separation in two regimes. First, the cohesive fiber−matrix interaction was
investigated and then, with increasing load, a frictional contact between the debonded
part of the fiber and the matrix was simulated. Jäger et al. [22] accomplished an FE model
to verify the data of cyclical loading push-out tests that allowed the determination of
the contributions of elastic, plastic and frictional energy. Therefore, a model of several
fibers to simulate the crack initiation and progress in a specific fiber−matrix interface
was used. It was shown that the plastic deformation of the matrix had a huge impact
on the crack initiation in the interface. However, the FE simulation of crack initiation in
the fiber after debonding takes place, and the effects of matrix detachment are not yet
sufficiently evaluated. The influence of fiber sizing on the fiber−matrix debonding via a
unit-cell cohesive damage model for the pull-out test was shown by [23]. With the stress
distribution model the debonding mechanism of the interface could be explained in a way
that the interface debonded first from the matrix.

The present paper describes an in-depth 3D XRM analysis of single carbon fiber—
epoxy matrix-based—delamination failure after a micromechanical compression test (Brout-
man test). The compressive stress applied to a tail-shaped Broutman specimen, with a
single fiber embedded, generates a complex stress distribution within the interphase;
shear stresses are superimposed by normal stresses [17,24]. This promotes an off-axis
delamination between the fiber and the matrix. However, small variations in the geometry,
e.g., caused by specimen preparation, can have large effects on the stress distribution within
the specimen and cause unpredictable failure of the composite. The complexity of the stress
state in the Broutman test specimen has been emphasized by various authors [17,24,25].
Furthermore, the toughness and stiffness of a matrix affect the deformation and failure
behavior of FRPs [26], and thus the stress state under mechanical loading. Thereby, es-
pecially epoxy-based matrices suffer from high brittleness and low ductility, due to their
highly cross-linked molecular network structure. To investigate the full potential of post
mortem high-resolution XRM imaging for a better understanding of interphase failure,
two different matrix systems were compared. The change from a more elastic to a more
brittle matrix affected the failure mechanisms within the Broutman specimen. The tough-
ness as well as the stiffness of the epoxy matrix was altered using a core-shell rubber
nanoparticle modified epoxy resin.

In the present study the challenges and the benefits of XRM as a powerful tool to
analyze single fiber failure on the microscale are demonstrated, using the example of a
brittle and tough epoxy matrix. This should allow a better understanding of (i) the failure
behavior of single carbon fibers within epoxy matrices under compressive loads and (ii)
an assessment of the stress distribution within the Broutman test specimen. The gained
experimental knowledge was then transferred to a simulation-based analysis.
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2. Materials and Methods

2.1. Materials

The study focused on a neat DGEBA-based epoxy resin (Biresin CR144, Sika Deutsch-
land GmbH, Stuttgart, Germany) that was cured by an anhydride curing agent (Aradur
917 from Huntsman Advanced Materials GmbH, Basel, Switzerland [27]) and a toughened
cycloaliphatic epoxy resin. The latter one being toughened with 16 wt.% (final system
concentration) of core-shell rubber nanoparticles (KaneAce MX553 from Kaneka Belgium
N.V., Westerlo-Oevel, Belgium [28]). The reactivity was in both cases adjusted by using a
1-methylimidazol accelerator (DY070 from Huntsman Advanced Materials GmbH, Basel,
Switzerland [29]). Resin and curing agent were stoichiometrically mixed at 40 ◦C and
cured in a three-step curing cycle: (1) 90 ◦C for 4 h, (2) 105 ◦C for 2 h, and (3) 140 ◦C
for 4 h. The neat DGEBA-based epoxy matrix has a fracture toughness of 0.58 MPa

√
m,

the toughened matrix of 1.4 MPa
√

m, which allows large scale energy dissipation via the
activation of toughening mechanisms.

For the single carbon fiber (C-fiber) embedded in the specimen, a HTA40E13 (5131) [30]
C-fiber from Toho Tenax (Tokyo, Japan) was used. The fiber was a high tenacity type one,
having a diameter of 7 μm. The C-fiber was coated with an epoxy sizing. Material prop-
erties can be seen in Table 1. For better comparability with results obtained by light
microscopy, the selected resin systems were transparent.

Table 1. Material data from the epoxy resin matrix and HTA40 E13 C-fiber, also used for the simplified
debonding FE simulation.

Epoxy Resin Matrix

E [MPa] ν [−]

2150 0.343 Toughened
2940 0.342 Data derived from tensile tests according to DEN EN ISO 527

HTA40 E13 C-fiber
E1 [MPa] E2 = E3 ν12 = ν13 ν23 G12 = G23 G13
240,000 * 28,000 ** 0.23 ** 0.3 *** 50,000 ** 28,000 ***

* Datasheet [27,30,31]. ** Literature [32]. *** Assumed.

2.2. Specimen Preparation

In this investigation, nonloaded (as prepared) as well as preloaded Broutman test
specimens were post mortem analyzed via high-resolution 3D XRM. For X-ray imaging,
the specimen size was reduced in several successive steps to achieve a specimen size
suitable for acquisition of the internal structure. (Figure 1). The acquisition of the single
fiber via XRM in the specimen having its original size was not possible (left, grey) due to
the poor contrast of the constituents and the small fiber diameter relative to the specimen
dimensions. Consequently, different specimen geometries and sizes were tested, until it
was possible to visualize the embedded fiber. In a rotationally symmetric specimen (shown
in the red box) the path length for the X-rays remained constant during rotation (between
0.95 and 1.2 mm), the latter resulting in an optimized imaging contrast. Two specimens
were measured for each in Section 2.1 described system.
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Figure 1. Schematic illustration of the Broutman test specimen geometry (grey), the prepared
specimen geometry for X-ray scanning (red) (a) front and (b) side view. Visualization of the operating
force, visualization of the expected resulting failure mechanism.

2.3. Broutman Test

The Broutman test [4,24] is based on a compressive load being applied along the
direction of the embedded fiber (y-direction, cf. Figure 1). Because of the concave shape
of the specimen, the highest compressive stress occurs in the smallest cross-section of the
specimen. Due to the differences in the Poisson ratios of fiber and matrix, especially in the
transverse direction, a debonding at the interphase is promoted (a brief model description
of the test is given in Equation (1) in Supplementary Materials S1). The specimens were
tested in a universal testing machine Zwick RetroLine with a 10 kN load cell. The crosshead
speed was 1 mm/min. The performance of the Broutman test itself with the additional
measurement set-up, were already described in [33]. Five specimens per configuration
(C-Fiber with toughened polymeric matrix, C-Fiber with non-toughened polymeric ma-
trix) were tested. During the test acoustic emission (AE) was applied to determine the
fiber−matrix debonding force. Based on these results, the modelling parameters were
selected. The fiber−matrix debonding force measured for the toughened matrix system
was 5000 N and for the non-toughened matrix system 6500 N (more details are given in
Figures S1 and S2 in S2 and the description in S3).

2.4. Optical Investigation of Specimen

An optical investigation of the Broutman test specimens preloaded and nonloaded was
conducted. Transparent specimens were analyzed with an optical microscope (Leica DM
6000, Wetzlar, Germany), with and without polarized light and with different magnifica-
tions. For the analysis of the internal structure via computed tomography (CT), the contrast
between the substituents must be high enough to identify all phases (matrix, fiber and
interphase) in the specimen and the introduced fracture pattern. Standard CT relies on
the absorption contrast for imaging of the different phases in a material. The attenuation
depends on the density of the respective material, its atomic number and the energy of the
incident photon [15]. Absorption contrast alone is not sufficient to distinguish between
the C-fibers and carbon-based polymeric matrix [34]. With optical high-resolution 3D
XRM, an additional contrast-mechanism, so called in-line phase contrast, can be utilized:
depending on the material tested, the type of X-ray source and energy, the phase differ-
ence between X-ray waves traveling through different materials, a birefringence pattern
in the Fresnel-regime manifests itself, leading to an increased feature detectability com-
pared to simple absorption contrast, allowing for the detection of C-fibers in a polymeric
matrix [15,19].

For nondestructive 3D imaging of the preloaded specimen, a high-resolution XRM
(Zeiss Versa 520, Oberkochen, Germany) was used. Important details of this set-up are the
small spot-size X-ray source, the specimen stage, enabling 360◦ rotation of the specimen,
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and the optical magnification unit, consisting of a scintillator screen, a microscope lens and
the detector.

Due to the optical magnification in front of the detector, high-resolution at a distance
can be achieved at a specified maximum resolution of 500 nm. The X-ray device has an accel-
eration voltage range of 40–160 kV within a maximum power of 10 W. A 1000 × 1000-pixel
detector was used. The configuration of X-ray accelerating voltage, exposure time, geo-
metrical and optical magnification, filtering and number of projections used is given in
Table 2. As the diameter of the specimens varied slightly over the height in the specified
range due to specimen preparation, the exposure time had to be adapted slightly to achieve
the same number of counts to ensure a constant contrast. The exposure time used for the
nonloaded specimen is marked with an (n), for the preloaded specimen with an (l). Hence,
the settings for preloaded and nonloaded specimens can still be considered as identical.
For the reconstruction, the software tool “Scout-and-Scan Control System Reconstructor”
(Zeiss, Oberkochen, Germany) was used. The analysis of the volume was performed using
VGSTUDIO Max 3.2.2.

Table 2. Different settings used for 3D X-ray microscopy analysis.

Settings Config. 1 Config. 2 Config. 3 Config. 4 Config. 5

Accelerating Voltage [kV] 90 90 160 70 40

Exposure Time [s] 3 8 (n)
9 (l) 20 3 (n)

5 (l) 10

Objective 20x 40x 4x 20x 20x
Filter Air Air HE6 Air Air

Specimen-detector distance [mm] 22, 8 29 230 12, 3 12, 3
Resolution [nm] 560 281 570 650 650

Number of projections 3001 3001 3601 3001 3001

2.5. Modeling

To investigate the influence of a stochastically occurring debonding failure in the inter-
face between fiber and matrix on the stress distribution within a single C-fiber, a simplified
FE model was used. Boundary conditions in the fiber−matrix interface were changed
to reflect different debonding scenarios, which led to different stress distributions in the
C-fiber. Due to the brittle fracture behavior of the C-fiber these stress concentrations could
imply fracture planes and explain the experimentally observed fracture pattern. As FEM
software, Abaqus 2020 (SIMULIA) was used.

The simplified FE model is presented in Figure 2. Herein, only a section of a C-fiber
embedded in epoxy resin was investigated. The HTA40E13 C-fiber with diameter of 7 μm
was surrounded by epoxy resin matrix with a cylindrical shape, 100 μm in diameter. On the
bottom surface boundary conditions constrained any rotations as well as an out-of-plane
displacement. In-plane displacements were allowed to enable deformations due to the
Poisson ratios of the materials, which is a key effect within the Broutman test setup. The top
surface was constrained via a reference point on which the same boundary conditions
applied, except that the top surface was pushed down by 3 μm. The interface as a 2D contact
zone in between the C-fiber and the matrix was assumed as ideal bonding and realized
with rough and hard contact conditions. Simulating the interface as a contact allowed the
identification of contact stresses in normal and shear directions later on. The material data
used for the simulation is presented in Table 1 (toughened), where the C-fiber data either
were taken from the datasheet of the supplier, from literature or partially were assumed,
as noted. To avoid misunderstandings, the effects of the interphase on material properties
of the matrix as they would appear in between C-fiber and matrix were neglected in the
FE model. The data for the matrix were measured, according to DIN EN ISO 527. The C-
fiber was simulated anisotropic, the epoxy resin matrix isotropic, both with linear elastic
material behavior.

78



J. Compos. Sci. 2021, 5, 121

Figure 2. FE model for investigation of debonding on internal fiber stresses, setup with boundary
conditions (left), top view with dimensions of the matrix (top right) and surrounded C-fiber with
depicted mesh and fiber diameter (bottom right).

Debonding failure as it would appear during the Broutman test was realized by
disabling certain elements in the contact surface from the C-fiber to the matrix. Thereby,
a so-called cluster defect was assumed (see also Figure 3). Disabling these interface
elements allowed no force transmission in between the C-fiber and matrix and led to
stress concentrations around and within the thus debonded area. Some aspects have to be
taken into account, such that the deactivation of elements leads to discontinuities at the
edges, especially in corners. These discontinuities cannot be avoided due to the singularity
effect caused by the change from not bonded to perfectly bonded. To minimize these
discontinuities, which affect the overall results, certain measures can be used, such as the
reduction of the element size or the element type itself. In our case, the element dimensions
within the center of the defect were 0.25 μm in height and 0.34 μm in width, outside of
the central section 0.50 μm in height with same width. The central section of the defect
had a height of 2 μm (marked in Figure 3) and linear hexahedral elements were used (type
C3D8) to allow for a reasonable short computing time of the FE simulation. This enabled
the systematic investigation of different debonding scenarios and their influence on the
stress distribution inside of the C-fiber. The results presented here have been verified by
calculation with a quadratic element type, which exhibited a smaller zone being influenced
by the singularities but showed higher stress peaks at these areas.

The geometry of the debonded area was chosen by a qualitative assumption of the
stress distribution within the Broutman test specimen [4]. The concave shape of the Brout-
man test specimen leads to a concentration on opposite edges of the C-fiber. In consequence,
circumferential stresses lead to two peaks at these edges, whereas in the axial direction the
stresses are comparably high [17]. With the FE simulation setup though, several aspects, i.e.,
the different circumferential stresses, as well as a possible debonding on the opposite side,
were in the first step neglected, due to the simplicity of the FE model and its interpretation.
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Figure 3. Depiction of the investigated debonding scenario of a cluster defect in the fiber−matrix
interface with shown center section of 2 μm (only the C-fiber is shown).

3. Results

3.1. X-ray Imaging of as-Prepared Loaded and Nonloaded Broutman Test Specimen

In Figure 4, two X-ray projections of two Broutman test specimens are shown; a non-
loaded specimen (a) and a preloaded specimen (b). The images were taken under identical
imaging settings (Config. 4, Table 2), as described in Section 3.2 and schematically depicted
in Figure 1b. The single C-fiber can be clearly distinguished with high contrast from
the surrounding polymeric matrix. The as described machine settings led to an acquisi-
tion resolution of 650 nm. The mean diameter of the C-fiber can be estimated from the
projections as approximately 7.5 μm, which is well in the range of the expected C-Fiber
diameter, considering the resolution. Using high magnification and in-line phase contrast
in the Fresnel-regime to enhance the overall contrast in the projection led to an excessive
edge-contrast in the resulting projection, which appeared as a distinct black line between
the C-fiber and surrounding matrix. Although the intensity of this artefact depended
among other things on the acceleration voltage and magnification [15], it was not possible
to completely eliminate it. Therefore, conclusions about the interface spatial dimensions
between C-fiber and matrix are somehow speculative. However, the projection on the
preloaded specimen in Figure 4b clearly showed four locations of fiber fracture (A, B, C
and D) along the C-fiber with fracture sections of approximately 25.6 μm in length as a
mean value. A characteristic fracture pattern could be seen with two fracture planes and
a small fracture piece of approximately 2–8 μm in length in between. Figure 5 shows a
high-resolution image of one of these C-fiber fracture sections of the projection shown in
Figure 4. The volume view enabled a 3D representation of that region. This allowed the
determination of the inclination angle of the fracture plane, which was in all observed cases
about ±45◦ to the load direction.
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Figure 4. Post mortem X-ray projections of two Broutman test specimens taken under identical
settings: (a) nonloaded and (b) preloaded. The C-fiber is clearly visible in the toughened polymeric
matrix, additionally the in-line phase contrast artefacts are visible in both projections as a distinct
black line at both sides of the fiber. A, B, C, D mark the locations of fiber fracture with two fracture
planes each and a small fracture piece in between them. The blue arrows highlight the direction of
force applied during tests (compression).

 

Figure 5. Example of one 3D location of fiber fracture image in high-resolution, taken by XRM,
allowing the measurement of the inclination angle of the fracture planes and the size of the small
fracture pieces between single fragments.

81



J. Compos. Sci. 2021, 5, 121

Figure 6 shows the comparison of differently acquired failure zones extracted from
the middle of preloaded Broutman specimens (toughened matrix) one projection taken
with XRM (a) and two images taken using optical light microscopy, with (b) and without (c)
polarized light. The X-ray projection (Figure 6a) was taken with a magnification of 200 times,
with the settings described in Config. 4 in Table 2. The image, taken with polarized light
(Figure 6b), also shown at 200 times magnification and Figure 6c was taken with light
microscopy with a magnification of 500 times. Due to prevailing residual stresses in the
matrix, either induced by the manufacturing process, i.e., shrinkage phenomena, or the
applied loads, the polarized light revealed the areas on the C-fiber surface, where the matrix
was debonded during testing, but the fracture point itself was not resolved in sufficient
detail, so the measurement of the exact fragment length or the inclination angle of the
fracture plane was not possible. The images taken with light microscopy did not visualize
the observed fracture pattern, due to limited magnification and depth resolution. The X-ray
imaging however revealed the most details in high resolution, offered the possibility of
a volumetric visualization and enabled the examination of nontransparent specimens.
Therefore, a quantitative assessment of the fracture in the C-fiber in terms of fragment
length and inclination angle of the fracture plane was easily possible. In our case, the mean
fragment length (L) was 176 μm, measured with the light microscope without polarized
light considering five fragments of two different images taken from the same specimen.
The mean fragment length measured with XRM was 146 μm, considering five fragments of
two different scans taken from the same specimen. Measuring the exact fragment length is
important for correlation of the fragment length and the stress distribution as Park et al. did,
by comparing the results of the Fragmentation test with those gained with the Broutman
test [25]. Furthermore, only X-ray imaging can visualize those small fracture pieces which
are pushed into the matrix. At some locations this induced a local cohesive matrix failure
mechanism. (Figure 6, blue circle) The orange arrows mark the probably debonded areas.

 

Figure 6. Comparison between visualization of the same preloaded toughened Broutman test
specimen using (a) XRM, (b) polarized light microscopy and (c) light microscopy. The measured
mean fragment length L for the respective ROI is shown for comparison. The probably debonded
areas are marked by the orange arrows.

Figure 7 presents a projection of the toughened (a) and the non-toughened (b) spec-
imen configuration for two specimens each. The fracture pattern of the non-toughened
specimen was in most cases similar to the already described fracture pattern of the tough-
ened specimen. The fracture section of the non-toughened specimens was approximately
22 μm in length as a mean value. The mean fragment length (L) was 183 μm, which was al-
most similar to the toughened system. The size of the small fracture pieces varied. The main
visible difference between Figure 7a,b is the degree of fracture. In the toughened specimens,
C-fiber slipping occurred. Additionally the small fracture pieces were pushed into the
matrix, including cohesive matrix failure. The non-toughened specimens showed a smaller
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degree of fracture. After failure under compression, no further load seemed to be applied
to the small fracture pieces. This can also be confirmed by the volume representation of
individual fracture points of both systems, which is shown in Figure 8. A comprehensive
interpretation of the results shown here will be given in Section 3.3. A comparison between
the polarized light microscopy images of the toughened and non-toughened system is
shown in the supplementary information (Figure S3 in S4).

 

Figure 7. Post mortem X-ray projections of four Broutman test specimens taken under identical
settings: with (a) toughened matrix and (b) non-toughened matrix. All show the already mentioned
phase contrast effect and several locations of fiber fracture with two fracture planes each and a small
fracture piece in between them.

 

Figure 8. Example of one 3D image in high-resolution of a representative fiber fracture of each
tested specimen, (a) with toughened matrix and (b) with non-toughened matrix, taken by XRM,
allowing the measurement of the inclination angle of the fracture plane and the size of the small
fracture pieces between single fragments.

3.2. FE Simulation of the Stress Distribution in the Partially Debonded Fiber−Matrix Interface
and the C-Fiber

With the help of the FE model, described above in Section 2.5, characteristic changes
of the stress distribution in the fiber can be observed as consequences of the localized
debonding of the fiber−matrix interface. In the present case of a cluster defect in the
fiber−matrix interface, this stress distribution is presented in Figure 9 by means of a
cylindrical coordinate system in a frontal and a cut view from the edge of the defect to the
center line. The cut view was chosen to better visualize the stress distribution in the C-fiber.
The left part of Figure 9 presents the axial stress component S33, where a stress distribution
with tensional and compressive stress fields relative to the overall compressive load on
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the C-fiber can be observed. In the middle of the debonded area, a compressive stress
concentration was present, whereas in the upper and lower boundary of the debonded
area, tensional stress appeared. The difference between relative compression and tension
however was within single MPa values.

Figure 9. Effects of a fiber−matrix cluster debonding on fiber stresses, top view of the shown C-fiber segment; full fiber
(left), cut view (right), axial stresses in MPa S33 (top), radial-axial shear stress in MPa S13 (middle) and radial stresses in
MPa S11 (bottom).

The radial stress component S11 is depicted in the left part of Figure 9, showing a
compression field in the middle of the debonded area, where no stress was transmitted
to the matrix. Regarding the front view, singularities at the edge of the debonding can be
observed, resulting in a peaked pattern of positive radial stresses. Nevertheless, the affected
area of these singularities was small and only appearing at these edges, not influencing
internal or superficial fiber stresses away from the singularities. In the cut view further
positive stress concentrations can be observed leading to a radial expansion of the fiber.

In the middle section of Figure 9, the combined shear stress component S31 in radial-
axial direction is shown. Distinctive maxima and minima can be seen, especially in the cut
view. This distribution of S31 might explain the inclination angle of the fracture plane of
±45◦ relative to the surface of the C-fiber. By having two fracture planes, a separation of
the C-fiber would lead to the fracture pattern as it can be observed in the X-ray projection
in Figure 4. Accounting for the overall debonding stress, being present in the Broutman test
specimen under compressive load would amplify the effects of the observed distributions
of the stress components S33, S11 and S31, especially at the edges of the debonded area.

3.3. Discussion

The results shown in Section 3.1 revealed a regular fracture pattern, which raises some
questions. For example, how the small fracture pieces between the fragment ends occur.
The experimentally observed fracture pattern can be interpreted in several ways. The small
fracture pieces between fragment ends could be an effect of secondary failure, initiated by
the fragment ends remaining in contact during the test, due to the increasing compressive
force and slip and crush against each other. This would imply that during fragmentation the
normal stress at the fragment ends is nonzero. Several researchers have already assumed
the slippage of fragment ends [24,25,35]. However, comparison of the different systems
(toughened and non-toughened) shown in Figures 7 and 8 shows that the small fracture
pieces in the fracture section are probably not a secondary failure effect. Rather, they appear
to be part of the fracture pattern that occurs during compressive loading. The strength
and the time period during which the fragment ends remain in contact and compress
the small fracture pieces (or pushed them into the matrix) after C-fiber failure seems to
have a correlation with the fiber−matrix interaction. In [24,25] a correlation between the
inclination angle of the fracture plane and the resulting stress distribution was assumed,
while [25] additionally observed that slippage of the broken fragment ends was caused by
the high load bearing of the matrix during compression which resulted in yield phenomena
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which prevented matrix failure. Both assumed a nonzero normal stress at the fragment
ends due to stress discontinuity caused by fiber fracture. The visible fracture pattern with
the small fracture pieces in between assume a fracture plane not perpendicular to the
fiber plane but influenced by the fiber fracture itself. The Broutman test itself can only
be analyzed by determining the inclination angle of the fracture plane in the analytical
modelling of interphase failure. The C-fiber failed in most visible fracture locations brittle,
with an inclination angle of the fracture plane of ±45◦ but also fiber slipping could be
observed. The visible fiber slippage could be attributed to transverse tensile stresses in the
interphase according to [25]. Consequently, measuring the inclination angle of the fracture
plane is of great importance for evaluation of the resulting stress distributions.

The inclination angle of the fracture plane was measured as ±45◦ at almost every
fracture point in our investigation, this indicated a brittle C-fiber failure due to ductile
shear failure under compression as proposed in [36].

By comparing the results of high-resolution XRM with polarized microscopy im-
ages a non-uniform delamination behavior between C-fiber and matrix can be supposed.
This means that stress discontinuities along the C-fiber have to be considered, caused by a
sequence of bonding and nonbonding regions, as stated in [32]. Observing C-fiber failure
due to compression in several planes is an indication of a very good adhesion between
the substituents [36,37]. Hence, for the considered specimens, a good adhesion can be
assumed. Many authors conflict with each other with the expected stress distribution
during the Broutman test and no consistent description could be found so far. In [24]
it was shown that two different failure mechanisms compete during the Broutman test,
fiber failure and fiber−matrix debonding. Fiber−matrix structures with a good interfacial
adhesion always showed fiber failure due to the compressive stress before debonding
occurred. They assumed that the shear properties of the interphase were determined
during Broutman test.

Using high-resolution XRM can help as a post mortem tool to prevent misinterpreta-
tion of measured data. Using the Broutman equation (Equation (1) in S1), the calculated
normal stress is 6.8 MPa (force at first detected failure 5000 N) for the toughened and
8.7 MPa (force at first failure detected 6500 N) for the non-toughened system. In [26]
the macro-mechanical interphase behavior for the same fiber−matrix systems were al-
ready characterized in detail. From qualitative observation of SEM images it was deduced
that toughening the polymeric matrix system resulted in better fiber−matrix adhesion.
These qualitative findings are contradictory to the interfacial strength quantitatively de-
termined by the Broutman test. This might indicate that the calculated debonding stress
based on test data results misleads the understanding of the experimental results if no
further analysis of the system is performed. Reasons for this ambiguity are manifold,
such as geometric inaccuracies leading to different stress states. An alternative explanation
would be that the toughened matrix system failure is more ductile, with a larger overall
deformation than the non-toughened system. This causes an increase in the overall stress
stored elastically in the system, which is then suddenly released leading to more damage
to the C-fiber, which can be seen in the XRM images. However, since the force of the first
failure, determined by AE, was higher in the non-toughened system, this could indicate
that failure occurs gradually, whereas in the toughened system global failure (both cohesive
and adhesive) occurs more or less simultaneously, starting from the center. These would
correlate with the results shown in [25].

C-fiber buckling and C-fiber crushing are all time-dependent processes due to instabil-
ities in the system. The failure mechanism analysis in our research does not depend on a
dynamic process as our purely static FE simulation is well in line with the experimentally
observed fracture pattern. The occurrence of a localized delamination alone leads to the
observed fracture pattern.
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4. Conclusions

Careful analysis of simple X-ray projections, together with high-resolution 3D XRM
images of a Broutman specimen after mechanical loading allow the accurate description of
important details of the observed fracture patterns of the single C-fiber. It was possible to
assess the fragment length, the angle of inclination of the fracture plane and even the size
of small fracture pieces between the broken fragments.

In comparison to classical light microscopy, the analysis via XRM is not limited by
resolution depth and the optical transparency of the specimen. However, in the case
of transparent specimens, polarized light microscopy provides additional information
regarding the location and size of the debonded area of the interphase. To the authors’ best
knowledge, it is the first time a single carbon fiber within a matrix has been visualized via
XRM in such a detailed manner.

With the combination of the presented techniques with regard to the single C-fiber
failure mechanisms, a more profound interpretation of the failure process was possible,
without assuming dynamic effects like a back-slippage of the C-fiber ends or other time-
dependent failure mechanisms.

The C-fiber exhibited shear failure with an almost constant ±45◦ inclination angle of
the fracture plane. The comparison between a toughened and a non-toughened matrix
system indicated how the compression-introduced failure mechanism was influenced by
the properties of the matrix system and the resulting fiber−matrix interaction. The degree
of C-fiber fracture in the matrix gathered visually in the toughened system was higher than
in the non-toughened. This could be an indication that the compression stress is stored in
the matrix and suddenly released to the C-fiber, which leads to a higher degree of fracture
in the toughened system.

Using a simple FE model, the stress distribution, prior to debonding, within the C-fiber
was approximated. The FE simulation gave a first hint that a small debonded area in the
fiber−matrix interface could be sufficient to introduce a stress distribution, which resulted
in fiber failure with the observed fracture pattern. However, the limitation of the ROI
during XRM analysis, the duration of the single exposure, and the phase contrast that
provided further information about the interface are open issues that need further work.
The combination of high-resolution 3D X-ray analysis of a micromechanical test, such as
the Broutman test, together with a more refined simulation model shows a very promising
approach to obtain a deeper understanding of the failure relevant processes in the interface
and the fiber−matrix interphase itself.

5. Outlook

The results presented serve as a starting point for many further investigations. The FE
model can be modified to investigate different debonding and failure mechanisms with
more material-specific values and with additional improvements. The effect of a distributed
debonding, i.e., two debonding locations on opposite sides on the C-fiber, were not consid-
ered here, as well as the effect of plasticity of the matrix or a cohesive zone modelling of
the interphase instead of the simple representation of an infinitesimal interface.

In future activities, the variation of fiber or matrix properties or even the resulting
interphase could be experimentally assessed, e.g., with high-resolution XRM. Therefore,
different C-fiber types should be tested and the resulting failure patterns should be compared.

Most ambitious would be a redesign of the Broutman test specimen tail-shape to
enable real 4D investigations of the interphase, by in situ testing in the XRM. With that,
a better understanding of this micromechanical test could be achieved.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/jcs5050121/s1, S1: Micromechanical description of stress state according to Broutman, S2:
Failure mechanism during Broutman test analyzed with additional methods: Figure S1: Post mortem
polarized light microscopy images of the same Broutman test specimens (non-toughened) taken
after different loading steps (4000 N and 6000 N). Figure S2: The cumulative number of Events of
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class 1, which describes a class of AE events which can be correlated (frequency dependent) with
the fiber and the compression force applied in N for the toughened system, the non-toughened and
two different reference systems. The further results of the tested systems and the test itself will be
published elsewhere. S3: Supporting information about the Broutman test configurations and the
test set-up; S4: Comparision between toughened and non-toughened matrix systems via polarized
light microscopy: Figure S3: Post mortem polarized light microscopy image of the toughened and
the non-toughened matrix system, indicating no visible difference in the degree of fracture.
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Abstract: Due to the high design freedom and weight specific properties carbon fiber reinforced plas-
tics (CFRP) offer significant potential in light-weighting applications, specifically in the automotive
sector. The demand for medium to high production quantities with consistent material properties
has paved the way for the use of high-pressure resin transfer molding (HP-RTM). Due to high experi-
mental cost and number of the operational parameters the development of numerical simulations to
predict part quality is growing. Despite this, erroneous assumptions and simplifications limit the
application of HP-RTM models, specifically with regards to the energy models used to model the
heat transfer occurring during infiltration. The current work investigates the operating parameters at
which the thermal non-equilibrium energy model’s increased computational cost and complexity
is worth added accuracy. It was found that in nearly all cases, using the thermal non-equilibrium
is required to obtain an accurate prediction of the temperature development and resulting final
properties within the mold after the infiltration process.

Keywords: non-equilibrium energy molding; mold filling; process simulation; high pressure resin
transfer molding; openFOAM; porous media

1. Introduction

Pressure on the automotive sector to reduce vehicle weight and thereby reduce en-
ergy usage and greenhouse gas emissions has paved the way for carbon fiber reinforced
plastics (CFRP) due to their favorable weight-specific properties and design freedom [1–5].
However, significant upfront costs for tooling, increased manufacturing time and low
recyclability has limited their application predominantly to the luxury sector [6–9]. Despite
this, there is still a significant push to increase the use of CFRP components in automotive
light-weighting.

Numerous methods exist for producing CFRP components, however, looking specifi-
cally at the requirements for automotive use (high design freedom, low cycle time and high
automation potential), a subset of liquid composite molding, namely Resin Transfer Mold-
ing (RTM), is becoming increasingly popular [2,5,10]. The RTM manufacturing process
starts with draping, wherein a sheet of dry fabric is cut to shape and laid in the bottom half
of a rigid, heated mold. The mold is then closed and resin is injected. Once fully saturated,
the resin is left to cure and once cured, the part is removed for post-processing. Given the
large number of process parameters and high experimental cost, numerous numerical mod-
els have been developed to optimize the resin infiltration process, allowing the designer
to vary parameters such as inlet pressure, injection location(s) and mold temperature to
ensure the component is completely infiltrated [11–13]. However, with increased use of
specialized fabrics, common assumptions such as thermal equilibrium between the solid
(fiber) and liquid (resin) phases—limit the general application and accuracy of current
RTM models.
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During the infiltration stage of RTM, the temperature is constantly evolving due to
the interaction between the preheated mold and preform, the cool injected resin and the
exothermic nature of resin curing. This complex process has been simplified in RTM
models using an equilibrium energy model, whereby the liquid (resin and/or air) and
solid (fiber) phases are treated as though they are at the same temperature locally within
the domain [14–18]. The main rationale for this assumption has been that, despite the
different thermophysical properties of the fiber and resin, the resin has a slow velocity
within the mold therefore permitting the different phases to locally be at effectively the
same temperature. This assumption reduces the complexity of the formulation and the
computational time for solving the energy equation, as it is a single equation which requires
no phase-coupling. However, modern efforts [19,20] to reduce the overall cycle time for
RTM manufacturing include derivatives such as high-pressure resin transfer molding
(HP-RTM). In HP-RTM, resin is injected into the mold at significantly higher rates than
standard RTM (i.e., 20–200 g/s [5]), which drastically reduces the infiltration time. In
addition, to reduce the overall manufacturing time, highly reactive, fast curing resins are
being used to reduce the curing stage [21]. This also has an effect on the infiltration stage,
given that the resins cure more during infiltration, which can result in increased heat being
released. The combination of a high injection rate and rapidly curing resin reduces the
likelihood that the phases are in local thermal equilibrium. Given that the thermophysical
properties of the resin and part warpage are also highly dependent on temperature and
cure evolution, modelling the temperature evolution of the two phases separately can be
crucial for obtaining accurate RTM simulations and to the authors’ knowledge has not been
investigated prior to this study [22,23].

The price of increased accuracy in thermal modelling is the requirement of a Local
Thermal Non-Equilibrium (LTNE) formulation, whereby energy transport equations are
solved for both the solid and fluid (resin) phases leading to added complexity and compu-
tational cost. Numerous studies have been conducted to determine the parameters that
dictate when the assumption of thermal equilibrium is valid, however, multiple factors
are at play. In the work done by Calmidi and Mahajan [24] and Straatman et al. [25] on
highly-conductive porous foams, it was stated that the assumption of thermal equilib-
rium is not applicable when the conductivity ratio between the solid and fluid phases
is substantial. This implies that for RTM processes that consider low-conductivity glass
fibers, for example, the assumption of thermal equilibrium may be applicable, however,
this assumption also depends on the infiltration velocity and its impact on the interstitial
(convective) heat transfer coefficient, which impacts the thermal resistance between the
phases. The relative temperatures of the phases are particularly important when the tem-
perature is a threshold related to a phase change, which can be the case in modern HP-RTM.
Quintard and Whitaker [26] proposed a method for determining when the assumption of
local thermal equilibrium is applicable based on:

〈Tβ〉β − 〈Tα〉α

Δ〈T〉 =

( lβα

L(t)

)2

{O(1 − 10)} (1)

where 〈Tα〉α and 〈Tβ〉β are the intrinsically averaged temperatures of the α and β phases,
respectively, Δ〈T〉 is the temperature gradient across the domain, lβα is the mix-node,
small length scale and L(t) is the length scale. Equation (1) suggests that an accurate
prediction of lβα is required for an accurate determination of when thermal equilibrium
will occur, however, this property is strongly affected by the heat transfer coefficient
between the phases. Due to the wide range of resins, fiber types and fiber weaves, and
noting that this correlation was established for flow over a periodic unit cell subjected
to stratified flow, this increases the potential error in determination of the heat transfer
coefficient, thereby reducing confidence when using the right hand side of Equation (1) to
predict thermal equilibrium for RTM. The left hand side of Equation (1), however, supports
performing a non-dimensional analysis using a range of material properties and operating
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conditions commonly found in the manufacturing of RTM and RTM variant components.
This analysis would provide a comprehensive set of guidelines that would allow for an
accurate determination of when to use thermal equilibrium and thermal non-equilibrium
energy models when modelling the RTM infiltration process.

The current study examines the use of a local thermal non-equilibrium (LTNE) energy
model in RTM. The finite-volume based, multi-phase RTM model, originally developed
by Magagnato et al. [3] in the open source tool box OpenFOAM®, is extended to include
coupled transport equations for the resin (fluid) and fiber (solid) phases, wherein the fluid
equation contains a heat release source term to account for resin curing, and the fluid
and solid equations are linked through a bulk (interstitial) heat exchange term. Model
verification is achieved using a 1D representative geometry to ensure model accuracy. A
non-dimensional analysis is then presented to determine the appropriate material, ge-
ometric, and operating conditions where the LTNE energy model is worth the added
computational cost and complexity. Finally, a sample case of a complex geometry simulated
using both thermal equilibrium and LTNE models is presented to demonstrate the value of
the LTNE approach.

2. Governing Equations and Models for Mold Filling Simulations

2.1. Conservation of Mass and Momentum

RTM mold filling simulations involve solutions of laminar, incompressible flow
through a porous medium. The volume-averaged governing equations for the conser-
vation of mass and momentum, following the approach given by Quintard et al. [27], are

∇ · v = 0 (2)

and

ρ f
∂v

∂t
+

ρ f

ε
∇ · (vv) = −ε∇p f + μ f∇2v + εS (3)

where v is the volume-averaged velocity, p f is the fluid pressure and ε is the porosity. In
OpenFOAM, the multi-phase model solves a single mass-weighted-averaged momentum
equation for the two (or more) fluid phases, therefore, ρ f and μ f are the mass-weighted-
averaged density and dynamic fluid viscosity, respectively, for the fluid phase(s). The
source term, S, is included to account for the flow resistance from the fiber preform. This
resistance is modelled by Darcy’s law [2]:

∇p =
μ

K
v (4)

where v is the volume-averaged velocity, K is the permeability tensor, μ is the dynamic
fluid viscosity and ∇p is the pressure gradient in the mold. This formulation of Darcy’s
law is applicable for flows where the Reynolds number based on the pore diameter is small
(Red < 1). When considering flows at higher Reynolds numbers, the flow transfers into the
Forchheimer flow regime [28], where the pressure drop is quadratically related to the fluid
velocity. This is shown as

∇p =
μv

K
+ Cf ρ

v2
√

K
(5)

where Cf is the inertia coefficient and ρ is the fluid density. To get Equation (5) to match
the format required for the OpenFOAM momentum source, the volume averaged velocity
can be factored out and the coefficients in the Forchheimer term can be combined to give

S = −
(

μ

K
+

1
2
|v|F
)

v (6)

where F is an inertia resistance term (i.e., 2Cf ρ/
√

K) and the negative denotes the resistance
to flow from the porous media.
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The interface of the two phase flow (i.e., resin and air) is solved using the Volume-Of-
Fluid (VOF) method, given as

∂α

∂t
= ∇ · (αv) (7)

where α is the fraction of which each volume is filled with the resin phase (α = 1) or air
phase (α = 0).

2.2. Conservation of Energy

The goal for the proposed model is to accurately capture the transient temperature
behaviour for RTM and RTM variants (i.e., HP-RTM). Operating parameter variations can
lead to increased resin velocity, in the case of HP-RTM, as well as increased heat released
when using highly reactive resins. To ensure generality, the model needs to accurately
capture these variations while still maintaining computational efficiency. Given this, both a
thermal equilibrium and non-equilibrium energy model are used and compared.

2.2.1. Thermal Equilibrium

In thermal equilibrium the local fluid and solid temperatures are assumed to be the
same, allowing for a single energy equation to be solved to characterize both phases. The
energy equation for both phases is given as

ρ̃C̃p
∂T
∂t

+ ρ f Cp f (v · ∇T) = ∇ · k̃∇T + εS′′′ (8)

where T is the bulk temperature of the fluid and solid, ρ f is the fluid density, Cp f is the
fluid specific heat, and S′′′ is the source term associated with the heat release from the resin
curing. The effective density, ρ̃, specific heat, C̃p, and thermal conductivity, k̃, are calculated
using the rule of mixtures [29,30]

ρ̃ =
ρ f ρs

ρ f w f + ρsws
, (9)

C̃p = Cp f w f + Cpsws, (10)

and

k̃ =
k f ks

k f w f + ksws
(11)

where the weight fractions of the fluid and solid phase, w f and ws, respectively, are
defined as

w f =
ε/ρs

(ε/ρs + (1 − ε)/ρ f )
, (12)

and

ws = 1 − w f . (13)

2.2.2. Local Thermal Non-Equilibrium

In the local thermal non-equilibrium (LTNE) approach the fluid and solid phases are
modelled separately. The governing energy equations for the fluid and solid phase, after
volume averaging following the approach given by Quintard et al. [27], and are given as

ρ f Cp f

(
ε

∂Tf

∂t
+ v · ∇Tf

)
= ∇ · (εk f · ∇Tf ) + a f sh f s(Ts − Tf ) + εS′′′ (14)

and
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(1 − ε)ρsCs
∂Ts

∂t
= ∇ · ((1 − ε)ks · Ts) + a f sh f s(Tf − Ts), (15)

respectively. Here, ρ f and ρs are the fluid and solid densities, respectively; Cp f and Cs are
the fluid and solid specific heats, respectively; k f is the fluid conductivity, ks is the solid
conductivity tensor; Tf and Ts are the fluid and solid temperatures, respectively; a f s is the
specific area of the porous media; and h f s is the interstitial heat transfer coefficient. The
source term, S′′′ is calculated based on the total reaction enthalpy (Δh) and the cure rate of
the resin (ċ), given as

S′′′ = Δhċ (16)

2.3. Chemo-Rheological Models

During infiltration and curing, it is critical to accurately capture the reaction kinetics
(modelling the progression of the cure degree) and the resulting variations in glass transition
temperature and viscosity due to their use in the source terms of the momentum and energy
transport equations. For a recent review of the experimental techniques used to characterize
the parameters listed in the following models, the reader is to refer to an article by Bernath
et al. [31] and Halley and Mackay [32]. Herein, we discuss the approaches currently used
in RTM modelling.

2.3.1. Reaction Kinetics

There are many different reaction kinetics models that are used in industry, with the
most common being the Kamal–Malkin kinetic model [31] due to its relative simplicity and
small number of fitting parameters. The Kamal–Malkin kinetic model is given as

ċ =
dc
dt

= (K1 + K2 · cm) · (1 − c)n (17)

where c is the cure degree, and m and n are fitting parameters. The reaction rate constants,
K1 and K2, are given as

K1 = A1 · exp
(
− E1

RT

)
(18)

K2 = A2 · exp
(
− E2

RT

)
(19)

where A1 and A2 are pre-exponential factors, E1 and E2 are activation energies, R is the
universal gas constant and T is the temperature. Due to its simplicity, the Kamal–Malkin
model is unable to capture vitrification effects; i.e., premature solidification of the resin.
Furthermore, due to the (1 − c) term, the model will predict that the resin will cure
regardless of the temperature applied. Despite these drawbacks, the Kamal–Malkin model
will be used in the present study due to its common use in commercial softwares. This will
further highlight the effect of the non-equilibrium energy model.

2.3.2. Glass Transition Temperature

As mentioned previously, vitrification occurs when the resin solidifies prior to reaching
is gel point. This is caused by the glass transition temperature approaching the current
operating temperature in the mold. To capture this effect, a model based on the work by
DiBeneditto [33,34] is used:

Tg − Tg,0

Tg,∞ − Tg,0
=

λc
1 − (1 − λ)c

(20)

93



J. Compos. Sci. 2022, 6, 180

where Tg is the current glass transition temperature, Tg,0 and Tg,∞ are the uncured and
fully cured glass transition temperatures, respectively, c is the cure degree and λ is a
fitting parameter.

2.3.3. Viscosity

Coupled with the significant dependency on the temperature and cure degree, the
resin viscosity is a significant factor in the momentum source term caused by the porous
media (see Equation (5)). To capture the evolution of the viscosity, the Castro–Macosko
viscosity model is used [23], given as

η(T, c) = η0

(
cg

cg − c

)C1+C2·c
(21)

where cg is the cure degree at gelation, c is the cure degree, and C1 and C2 are fitting
parameters. η0, the viscosity of the uncured resin, can be found by

η0 = B · exp
(

Tb
R · T

)
(22)

where B and Tb are fitting parameters, R is the universal gas constant and T is the temperature.

3. Results

3.1. Grid Independence

Grid independence was also performed on the 2D domain shown in Figure 1 where
the length, L, is 0.1 m and the height, h, is 0.005 m. The parameters of interest in the grid-
independence study are the development of the thermal boundary layer and resultant
temperature profile throughout the domain, therefore, grid independence was performed
by increasing the number of control volumes in the thickness direction, h. The inlet and wall
temperatures were fixed at 333.15 K and 393.15 K, respectively. The fiber volume fraction is
50% and the inlet velocity is 0.005 m/s. A total of five different mesh densities were used;
three with uniform grid spacing and two with edge refinement towards the upper and
lower walls.

Figure 1. Simple 2D domain used for grid independence study.

Temperature profiles were extracted at two different locations along the length, 25 mm
and 75 mm, and are shown in Figure 2a,b, respectively. At 25 mm, it is seen that the mini-
mum temperature in the domain is consistent among the 5 grids, however, the temperature
gradient at the wall varies dramatically with increased grid resolution. Correctly predicting
this temperature gradient is critical as it dictates the heat flux into the domain. This is ob-
served in the temperature profiles at 75 mm where there is a 30 K temperature discrepancy
between the domains with 4 and 20 cells in the thickness direction. Grid independence
was calculated based on the minimum temperature at 75 mm. Using the grid convergence
index described by Celik et al. [35], it was found that with 20 cells in the thickness direction
with edge refinement, the grid was converged to less than 1%.
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(a) (b)
Figure 2. Temperature profiles at (a) x = 25 mm and (b) x = 75 mm from the inlet after the domain
was fully infiltrated. Note that the legend in (b) is applicable to both figures.

3.2. Temporal Resolution Study

The dependency of the source term, in both the thermal equilibrium and thermal
LTNE energy models, on the simulation time step requires a time-step independence study
be performed to ensure that the predicted temperature rise from the models is correct. This
is achieved by modelling the curing stage and reducing the complexity of the simulation to
1D whereby zeroGradient boundary conditions are applied to all faces in the domain, shown
in Figure 1. This allows the numerically predicted temperature rise to be directly compared
to the analytical temperature rise using

εq = C̃p(T2 − T1) (23)

where ε is the porosity, q is the total specific heat released, C̃p is the effective specific heat and
T1 and T2 are the initial and final mixture temperatures, respectively. For this verification
test, the domain was assumed to be completely saturated with resin (i.e., α = 1), with a
uniform cure degree of 0%. The simulation then ran until a maximum cure degree of 60%
was achieved, at which point the analytical and numerical temperature rise were compared.

The time-step range used in this study was 0.0025 s to 5 s to predict the resulting
temperature rise error between the analytical determined and numerically predicted tem-
perature. The results are given in Figure 3, which shows that the required time step to
ensure numerical accuracy is 0.01 s. With this time step, it was found that there was a
temperature rise error of 0.09%. This result verifies that the heat release model used in the
thermal equilibrium and LTNE energy model are correctly predicting the heat release and
resulting temperature rise.

Figure 3. Reduction in temperature rise error between simulation and analytical results for decreasing
time-step size.
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3.3. Non-Dimensional Analysis

The increased accuracy of the LTNE energy model comes at the cost of longer compu-
tational time due to the additional energy equation being solved for the solid phase as well
as the coupling required between fluid and solid energy equations. Given the number of
variations on the RTM process, the balance between increased accuracy and computational
requirements may not be inherently clear. To this end, a study was performed to determine
when the LTNE energy model is necessary to provide accurate predictions.

To be able to accurately compare the predicted temperature development during
infiltration, non-dimensional groups that contain the parameters that contribute most to the
temperature evolution are determined. For RTM, these parameters are: (i) the permeability
of the fabric, (ii) the thickness of the part, and (iii) the velocity of the resin being injected.
These parameters can be used to form a Darcy number, Da, and a Peclet number, Pe. The
Darcy number is given as

Da =
K
h2 (24)

where h is the thickness of the domain, and Pe is given as

Pe =
vh
α

(25)

where α is the thermal diffusivity, defined as

α =
k

ρCp
. (26)

The influence of Da and Pe are observed in variations of the fluid temperature, both
when compared to the injection and mold temperature, as well as the solid temperature.
These differences are captured using the non-dimensionalized fluid temperature, θ f , de-
fined as

θ f =
Tf − Twall

Tinj − Twall
(27)

where Tf is the local fluid temperature, Twall is the prescribed wall or mold temperature,
and Tinj in the resin injection temperature. The fluid–solid temperature difference will be
captured using the local thermal non-equilibrium parameter, LTNE, given as

LTNE = Tf − Ts (28)

where Ts is the local solid temperature. A range of Darcy numbers based on the part
thickness, h, Da ∈ (4.210−5, 9.510−5, 3.810−4, 10−3), and Peclet numbers numbers based
on the inlet velocity, v, were varied from Pe ∈ (400, 4000). These values were chosen
to provide a comparison over a wide range of part thicknesses and injection velocities
to understand the effect of using an LTNE model on RTM and HP-RTM manufacturing
methods. Each Da and Pe number case is also run for two conductivity ratios (i.e., ks/k f of
0.2 and 125) which correspond to the use of either glass or carbon fibers within the mold.
The boundary conditions used for all subsequent simulations are given in Table 1.
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Table 1. Boundary conditions used for non-dimensional analysis cases.

Location Field Type Value

inlet

Velocity fixedValue
cure 0%
Tf 363.15 K
Ts 393.15 K

upperMold
Velocity noSlip

Tf 393.15 K
Ts 393.15 K

lowerMold
Velocity noSlip

Tf 393.15 K
Ts 393.15 K

wall
Velocity noSlip

Tf 393.15 K
Ts 393.15 K

symmetry
Velocity

symmetryTf
Ts

3.4. Temperature Distribution and Development

The non-dimensional temperature (θ f ) and LTNE profiles are plotted as a function
of the non-dimensional channel height in Figure 4. Since the profiles are all symmetric,
each figure shows data contrasting two conductivity ratios; the left and right sides of
each plot show data for conductivity ratios of 0.2 (black symbols) and 125 (grey symbols),
respectively, for the same Da and channel location. Furthermore, the plots in Figure 4 are
arranged such that the first and second columns show θ f at locations of 25% and 75%,
respectively, and the third and fourth columns show the LTNE at locations of 25% and 75%,
respectively. Each row corresponds to a specific Da number, as denoted by the symbols in
the legend.

Considering first the influence of Da number, the results show that as Da decreases, use of
the LTNE model bears diminishing returns. The cases where Da ∈ (9.5× 10−5, 4.2× 10−5) for
a Pe ∈ (400, 2000) and a ks/k f = 0.2, show the local temperature difference for the fluid and
solids phases is less than 5 K. In these cases, the low conductivities of the fluid and fibers
reduce the influence of the fixedValue boundary condition at the mold wall. This, therefore,
allows the resin to cool the fiber phase and bring them closer to thermal equilibrium. This
is highlighted in Figure 4m–p, for a Pe = 400, where there is no discernible difference
between the fluid and solid temperatures throughout the domain. This suggests that an
equilibrium energy model could be used to model this case as the fluid and solid phases are
in local equilibrium throughout infiltration. However, when considering a ks/k f = 125, the
conductivity ratio has a significant effect on the LTNE, especially at the start of infiltration.
For all Darcy numbers considered, it was found that the higher conductivity ratio increased
the resin temperature significantly faster than the lower conductivity ratio cases. The end
result of this rapid warming is seen in the θ f profiles at x/L = 0.75, where for each Pe the
resin is closer to the mold temperature. This suggests that for cases where a Pe > 1000 an
LTNE energy model is needed. An additional consideration when performing a comparable
case is the influence that this rapid increase in fluid temperature has on both the cure and
viscosity development during infiltration. Given the increasingly large number of resins
that can be used for RTM, this temperature rise could potentially result in premature curing
or vitrification of the resin.
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Figure 4. (a–p) Non-dimensional temperature and fluid–solid temperature difference for varying
Pe and Da numbers. Values on the left hand side of the vertical dashed line (in black) are for a
conductivity ratio of 0.2 and values on the right hand side of the dashed line (in grey) are for a
conductivity ratio of 125.

As Da increases, an increase is observed in both the local θ f and LTNE throughout the
thickness of the part, even for the cases where Pe = 400. Although in these cases the Da was
varied based on the height of the part, the increase in Da is also analogous to a reduction in
fiber volume fraction (considering the high dependence the permeability of the fabric has
on fiber volume fraction). This in turn reduces the influence of the fiber phase on the fluid
temperature, which is observed in Figure 4a–d, where for each Pe the fluid temperature
is closer to the mold temperature. The solid phase still contributes to the increase in fluid
temperature, however, due to the transient nature of the flow, this influence is not as
substantial as the mold temperature. The solid phase influence on the fluid temperature
is also affected by the conductivity ratio. The higher the conductivity of the fibers, the
less influence the fluid phase has on the temperature of the solid phase. This is due to
the rapid conduction from the mold to the fibers throughout the domain, maintaining
more of the fiber phase at the mold temperature. The result is an increase in the local fluid
temperature due to the increased heat transfer from the solid phase to the fluid phase.
This effect is highlighted in the LTNE plots in Figure 4, specifically at x/L = 0.25, which
show increased LTNE between the fluid and solid phases for the higher fiber conductivity.
Although this result is not intuitive given that the higher solid temperature would result in
increased heat transfer from the fibers to the resin, the conductivity from the mold wall to
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the fiber phase maintains the fibers at a higher temperature when compared to the lower
conductivity fibers.

The Pe number also has a significant effect on the local fluid temperature during mold
filling due to its direct connection with filling time. Increasing the Pe number reduces the
filling time and consistently results in larger differences between the fluid, solid and mold
temperatures. Increases in Pe number also inherently increase the convective heat transfer
between the solid and fluid phases, but this increase in heat transfer does not always lead
to increases in fluid temperature because of the increased fluid velocity. The reduction
in filling time from a Pe number of 400 to 4000 is 10 times (for a Da = 1 × 10−3). This in
turn reduces the time that the increased convection heat transfer has to increase the resin
temperature. The Da number also has an effect on the influence of the Pe number. As
previously mentioned, reducing the Da number results in an increased effect of the mold
temperature on the fluid temperature in the center of the domain. Coupling these two
influences together, it is observed that for a Pe > 1000 number, when the Da number is
reduced, the resulting fluid temperature profile both near the inlet and near end of the
domain is closer to the mold temperature than the injection temperature.

These generic results highlight the utility of the LTNE energy model for RTM and
HP-RTM processes. It is also important to note that additional attention needs to be directed
at cases with large infiltration times since there exists the potential for premature curing
of some resins. Furthermore, a longer infiltration time implies a longer cycle time to
produce parts.

3.5. Fluid Property Development

Capturing the temperature development of the flow front also has implications on
the predicted development of other fluid properties. Two critical properties, the fluid
viscosity and cure degree, are heavily influenced by the history of the fluid temperature as
it infiltrates the mold. This effect is captured by comparing the fluid property development
for the Da = 1 × 10−3 and Pe = 4000 case with a ks/k f = 125, using the current LTNE
and thermal equilibrium energy models. The coefficient values for the Kamal–Malkin reac-
tion kinetic model, DiBeneditto glass transition temperature model, and Castro–Macosko
viscosity model are given in Tables 2–4, respectively.

Table 2. Parameter values used for the Kamal–Malkin kinetic model.

Model Parameter Value

A1 3,862,141.7
A2 105,920,589,010.0
E1 62,877.7
E2 321,915.1
m 1.571
n 1.63
R 8.314

Table 3. Parameter values used for the DiBeneditto glass transition temperature model.

Model Parameter Value

Tg,0 243.0
Tg,∞ 406.09

λ 0.390
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Table 4. Parameter values used for the Castro–Macosko viscosity model.

Model Parameter Value

C1 3.91
C2 2.12 × 10−13

B 1.414 × 10−12

Tb 8.489 × 103

R 8.314
cg 0.72

Figure 5 compares the fluid viscosity profile at two different locations within the
domain, x/L = 0.25 and x/L = 0.75. It can be readily observed that the fluid viscosity near
the mold walls is lower for the equilibrium model. This is due to the weighting factors (w f
and ws) used to calculate the local fluid–solid mixture properties. Equations (12) and (13)
show that the weighting factors are determined based on the density of the two phases.
Considering that the density of fibers is nearly double that of the resin phase and coupled
with the high conductivity ratio between the fluid and solid phases, it is expected that the
model would predict a rapid increase in fluid temperature from the injection temperature
to the mold temperature. This is captured in Figure 5a where it is shown that the viscosity
of the fluid is lower near the wall when compared to the LTNE energy model. The effect of
the rapid increase in temperature is further shown in Figure 5b, where the viscosity of fluid
throughout the domain cross-section is substantially less for the equilibrium model than
the LTNE model. In this respect, the LTNE model is also essential for properly predicting
the pressures required for mold filling and the flow distribution since both are strongly
affected by local viscosity.

(a) (b)
Figure 5. Fluid viscosity development during infiltration for the thermal non-equilibrium and thermal
equilibrium model at a location of (a) 25% and (b) 75% in the domain. Note that the legend in (b) is
applicable to both figures.

The effect of the energy model on the cure degree development is shown in Figure 6.
As with the fluid viscosity, there is a small discrepancy in the predicted cure degree at a
x/L = 0.25, where the cure degree is higher at the walls in the equilibrium model due to
the higher predicted temperature. At x/L = 0.75 this difference increases substantially,
where the non-equilibrium model predicts the average cure degree to be 0.5% and the
equilibrium model predicts 1.9%. The implications of this difference are significant. First,
the source term added to the fluid temperature equation, Equation (16), will predict a larger
heat release at the end of infiltration for the equilibrium energy model. This can lead to
local rises in temperature in the domain, which can result in the prediction of premature
curing. Furthermore, if the curing stage is to be simulated, this result would incorrectly
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predict a shorter curing time, which can have a significant impact on the material properties
of the final parts. Secondly, in both Figures 5 and 6, it is observed that at x/L = 0.75 there
is a transition in the viscosity and cure degree for the equilibrium case adjacent to the mold
walls. The cause of this is the resin being in the domain at the mold temperature. There is an
initial reduction in the resin viscosity near the mold walls as it warms, as seen in Figure 5a
for both cases, but given the higher overall temperature in the domain for the equilibrium
case, the resin reaches the mold temperature considerably faster. At x/L = 0.75 the resin
viscosity is substantially lower for the equilibrium case but there are signs of premature
curing near the walls given the local increase in fluid viscosity. Considering the cure profile
in Figure 6, this increase in viscosity at the walls is due to a sharp increase in the local cure
degree. Given the viscosity’s dependency on the cure degree, this result is expected.

(a) (b)
Figure 6. Cure degree development during infiltration for the thermal non-equilibrium and thermal
equilibrium model at a location of (a) 25% and (b) 75% in the domain. Note that the legend in (b) is
applicable to both figures.

The implications of these results on predicting mold filling behaviour and cure degree
development in RTM components are significant; the most significant being the resultant
flow front predicted from the thermal equilibrium model. The local decrease in viscosity
near the mold walls will result in a higher fluid velocity due its inclusion in Darcy’s law.
This advancing front near the walls can lead to predictions of void formation in the final
part, especially for parts with a high Da or with multiple inlets resulting in multiple flow
fronts meeting. There is also the potential for the prediction of premature curing of the
resin at the mold walls. This can result in the prediction of local hot spots, depending on
the resin and fiber properties, as well as inaccurate prediction of the required time for the
curing stage. Finally, it was found that the computational cost of using an LTNE model was
on the same order of magnitude as the thermal equilibrium. This is due to time scale of the
heat transfer occurring when compared to the time scale of the fluid movement. The VOF
method used to track the infiltration of the resin required a substantially lower time step
than the energy model. This is a significant finding as it means the added computational
cost of the LTNE model is reasonable given the increased accuracy when predicting the
temperature development.

3.6. Complex Floor Geometry

Simulation of resin infiltration in a complex floor geometry is presented as a final case
to further demonstrate the efficacy of the LTNE model compared to isothermal energy
modelling and to thermal equilibrium modelling. The complex mold geometry is shown
in Figure 7a. The computational mesh is shown in Figure 7b, where the domain has been
discretized into 988,000 hexahedral elements. Meshing was performed using the results
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from the grid independence test in Section 3.1 where four cells per mm of part thickness,
with edge refinement towards the upper and lower surfaces, was used. The boundary
conditions, as well as the coefficients for the Kamal–Malkin reaction kinetics and Castro–
Macosko viscosity models, are found in Tables 1, 2 and 4, respectively. The fiber volume
fraction was set to a uniform value of 50% and the fiber orientation was assigned using a
simple geometric approach that established in-plane and cross-plane components based on
the local position of the upper and lower mold faces. While more sophisticated approaches
are available for determining local fiber orientation, for the purpose of demonstrating the
LTNE model, a simple approach was deemed suitable.

(a) Domain. (b) Discretized domain.
Figure 7. Complicated geometry used for energy modelling comparison. Image (a) shows an
isometric view of the domain, while image (b) shows a surface mesh to illustrate the grid distribution
with respect to geometric features.

3.6.1. Infiltration

The progress of the cure degree during infiltration for each of the four cases is shown
in Figure 8. Columns one and two in Figure 8 consider the assumption of isothermal mold
filling. These results also highlight the significant impact of operating temperature on the
cure degree development during mold filling. As the operating temperature increases,
the maximum cure degree in the domain is shown to also increase. This is further shown
in Table 5, where a 3.6% difference in the maximum cure degree is shown between the
two isothermal simulations. As expected, the areas of highest cure degree are at the edges
of the component, as this corresponds to the resin that has been in the domain for the
longest period of time. A major implication of this, in particular for the isothermal 363 K
simulations, is an incorrect prediction of the required curing time needed to fully cure the
resin. This will be discussed in further detail in Section 3.6.2.

Table 5. Minimum and maximum cure degree values in the domain after infiltration for each energy
modelling approach.

Energy Modelling Approach Maximum Cure Degree Maximum Cure Rate

Isothermal 363 K 0.96% 0.3 %/s
Isothermal 393 K 4.6% 1.7 %/s

Thermal Equilibrium 4.5% 1.7 %/s
Thermal Non-Equilibrium 3.5% 1.6 %/s
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Figure 8. Predicted cure degree development during infiltration using different energy modelling
approaches.

The most interesting results are evident when comparing the cure degree distribution
for the equilibrium and LTNE energy models. Considering first the equilibrium energy
model, it is observed that the maximum cure degree does not differ significantly compared
to the isothermal 393 K case (4.5% and 4.6%, respectively, as shown in Table 5). This is
also seen when comparing the cure degree distributions during infiltration. The cure
degree contours shown in Figure 8 are nearly identical at all points during infiltration,
with the only noticeable difference being at the bottom left hand edge of the part. In this
region, the thermal equilibrium model is showing a lower cure degree compared to the
isothermal 393 K case. The similarity in cure distribution is explained by the formulation
used to determine the average material properties used in the equilibrium energy model
(Equations (9)–(11)), in particular Equation (11), used to calculate the mixture conductivity.
For these simulations the conductivity ratio between the solid and fluid phases (ks/k f ) is 125.
The high fiber conductivity forces a rapid increase from the injection temperature (363 K) to
the mold temperature (393 K) immediately after the resin is injected. The infiltration then
proceeds as though done isothermally at the prescribed mold temperature. As mentioned
previously, this phenomenon is highly dependent on the thermophysical properties of the
resin and fibers. For a lower conductivity ratio (i.e., using glass fibers) there would be a
large discrepancy between the maximum cure degree with the domain when compared to
the isothermal 393 K, as it would take longer for temperature to rise to the mold temperature
in the domain.

This result is consistent with the predicted cure degree development for this complex
geometry, where the Peclet number is 6780. Recall from Section 3.3 that for almost all
cases where the Peclet number is greater than 1000 (with a conductivity ratio of 125), an
LTNE model is needed to accurately capture the development of the fluid temperature
during infiltration. The results predict a longer period of time where the cool injected resin
warms to the mold temperature, when compared to the equilibrium model, as shown by
the large region of less cured resin in center of the complex part. This suggests that the
resin and fibers are not in local thermal equilibrium. The areas where the resin has warmed
to the mold temperature and has been in the domain the longest are at the corners, which
carry the highest resin cure degree of 3.5%. The lower predicted maximum cure degree
means there is overall less variation in the cure degree distribution, when compared to
the equilibrium energy model. The result is a more even development of the cure degree
during the cure stage, which is discussed further in Section 3.6.2.
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3.6.2. Curing

Results of the cure degree and temperature distribution at the end of the infiltration
stage were used as the initial conditions for curing simulations. The resin was allowed to
cure for 180 s, using the four energy modelling approaches, and the resulting cure degree
and cure rate at 10 s are shown in Figures 9 and 10, respectively. Due to the large change
in cure degree during the curing stage, the cure degree contour plot in Figure 9 only
contains data at 10 s. Were a longer time range considered, the fine detail of the cure degree
distribution would be lost. To address this, the cure degree range for each energy modelling
approach (at times 10 s, 100 s, and 180 s) are shown in Table 6. In the case of Figure 10, the
isothermal 363 K case had a significantly lower cure rate, which if included would have
again resulted in the loss of the fine detail in the cure rate distribution.

Figure 9. Predicted cure degree distribution at 10 s into the curing stage using different energy
modelling approaches.

Figure 10. Predicted cure rate distribution at 10 s into the curing stage using different energy mod-
elling approaches.

Columns one and two in Figure 9 show the cases of isothermal curing. The results
further highlight the dependence of the cure degree development on the operating tem-
perature. At the start of the curing stage there is a 12% difference in the average cure
degree between the two isothermal cases. At the end, however, the discrepancy in average
cure degree has grown to 41%, shown in Table 6. This is due to the lower operational
temperature in the isothermal 363 K case which restricts the cure rate during the course of
the curing stage. It should be noted that an operating temperature of 363 K is unlikely to
be used in practice for this case given the additional time needed to cure the component,
however, it reinforces the importance of optimizing the operating temperature through
simulation and for manufacturing of CoFRP components.
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Table 6. Cure degree distribution ranges for each case during the curing stage.

Energy Modelling
Approach

Cure Degree Range (Min–Max)
10 s 100 s 180 s

Isothermal 363 K 3.4–4.3% 26.9–27.5% 40.9–41.3%
Isothermal 393 K 14.9–18.5% 68.5–69.2% 81.8–82.1%
Thermal Equilibrium 14.5–18.4% 68.4–69.2% 81.8–82.1%
Thermal Non-Equilibrium 12.5–17.6% 68.0–69.0% 81.6–82.0%

Consistent with the infiltration stage, the cure degree distribution for the isothermal
393 K and equilibrium model show nearly identical development during curing. This result
is further highlighted in Table 6 where at each recorded time the minimum and maximum
cure degree varies at most by 0.4% and in the case of 180 s it is shown that the cure degree
ranges are identical. Again, this is due to the resin rapidly increasing from the injection
temperature to the mold temperature when using the equilibrium model, resulting in the
model behaving as though the process was done isothermally. An interesting outcome is the
similarity in final cure degree distributions predicted by the isothermal 393 K, equilibrium,
and LTNE models at 180 s. To fully understand this outcome, consideration first needs to
be made with regard to the type of curing being performed. Bernath et al. [31] studied the
influence of the type of cure modelling being used (i.e., isothermal versus non-isothermal)
and the ability of the reaction kinetics model to capture the resulting cure degree progression
as compared to experimental data. Their results showed the cure rate profile for isothermal
curing begins with a peak in cure rate which quickly diminishes for the remainder of the
cure cycle. For non-isothermal curing, however, there is a noticeable delay in the peak cure
rate (the magnitude and time of which are highly dependent on the rate of temperature
increase), due to the time needed for the resin to warm. The results of the present study are
consistent with the findings of Bernath et al. [31]. For the isothermal 393 K and equilibrium
cases (for which isothermal curing conditions are used) an initial peak in cure rate was
observed (highlighted again by the higher cure degree at the beginning of the cure stage),
which then quickly diminished during curing. In the case of the LTNE model, which
simulates initially non-isothermal curing, the peak cure rate is observed post-infiltration,
during the curing stage. This phenomenom is further highlighted in Figure 10, where the
LTNE model is showing a cure rate nearly 8% higher throughout the component. The
LTNE model then consistently predicts a higher cure rate for the entirety of the simulated
cure cycle, resulting in a nearly identical cure degree distribution between the three cases.

A comment needs to be made on the limitation of the Kamal–Malkin kinetic model due
to its reduction in accuracy as the glass transition temperature approaches the operating
temperature. Were a more sophisticated kinetic model used, it is hypothesized that the
LTNE case would predict a final cure degree distribution higher than that found in the
isothermal 393 K and equilibrium models. This is due to the overall higher cure rate
still present throughout the cure cycle in the LTNE energy model, as well as the results
presented by Bernath et al. [31]. A consistent result seen in their work shows that in the case
of isothermal curing, the final cure degree achieved is highly dependent on the operational
temperature and is consistently less than 100%; a result not found in non-isothermal curing
where the resin maintains the ability to nearly completely cure. A caveat to this, however, is
the unknown effect of combining isothermal and non-isothermal curing. This combination
is found in the LTNE case, where curing is initially non-isothermal, as the cool injected
resin warms to the mold temperature. After 10 s of curing, the resin reaches the operating
temperature of 393 K and continues the curing cycle isothermally. This likely slowed the
overall peak cure rate, however, allowing the model to maintain an overall higher cure
rate. An implication of this might be when predicting the final material properties as
well as process-induced distortion (PID) [22]. The maximum achievable cure degree has
a significant impact on the final material properties and dictates the amount of chemical
shrinkage that occurs. Chemical shrinkage influences the build-up of residual stresses
leading to PID. This further reinforces the importance of an accurate prediction of the
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temperature evolution given its influence on the cure development. It also highlights the
importance of the reaction kinetic model utilized. As mentioned above, a limitation of
the Kamal–Malkin kinetic model is that it always predicts full resin curing despite the
operating temperature, which is known to not be the case. For a better understanding of
the operating temperature on the maximum possible cure degree as well as the cure degree
progress post-vitrification, the more sophisticated Grindling reaction kinetic model could
be utilized.

4. Summary

The current study was aimed at studying the complexity viability of an LTNE energy
model for obtaining accurate solutions of temperature development in RTM mold-filling
simulations. A general LTNE model was implemented into an existing mold-filling code in
OpenFOAM. A non-dimensional analysis was then conducted over a range of Da numbers,
Pe numbers, and k f /ks ratios to show the non-dimensional fluid temperature and local ther-
mal non-equilibrium development, for a wide range of part types and infiltration strategies.
Results from the non-dimensional analysis show that for a Da ∈ (9.5 × 10−5, 4.2 × 10−5),
Pe ∈ (400, 1000) for a ks/k f = 0.2 and a Pe = 400 for a ks/k f = 125, the approximation of
local thermal equilibrium is appropriate. However, for all other case runs it was shown
that for an accurate prediction of the resin and solid temperature during mold filling, the
use of an LTNE model was required.

To further understand the implications of using a thermal equilibrium model when
a non-equilibrium model is required, a comparison case was run where Da = 1 × 10−3

and Pe = 4000 with a k f /ks = 125 using a equilibrium energy model from the literature
and the proposed non-equilibrium model. The result further highlights the importance
of using a thermal non-equilibrium model. The predicted resin cure degree for the case
using the equilibrium model were substantially higher near the end of the domain due to
the rapid increase in temperature throughout the domain. This resulted in a much lower
resin viscosity, due to its dependency on the cure degree. The implications of this are an
inaccurate prediction of the cure time needed in the curing stage, as well as the potential
for a void to form if multiple flow fronts meet given the advancement in the resin front
near the mold walls. It was also found that the additional computational cost was minimal,
implying that the thermal non-equilibrium model is able to be used effectively in all RTM
infiltration modelling.

A complex floor geometry was then used to evaluate three energy modelling ap-
proaches; isothermal mold filling (at operating temperatures of 363 K and 393 K), thermal
equilibrium, and LTNE energy modelling. Both the infiltration and curing stages were
modelled using the four different energy modelling approaches. The isothermal 363 K
cases highlighted the effect of the operating temperature on the final cure degree, where
a 3.6% difference in the maximum cure degree was found between the two isothermal
mold-filling simulations. When considering the equilibrium energy model, it was found
that the cure degree distribution was nearly identical to that predicted by the isothermal
393 K simulation. This was due to the weighting factors used to calculate the effective
thermophysical properties employed in the energy transport equation. The most notable
outcome was that of the LTNE energy model. The LTNE predicted a lower maximum cure
degree as well as a larger area of less cured resin within the domain. This result highlights
the increased accuracy in the predicted temperature development and resulting cure degree
as the results show the fibers and resin are not in thermal equilibrium. The curing stage
highlighted the importance of which energy model was used for the infiltration stage. In
the case of the isothermal 363 K, isothermal 393 K, and equilibrium energy modelling, it
was shown that curing occurred isothermally. The result of an initial peak in the cure rate
during infiltration which quickly diminishes at the beginning of the curing stage. In the
case of LTNE energy modelling, the cure degree development follows a more complex path,
where it initially develops non-isothermally during infiltration and at the beginning of the
curing stage. After 10 s of curing the resin has reached the prescribed mold temperature and
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then continues its curing under isothermal conditions. The effect of this has implications
when considering the predicted material properties and PID from each case, given their
dependency on the final cure degree. Moreover, it highlights the importance of the reaction
kinetic model used. The selected Kamal–Malkin kinetic model predicts that resin would
cure fully despite the operating temperature. Using a more complex kinetic model, such as
the Grindling model, would provide better insights into the true final cure degree and cure
degree development given the models ability to predict vitrification. Finally, it was also
found that the use of an adaptive time step dependent on the current maximum cure rate
and minimum cure degree, in conjunction with the LTNE model dramatically reduced the
computational time of the curing stage. This further increases the applicability of an LTNE
energy model for HP-RTM infiltration and curing simulation.
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CFRP Carbon fiber reinforced plastic
HP-RTM High-pressure resin transfer molding
LTNE Local thermal non-equilibrium
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VOF Volume of fluid
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Abstract: Recent investigations have highlighted the multi-resolution and high throughput charac-
teristics of the spherical indentation experimental and analysis protocols. In the present work, we
further demonstrate the capabilities of these protocols for reliably extracting indentation stress-strain
(ISS) responses from the microscale constituents as well as the bulk scale of dual phase materials
exhibiting bimodal microstructures. Specifically, we focus on bimodal microstructures produced
in an α–β Ti6242 sample. Combining the multi-resolution indentation responses with microstruc-
tural statistics gathered from the segmentation of back-scattered electron images from the scanning
electron microscope allowed for a critical experimental evaluation of the commonly utilized Rule of
Mixtures based composite model for the elastic stiffness and plastic yield strength of the sample. The
indentation and image analyses protocols described in this paper offer novel research avenues for the
systematic development and critical experimental validation of composite material models.

Keywords: composite material; bimodal microstructure; titanium; Ti6242; spherical indentation;
image segmentation; rule of mixtures; effective property

1. Introduction

Microstructures exhibiting two distinct morphologies in the arrangement of their phase
constituents are generally referred to as bimodal microstructures [1,2]. Most commonly,
these microstructures exhibit single-phase equiaxed grains (refers to regions of uniform
crystal lattice orientation in the material microstructure) alongside grains displaying distinct
dual-phase morphologies (e.g., lamellar, dendritic). Examples of such microstructures
can be seen in two-phase steels, alpha-beta brasses, alpha-beta titanium alloys, and bulk
metallic glass-matrix composites. This class of composite microstructures offers tremendous
potential for several advanced technology applications since their effective properties can
be tailored more easily to meet the designer-specified targets through the modulation of
the relative volume fractions and morphological features of their phase constituents.

Our interest in this paper will be on the bimodal microstructures in α–β Ti alloys. It
is well known that the microstructures in these alloys can be controlled through suitably
designed heat treatments. Generally, one can take the material above the beta-transus
temperature (i.e., temperature where the hcp α transforms completely into bcc β) and cool
the material down at different cooling rates to produce a variety of distinct microstructures.
One can also apply heat treatments at temperatures below the beta-transus temperature
to allow for the formation and stabilization of fully α-phase regions known as primary α

grains. Slow cooling generally leads to the formation of parallel secondary α-laths (i.e.,
colonies), whereas higher cooling rates favor the formation of the crisscrossed secondary α-
laths (i.e., basket-weave morphology) [3,4]. It is therefore possible to produce a broad range
of bimodal microstructures in α–β Ti alloys through tailored heat treatments. Bimodal
microstructures in α–β Ti alloys have been reported to result in improved mechanical
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properties. As a specific example, a bimodal microstructure consisting of approximately
30 vol.% of equiaxed primary α grains and 70 vol.% of lamellar α–β has been found to
provide an optimal combination of creep and fatigue properties for compressor disks oper-
ating at high temperatures [3]. Besides the influence of phase morphologies, the mechanical
response of α–β Ti alloys is also strongly influenced by the grain-scale anisotropy of the hcp
α, which is known to exhibit a pronounced crystal lattice orientation dependence [5–10].

Bimodal microstructures have been studied extensively in prior literature in efforts to
understand and predict their effective properties [11–23]. Towards this goal, it is important
to accurately measure the mechanical properties at different length scales of the material.
Of primary interest are the effective properties at the scale of a representative volume
element (RVE) of the material microstructure (i.e., length scales covering multiple grains
and colonies) and properties at the scale of individual constituents (i.e., individual grains or
colonies). At the smaller length scales, protocols involving micropillar compression [24–28],
micro-cantilever beam bending [29–31], and micro-hardness tests [28,32–35] have been
shown to provide valuable mechanical response information for the individual constituents
in these materials. However, these protocols often incur high costs, require tedious sample
preparation procedures, and produce limited amount of data [5,36]. Moreover, hardness
tests produce hardness values that are not easily related to other standard mechanical prop-
erties of the constituents. This is due to the fact that the measured values often exhibit large
variances in the results produced by different research groups due to the inherent variances
in the test and analyses protocols employed [5,37–41]. At the larger length scales (i.e., RVE
scale), the effective properties are typically measured using standard protocols such as
uniaxial tension [42] and compression [43]. The lack of consistency in the experimental
protocols employed at the different material length scales is likely to have contributed sig-
nificantly to the large discrepancies in the multiresolution mechanical properties reported
for several advanced material systems [13,14,34,35,38,39,44–51]. As a specific example,
the micro-hardness measurements of Gupta et al. [48] on basket-weave grains in Ti64
specimens suggested uniaxial yield strength values in the range 950–1308 MPa [39], which
are significantly higher than the macroscale tensile yield strengths measured in the range
of 905–945 MPa by Sieniawski et al. [49] on similar samples (i.e., samples with similar
processing histories). These discrepancies could arise from the differences in the loading
histories (i.e., indentation versus tension) in the measurement protocols employed at the
different material structure scales.

In efforts aimed at establishing consistent and reliable multi-resolution mechanical
testing capabilities, Kalidindi and Pathak [52–54] have developed the spherical indentation
protocols based on the Hertzian theory of elastic contact between two deformable isotropic
solids with quadratic surfaces [55]. These protocols capture the mechanical responses
in the sample at different length scales in the form of load-displacement curves, and
subsequently convert them to indentation stress-strain curves (ISS). At the grain-scale,
these protocols were successfully demonstrated to capture the dependence of the local
mechanical response on the grain orientation in different material classes [5,7,56–60]. At
the macroscale, a consistent set of measurement and analyses protocols were successfully
demonstrated for the reliable evaluation of the effective mechanical properties of the
material [37,61–66]. An attractive feature of these protocols is that they incur significantly
less effort and cost compared to many of the other competing protocols mentioned above,
while requiring relatively small material volumes.

Consistent multi-resolution mechanical test protocols are central to the systematic
evaluation and refinement of composite theories capable of predicting the effective prop-
erties of a material based on the details of the material microstructure and the individual
properties of the microscale constituents. As a specific example, the simple rule of mixtures
(ROM) model is commonly employed [13,16–23], but has only been critically evaluated
in only a few experimental studies [13,16,20–23]. As already discussed earlier, the main
hurdle comes from the lack of consistent protocols that can be applied at the different
material structure length scales. In recent work [20–22], the ROM model was confirmed to
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exhibit impressive accuracy in estimating the effective yield strength of ferrite-martensite
steels [20–22], in spite of the highly simplified assumptions implied by this model.

In this work, we aimed to critically evaluate the performance of the ROM model for
estimating the effective yield strength of a bimodal Ti6242 specimen. This was accom-
plished using multi-resolution spherical nanoindentation protocols on a bimodal sample
exhibiting primary α and basket-weave α–β morphologies. Multi-resolution microstructure
characterization of the samples was conducted using scanning electron microscopy and
electron backscatter diffraction. It is shown that the consistent use of the multiresolution
spherical indentation protocols on the bimodal Ti6262 microstructure produces grain-scale
and macroscale measurements of the yield strengths in the sample that are fairly consistent
with the ROM model.

2. Materials and Methods

2.1. Materials and Sample Preparation

The material chosen for this study was Ti-6Al-2Sn-4Zr-2Mo (Ti6242) due to its versatil-
ity in producing diverse microstructures through suitable heat treatments. The actual alloy
composition was determined in a previous study by Pilchak et al. [67] to be Ti-5.93Al-2.01Sn-
4.05Zr-1.88Mo-0.12Si, with the interstitial contents of oxygen, iron, and nitrogen being 0.107,
0.05, and 0.001 in wt.%, respectively. Atomic absorption and inductively coupled plasma
mass spectrometry was employed to determine the metallic element composition, while
inert gas fusion was employed for the measurement of the smaller elements. Specimens of
dimensions 10.0 mm × 20.0 mm × 2.0 mm were cut using an electric discharge machining
and placed into quartz tubes, which were subsequently backfilled with Argon to protect the
samples from oxidation during the heat treatment process. Heat treatment was designed
such that the microstructure was composed of primary-α and basket-weave morphologies
with large enough grains that allowed the application of the spherical indentation protocols.
Specifically, the specimen was heat-treated at 986 ◦C (10 ◦C below the beta transus for
a bimodal microstructure) for 6 h, followed by a water-quenching step to achieve the
desired bimodal microstructures comprising the basket-weave components. Subsequently,
the sample was subjected to a stress-relief heat treatment (700 ◦C for 4 h) and air-cooled.
The heat treatment was conducted in a Thermo Fisher Scientific, Lindberg/Blue 1100 ◦C
Box furnace.

Specimen surfaces were prepared for microscopy and indentation following standard
metallography protocols procedures [68]. These protocols removed any oxide or mechani-
cally deformed layers. Specifically, for this work, it was important to minimize the height
disparities on the sample surface due to the unavoidable differences in the polishing rates of
the different microscale constituents present in the sample. Chemo-mechanical preparation
steps utilized on these specimens included surface grinding using silicon carbide papers
(starting with 800 grit and systematically going to 2400 grit), polishing using 9 μm, 3 μm
and 1 μm diamond suspension on a Struers’ (Copenhagen, Denmark) Tegramin Automatic
Grinding Machine, and final polishing on the Buehler’s (Lake Bluff, IL, USA) Vibremet 2
Vibratory polisher for 12 h with a medium consisting of one part of 0.06 μm colloidal silica,
4 parts of water, and 1 part of hydrogen peroxide.

2.2. Spherical Indentation

Mechanical characterization of the samples was conducted at room temperature on a
Keysight Nano-Indenter G200 with the Continuous Stiffness Measurement (CSM) option.
Two different tip sizes were used in this study: (i) a 15.2 μm radius tip was employed
for the grain scale characterization of primary α and basket-weave (prior β) grains, and
(ii) a 500 μm radius tip was used for the characterization of the bulk response of the sample
over regions comprising a large number of grains. The grain-scale indentations were
placed close to the centers of the grains, and only one indentation was conducted per
grain to avoid proximity with the grain boundary and other previous indentations in the
sample. For the indentations on the primary α grains, the average contact radius at yield
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(over grains of different orientations) was estimated to be about 550 nm (using equations
presented in the next subsection). Since this is significantly smaller than the average size of
the primary α grains of about 10 μm, these measurements are assumed to reflect the local
grain-scale mechanical responses. For the indentations on the basket-weave grains, the
average contact radius at yield was estimated to be about 640 nm. The deformation zone
size in these indentations is significantly smaller than the prior β grain size of about 16 μm,
but larger than the average α lath thickness of about 18 nm (lath spacing is significantly
smaller in these microstructures). Therefore, the measurements in the basket-weave grains
are assumed to reflect the effective properties of the basket-weave components. For the
indentations with the larger tip, the average contact radius at yield was estimated to
be about 25 μm. The deformation zone in these indentations are expected to include
about 13 grains (mixtures of primary α and basket-weave components), and therefore an
ensemble average of these measurements is assumed to reflect the bulk response of the
sample. A total of 150 indentation tests were conducted for this work (about 50 tests on
each grain scale morphology and about 50 tests for the bulk response).

2.3. Spherical Nanoindentation Analysis

The spherical indentation experimental and analysis protocols used in this work are
largely based on Hertz theory, which is mainly focused on describing the deformation dur-
ing frictionless contact between two approaching elastic bodies with quadratic surfaces [55].
The load-displacement relationship for such indentation is expressed as

P =
4
3

Ee f f R
1
2
e f f h

3
2
e (1)

1
Ee f f

=
1 − v2

i
Ei

+
1 − v2
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(2)

1
Re f f

=
1
Ri

+
1

Rs
(3)

where P, Ee f f , Re f f , and he denote the indentation load, effective elastic modulus, effective
radius, and elastic indentation displacement, respectively (see Figure 1a).

Figure 1. (a) Schematic description of the spherical indentation experiment depicting the loaded and
unloaded configurations. (b) Measured load-displacement curve from a typical spherical indentation
measurement, with a zoomed view of the early loading segment. (c) Indentation stress-strain (ISS)
curve extracted from the load-displacement data with the elastic region of the deformation highlighted
in red.

Furthermore, R, E, and υ denote the radius, Young’s modulus and the Poisson’s ratio,
respectively, while the subscripts i and s correspond to the indenter and sample, respectively.
The value of Ee f f is estimated from a segment selected in the initial elastic loading [53]
(the bright colored segment in Figure 1b), and is assumed to be unchanged throughout
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the entire deformation of the material. In the analyses of the initial elastic segment for the
determination of Ee f f , Rs is assumed to represent infinity (i.e., Re f f = Ri) [53].

The analysis of the indentation load-displacement data starts with a zero-point cor-
rection, which identifies an effective point of initial contact between the indenter and the
sample by finding a segment of the load-displacement curve that complies with Hertz’s
theory (i.e., Equation (1)). This correction accounts for the unavoidable surface artifacts
such as roughness and oxide layers that affect the indentation measurements [53]. The
zero-point correction is implemented using regression techniques that fit the measurements
to the following equation derived from Hertz’s theory [53].

S =
3P
2he

=
3
(

P̃ − P∗
)

2
(

h̃ − h∗
) (4)

where (P̃, h̃) denote the measured load-displacement values, (P∗, h∗) denote the zero-point
load and displacement corrections, respectively, and S denotes the CSM (obtained here using a
superimposed load-unloading cycles of 2 nm amplitude and 45 Hz frequency) [69,70].

The use of CSM allows for the estimation of the contact radius, a, along the complete
monotonic loading history, which can then be used to estimate the indentation stress and
indentation strain values corresponding to every point on the measured load-displacement
curve (see Figure 1b,c). These computations are performed using

a =
S

2Ee f f
(5)
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4

3π

ht

a
(7)

The indentation yield strength, Yind, is defined as the indentation stress at a 0.2% offset
indentation plastic strain in the indentation stress-strain (ISS) curve (see Figure 1c).

2.4. Microstructure Characterization and Quantification

The back-scattered electron imaging signal from a Tescan Mira3 field emission scan-
ning electron microscope (FE-SEM) was used for the characterization of the bimodal
microstructure in the sample. Images with a constant view-field of 100 μm and size
2048 × 2048 pixels were captured using an accelerating voltage of 15 kV. The acquired
grayscale images were analyzed through a series of image processing steps in order to
label each pixel in the image as belonging to one of the two grain-scale morphologies (i.e.,
primary α or basket-weave). This process is generally referred to as image segmentation,
and the sequence of image processing steps used in this process are referred as segmen-
tation workflows [71–74]. The segmentation workflows utilized in this work were based
on the framework proposed recently by Iskakov and Kalidindi [75]. They comprised the
following steps: (i) gaussian global noise removal using the imgaussfilt function [76] with
a smoothing kernel whose standard deviation was set to 0.9; (ii) global thresholding step
with the imquantize function for which a single specified quantization value of 85 was
selected [76]; and (iii) post-processing steps such as the bwareaopen function [76] to remove
all connected objects that have fewer than 1000 pixels and the imclose function [76,77]
which performs a dilation-erosion dual operation on the segmented areas using a disk
of 3 pixel radius. Segmentation validation involved visual validation, as well as a more
quantitative approach using precision and recall scores [78]. The quantitative validation of
the segmented image was used to determine the parameter values mentioned above. An
example of the application of our segmentation workflow is presented in Figure 2.
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Figure 2. Segmentation workflow applied on a BSE micrograph with view-field of 100 μm. (a) Raw
image from the scanning electron microscope device. (b) Image after a gaussian global noise removal
correction. (c). Resulting micrograph after the thresholding step. (d) Final segmented microstructure
representative. (e) Original image with the phase boundaries highlighted in magenta for the visual
validation of the segmentation process.

The crystallographic orientations of the primary α phase grains were measured using
electron back-scattered diffraction (EBSD) mapping in the SEM using an accelerating
voltage of 20 kV. A total of 20 EBSD scans of adjacent and slightly overlapping areas of
150 μm × 150 μm were imaged using a 0.5 μm step-size. Using the TSL OIM Analysis
8 software, the images were suitably stitched to create a single large scan of approximately
680 μm × 545 μm (see Figure 3a). In order to extract the texture information for the primary
α phase, the image quality parameter was used to filter out the pixels corresponding to the
basket-weave grains as they exhibit low image quality values. The EBSD map showing the
orientations of the primary α grains is shown in Figure 3b. It is seen that the primary α

regions in the sample exhibit a pronounced texture. The area fractions corresponding to
10-degree bins in the declination angle (Φ) were computed and are summarized in Table 1.

Table 1. Fraction corresponding to each of the binned regions of the primary a phase, and the
corresponding volume fractions of all constituents in the bulk microstructure.

Bimodal Microstructure Statistics

Local State Fraction in α-Phase Fraction in Bulk (f )

α = 0◦–10◦ 16% 6.8%
α = 10◦–20◦ 6.1% 2.6%
α = 20◦–30◦ 1.6% 0.7%
α = 30◦–40◦ 2.0% 0.8%
α = 40◦–50◦ 3.0% 1.3%
α = 50◦–60◦ 9.7% 4.1%
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Table 1. Cont.

Bimodal Microstructure Statistics

Local State Fraction in α-Phase Fraction in Bulk (f )

α = 60◦–70◦ 17.7% 7.5%
α = 70◦–80◦ 14.7% 6.2%
α = 80◦–90◦ 29.1% 12.3%

Basket-weave 0% 57.7%

 

Figure 3. (a) Compilation of 20 EBSD scans from a Ti6242 bimodal microstructure with primary α and
basket-weave grains. Areas with low image quality correspond to basket-weave grains. (b) Inverse
Pole Figure map of the primary a grains only, with a harmonic tex.

2.5. Prediction of Effective Property

There exist several models in literature for the prediction of the effective elastic and
plastic properties of composites based on microstructure statistics and the properties of
their individual constituents. The classical Rule of Mixtures (ROM) is the simplest among
these. For the bimodal titanium microstructure studied here, this model can be expressed as

Pe f f = fαPα + fBW PBW (8)

where P and f refer to the property and volume fractions, respectively, subscripts α and
BW refer to the constituent morphologies (primary a and basket-weave, respectively), and
Pe f f denotes the effective property of the system.

This model has been evaluated extensively in literature [13,17–23] for predicting the
effective yield strength of the composite. Due to the high plastic anisotropy associated with
the primary α component of titanium alloys [5] (the yield strength of the basket-weave
component does not exhibit a strong dependence on the lattice orientations of the α laths),
in the present study we have re-written Equation (8) as

Pe f f = fα0◦−10◦ Pα0◦−10◦ + fα10◦−20◦ Pα10◦−20◦ + · · ·+ fα80◦−90◦ Pα80◦−90◦ + fBW PBW (9)

where the different fα have already been tabulated in Table 1. The corresponding Pα and
PBW will be measured using the indentation protocols described above.

It is important to note that Pe f f is also measured using the same indentation protocols
in our study. Therefore, the consistent high-throughput multi-resolution spherical indenta-
tion stress-strain protocols combined with microscopy protocols offer a unique opportunity
to critically evaluate composite models.
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3. Results and Discussion

3.1. Microstructure Statistics

From an ensemble of 10 segmented BSE-SEM images, the average primary α volume
fraction in the sample was determined to be 42.3 ± 4.1%. The remaining volume corre-
sponding to the basket-weave morphology was computed as fBW = 1 − fα. The inverse
pole figure in Figure 3 and the values from Table 1 indicate that the primary α grain normals
in our sample are predominantly aligned with the

[
1010

]
and [0001] directions in the hcp

crystal. It is also clear that the primary α grains are arranged in a band-like structure,
which is presumed to result from the prior thermo-mechanical deformation applied on
the sample.

3.2. Spherical Nanoindentation Stress-Strain Measurements

The indentation stress-strain curves obtained from the application of the spherical
indentation stress-strain protocols described above on the primary α grains, basket-weave
grains, and the bulk measurements are presented in Figure 4. The values of the measured
indentation moduli and indentation yield strengths in the primary α grains are correlated
to their declination angles in Figure 5. In prior work, it has been shown that the influence of
the other two Euler angles on these measurements is fairly low [5,7]. The results shown in
Figure 5 are in good agreement with the values reported in a previous study, where similar
protocols were applied on the primary α grains in a set of α-, near-α and α–β titanium
alloys [5]. The highest measured indentation yield strength in the primary α grains in our
sample was observed to be about 3 GPa, and corresponded to the grains with their c-axis
oriented parallel to the indentation direction. On the other hand, the lowest indentation
yield strength was measured to be about 1 GPa for grains with the c-axis perpendicular to
the indentation direction. Following the strategy outlined earlier, these measurements were
binned by the declination angle and added to Table 2. Indentation modulus and indentation
yield strength for each bin were determined by applying a polynomial regression using
generalized spherical harmonics (GSH) on the complete dataset [79], and then establishing
the values at the center-point of each bin, as depicted in Figure 5.

Figure 4. Examples of the indentation stress-strain curves measured in this study. The blue curves
are from measurements on primary a grains, the green curves are from basket-weave grains, and the
pink curves are bulk measurements.
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Figure 5. Results from the spherical indentations performed on the primary a grains, plotted as a
function of the declination angle (Φ). Experimental results are shown as blue circles, and the values
estimated from regression analysis at the mid points of each bin are depicted as yellow diamonds.

Table 2. Measured indentation moduli and indentation yield strengths for the different microscale
constituents as well as the bulk responses of the material studied in this work. The last row provides
the corresponding predictions from the application of the ROM model.

Spherical Indentation Measurements

Length Scale Morphology Eind [GPa] Yind [GPa]

Constituents

Basket-Weave 121 ± 3.1 1.99 ± 0.12
Φα = 0◦–10◦ 125.2 2.73

Φα = 10◦–20◦ 124.1 2.65
Φα = 20◦–30◦ 121.7 2.47
Φα = 30◦–40◦ 118.4 2.25
Φα = 40◦–50◦ 111.9 2.03
Φα = 50◦–60◦ 106.6 1.79
Φα = 60◦–70◦ 100.9 1.60
Φα = 70◦–80◦ 96.3 1.44
Φα = 80◦–90◦ 93.7 1.37

Bulk Bimodal 118 ± 2.6 1.96 ± 0.10

ROM Predictions

Bulk Bimodal 114 1.92

The average indentation modulus and the indentation yield strength for the basket-
weave grains morphology were determined to be 121 GPa and 1.99 GPa, respectively
(see Table 2). The corresponding standard deviations were computed as 3.12 GPa and
0.12 GPa, respectively. The measurements indicated a much-reduced variation in the
mechanical properties exhibited by the basket-weave grains, when compared to the cor-
responding measurements on the primary α grains presented earlier. This observation
suggests that the multiple α variants that coexist within a single basket-weave grain tend
to homogenize the elastic and plastic properties to isotropic values at the grain-scale for
this complex morphology.

The results from the application of the spherical indentation stress-strain protocols
for the effective mechanical response are also summarized in Table 2. The average ef-
fective indentation modulus and the averaged effective indentation yield strength were
measured to be 118 GPa and 1.96 GPa, respectively. The low standard deviations of these
measurements (see Table 2) confirm that they reliably reflect the bulk response of the
sample. Assuming an overall isotropic material response and using previously established
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conversion rules [37,52,63,65,80], the sample’s Young’s modulus and the uniaxial yield
strength are estimated as 106 GPa and 996 MPa, respectively. These are in good agreement
with prior reports in literature using conventional uniaxial test methods. For example,
Bertrand et al. [81] reported an uniaxial yield strength of 948 MPa for a similar Ti6242
bimodal sample.

3.3. Evaluation of the Composite Model

The volume fraction information presented in Table 1 along with the mechanical
properties measured by spherical indentation presented in Table 2 were used for the
evaluation of the composite model described in Equation (9). The predictions from this
simple model are also presented in Table 2. The predicted indentation modulus for this
bimodal microstructure was calculated to be 114 GPa. This represents a 3.6% difference
with respect to the measured modulus of 118 GPa. The predicted indentation yield strength
was 1.92 GPa corresponding to a 2.1% difference from the experimentally measured bulk
indentation yield strength of 1.96 GPa.

Prior applications of the ROM on multiphase materials have largely employed Equation (8)
directly [13,15,16,20–23]. They implicitly assumed that the averaged values of the prop-
erties measured from multiple randomly placed indentations in each phase represented
adequately the effective property for the respective phases. While this is likely to be true if
one employs a very large number of indentations, in practice, this is not the case. In this
study, we clearly noticed that Equation (9) produced a significantly better prediction for
the bimodal microstructures, compared to the direct use of Equation (8). This is since the
large area EBSD scan (see Figure 3) provides much more statistically reliable measure of the
different texture components present in the sample. Since the different texture components
(with the different declination angles) exhibit very different indentation properties (see
Figure 5), Equation (9) represents a much more accurate application of ROM. Since the
indentation properties of the basket-weave component did not exhibit a strong depen-
dence on its texture components, there was no need to apply the same approach on the
basket-weave component.

It is emphasized again that the consistent use of the spherical indentation stress-strain
protocols at both the constituents’ scale and the macroscale played an important role in
providing a reliable set of measurements for our study. We believe that the protocols
described in this work have opened several new research avenues for the critical evaluation
and refinement of homogenization models for a broad range of heterogeneous (composite)
materials. Furthermore, the high-throughput capabilities of the techniques described and
the requirements of relatively small material volumes make these protocols extremely
attractive for materials development efforts. This study opens new research avenues
into high-throughput multi-resolution studies of the mechanical response of composite
materials with complex microstructures.

4. Conclusions

This work demonstrates the systematic application of the multi-resolution spherical
indentation and microstructure characterization and analyses protocols for generating the
data required for an improved understanding of the mechanical response of a complex
dual phase metallic alloy sample exhibiting a bimodal microstructure. The sample selected
for this study not only comprised of two different crystal structures (i.e., thermodynamic
stable phases), but also two different morphologies that exhibited distinct anisotropy in
their local mechanical responses. Specifically, the indentation stress-strain curves extracted
at the microscale quantified the degree of anisotropy in each constituent. For the primary
α phase, it was found that the crystal lattice orientation played an important role in the
anisotropic local mechanical response. At the macroscale, the larger micro-indentations
were found to consistently and reliably capture the bulk or effective mechanical response of
the sample. EBSD analysis allowed the correlation of the local mechanical responses in the
individual primary α grains to their crystal lattice orientation. BSE-SEM images were able

118



J. Compos. Sci. 2022, 6, 162

to provide reliable measures of the volume fractions of the two main constituents in the
bimodal microstructures. All of the information from the microstructural analysis as well as
the mechanical characterization was used to evaluate the commonly used Rule of Mixtures
(ROM) models for the effective indentation modulus and indentation yield strength of the
bimodal microstructures. It was found that the ROM predicted indentation modulus and
indentation yield strength were within 4% of the experimentally measured properties.
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Abstract: Spiral steel cables feature complex deformation behavior due to their wound geometry. In
applications where the cables are used to reinforce rubber components, modeling the cables is not
trivial, because the cable’s outer surface must be connected to the surrounding rubber material. There
are several options for modeling steel cables using beam and/or solid elements for the cable. So far,
no study that lists and evaluates the performance of such approaches can be found in the literature.
This work investigates such modeling options for a simple seven-wire strand that is regarded as
a cable. The setup, parameter calibration, and implementation of the approaches are described.
The accuracy of the obtained deformation behavior is assessed for a three-cable specimen using a
reference model that features the full geometry of the wires in the three cables. It is shown that a
beam approach with anisotropic beam material gives the most accurate stiffness results. The results
of the three-cable specimen model indicate that such a complex cable model is quite relevant for the
specimen’s deformation. However, there is no single approach that is well suited for all applications.
The beam with anisotropic material behavior is well suited if the necessary simplifications in modeling
the cable–rubber interface can be accepted. The present work thus provides a guide not only for
calibrating but also for selecting the cable-modeling approach. It is shown how such modeling
approaches can be used in commercial FE software for applications such as conveyor belts.

Keywords: finite element modeling; homogenization methods; steel cables; steel-cable-reinforced
rubber

1. Introduction

Steel cables are an indispensable part of the infrastructure and many engineering
applications because they reliably provide high strengths with low bending stiffness. They
consist of individual steel wires that are wound into strands, which in turn are wound
to form the cable. Since cables consist of many parallel thin wires, their tensile stiffness
is very high, whereas the bending and compressive stiffness are low. Because of this
helical topology of spiral cables, there is a coupling of tensile deformation and torsional
deformation of the cable (see Figure 1). Steel cables have many design options in terms of
steel grade and cable geometry. Much work has been done on computing the influence
of those parameters on the cable stiffness, accounting for the trajectories of the individual
wires and contact between them. Many analytical and semi-analytical solutions have
been developed and are listed in the review papers by Utting and Jones [1], Cardou and
Jolicoeur [2], and the works of Costello [3] and Feyrer [4]. For standard cable types, good
agreement of existing cable models with experiments can be reached. Effects like wire–wire
friction can be captured. Hysteresis effects, the nonlinearity of the cable stiffness, and cable
failure have been studied as well. Most of the work of such cable models is setting up the
geometry, particularly for a non-straight cable; see Wang et al. [5]. Recently, the finite element
method (FEM) has become widely used for modeling the mechanical response of cables:
Jiang et al. [6] modeled a seven-wire strand using cyclic symmetry, and Foti and de Luca di
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Roseto [7] investigated the elastic–plastic effects of the wires. Furthermore, FEM provides a
basis for newly developed simplified models; see Chen et al. [8] and Cao and Wu [9].

Figure 1. A three-cable specimen: (a) unloaded and (b) vertically loaded with a twist due to a
tension/torsion coupling of the cables.

Many of the mathematical cable models refer to tests of a seven-wire strand reported
by Utting and Jones [10], who reported a distinct tension/torsion coupling. When testing
cables, the constraints of the cable ends influence the test results. The cable ends can
be free, clamped, or even welded together. This effect of the cable ends was studied by
Chen et al. [11] for thick cables, and they showed that in cable tests and FEM simulations
of cables, much care must be put into applying the loads.

Modeling steel cables in reinforced rubber on the one hand requires capturing the
influence of the rubber penetrating the cable (see Bonneric et al. [12]). On the other hand, the
outer surface of the cable needs to be connected to the rubber. This interface between cable
and rubber is crucial for the failure of cable-reinforced rubber components, as modeled by
Frankl et al. [13].

Cable-reinforced rubber components can be conveyor belts, for example; see Nordell [14],
Fedorko et al. [15], and Frankl et al. [16]. Obtaining the stiffness of cables that are used
in rubber components requires tests on cables that have been penetrated by rubber (rub-
berized cables). How to separately capture tensile, bending, and torsion stiffness and
the tension/torsion coupling of the cable that is embedded in rubber is a big challenge.
Nordell et al. [17] stated that they developed a special element in the commercial FEM code
ANSYS based on principles described by Costello [3], but did not give any details about
this element.

In the present work, a variety of such cable modeling approaches is evaluated for
their use in rubber components using the commercial FEM code Abaqus [18]. Those
efficient modeling approaches use solid elements, beam elements, or a combination of
both. In some of those modeling approaches, an anisotropic material model is used to
mimic the tension/torsion coupling of the cable. To not have to deal with uncertainties of
tests, the results of a fully modeled rubberized cable are taken as the reference to evaluate
the accuracy of these modeling approaches. In this reference model, all wires and the
surrounding rubber are modeled with a linear elastic and a hyperelastic material model,
respectively. This model is called a full-geometry model, in contrast to the efficient models
that account for wires and rubber in a way such that the overall cable stiffness is captured.

To keep the computational cost low, a seven-wire rubberized strand is used as the
cable. For this cable, the homogenized stiffness matrix is computed from a full-geometry
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simulation similar to what was reported by Cartraud and Messager [19]. The various
cable-modeling approaches are then calibrated and their ability to capture the homoge-
nized stiffness components of the full-geometry model is evaluated. Then, the modeling
approaches are evaluated in a simple rubber shear specimen containing three cables. The
loads applied in these specimens are similar to those in conveyor belts; see Nordell et al. [17].
The full-geometry version of the three-cable specimen is used as a reference, and the stiff-
ness, deformation, and strains in the specimen are used to assess the performance of the
efficient models.

2. Methods

This section introduces the homogenized cable stiffness Sij and a range of efficient
modeling approaches that attempt to mimic this stiffness matrix Sij. The cables are regarded
as linear elastic throughout this study. For typical cable loads, this is a good approximation
despite the nonlinear elastic response of the rubber. This section further describes the setup
of the single-cable FEM model that computes the Sij matrix for a seven-wire rubberized
strand and is used to calibrate and evaluate efficient cable-modeling approaches. Addition-
ally, a FEM model of a three-cable specimen is introduced, which is used to evaluate the
performance of the efficient cable models.

2.1. Cable Stiffness

Figure 2 illustrates the loads (normal load Fx, twist moment Mx, and flexural moment
Mb) and corresponding deformations (longitudinal strain εx, twist per length ϕx, and
curvature κ) of a cable, which is drawn as a cylinder. Longitudinal shear deformation is
not considered and the elastic bending response is considered to be independent of the
bending direction.

Figure 2. Definition of the loads and strains of a cable.

Since we regard small deformations, the stiffnesses in tension and compression and
the stiffness for positive and negative twist are assumed to be the same. The elastic behavior
of the cable can then be described by a stiffness matrix S (or Sij) that couples the loads and
deformations as

⎛⎝ Fx
Mx
Mb

⎞⎠ =

⎛⎜⎜⎝
∂Fx
∂εx

∂Fx
∂ϕx

∂Fx
∂κ

∂Mx
∂εx

∂Mx
∂ϕx

∂Mx
∂κ

∂Mb
∂εx

∂Mb
∂ϕx

∂Mb
∂κ

⎞⎟⎟⎠
⎛⎝ εx

ϕx
κ

⎞⎠ = S

⎛⎝ εx
ϕx
κ

⎞⎠ (1)

with S defined as

S =

⎛⎝ Sxx Sxϕ Sxb
Sϕx Sϕϕ Sϕb
Sbx Sbϕ Sbb

⎞⎠ (2)
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Inverting the stiffness matrix S yields the compliance matrix C (or Cij). Similar to the
definition of Young’s modulus, we define stiffness parameters of the cable Exx, Exϕ, . . . ,
which correspond to the inverse of the components of C:

⎛⎝ εx
ϕx
κ

⎞⎠ = S−1

⎛⎝ Fx
Mx
Mb

⎞⎠ =

⎛⎜⎜⎝
1

Exx
1

Exϕ
1

Exb
1

Eϕx
1

Eϕϕ

1
Eϕb

1
Ebx

1
Ebϕ

1
Ebb

⎞⎟⎟⎠
⎛⎝ Fx

Mx
Mb

⎞⎠ (3)

If all non-diagonal terms vanish (all terms except Sxx, Sϕϕ, and Sbb are zero), the
values Exx, Eϕϕ, and Ebb are the same as Sxx, Sϕϕ, and Sbb, respectively. If this is not
the case, it means that Sxx is the longitudinal stiffness that is observed when twist and
bending strains are constrained during loading. On the other hand, Exx corresponds to the
longitudinal stiffness when twist and bending are free (Mx and Mb are zero).

Let us assume that we have a cable that has off-diagonal terms, which means that
tension, twist, and bending are coupled. When we use an efficient cable model that cannot
account for those coupling terms, we can fit either Sxx, Sϕϕ, and Sbb or Exx, Eϕϕ, and Ebb.
In the first case, the modeled cable has the same stiffness as the real cable when all other
strains are set to zero during loading. For tension, this means that torsion ϕx and curvature
κ are constrained during loading. When fitting Exx, Eϕϕ, and Ebb, the efficient cable model
shows the same stiffness as the real cable during loading in one direction when strains in
the other directions are unconstrained.

For an FEM model of a cable, the cable’s stiffness matrix can be obtained by applying
three orthogonal strain vectors similar to [19]. The stiffness matrix can be built from the
resulting load vectors. If the applied strains εx,0, ϕx,0, and κ0 are set to 1, the resulting load
vectors constitute the columns of the stiffness matrix. Otherwise, the terms of the stiffness
matrix must first be divided by the applied strain.⎛⎝ εx

ϕx
κ

⎞⎠ =

⎛⎝ εx,0
0
0

⎞⎠,

⎛⎝ 0
ϕx,0

0

⎞⎠,

⎛⎝ 0
0
κ0

⎞⎠ (4)

2.2. Cable-Modeling Approaches

The cables can be modeled either by using solid elements that share nodes with the
surrounding rubber, by using a beam that is coupled in some way to the corresponding
rubber nodes, or with a combination of solid and beam elements (see Figure 3). The nodes
of the beam in the solid/beam approach cannot transmit rotation since a direct nodal
connection is used and the solid element nodes do not have rotational degrees of freedom.
Each option requires a specific calibration of material parameters. These parameters are not
physical but selected such that the whole modeled cable captures the target elastic response.

Our efficient cable-modeling approaches aim to reach Sxx, Sϕϕ, Sxϕ, and Sbb as closely
as possible (Section 3.1 will show that Sxb and Sϕb can generally be neglected). Some
simplified approaches are also investigated that do not account for the coupling term Sxϕ.

The first challenge is to independently capture the tensile and bending stiffness. This
can be done in the following ways:

(a) Solid elements: Use a material that has different tensile and compressive stiffness.
(b) Beam elements: Set the radius of the beam such that Sxx and Sbb fit the target values.

Solid/beam approach: The whole bending stiffness is captured by the solid elements,
whereas beam elements are used to capture the tensile stiffness that is not captured by the
solid elements; see [16]. The beam elements have a very small cross-section such that the
high tensile stiffness does not affect the overall bending stiffness.

126



J. Compos. Sci. 2022, 6, 152

Figure 3. The three modeling approaches used for the cables: solid, beam, and a combination of both.

In the following, the cable-modeling approaches are presented and their material pa-
rameters are derived. For a linear elastic material model with cubic symmetry, the Young’s
modulus E, the shear modulus G, and the Poisson’s ratio ν can be selected independently.
For all models with linear elastic material, ν is set to zero in order to avoid unphysical
effects in the cable deformation.

To account for the tension/torsion coupling of the cable, the linear elastic cubic material
can be extended to a special kind of anisotropy that couples γϕz and εzz in the cylindrical
coordinate system of the cable:⎛⎜⎜⎜⎜⎜⎜⎝

σxx
σyy
σzz
τxy
τxz
τyz

⎞⎟⎟⎟⎟⎟⎟⎠ =

⎛⎜⎜⎜⎜⎜⎜⎝

E11 0 0 EK 0 0
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0 0 E11 0 0 0

EK 0 0 G11 0 0
0 0 0 0 G11 0
0 0 0 0 0 G11

⎞⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎝

εxx
εyy
εzz
γxy
γxz
γyz

⎞⎟⎟⎟⎟⎟⎟⎠, if EK = 0 :
{

E11 = E
G11 = G

(5)

The parameter EK accounts for the coupling of γϕz and εzz. Whereas E11 and G11 are
taken from the analytical calculations, EK is calibrated to reach the target Sxϕ value of the
efficient cable model. If EK is set to zero, the coupling vanishes and the model corresponds
to cubic material symmetry, with independent values of E and G, and the Poisson’s ratio
is set to zero, as in the cubic approach. This linear elastic material model is suited for
both solid elements and beam elements. Alternatively, a hyperelastic material model with
anisotropic stiffness is used in the solid models. This hyperelastic modeling approach can
account for both the tension/torsion coupling and the tensile and bending stiffness and is
introduced in the next section.

The material parameters of the homogenization approaches can be calculated ana-
lytically or calibrated using FEM models. The analytical calculations are based on the
equations for a beam with circular cross-section and radius R. The tensile stiffness Sxx,
torsional stiffness Sϕϕ, and bending stiffness Sbb of the beam can be written as

Sxx = E A with A = π R2 (6)

Sϕϕ = G IP with IP = 0.5 π R4 (7)

Sbend = E I with I = 0.25 π R4 (8)

The elastic material parameters for the beam, solid, and solid/beam approaches are
derived in the following. There, the Sij components are written in the equations. To fit Eij
with the homogenized cable (see Section 2.1 for details), the Sij terms in the formulas can
be replaced by the corresponding Eij terms, which then, of course, yields the corresponding
stiffness for unconstrained loading.

2.2.1. Solid Approaches

There are two types of solid element approaches, where the material model is
(a) linear elastic (with either cubic or anisotropic material symmetry) or (b) hyperelastic
with anisotropic material response using the Holzapfel–Gasser–Ogden (HGO) formulation.
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For linear elastic material, the Young’s modulus and shear modulus of the material can be
computed directly from the target values of tensile stiffness Sxx and torsional stiffness Sϕϕ as

E =
Sxx

A
(9)

G =
Sϕϕ

IP
(10)

This approach results in a bending stiffness Sbend that can be computed using the cable
radius R by

Sbend = E
π R4

4
= Sbb (11)

This means that for the solid approach with cubic material, the axial stiffness Sxx and
the torsional stiffness Sϕϕ can be made to fit while the bending stiffness is too high. The
tension/torsion coupling can be captured when the anisotropic linear elastic material is
chosen and the previously introduced coupling term EK is calibrated.

The solid approach can account for Sxx, Sϕϕ, Sbb, and Sxϕ when a material model
with anisotropic behavior and a difference in its tensile and compressive stiffness is used.
One such model is the Holzapfel–Gasser–Ogden (HGO) material model [20,21], which
considers a hyperelastic matrix material model with fiber reinforcements. The HGO
matrix uses the neo-Hookean model parameter C10; the parameters k1 and k2 define the
stiffness of the reinforcements. The parameter κ defines the level of dispersion of the
fiber directions and lies between 0 for uniaxial orientation and 1/3 for evenly distributed
fiber orientations. In the HGO model, the reinforcements only increase the stiffness of the
material in the fiber direction under tension, but not under compression. It thus provides
the possibility to reach a lower bending stiffness with solid elements, in contrast to the
linear elastic anisotropic modeling approach. For this modeling approach, κ is set to zero to
model uniaxial reinforcement. The parameter k2 is an additional parameter to account for
nonlinear effects and is set to k2 = 1 in this work. The parameter D of the HGO model is
set to zero, which is equivalent to incompressible material behavior. This deviates from the
linear elastic cable models where ν is set to 0. Since, compared to the rubber, there are only
small deformations in the cables, this inconsistency is expected to have a negligible effect
on deformations and stresses. Within this HGO approach, the cable is modeled by solid
elements and the orientation of the reinforcements is defined to be wound similar to the
strands in a cable with a helix angle αHGO. Note that this αHGO of the HGO model approach
can differ from the actual helix angle of the cable since it is calibrated to fit the stiffness
components of the cable. The fitting parameters of the HGO approach, therefore, are this
helix angle αHGO, the material stiffness parameters of the matrix C10, and the stiffness
parameter of the reinforcements k1.

2.2.2. Beam Approaches

When the cable is modeled using beam elements, the beam radius r can be used to
also fit the bending stiffness of the cable. To that end, the equations for Sxx and Sbb can be
formulated for the two unknowns, E and r:

Sxx = E r2π (12)

Sbb = E
π r4

4
(13)

After eliminating r by inserting Equation (12) into Equation (13), the Young’s modulus
can be written as

E =
S2

xx
4 π Sbb

(14)
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This expression for E can be inserted into Equation (12) to yield the beam radius r:

r =

√
Sxx

πE
(15)

Using Equation (10), the shear modulus of the beam can be calculated from the radius
r and the desired Sϕϕ as

G =
Sϕϕ

IP
=

2 Sϕϕ

π r4 (16)

This means that the beam approach can capture Sxx, Sϕϕ, and Sbb by adjusting E,
G, and r. Furthermore, Sxϕ can be captured using a calibrated EK of the linear elastic
material model.

2.2.3. Solid/Beam Approaches

For a combination of solid and beam elements, the Young’s modulus of the solid
elements Es is calculated from the bending stiffness:

Es =
Sbb

I
(17)

The shear modulus follows directly from the torsional stiffness; see Equation (10).
A beam radius rb is applied to the beam elements, which is a factor of 1000 smaller

than the actual cable radius. Thus, the contribution of the beam elements to the torsional
and bending stiffness can be neglected. The Young’s modulus for the beam elements is
chosen such that the combination of solid stiffness and beam stiffness add up to the desired
longitudinal stiffness Sxx:

Eb =
Sxx − Es A

π r2
b

(18)

2.3. Single Cable Models

In this section, two kinds of single cable models are introduced. The first is a model
with fully modeled steel wires and rubber. This model is used to obtain the cable stiffness
matrix Sij, which serves as a reference for the other models. The modeling with steel wires
and rubber is referred to as full geometry in the following. The second kind of single cable
models are the efficient cable models, which are set up to mimic the reference stiffness Sij
using solid elements, beam elements, or a combination of both.

The load definition and the computation of the stiffness are the same for the full-
geometry cable model and the efficient single cable models. At the center of the two ends of
the modeled cable, reference points are defined. All nodes of the two end surfaces (or end
nodes in the case of the beam models) are rigidly coupled to the corresponding reference
point. The load is applied at the right-side reference point while the left-side reference point
is completely fixed. This constraint of the radial displacements introduces an additional
stiffness to the model. It thus must be checked whether the modeled cable length Lcable is
long enough for the influence of these end effects to vanish. The models are analyzed using
the implicit nonlinear solver of Simulia Abaqus [18].

2.3.1. Full-Geometry Single-Cable Model

The full-geometry cable model uses a seven-wire rubberized strand as a very simple
example of a cable. The strand geometry is defined in Figure 4 and Table 1. It is adapted
from [7], but to provide a good-quality mesh [12], the rubber gap between the middle wire
and the outer wires is increased. The steel of the wires is modeled linear elastically using a
Young’s modulus as given in [7], E = 188 GPa, and Poisson’s ratio ν = 0.3; the helix angle α of
the strand is 11.8◦. A perfect bond between the rubber and the steel wires is modeled (they
share the same nodes in the interface) such that there can be no debonding or friction. The
rubber is modeled as a Mooney–Rivlin hyperelastic material model with its parameters C10,
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C01, and d1 taken from [22] as 0. MPa, 0. MPa, and 0. MPa, respectively. The full-geometry
single-cable model uses two meshing options: (a) bilinear hexahedral elements with hybrid
formulation (C3D8H) for the rubber elements and reduced integration (C3D8R) for the
steel elements and (b) quadratic tetrahedral elements with hybrid formulation (C3D10H)
both for rubber and steel elements.

The strand length Lstrand of a cable is the axial distance at which one wire is completely
wound around the cable axis. This length Lstrand depends on the helix angle α and the
distance between the cable axis and the axis of the wire. In the case of the seven-wire strand
used, the strand length of the six outer wires is calculated as

Lstrand = (ri + ro + d)
2 π

tan(α)
= 118.8 mm (19)

Figure 4. The geometry of the full-geometry single-cable model with its key parameters.

Table 1. Geometric parameters of the seven-wire strand.

Parameter Name Value

Radius r (mm) 6

inner radius ri (mm) 1.95

outer radius ro (mm) 1.75

gap d (mm) 0.25

winding angle α (◦) 11.8

The wires in the strand can be wound in two directions, referred to as the z-type and
the s-type, where z is wound like a right-hand screw and s like a left-hand screw. All single
cable models use the z-type (see Figure 4) and for the efficient models of s-cables needed in
the tree-cable specimen, Sxϕ of the z-type cable is multiplied by −1.

2.3.2. Efficient Single-Cable Models

As stated in Section 2.2, the efficient cable models can be divided into approaches
that use cubic material models and approaches that use some kind of anisotropic material
response. The latter can be implemented using a linear elastic or hyperelastic material
model to account for the tension/torsion coupling of the cables. For both the cubic and
anisotropic approaches, cable models consisting of beam elements, solid elements, or both
solid and beam elements can be set up. Table 2 defines the combinations of elements and
material models used in this study.

Table 2. Options of the efficient modeling approaches in terms of elements and material models used.

Linear Elastic Hyperelastic

Approach Cubic (E, G, ν = 0) Anisotropic (E, G, EK) HGO (C10, k1, αHGO)

Solid x x x
Beam x x -

Solid/beam x - -
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The grey areas in Table 2 indicate the combinations that had not been implemented.
The hyperelastic material model is used for solid elements only. The solid/beam does
not use anisotropic solid material because there, the solid elements represent only a small
part of the cable’s tensile stiffness. This means that the tension/torsion coupling could
not be achieved. The solid/beam approach does not use anisotropic material for the beam
because the beam rotation cannot be transmitted through the nodes they share with the
solid elements.

The parameters for the efficient cable models (EK for the anisotropic solid and beam
models and all parameters of the HGO model) are derived as described in Section 2.2. The
calibration procedure of those parameters uses a Nelder–Mead algorithm [23]. For the
length of the efficient single-cable models, 40% of the strand length (40% of 118.8 mm) have
proven to be sufficient and the global mesh size is set to 1 mm. In the longitudinal direction,
the length of the elements is set to 3 mm. For the anisotropic approaches that can feature
tension/torsion coupling, Sij components are used to obtain the model parameters. Note
that for the solid and beam model, EK is calibrated to best fit Scouple. With the solid HGO
approach, all four Sij components are used for the calibration. Although more increments
are needed for convergence in the HGO approach, the resulting force and moment curves
are approximately linear within the modeled load range. To ensure that the minimum
found for the HGO approach in the calibration procedure is not a local one, three starting
points of the C10, k1, and αHGO parameters are evaluated: 600 MPa, 10,000 MPa, 5◦; 600 MPa,
26,500 MPa, 11◦; and 500 MPa, 10,000 MPa, 20◦. They all yield approximately the same
results as those stated in Section 3.2. The efficient single cable models are meshed by
bilinear hexahedral elements with hybrid formulation (C3D8H) for the solid regions and
linear beam elements (B31) for the beams.

2.4. Model of the Three-Cable Specimen

The cable modeling approaches are assessed using an FEM model of a three-cable
shear specimen. The geometry and boundary conditions of the specimen are defined in
Figure 5. The corresponding geometry parameters are defined in Table 3.

All nodes on the left faces of the two outer cables are fully constrained. Similar to
the single-cable models, the right face nodes of the central cable are rigidly connected to
a reference point that is used to apply the displacement load of 10 mm in the x-direction.
During loading, all other displacements of the reference point except the rotation around
the x-axis are constrained. When the center cable is pulled in the positive x-direction, the
load is transferred through the rubber to the outer cables that are fixed on the left side.
The cables are modeled as defined for the full-geometry cable model or the efficient cable
models. The rubber properties defined in Section 2.3.1 are taken for the rubber region.

Figure 5. The geometry of the three-cable specimen. Contact is defined in the orange-dashed regions.

The orange-dashed lines in Figure 5 mark regions that can come into contact when
the specimen is loaded. This contact is defined using a penalty algorithm and friction-
less behavior. For the model with full geometry, quadratic hybrid tetrahedral elements
(C3D10H) with a typical edge length of 1.25 mm are used. This model contains about
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620,000 elements. The efficient cable models use bilinear hybrid hexahedral elements and
reduced integration with a typical element edge length of about 1 mm and a swept mesh
along the x-axis. In the sweeping direction, the element edge length is set to 3 mm. This
swept mesh is important for the beam-type modeling approach, where the rubber nodes
that lie on the outer cable surface are rigidly connected to the beam node that has the same
x-coordinate, as illustrated in Figure 3. The models with solid and solid/beam approaches
use about 77,000 elements and the beam approach models contain about 33,000 elements.
The same element types as stated in Section 2.3.2 are used.

Table 3. Geometry parameters of the three-cable model.

Parameter Name Value

length L (mm) 100

height H (mm) 62

depth T (mm) 20

outer cable length Lout (mm) 100

cable end length Lends (mm) 10

cable distance dcable (mm) 8

Several combinations of s-type and z-type cables are possible in the specimens. Here,
the setup with bottom, central, and top cable s, z, and s is used, respectively. For this szs
setup, the outer cables and the center cable want to rotate in opposite directions. Note that
for a cable-reinforced component with a large number of parallel cables, the component
will not be as free to twist as the three-cable specimen, and the stresses will be affected by
the cable’s tension/torsion coupling.

3. Results and Discussion

In this section, results are presented first for a single cable using the full-geometry
and efficient modeling techniques. Afterward, results of three-cable specimen models are
presented. The cable-modeling approaches are evaluated using the three-cable models in
terms of the specimen’s stiffness, deformation field, and strain fields in the rubber.

3.1. Full-Geometry Single-Cable Model

The full-geometry model of the seven-wire strand is used to obtain the components
of the stiffness matrix that are used to evaluate the efficient cable models. Here, we look
into the nonlinearity of the overall stiffness response of the full model and the influence
of element type, mesh size, and cable length on the cable‘s stiffness, which is relevant for
the full-geometry three-cable specimen of Section 3.3. The length of the modeled cable is
quantified as a fraction of the strand length (the axial distance so that the outer wires are
completely wound around the cable axis, as described in more detail in Section 2.3.1) and
denoted as relative cable length.

To show the nonlinearity in the cable stiffness, two load cases are studied. A cable
load (εx,0, ϕx, 0, κ0) of (5%, 0,0) and (0, 0, 10/m) is applied in load case A and load case B,
respectively. Figure 6 shows the axial force Fx, the torsional moment Mx, and the bending
moment Mb of the cable over the longitudinal strain εx (load case A, Figure 6a) and over
the curvature κ (load case B, Figure 6b). For a mesh size of 0.5 mm and a relative cable
length of 0.8, the Fx and Mx plots are approximately linear, whereas the Mb curve shows a
slight nonlinearity towards higher curvatures.

The influence of cable length and mesh size are investigated for applied loads of
εx = 0.5%, ϕx = 2 rad/m, and κ = 1/m, which are applied individually. The longitudinal
strain of 0.5% corresponds to a maximum Mises stress of σmises = 960 MPa in the central
wire and a total force of Fx = 60 kN. We here assume that those loads cover the relevant
range for the intended applications and that nonlinear effects that occur at higher loads can
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be neglected. The stiffness parameters are evaluated as secant stiffnesses of the loading
curves and are plotted over the cable length and mesh size in Figure 7. The range and units
of the individual stiffness parameters Sxx, Sϕϕ, Sbb, Sxϕ, and Sϕx are quite different. To
better visualize the dependency of those parameters on the cable length and mesh size,
they are plotted relative to their respective most accurate values (such as those obtained for
either highest cable length or smallest mesh size, as explained in the following).

Figure 6. Tensile force, torsional moment, and bending moment plotted over (a) the longitudinal
strain εx and (b) the curvature κ of the seven-wire strand model for a mesh size of 0.5 mm and a
relative cable length of 0.8.

In Figure 7a, the cable length is varied for linear hexahedral elements with reduced
integration and a fixed mesh size of 0.5 mm. The relative cable length of 1.4 is assumed to
give the most accurate results, so those Sij components are used to normalize the respective
results of the other models. As expected, the rigid connection from the cable ends to their
corresponding reference points introduces numerical artifacts that increase the evaluated
Sij components for smaller cable lengths. The bending stiffness Sbb is particularly sensitive
to these cable end effects.

The element type and mesh size are varied in Figure 7b for a constant relative cable
length of 1.2, since this is the length for which the stiffness parameters have already
reached a plateau, as shown in Figure 7a. The results for the smallest mesh size of the
quadratic tetrahedral elements (0.75 mm) are used to normalize Sij. The curves for bilinear
hexahedral and quadratic tetrahedral elements show that the finer the mesh size, the higher
the computed stiffness components. For the hexahedral elements, no clear plateau of Sij
components is reached for the finest mesh size of 0.3 mm. This indicates that bilinear
hexahedral elements would need to be much finer to accurately compute the cable’s
stiffness. The quadratic tetrahedral element results show a plateau at a mesh size of about
1 mm. Similar to the cable length study, the bending stiffness Sbb is most sensitive to the
mesh size. The 1.25 mm mesh with quadratic tetrahedral elements (see the pictogram in
Figure 7b) yields acceptable computation times and quite accurate results: The stiffness
parameters are up to 4% lower than for a mesh size of 0.75 mm. Therefore, in the bigger
three-cable specimen models with full geometry, quadratic tetrahedral elements with a
mesh size of 1.25 mm are used.

Table 4 lists the model size, necessary RAM, and computation time for the full-
geometry single-cable models of Figure 7. To keep the table short, only model parameters
of the maximum and minimum cable length (length study) and mesh size (mesh study) are
listed. For bilinear hexahedral elements, no mesh convergence is reached at a mesh size of
0.3 mm with computation times of 20 min. The finest quadratic tetrahedral element results
took about 5 min to compute.

133



J. Compos. Sci. 2022, 6, 152

Figure 7. Relative stiffness components of the strand model with (a) varied cable length using
bilinear hexahedral elements with a mesh size of 0.5 mm and (b) varied mesh size with both bilinear
hexahedral and quadratic tetrahedral elements for a relative cable length of 1.2.

Table 4. Information on the model size, necessary RAM to load the full stiffness matrix, and compu-
tation time (four cores of a six-core Intel Xeon E5-1650 v3 @ 3.5 GHz workstation with 128 GB RAM)
for the full-geometry single-cable model (tensile load case) with varied element type, relative cable
length, and mesh size.

Mesh Type Relative Length Mesh Size (mm) Nodes Elements
Degrees of
Freedom

Necessary
RAM (MB)

Computation
Time

Hex. 0.2/2 0.5 14,427/158,021 10,162/109,965 40,397/396,291 240/3985 0:07 min/4:54
min

Hex. 1.4 0.3/1.2 474,907/14,352 344,606/8744 1,203,365/35,068 19,867/205 20:19 min/0:08
min

Tet. 1.4 0.75/2 40,509/36,660 26,702/14,304 100,875/82,882 738/442 4:56 min/0:43
min

The finest mesh size of the tetrahedral elements is assumed overall to give sufficiently
accurate Sij components. Those Sij components for the quadratic tetrahedral elements
with a mesh size of 0.75 mm and a relative cable length of 1.2 are therefore extracted. The
efficient cable models are set up to fit these components:⎛⎜⎜⎝

Sxx Sxϕ Sxb

Sϕx Sϕϕ Sϕb

Sbx Sbϕ Sbb

⎞⎟⎟⎠

=

⎛⎜⎜⎝
11, 793.2 kN 7, 746.3 kN mm 0

7941.3 kN mm 15, 593.5 kN mm2 0

0.5 kN mm −0.7 kN mm2 10, 837.4 kN mm2

⎞⎟⎟⎠.

(20)

Since the matrix is nearly symmetrical, we make it symmetrical by setting Sbx and Sbϕ,
which are much smaller than the other components, to zero and introduce a parameter
Scouple that we use in the following for both Sxϕ and Sϕx:

Sxb = Sbx = Sϕb = Sbϕ = 0 (21)

Scouple =
Sxϕ + Sϕx

2
≡ S′

xϕ = S′
ϕx (22)
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This simplification results in only four Sij parameters that should be reached in the
efficient cable models; see Table 5. Inverting the simplified Sij matrix yields Eij. As mentioned
in Section 2.1, the cubic modeling approaches can be fitted based on either Sij or Eij.

Table 5. Stiffness parameters Sij and Eij from the full cable model with quadratic tetrahedral elements
(mesh size of 0.75 mm) and cable length per strand length of 1.2.

Sxx 11,793 kN Exx 7848 kN

Sϕϕ 15,594 kN mm2 Eϕϕ 10,376 kN mm2

Scouple 7843 kN mm Ecouple −15,601 kN mm

Sbb 10,837 kN mm2 Ebb 10,837 kN mm2

3.2. Efficient Single-Cable Models

The cable-modeling approaches introduced in Section 2.2 are set up as described in
Section 2.3. Table 6 lists the parameters that are either calculated analytically or calibrated
using the cable FEM models. To obtain the model parameters, the stiffness parameter
Sij or Eij are used. For the approaches that do not have a tension/torsion coupling, the
parameters are calculated once with Sij and once with Eij.

Table 6. Material and geometry parameters for the efficient cable models from analytical calculation
or calibration by FEM models.

Fit Towards E (GPa) G (GPa) EK * (GPa)

Solid Eij 69.39 5.097 -

Sij 104.3 7.660 17.32

Fit towards C10 * (GPa) k1 * (GPa) k ** [1] αHGO * (◦)

Solid, HGO Sij 0.7581 26.47 0.0 14.08

Fit towards E (GPa) G (GPa) r (mm) EK * (MPa)

Beam Eij 452.2 216.6 2.35 -

Sij 1021 735.1 1.917 531.5

Solid/beam Fit towards Esolid (GPa) Gsolid (GPa) rbeam ** (mm) Ebeam (GPa)

Eij 10.65 5.097 0.006 58,740,000

Sij 10.65 7.660 0.006 93,628,000
* Calibrated to fit Sij. ** Chosen values.

Figure 8 shows the components of Sij and Eij obtained for the cubic modeling ap-
proaches. The diagrams use a logarithmic scale with relative values normalized to the
target Sij or Eij values stated in Table 5. Figure 8a,b show the stiffness values for cable
model parameters calculated to fit Sij. As expected, the stiffness parameters obtained for Sij
plotted in Figure 8a fit well to the target values, except for the bending stiffness in the solid
approach, which is too high by a factor of 9. The fit of the beam and solid/beam approaches
is equally good. The Eij components for the same efficient cable models, however, are
about 53% higher than the components of the full-geometry model. When the cable models
are calibrated to Eij (see Figure 8c,d), the Eij components fit well, but components of Sij
are lower by about 36%. This shows that for a cable that has tension/torsion coupling
(Sxϕ �= 0), an efficient cable model with cubic material can fit either Sij or Eij but not both
at the same time. Sxx corresponds to the stiffness in tension with constrained torsion and
Exx to tension with free torsion. When using such a cable model with cubic material, the
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model’s parameters should be calculated depending on the application of the model. If
the application is unknown, an intermediate stiffness of Sij and Eij should be used for
the models.

Figure 8. Components of Sij and Eij relative to their target values for varying cable-modeling
approaches without anisotropic material behavior. The parameters of the models are calibrated to
(a,b) fit Sij or (c,d) fit Eij.

Three efficient cable-modeling approaches that can account for the tension/torsion
coupling are investigated, and their Sij and Eij components are plotted in Figure 9. Similar
to the cubic approaches, the bending stiffness of the solid approach is too high by a factor
of 7.8. The solid, solid–HGO, and beam approaches can capture Sij well; see Figure 9a. The
largest differences are observed for Sxϕ in the solid–HGO approach, which is 22% higher
than the target value. Note that due to having only three calibration parameters in the
HGO approach, the four independent stiffness parameters cannot all be fitted at the same
time. Other HGO parameters such as D, k2, and κ could be fitted as well but do not help to
improve the accuracy of Sij.

The components of the Eij matrix of the solid and the beam approach in Figure 9b fit
well to the target Eij components, except for the Ebb of the linear elastic solid approach.
For the solid–HGO approach, only the Ebb component fits well, whereas the other Eij
terms are lower by 46% to 60%. This is due to an amplification of the deviation of the Sij
components since the Sij matrix is inverted to calculate Eij. Furthermore, the convergence in
the simulations with the solid HGO approach is bad, which requires many more iterations
in the FEM simulation. The solid approach can therefore be used for applications where
bending does not play a role, and the beam approach can be used in all cases where
inaccuracies related to the coupling of the beam nodes to the rubber are acceptable—for
example, because the rubber/cable interface is not of special interest in the model.
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Figure 9. The three anisotropic efficient cable-modeling approaches with their relative stiffness values
in terms of (a) Sij and (b) Eij. Note that the parameters of the efficient models were calculated or fit
to reach Sij.

3.3. Three-Cable Models

The three-cable shear specimens of the szs-type with efficiently modeled cables are
now evaluated in terms of stiffness, deformation fields, and stress fields, and compared to
the full-geometry results. The rubber between the outer and the central cable is sheared,
and the forces in the cables causes them to rotate in opposite directions, which is only
slightly hindered by the rubber.

3.3.1. Stiffness of the Three-Cable Specimens

Figure 10 shows the longitudinal force Fx and the end rotation of the central cable ϕx
versus the end displacement ux. The dashed black line and the solid lines illustrate the
response of the full-geometry and efficient approaches, respectively. A linear relation of
both Fx and ϕx with respect to ux can be seen.

Figure 10. Force–displacement and end rotation–displacement plots of the three-cable szs-type
specimen with free end rotation ϕx.

There is good agreement between the Fx curves of all the efficient cable-modeling
approaches, but they all lie above the Fx of the model with full geometry by about 14%.
This can partly be explained by the non-uniform strain fields in the full-geometry model.
Furthermore, the results in Section 3.1 show that the mesh of the full-geometry three-cable
model can underestimate the cable stiffness by up to 4%, which can also contribute to this
difference. In addition, the full-geometry model has a layer of rubber around the wires
that can be sheared (see Figure 4, where the gap from the six outer wires to the surface of
the whole cable can be written as r − ri − 2 ro − d = 0.3 mm). In the efficient models, this
outer gap is assigned the same material properties as the rest of the cable, which is much
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stiffer than the rubber. When an efficient model is fitted to test data, the cable radius thus
should be set to not include this layer of rubber to avoid this overestimation of stiffness in a
rubber component. The end rotations of the central cable ϕx, plotted in Figure 10, are zero
for all cubic modeling approaches since those models do not account for tension/torsion
coupling. The anisotropic beam and anisotropic solid approaches show a good agreement
with the full-geometry approach, whereas the solid–HGO approach overestimates the end
rotation by about 150%.

The model size in terms of number of nodes, number of elements, degrees of freedom,
necessary RAM to load the full stiffness matrix, and computation time are listed in Table 7
for all approaches in the three-cable model. There is a substantial difference in model size
and computation time between the full-geometry approach and the efficient approaches,
with the full-geometry model requiring about 50 GB of RAM to load the full stiffness matrix
and a computation time of 4:35 h. The efficient three-cable models, on the other hand, need
less than 2 GB of RAM and compute in about 2 min.

Table 7. Information on the model size, necessary RAM to load the full stiffness matrix, and compu-
tation time (four cores of a six-core Intel Xeon E5-1650 v3 @ 3.5 GHz workstation with 128 GB RAM)
with varied model setup of the three-cable models.

Nodes Elements
Degrees of
Freedom

Necessary
RAM (MB)

Comp. Time

Full geometry 1,528,220 641,279 3,282,099 50,509 4:35 h

Solid 165,198 77,642 338,343 1953 2:16 min

Beam 74,053 33,990 165,081 843 0:46 min

Solid/beam 166,056 78,071 393,630 1961 1:45 min

3.3.2. Deformations of the Three-Cable Specimens

The tension/torsion coupling of the cables can cause a twisting of the specimen. One
key result variable of this twist is the difference of the out-of-plane displacement uz, which
is plotted in Figure 11. If uz is the same above and below the central cable, there is no
twist—the displacement is merely a result of the Poisson effect in the rubber (especially
the peaks at the right-hand side, which can be seen most clearly in Figure 11e). Otherwise,
a twisting of the specimen occurs, which can be assessed by the uz displacement at the
top and bottom surface. Since such behavior can only be described by the anisotropic
cable-modeling approaches, only one of the cubic approaches (solid/beam, fitted to Sij) is
shown for reference.

For the full-geometry model of Figure 11a, there is a distinct difference in the uz fields
above and below the central cable: On the top and the bottom of the specimen, a uz of
0.7 mm and −0.7 mm is computed, respectively. Note that the highest values of uz at the
top face occur at about 60% along the length of the rubber block in the specimen. The results
for the cubic cable-modeling approach (see Figure 11e) show a completely symmetric uz
field with respect to the xy-plane. The anisotropic solid approach in Figure 11b shows the
same trend as the full-geometry model, but with a less pronounced twist of the specimen.
The solid–HGO approach in Figure 11c, on the other hand, drastically overestimates the
out-of-plane displacement of the specimen with uz on the top and bottom of the specimen
of 1.7 mm and −1.7 mm, respectively. The best agreement with the full-geometry model is
obtained by the anisotropic beam approach of Figure 11d: The uz fields are only slightly
different above and below the center cable, with the top and bottom maximum values of uz
occurring on the right end of the rubber block.

The poor performance of the HGO model can be explained by the unwanted coupling
factors inherent to this approach. In addition, the HGO approach requires the highest
computational effort for a convergence of the simulation. The better fit of the anisotropic
beam approach compared to the anisotropic solid approach can only be attributed to their
difference in bending stiffness: Since the twisting of the specimen is associated with a
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bending deformation of the cables, the excessive bending stiffness of the solid approach
affects these results.

(a)

(b) (c)

(d) (e)

Figure 11. Contour plots of the out-of-plane displacements uz in mm for (a) the full-geometry model
and the four efficient cable-modeling approaches (b) solid, anisotropic, (c) solid, HGO, (d) beam,
anisotropic, and (e) solid/beam, cubic (fit to Sij) of the three-cable szs-type specimen with free
end rotation.

3.3.3. Stresses in the Three-Cable Specimens

In many cases of reinforced rubber components, cable/rubber debonding and rubber
failure is more relevant than deformations. Thus, the stresses in the rubber are evaluated
in the following. It is assumed that the maximum principal stress σI is the best indicator
for rubber failure. Figure 12 shows σI for the full-geometry model and various efficient
modeling approaches. The specimen is cut in the plane of the cable axes. The main load
of the rubber is shear between the central cable and the outer cables. These shear stresses,
however, are not uniform and feature surface effects near the free surfaces at both ends
of the rubber block (points A, A’, B, and B’): The highest σI occurs at the junction of the
center cable and the rubber on the right-hand side of the specimen (point A and point
A’). Those maximum values of σI amount to 12.54 MPa, 9.74 MPa, 9.87 MPa, 10.17 MPa,
and 9.11 MPa for the full-geometry, solid–anisotropic, solid–HGO, beam–anisotropic, and
solid/beam (fitted to Sij) approach, respectively. The junction of cable and rubber material
imposes a singularity. This means that those stresses depend on the mesh size in the model,
which must be accounted for in failure predictions. For relative comparisons like geometric
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studies with similar mesh, such results can be used nonetheless. There are also high stresses
at the junction of the outer cables and the rubber on the left-hand side of the specimen
(point B and point B’).

(a)

(b) (c)

(d) (e)

Figure 12. Contour plots of the maximum principal stress σI (MPa) for (a) the full-geometry model
and the four efficient cable-modeling approaches (b) solid, anisotropic, (c) solid, HGO, (d) beam,
anisotropic, and (e) solid/beam, cubic (fit to Sij). The three-cable szs-type specimens are cut in the
plane defined by z = 0.

The stress field in the full-geometry model shown in Figure 12a shows additional
peaks where the cable wires reach farthest into the space between the center cable and
the outer cables. This effect introduces another parameter to the model: If such a region
coincides with the surface of the rubber block (is close to point A or A’), the stresses will
be considerably higher. This effect is not studied here but should be considered when
predicting the failure of cable–rubber specimens.

The stress fields in the models with efficiently modeled cables are more uniform.
The stresses generally increase towards the right side of the specimen. Similar to the
full-geometry approach, the highest maximum principal stresses occur at points A and A’.
The highest maximum principal stress σI in the solid/beam approach (see Figure 12e) of
9.11 MPa is lower than that of the other modeling approaches (9.87 MPa to 10.17 MPa). This
can be explained by the very low Young‘s modulus of the solid elements in the solid/beam
approach, which leads to a shear deformation between the beam and the cable surface. The
differences in the highest computed σI of the varying cable-modeling approaches are rather
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low, indicating that for such three-cable specimens, a stress-based failure assessment is
not sensitive to the selection of the modeling approach. There is a slight increase in the
σI peaks due to the coupling term. For example, the beam approach computes maximum
σI = 10.17 MPa in the anisotropic approach and σI = 10.02 MPa in the cubic approach.

4. Conclusions

A variety of approaches for efficiently modeling the elastic response of a steel cable
in a reinforced rubber component is introduced and evaluated both as a single cable
and in a three-cable shear specimen. The aim is to reach an accurate representation of
the high tensile stiffness, the high torsional stiffness, the low bending stiffness, and the
tension/torsion coupling of steel cables. The modeling approaches considered consist of
beam elements, solid elements, or a combination of both. In addition to an approach with
linear elastic material behavior and cubic material symmetry, a special kind of anisotropic
linear elastic material model is selected and fitted to capture the tension/torsion coupling.
Furthermore, an approach using an anisotropic hyperelastic material model (HGO) is
evaluated. The cable-modeling approaches are able to model the target stiffness of the cable
to a varying extent:

• Solid linear elastic approaches: The bending stiffness is too high, but the other stiffness
components are captured.

• Solid approach with anisotropic hyperelastic material: Only three parameters are
available to fit four independent stiffness parameters. Not all four of them can be
calibrated accurately at the same time. At least one of them differs up to 20% from the
target value.

• Beam approach: All components of the target stiffness can be captured. However, the
beam nodes are rigidly coupled to the rubber nodes at the cable surface, which is only
valid if the cable is considerably stiffer than the rubber.

• Solid/beam approach: The tension/torsion coupling could be implemented in the
beams, but the beam rotations would need to be coupled to the solid nodes. This
coupling would induce numerical artifacts and is thus not implemented. Furthermore,
the solid elements in the solid/beam approach have a very low Young‘s modulus that
can lead to unphysical shear deformations inside the cable.

From those observations, the best modeling approach can be selected for a given
application. The key questions for this selection is whether the cables experience a bending
deformation and whether the tension/torsion coupling plays an important role in the
model‘s application. Generally, the anisotropic beam approach is easy to calibrate and
can capture the stiffness of the cable well. Inaccuracies introduced by the coupling of
rubber nodes to the beam may not be acceptable, like in applications where evaluations
at the rubber/cable interface require solid elements in the cable. In this case, the solid
approach can be used if the cable bending is not relevant or the solid/beam approach if the
tension/torsion coupling can be neglected. If both bending and tension/torsion coupling
need to be captured, the HGO approach can be used, but it is associated with considerable
discrepancies of all components of the stiffness matrix.

This work shows how to calculate and calibrate the geometric and material parameters
of all cable modeling approaches and how to implement them. There is no approach that is
suited for all possible applications, such as conveyor belts, hydraulic hoses, or tires. The
modeling approach should be selected with care based on the type of loads the cables are
exposed to in the application.
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Abstract: Mechanical properties of fiber-reinforced polymers are sensitive to environmental influ-
ences due to the presence of the polymer matrix but inhomogeneous and anisotropic due to the
presence of the fibers. Hence, structural analysis with mechanical properties as a function of loading,
environment, design, and material condition produces more precise, reliable, and economic structures.
In the present study, an analytical model is developed that can predict engineering values as well as
non-linear stress–strain curves as a function of six independent parameters for short fiber-reinforced
polymers manufactured by injection molding. These parameters are the strain, temperature, humidity,
fiber content, fiber orientation, and thickness of the specimen. A three-point test matrix for each
independent parameter is used to obtain experimental data. To insert the effect of in-homogenous
and anisotropic distribution of fibers in the analytical model, microCT analysis is done. Similarly,
dynamic mechanical thermal analysis (DMTA) is done to insert the viscoelastic effect of the material.
The least mean square regression method is used to predict empirical formulas. The standard error
of regression for the fitting of the model with experimental stress–strain curves is closely controlled
below 2% of the stress range. This study provides user-specific material data for simulations with
specific material, loading, and environmental conditions.

Keywords: analytical model; stress–strain curve; short fiber-reinforced thermoplastic

1. Introduction

Short fiber-reinforced polymer (SFRP) parts are widely used in industries as they
can be easily molded into complex shapes. However, the orientation of the fibers varies
from one point to another in composite structures. In complex shapes such as the dome
of a pressure vessel or plastic gears, plastic axle, bicycle seats, etc., the fiber angle varies
locally due to the geometry of the structure, fabrication process, and type of fiber used
in the composite material. This induces a strong heterogeneity throughout the structures,
enhancing anisotropic mechanical behavior. For continuous fiber composites, finite ele-
ment (FE) analysis is well developed to consider variations in fiber angle locally in stress
analysis [1–5], whereas for SFRP parts, the micromechanical models in the FE analysis
use the same empirical formulas that are used for continuous fiber composites with some
modification. Due to the short fiber length, the randomness of the fiber arrangement
significantly varies throughout the specimen. Hence, local fiber orientation distribution
affects material characterization. Changes in the microstructure of short fibers should be
considered in the calculation of mechanical properties in specimen level analysis and then
in finite element analysis of the component.

For example, injection-molded short fiber-reinforced plates show fibers aligned to-
wards the molding direction in outer peripheral layers and transversely deviated in the core
layer. Therefore, heterogeneity and anisotropy in material properties should be considered
in structural analysis. Mechanical properties of an injection-molded specimen are the
combination of the mechanical properties of each layer. Such properties can be estimated
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by developing a model as a function of the degree of anisotropy of each layer. Engineering
values created by such a model can insert the variation of local fiber orientation in the
FE analysis of an injection-molded component [6]. In addition to fiber contribution, the
polymer also contributes to sensitivity in mechanical properties due to environmental con-
ditions such as temperature and humidity. Hence, in designing SFRP parts, the sensitivity
of mechanical properties due to both the fiber and polymer matrix should be considered
in material data. Such material data inserted in FE analysis will provide an economical,
effective, and precise design.

One of the material data components is the stress–strain curve. The aim of this project
is to develop a model that can provide the stress–strain curve considering inhomogeneity
and anisotropy of the material due to fiber orientation distribution and sensitivity towards
environmental conditions in addition to material selection. In stress analysis, the material
is pulled with a certain pulling speed, which develops strain in it. Due to the strain, the
resistance in the material increases, called stress. Hence, stress σ is dependent on strain ε.
Therefore, the mathematical formula for this model should be as follows:

σ = f (ε) (1)

Stress varies linearly until a certain point, which indicates elastic deformation. It
follows Hook’s law of elasticity. After the yield point, the material no longer follows
Hook’s law due to strain hardening or plastic deformation. Ramberg and Osgood used a
three-parameter equation to predict stress–strain relationship beyond the yield point. The
equation is as follows [7,8]:

ε =
σ

Eo
+ k
(

σ

σk

)n
(2)

Eo is Young’s modulus or the elastic modulus and σk is proof stress corresponding to
the plastic strain k. Parameter n describes the bend of the stress–strain curve. The elastic
part of the stress–strain curve, which is the first part of the equation, follows Hook’s law
of elasticity whereas the plastic part of the stress–strain curve, which is the second part of
the equation, follows a power law of the non-dimensional stress ratio. This equation was
designed initially for metals such as aluminum where k was generally accepted as 0.2% of
the plastic strain and n is a material constant, which is calculated based on 0.01% to 0.2%
proof stress [9,10]. This value gives the measure of work hardening or plastic deformation.
It varies from 0–0.5 [11]. Equation (2) predicts the stress–strain curve until 0.2% of plastic
strain for metals, but after that it cannot follow the curvature of the stress–strain curve
accurately [10]. To overcome this limitation, the stress–strain curve is divided into elastic
and plastic regions. Tayler series expansion of the Ramberg–Osgood (RO) equation is
used for fitting the stress–strain curve in the plastic region [12]. However, this equation
uses values of the plastic strain at ultimate and yield limit to calculate the value-modified
material constant n [13]. Kamaya et al. [9] used the yield and ultimate strength value to
develop a modified version of the RO equation with the help of the J integral. The accuracy
of the curves varied from 2–10%. The RO equation requires values of k, n, and plastic strain.

To predict the stress–strain curve for a composite material, the fiber orientation distri-
bution should be considered. Several numerical approaches were developed in LS-DYNA
by overlapping fiber orientation distribution from an injection molding simulation model
to the finite shell element of the anisotropic structural simulation. [14–17]. Dean et al. [18]
tested a macro-mechanical model in which the average of the layerwise fiber orientation
tensor in each direction (flow direction of injection molding and transverse direction) was
inserted in a macro-mechanical invariant based on the anisotropic constitutive model
mentioned in [18,19]. This FE simulation requires a huge computational time and cost.

An analytical model can be a more economical solution in the design of SFRP. Several
analytical models were developed to predict the mechanical properties of SFRP using failure
criteria usually used for unidirectional (UD) laminates such as the Tsai–Hill criterion [20],
theory of linear elasticity for orthotropic material, Halpin—Tsai–Nielsen criterion [21],
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etc. [5,22,23] by considering the specimen as a pile of three UD laminates. The fiber
orientation distribution within these layers varies according to the thickness of the injection-
molded plate [18].

The thickness of the specimen has a significant influence on anisotropy as well as
mechanical properties, especially in injection-molded plates. The fiber fraction ratio aligned
to the flow direction is high in thin plates (1 mm) as compared to thick plates (>2 mm) [20,24].
Due to the difference in the fiber orientation distribution, there is a significant difference
in the normalized modulus as the thickness of the specimen increases. The E modulus of
a 0◦ fiber-oriented specimen decreases whereas at 90◦, increases with an increase in the
thickness of the specimen [20]. Moreover, temperature increases the difference in the tensile
modulus with the thickness of the specimen for fiber angles greater than 30◦ [20]. This
could be due to matrix-dominated behavior at a fiber angle higher than 30◦ since the matrix
(polymer) is sensitive to temperature. Hence, a single model, which can insert synergetic
effects of all influential parameters is required to predict the mechanical behavior of SFRP.

Therefore, in this project, an analytical model is developed, which provides material
data (stress–strain curve) considering the influence of environmental, loading, material,
and design condition.

σ = f (ε, temp, f o, f c, RH, th) (3)

The aim of this project is to develop a formula as mentioned in Equation (3), which
can predict the stress–strain curve at any arbitrary temperature (temp), fiber orientation (fo)
and fiber content (fc), relative humidity (RH), and thickness of the specimen (th). Sensitivity
in mechanical properties due to the fibers can be considered by inserting fiber orientation
and fiber content in the formula. Temperature and humidity will add more pronounced
viscoelastic behavior of the polymer in the formula.

If we compare a stress–strain curve of a metal and composite material, it is evident
that in metals, the stress–strain curve transits quickly and steeply from the elastic to plastic
region (Figure 1b). However, in SFRP, this transition is gradual and slow (Figure 1a).
Therefore, the stress–strain curve for SFRP should be divided into three distinguished parts,
which are defined as follows:

• Linear part: the part of stress–strain curve before the elastic limit (blue part in
Figure 1a).

• Onset of the bend: This is the part of the stress–strain curve where the graph starts
following a curve. The end-limit of this part will be the start of a line. This limit can
be calculated through trial and error and can vary with material composition. This
can also be referred to as the elasto–plastic region in the case of metals (yellow part in
Figure 1a).

• Offset of the bend: This part of the stress–strain curve is approximately linear after
the bend. This can also be referred to as the plastic region. This curve starts from the
offset of the bend until fracture of the specimen (red part in Figure 1a).

These three parts can be predicted separately by using some mathematical functions.
The Ramberg–Osgood (RO) equation cannot be used here because it requires the

value of the plastic strain. To calculate the plastic strain, values of stress and strain are
required. However, in this project, both of these values for an arbitrary material condition
are not available.

Therefore, a new empirical formula should be developed. The first step in designing
the empirical formula is to predict the elastic modulus. Several models were developed to
predict the elastic modulus, i.e., rule of mixture (ROM), inverse rule of mixture (IROM),
and Halpin Tsai and Bowyer–Bader model [5,23,25]. All these models are designed for
fiber laminates where fibers are continuous and compactly packed. All these models use
the fiber volume fraction and other geometric parameters of the fiber. They require the
elastic modulus of the fiber and matrix separately. This requirement of the measuring
volume fraction ratio and fiber length makes the model user unfriendly and complicated.
Moreover, equations involved in these models do not consider the change in temperature
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and moisture, which modifies not only the elastic modulus of the fiber and polymer but
also the length of the fiber [20]. Hence, a model using the mass fraction ratio is more
friendly and practical. There is no need for extra effort in converting the mass fraction to
the volume fraction. A model described in [26] uses the mass fraction of the fiber. However,
this model cannot accommodate variation in temperature.

Figure 1. Exemplary stress–strain curves of SFRP (PA46 GF15) at (a) and metal (steel) at (b).

The modulus of elasticity varies with temperature if the fibers are in the transverse
direction of the load. The longitudinal modulus of elasticity of the UD laminate GF PP is
independent of temperature, whereas the transverse modulus of elasticity has a decaying
tendency with increases in temperature [27]. An empirical formula mentioned in [27] to
predict the elastic modulus has inserted a factor of the normalized temperature ratio with
the melting point of the polymer. It predicts the E modulus quite accurately but cannot
accommodate variations in the fiber angle. Zhai et al. tested the famous Mori–Tanka
micromechanical model [28] to predict the elastic modulus with different temperatures and
fiber angles [29]. The model requires the orientation tensor [30], elastic moduli of fiber, and
matrix and fiber length ratio. This model is dependent on the shape factor of the fibers.
Neither fiber angle nor temperature is an independent variable in this model, which is
the requirement for this study. To add the variation of the elastic modulus of composite
material due to temperature, viscous behavior of the polymer must be inserted in the form
of mathematical functions.

In this project, a model is designed in which the relationship between the microstruc-
tural properties and mechanical properties of composite material is developed. This is
done by studying the arrangement of fibers and matrix in the material at its micro-scale
level and by studying temperature-dependent behavior of the polymer. Micro-computer
tomography (μCT) analysis helps us to understand the fiber arrangement and its influence
on mechanical properties. The stiffness of the polymer is dependent on the temperature.
DMTA (Dynamic mechanical thermal analysis) describes the stiffness of the material over
the whole temperature range. Parameters of these analyses should be included in the
formula for the stress–strain curve in the form of some empirical equations, which will be
described in Section 3. In Section 2, experimental methodology, observation of tensile tests,
and the development of an analytical model will be discussed.

146



J. Compos. Sci. 2022, 6, 140

2. Methodology and Experiment

Short glass fiber-reinforced polyamide (PA46 GF) with different fiber contents (15, 30,
and 60 percent by weight) was used to develop the stress–strain model. To add sensitivity
of the material towards temperature and humidity in the model, DMTA was conducted.
All specimens were pre-conditioned for 50% RH following the methodology described in
standard DIN EN ISO 1110 for pre-conditioning of polyamide. Small dog bone specimens
of type 1BA from standard DIN EN ISO 527-2 were milled from injection-molded plates
with a dimension of 80 × 80 mm2. The fiber angle of the specimen was varied by rotating
the specimen with respect to the molding direction of the injection-molded plate. The
number of specimens per plate was determined on the basis of prior fiber orientation
distribution analysis.

2.1. Fiber Orientation Distribution Analysis

The fiber orientation in the injection-molded plates is not uniform throughout the
thickness, width, and length of the plate [15,18,20]. Fibers at the outer periphery of the
plates are aligned towards the molding direction, whereas at the core they are transversely
deviated. Hence, fiber orientation distribution analysis is necessary to select the position
for the specimens in the plate where maximum fibers are oriented towards the assigned
direction (molding direction). Inhomogeneity of fiber distribution varies with the fiber
content, thickness, and position of the specimen with respect to the plate.

Therefore, three specimens from each plate were milled as shown in Figure 2. A
small section at the center of ex-centric and centric specimens was scanned by μCT. Fiber
distribution and orientation tensor [30] were studied with the help of the software VG
Studio from Volume Graphics®. Fiber angles with respect to the molding direction were
compared in each layer of the specimen. Orientation tensor, index of anisotropy, and the
variation of the core-shell layer thickness were calculated [30,31]. The index of anisotropy
is a quantitative way to characterize a sample on a scale of 0 to 1 where 0 is isotropic and 1
is perfectly anisotropic [32]. The optimum number of specimens per plate for the tensile
tests was determined by comparing all these factors in ex-centric and centric specimens for
each test matrix point. Tensile tests for each ex-centric and centric specimen were also done
to quantify the deviation in the mechanical properties within the plate. The specimens
with the highest fraction of fibers orientated towards the assigned orientation (i.e., with
respect to the molding direction) and highest index of anisotropy were chosen for further
tensile tests.

 

Figure 2. Material characterization to find out the optimized position of the specimens in the injection-
molded plate.

2.2. Test Matrix

Three test points per independent variable were taken as shown in Table 1. With three
experimental points, a linear function (or line) can be predicted. However, there are only
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two testing points for the thickness of the specimen. Hence, the thickness is a nominal
variable rather than numerical.

Table 1. Test matrix to produce experimental data for the stress–strain model.

Fiber Content Fiber Orientation Thickness Temperature Humidity

15%, 30%, 60% 0◦, 30◦, 90◦ 2 mm,
3 mm −20 ◦C, RT, 80 ◦C 50% RH

Fiber orientation in Table 1 is the assigned orientation of the specimen with respect
to the molding direction. The number of specimens per plate was determined based on
fiber orientation analysis mentioned in Section 2.1. In each specimen, most of the fibers
are orientated towards the assigned orientation. The local fiber orientation distribution is
not considered in this analytical model. Humidity is kept constant at 50% RH to reduce
experimental efforts. However, the analytical model has a capability to insert humidity
as numerical variable [33] Five tensile tests were conducted for each test matrix point to
reduce data scattering. The same procedure was used for DMTA tests [33].

2.3. Experimental Observation

Tensile tests were performed on a uniaxial tensile testing machine with a load cell of
10 kN or 250 kN depending upon the fiber content of the material. Strain was calculated by
digital image correlation from the video captured by a high-resolution 2D camera system.
A climatic chamber was attached to perform tensile tests at high and low temperature. This
chamber cannot control humidity. However, the effect of high temperature on the moisture
content in the specimen was considered negligible if the specimens with a fiber content
of 30% remained in the chamber for 8 min, those with a fiber content of 60% remained
for 5 min, and those with a content of 15% remained for 17 min or less. None of the tests
took more time than these. Hence, the relative humidity of the specimens was assumed to
be constant throughout the tests. High and low temperature tests were closely controlled
for the isothermal condition with a variation of ±2 ◦C, but the room-temperature test was
not that closely controlled. It varied from 17–27 ◦C. To ensure uniform distribution of the
heat, a thermocouple was attached in close proximity at the center of the specimen. All
experimental stress–strain curves are plotted in Figure 3. From the graphs, it can be easily
concluded that the fracture strain is lower at a lower temperature and vice versa due to the
inverse relationship of stiffness and ductility.

As shown in Figure 3, the stiffness of the curves at −20 ◦C are quite high as compared to
80 ◦C of the same material. The water content in the specimens is frozen at low temperature
such as −20 ◦C. This increases the stiffness of the material. Moreover, due to the sensitivity
of the polymer to temperature, stiffness varies due to the glass transition temperature of the
polymer. At low temperature, in this case, −20 ◦C, PA46 is in the glassy state. Therefore,
the curve shows higher stiffness as compared to 80 ◦C where PA46 stays in a rubbery state.

Curves for the higher fiber content show higher stiffness. However, with lower
orientation angles, the stress–strain curves show higher stiffness. Hence, it is concluded
from this observation that the mathematical formula must have special parameters or
procedures to accommodate the variation in stiffness with respect to the fiber content, fiber
orientation as well as humidity and temperature. Since the same observations were noticed
in the curves of storage modulus, a similar approach is used to develop an analytical model
for the storage modulus [33]. Differences in Young’s modulus between fiber orientations
are due to the fiber content. The higher the fiber content of the specimen, the higher
the difference in Young’s modulus for the same fiber orientation. Similarly, the strength
of the material increases linearly with the fiber content [34]. The variation of Young’s
modulus with respect to the fiber orientation within the same fiber content is not linear.
This is well explained in the classical laminate theory. Young´s modulus of fiber-reinforced
composites shows hyperbolic behavior if the fiber angle changes in regard to the loading
direction [5,20]. Similar behavior is seen in the experimental curves of the storage modulus
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for the same material and specimens through DMTA [33]. Thus, Young´s modulus could
be predicted by the storage modulus.

Figure 3. Experimental tensile test curves for PA46 GF60 and PA46 GF15 with all three fiber orienta-
tions (0◦, 30◦, and 90◦) for 3 mm (in small boxes; curves are shown separately according to the fiber
contents GF15 and GF60).

From the mathematical point of view, the stress–strain curves in Figure 3 can be
divided into three parts as described earlier. The linear part can be described by the
Young´s modulus. Then, it follows a bend. In the case of SFRP, this onset of bending is
longer as compared to metals. After this bend, the material shows purely plastic behavior
that could be described as a straight line with lower/minimal slope. This approach will be
used in designing empirical formulas.

2.4. Analytical Approach

An analytical approach for prediction of the stress–strain curve can be divided into
two steps. First, the stiffness of the material should be predicted. This will help to predict
the linear part of the curve. Later, the non-linear part of the curve can be assumed based
on some mathematical formulas. Young´s modulus from tensile tests and the storage
modulus from DMTA tests is similar based on the basic principle of testing [35,36]. In
tensile tests, specimens are strained in a quasi-static condition. In DMTA tests, the specimen
is subjected to oscillatory strain under varying temperature. Stiffness has been calculated at
each temperature, which consists of the storage modulus and loss modulus. Therefore, the
stiffness of the composite material should follow the same behavior as the storage modulus
curve with respect to the temperature [37,38].

To analyze and validate the hypotheses, all values of storage modulus calculated from
the DMTA tests were plotted against Young´s modulus determined by tensile tests for
several fiber orientations, fiber contents, and temperatures as shown in Figure 4. A linear
relationship can be observed between Young´s modulus and storage modulus by using the
least mean square method of regression. Hence, Young´s modulus can be predicted with
the help of the storage modulus model.
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Figure 4. Experimental Young´s modulus plotted on the scale of the storage modulus of correspond-
ing material data.

Experiments performed at room temperature were discarded because room tempera-
ture lies in the glass transition temperature range of PA46 (15–40 ◦C). In this region, the
curve of the storage modulus is very sensitive to small temperature deviations. To predict
the stiffness of the material, the storage modulus for arbitrary conditions is required. A
separate analytical model for the storage modulus is designed that can predict the storage
modulus with four independent parameters (i.e., fiber content, fiber orientation, temper-
ature, and humidity). The development of this model called the storage modulus model
is described in a conference paper [33]. The next step is to design the formula for the
non-linear part of the stress–strain curve. The stiffness of the composite is the combination
of fiber and matrix behavior. The fiber contributes towards stiffness of the composite
whereas the polymer influences the toughness. As shown in Figure 3, the sensitivity of the
stress–strain curve with respect to temperature and humidity is also due to the presence
of the polymer. Therefore, the stress curve is a collection of the behavior contributed by
both the fiber and polymer. Similar observations can be noticed in the storage modulus
model [33]. In other words, the fiber content increases linearity, whereas the polymer
influences the commencement of curvature in the stress–strain curve. The stress values
in the elastic range are not exactly linear, which can be seen clearly from Figures 1 and 3.
It is a combination of a line and a curve. This is due to the combination of the fiber and
matrix. The plastic deformation of the matrix happens much faster as compared to the
fibers. This has been investigated by plotting the rate of change of the E modulus through-
out the test, which is expected to be constant or near constant at least at the elastic range
of the stress–strain curve. This happens in metals, but in short fiber-reinforced polymer
(especially PA46), this is not the case. Thus, a single mathematical function cannot predict
the stress of the composite material. It can be considered as a combination of linear and
non-linear functions in which the linear function influences the stiffness and the non-linear
function influences the toughness of the curve. Linearity or slope of the stress–strain curve
is governed by the fiber content. Each value of stress in Equation (3) can be assumed as
weighted moving average of the fiber and polymer contribution biased by the fiber content
by weight. Equation (3) can be described as:

σ =
Fiber content[%]

100
fl(ε) +

100 − Fiber content[%]

100
fnl(ε) (4)

Here, fl(ε) and fnl(ε) are the mathematical functions for linearity and non-linearity of
the curve, respectively. fl(ε) is a linear function with E modulus of the composite. This
E modulus is predicted by the storage modulus model by simply inserting all arbitrary
conditions. However, the non-linear function fnl(ε) can be a single or a combination of
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mathematical functions. The non-linear function will be estimated based on observations
of experimental data of the material.

Since the experimental data were evaluated on the basis of standard ISO 527-2 [39],
Young´s modulus is calculated using the range from 0.05% to 0.25% for the strain. Similarly,
the elastic limit for the predicted curve should be 0.25% strain. As mentioned in Section 1,
the predicted curve should also be divided into three parts. The offset of the bend in the
stress–strain curve could start from a certain fraction of the fracture strain. For example,
one-fourth of the fracture strain could be considered as offset of the bend. This value is
calculated through trial and error or by observation. An initial estimate of the offset of
the bend can be estimated by fitting the Holloman equation of strain hardening [40] to the
available experimental data. Hence, the elaborated version of Equation (4) is as follows:

σe =
Fiber content

100 fl(ε) +
100−Fiber content

100 fnl1(ε) [ε < 0.25%]

σelpl =
Fiber content

100 Ea0.25%ε
ε + 100−Fiber content

100 fnl1(ε) [0.25% < ε < x% FS]

σpl = fnl2(ε) + σelplx%FS [ε > x% FS]

fnl1(ε) & fnl2(ε) = any mathematical f unction, FS = f racture strain

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(5)

Equation (5) shows the formulas used to predict three parts of the stress–strain curve,
i.e., linear part, onset of bending and offset of bending, as illustrated by Figure 1. Ea0.25%ε

is the value of the apparent elastic modulus at 0.25% strain. The first part of the stress is
referred to as σe, which indicates the elastic part of the stress–strain curve. The second part
is σelpl , which refers to the onset of the bend of the stress–strain curve, which starts from
0.25%ε until x% of the fracture strain. This x value has been estimated by trial and error.
The initial value has been estimated by plotting the Hollomon equation [40] on the graph
of true stress and plastic strain. The strain values, from where the Hollomon equation
fits linearly to the plastic strain is considered as the first initial estimate for the value of x.
The last part of the stress–strain curve is the offset of the bend, which is denoted by σpl .
The non-linear equation/s iterate from the strain values at x% of the fracture strain until
fracture strain. σelplx%FS is the stress value at x% of fracture strain (FS), which is the initial
value for the iteration. In this analytical model, the non-linear function fnl is described
by two separate mathematical functions for the onset and offset of the bend, that is fnl1
and fnl2 , respectively. Equation (5) was used to fit all experimental data, taking strain
as an independent variable. For the non-linear function, a set of or single mathematical
equations are used that can imitate the curvature nature of the onset and offset of the
bend in the stress–strain curve. A curve-fitting method from python coding language was
used to determine the best-fitting parameters for the mathematical functions mentioned in
Equation (5).

To add temperature as an additional independent variable, the value of the fracture
strain at the particular temperature is required. Similarly, the fitting parameters of all
mathematical functions must be predicted. Hence, another code in python language was
written to predict fracture strain and fitting parameters. The algorithm of this code is
described in the next Section 2.5.

2.5. Analytical Model to Predict Fracture Strain and Fitting Parameters

To insert additional variables such as temperature, fiber content, fiber orientation,
and thickness in Equation (5), fracture strain must be predicted first. Then, the fitting
parameters for function fnl1 and fnl2 in Equation (5) can be predicted. The value of the
fracture strain and the fitting parameters are predicted by using the algorithm shown in
Figure 5. An analytical model for the storage modulus was developed based on the same
test matrix as mentioned in Table 1 [33].
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Figure 5. Algorithm used to predict the fracture strain (FS) for each material condition, Th: thickness
of the specimen, FO: fiber orientation, FC: fiber content, Temp: temperature, Wish FO, Wish FC, and
Wish FS are analytical models to predict values.

This algorithm as shown in Figure 5 is followed by the code to predict the fracture
strain. There are three different models named Wish FO, Wish FC, and Wish FS. As the
names says, these models provide the values of the fracture strain or any fitting parameter
for the mathematical functions at an arbitrary temperature, fiber orientation or fiber content.
From model Wish FS, the value of the fracture strain is predicted for different temperatures,
whereas from Wish FO, the fracture strain is predicted for different fiber orientations.
Similarly, Wish FC predicts the value of the fracture strain for different fiber contents.
The workflow or procedure to predict the values from these models is described in the
next paragraph.

Wish FS creates a normalized curve of the storage modulus with respect to temper-
ature. Experimental fracture strain values for −20 ◦C and 80 ◦C are projected on this
normalized curve. Hence, the normalized value for fracture strain at any temperature can
be calculated by projecting on this normalized curve. The experimental fracture strain of
room temperature has been excluded. Room temperature is in the range of 17 to 27 ◦C.
The exact temperature was not recorded. The glass transition temperature for PA46 lies in
this range. On the other hand, the storage modulus model is sensitive to temperature [33].
The more accurate the temperature values, the more accurate the prediction of the fracture
strain. The experimental fracture strain of any two values of the fiber content or fiber
orientation in the case of Wish FO will be projected on the normalized curve. Now the
normalized value of fracture strain at any arbitrary fiber orientation or content can be
calculated by mapping back the normalized value of the storage modulus at that particular
fiber orientation or content.

The same algorithm will be run to calculate the fitting parameters for the mathematical
functions. The algorithm in Figure 5 will again execute replacing the fracture strain with the
required fitting parameter. For the 4P model with four independent variables, the algorithm
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will be executed separately for all fitting parameters of the mathematical functions for each
iteration. Repetition and a combination of executing these three models (Wish FS, Wish FC,
and Wish FO) can predict the fracture strain and fitting parameters at any arbitrary fiber
orientation, fiber content, temperature, and thickness.

3. Comparison of Analytical Models with Experimental Data

Equation (5) is used to predict the stress–strain curve. First, strain is taken as an
independent variable and the curve is predicted with the help of curve fitting by the least
square method. The standard error of regression is calculated. This model is called the
1P model. Later, all other additional independent variables are inserted with the help of
the algorithm mentioned in Figure 5. This model is called the 4P model. The value of the
fracture strain will instruct the iteration code of the 4P model to stop iterating the values
of stress at a certain strain value i.e., fracture strain. Apart from the fracture strain, the
fitting parameters of all mathematical functions for any arbitrary material condition are
also required. The same algorithm mentioned in Figure 5 is used to predict these values
as well.

3.1. 1P Model with One Independent Variable

The 1P model predicts the stress–strain curve directly by fitting to experimental data.
The fracture strain value of each model curve is taken from experimental data. Hence,
the standard error of regression is quite low as shown in Figure 6. The standard error
of regression of the model curves (red) is less than 2% of the stress range. To predict the
stress–strain curve for any temperature between −20 ◦C and 80 ◦C, the 4P model is used as
described in the next section.

Figure 6. 1P stress–strain model with strain as an independent variable σ = f (ε). Green lines are
experimental data and red lines are model data (1P model). The room temperature test is considered
as 25 ◦C.

3.2. 4P Model with Four Independent Variables

The fracture strain and other fitting parameters of mathematical functions are predicted
based on the procedure and concept described in the algorithm mentioned in Figure 5.
Some of the parameters are predicted by the storage modulus model [33], for example,
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the stiffness of the material. The stiffness of PA46GF varies with temperature. Hence, the
storage modulus model creates variation in the stiffness according to the viscous behavior.

Figure 7 shows verification of the 4P model with experimental data. Here, green
curves are experimental stress strain curves whereas red curves are the 1P model, and
colorful dotted lines are the 4P model. It shows that there is a cluster of curves near −20 ◦C
and 80 ◦C. This verifies that the stress–strain model is working according to the viscous
behavior of the material. For 50% RH conditioned PA46, the glass transition region lies
between 15◦ and 40 ◦C. The variation in the stiffness below and above the glass transition
temperature is less compared to the glass-transition temperature region. Therefore, the
stress curves at temperatures ranging from 10 to 40 ◦C are uniformly spread out. Hence,
incorporating the storage modulus model to predict the E modulus is a very important part
of this analytical model.

Figure 7. 4P stress–strain model, which provides the stress–strain graphs at any arbitrary fiber
content, fiber orientation, and temperature σ = f (ε, temp, f c, f o). Results for PA46GF30, 3-mm-
thickness, and 90◦ orientation are displayed as an example. Green curves are experimental curves,
red lines are model data with the 1P model, and dotted colorful data are 4P model with four
independent parameters.

In the glass-transition region, the stress values are highly sensitive to the temperature
as Young’s modulus varies strongly with temperature. Room temperature lies in this region.
However, the exact temperature of the laboratory was not measured. Hence, the standard
error of regression of the 4P model at room temperature, which is assumed to be 25 ◦C,
shows abnormally high values. The error has been accumulated from the 1P model to the
4P model due to four occurrences of the prediction of the fitting parameters and fracture
strain. Some non-physical behavior of the curves is noticed at the higher temperature. For
example, at the junction of two mathematical functions, there is a sudden drop of the curve,
which is mathematically correct but physically incorrect with respect to the stress behavior
of the material. Excessive bending of the stress–strain curve could be mathematically true
based on the equations used but physically incorrect with respect to the material behavior.
To reduce such non-physical behavior of the mathematical functions, some check functions
were inserted in the 4P model. However, the other stress–strain curves for −20 ◦C and 80
◦C show standard error of regression less than 2% of the stress ranges. The same model has
been verified with experimental data for 2-mm-thick specimens and with the experimental
data for dry specimens (room temperature condition).
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4. Discussion and Conclusions

The paper proposed an analytical model that predicts the stress–strain curve for
injection-molded SFRP considering five extra independent variables, namely, the fiber
content, fiber orientation, temperature, humidity, and thickness of the specimen. The
empirical formulas accommodate synergetic effects of each parameter by incorporating
fiber properties with the help of μCT analysis and polymer properties with the help of
DMTA analysis. This is the reason behind achieving an accuracy of 2% of the stress range
in the prediction of mechanical properties. Mechanical characterization shows that the
mechanical properties of the SFRP are strongly dependent on viscous behavior of the
polymer. At temperatures higher than glass temperature, the polymer is in a rubbery phase.
Hence, SFRP shows ductile behavior in the stress–strain curve whereas at temperatures
lower than the glass transition temperature, it shows brittle behavior. In the glass transition
region, the storage modulus varies almost linearly, and the stress–strain curves are equally
spread out.

This model is developed for injection-molded short glass fiber-reinforced polyamide
PA46. The following assumptions are considered:

• The stiffness of the material is predicted through the storage modulus. The frequency
used for DMTA analysis is 10 Hz. It is assumed that the DMTA test at this frequency
can be similar to the quasi-static tensile test.

• The variation of the stiffness of the material with respect to fiber orientation is assumed
to be linear due to a lack of experimental points.

• It is assumed that the fracture strain and fitting parameters of all mathematical func-
tions follow the same storage modulus curve from DMTA [33].

Further research can be done to determine the relationship of the frequency of the
DMTA test to the tensile test. In this way, another model can also be designed to predict the
fatigue behavior of SFRP. It would be interesting to develop a similar model for continuous
fiber-reinforced composites and other matrices. The approach of the model will remain
the same if the matrix material changes except for some modifications in the mathematical
functions. Similarly, an analytical model for other loading conditions can also be devel-
oped, for example, compression or shear loading. Since this model has thickness as an
independent variable, layer-wise mechanical properties for injection-molded specimens
can also be extracted [6].

In engineering design, the stiffness, strength, yield strength, and ultimate strain are
more important than the fracture strain. In most of the cases, a component is designed until
the yield strain of the material with a factor of safety. Hence, this model provides these
values with high accuracy, which is suitable for component development. This model can
be inserted in FEA. In-situ material data provided from this analytical model according to
the change in the testing environment can be mapped in each finite element. This will help
the simulation engineer to design economical and reliable SFRP parts.
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Abstract: Lithium-based batteries with improved safety performance are highly desired. At present,
most safety hazard is the consequence of the ignition and flammability of organic liquid electrolytes.
Dry ceramic-polymer composite electrolytes are attractive for their merits of non-flammability,
reduced gas release, and thermal stability, in addition to their mechanical strength and flexibility.
We recently fabricated free-standing solid composite electrolytes made up of polyethylene oxide
(PEO), LiBF4 salt, and Li1+xAlxGe2−x(PO4)3 (LAGP). This study is focused on analyzing the impacts
of LAGP on the thermal decomposition characteristics in the series of PEO/LiBF4/LAGP composite
membranes. It is found that the appropriate amount of LAGP can (1) significantly reduce the organic
solvent trapped in the polymer network and (2) increase the peak temperature corresponding to
the thermal degradation of the PEO/LiBF4 complex. In the presence of LAGP, although the peak
temperature related to the degradation of free PEO is reduced, the portion of free PEO, as well as its
decomposition rate, is effectively reduced, resulting in slower gas release.

Keywords: lithium; LAGP; electrolyte; composite; thermal decomposition

1. Introduction

Lithium-ion batteries (LIBs), because of their high energy density and good dis-
charge/charge cycle life, have evolved and dominated in markets from powering electronic
devices and electric vehicles to energy storage in renewable grid systems. In these broad
applications, occasional firing or explosive accidents resulting from LIBs have raised serious
concerns. At present, battery researchers and manufacturers are dedicating to develop
lithium-based batteries with improved safety performance, in addition to enhancing their
power specs [1–7]. External protections, with the help of electronic accessories, like thermal
fuse, pressure vents, and PTC element, have been integrated in LIB batteries to mitigate
thermal runaway. However, internal protection based on the choice of safe materials is
believed to be the “ultimate” solution to the safety issue. Recently, many key battery
components have been developed towards minimizing thermal runaway, including surface-
modified electrodes, non-flammable electrolytes, multifunctional separators, overcharging
or flame-retardant additives, and thermally switchable current collectors.

Solid electrolytes, referring to ion-conducting ceramics or dry polymers, as well as
polymer–ceramic composites, have many merits and are known for non-volatility, non-
flammability, and high thermal decomposition temperatures, etc., to address the safety
issues [8,9]. Composite polymer electrolytes (CPEs), which combine characteristics of
polymer and ceramic electrolytes, with potential to overcome the drawbacks of each kind,
are becoming more attractive [10–13]. For instance, the unique mechanical properties
of CPEs provide enough strength to resist lithium dendrite penetration and meantime
flexibility to ensure good interface contact. All-solid-state LIBs made up of CPEs are
becoming more attractive and are recognized as a key technology for next-generation
energy-storage systems.
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Research on the thermal stability and safety of LIBs made up of dry CPEs is still in
the infancy stage [14]. Extensive studies on CPEs had emphasized on increasing ionic
conductivity, improving mechanical flexibility, and enhancing interfacial stability [15–23].
In the published reports, most thermal characteristics of CPEs presented are limited to
temperatures below 100 ◦C, within which the glass transition temperature (Tg) and crystal-
lization temperature (Tc) are known to be critical to ionic conductivities. In some papers,
thermalgravimetric decomposition profiles up to 500 ◦C were presented, while in-depth
analyses on the decomposition behaviors of CPEs are lack of discussion. Among sparse
reports on thermal stabilities of PEO (polyethylene oxide)-based electrolytes, inconsistences
or controversial conclusions are noted. Xia and Angulakshimi [24,25] observed that the
addition of LiTFSI to PEO increased thermal decomposition temperature (Tdec) of PEO from
200 ◦C to 300 ◦C. However, Joost [26] found that Tdec of PEO was lowered in PEO/LiTFSI
and that the decomposition has multiple stages. Similarly to CPE systems, Cheng [27]
found that adding 30% LLZO increased the Tdec of PEO, while Piana [28] observed an
opposite trend in the PEO/LAGP-based electrolytes.

Among various CPE formulations, active ceramic fillers with high ionic conductivities are
favorable, especially when a high content of ceramic fillers is required. Li1+xAlxGe2−x(PO4)3
(LAGP) is known for its high room-temperature ionic conductivity (10−3–10−4 S/cm) and
good stability with moisture. Furthermore, it is risk-free of thermal runaway and subse-
quent fires and allows high-temperature operation [29–32]. Researchers have studied the
electrochemical characteristics of PEO/LiTFSI/LAGP systems and demonstrated their sat-
isfactory cycling and rate performances in lithium-ion, as well as lithium batteries [33–36].
In our previous publications, we have reported the method of fabricating free-standing
lithiated PEO with LAGP solid composite electrolytes and investigated the impacts of
lithium salt and LAGP loading on electrical and mechanical properties [37,38]. To our
knowledge, there is sparse in-depth research on thermal stability and safety matters in the
PEO/Li-salt/LAGP electrolyte systems, especially with the composition of high LAGP
loadings. This study is focused on understanding the impact of LAGP ceramic loadings on
thermal decomposition characteristics of PEO and LiBF4 in the PEO/LiBF4/LAGP compos-
ite systems. LiBF4 salt was selected in consideration of its favorable conducting merits in
liquid electrolytes and its thermal properties fundamentally distinguished from LiTFSI. We
performed in-depth quantitative analyses based on the thermogravimetric results, which
will be presented in this paper.

2. Materials and Experimental

A series of free-standing membranes from pure PEO, PEO/LiBF4, to lithiated PEO
with different amounts of Li1.4Al0.4Ge1.6(PO4)3 (LAGP) were fabricated and analyzed in this
study. PEO at a molecular weight of 400,000, anhydrous LiBF4, and anhydrous acetonitrile
(AN) are all purchased from Sigma-Aldrich without further treatment. LAGP powders
were synthesized via a two-step solid reaction method. The mixture of precursors was
firstly heated at 600 ◦C for 6 h in air at a rate of 1 ◦C/min. The resultant powders were
then subjected to milling in a high-energy shaker mill (SPEX Sample Prep 8000M Mill,
Metuchen, NJ, USA) for 3 h before firing at 900 ◦C at a rate of 2 ◦C/min for 24 h in air. The
as-synthesized LAGP powders were further milled for 24 h until the average particle size
was in the sub-micron range.

Acetonitrile is the solvent used to dissolve PEO and LiBF4. LAGP, LiBF4, and PEO with
predetermined compositions were mixed in AN at 50 ◦C in a dry room with a controlled
moisture level. Afterwards, the viscous solution was transferred into a glove box (with
moisture less than 5 ppm). Casting and drying were executed in the glove box at a pressure
of 1 kPa followed by a constant argon flow at room temperature for up to five days. All of
the membranes were sealed and stored in the glove-box prior to usage. Detailed synthesis
process, structures, morphologies, and ionic conductivities of the electrolyte membranes
were reported elsewhere [37].
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In all of the electrolyte membranes, the molar ratio of EO to Li is fixed at 8.0 which
was reported to have highest ionic conductivity [39]. This value corresponds to the mass
ratio of 3.75 between PEO and LiBF4, i.e., mPEO

mLiBF4
= 3.75. The composition of LAGP relative

to (PEO + LAGP), i.e., ( mLAGP
mPEO+mLAGP

), increases from 20 wt% to 60 wt%.
The nomenclature of the samples, the nominal weight percentage of each component

and corresponding mass ratios are listed in Table 1.

Table 1. The nomenclature of the composite electrolyte membranes and the nominal composition of
each component in the samples.

Sample Name LAGP (wt%) PEO (wt%) LiBF4 (wt%) mLAGP
mPEO+mLAGP

mPEO
mLiBF4

PEO 0 100 0

PEO/LiBF4 0 78.95 21.05 3.75

LAGP20 16.48 65.93 17.58 0.20 3.75

LAGP30 25.28 58.99 15.73 0.30 3.75

LAGP40 34.48 51.72 13.79 0.40 3.75

LAGP50 44.12 44.12 11.76 0.50 3.75

LAGP60 54.22 36.14 9.63 0.60 3.75

All of the samples were analyzed using the TA Instrument TGA Q5000. A few prelim-
inary tests were performed to determine the appropriate temperature range. Excluding
the LAGP portion, all other components completely decomposed below 450 ◦C. Hence
the systematic TGA tests were set from room temperature to 450 ◦C. The heating rate was
varied from 5 to 20 ◦C/min. At different heating rate, the characteristics of the TGA profile
did not alter except the temperatures of weight loss uniformly shifted with the heating
rate, which is common in thermal analyses. Hence, a high heating rate of 20 ◦C/min
was selected in this study to align with the rapid thermal runaway process. The samples
weighted between 15 mg and 20 mg were loaded into open platinum pans. The purge
gas was nitrogen. The sample flow rate was 25 mL/min and the balance purge gas ran
at a flow rate of 10 mL/min. TA Trios software was used to calculate the first derivative
thermogravimetric data (DTG). The weight loss was determined from TGA profiles. The
onset temperature, (Tonset), the peak temperature (Tp), and the max weight loss rate within
each thermal event were determined from the DTG profiles.

3. Results and Discussion

The TGA and DTG profiles of the PEO/LiBF4/LAGP series are shown in Figure 1a,b.
For better comparison and visualization, the TGA plots superimpose all together while the
DTG profiles are plotted with a constant offset on the y-axis. Three distinguishable thermal
events are observed from the electrolyte membranes. An initial small amount of weight
loss occurs in the temperature range of 60–160 ◦C. Major weight loss onsets in the vicinity
of 230 ◦C for all the electrolyte membranes independent of LAGP content. The thermal
decomposition completes at 430 ◦C or lower. Within 230 ◦C and 430 ◦C, the electrolyte
membranes exhibit two distinct thermal events with a different peak temperature and max
decomposition rate. When the temperature exceeds 430 ◦C, the weight remains constant,
showing a long plateau. The amount of weight loss, onset and peak temperatures, and the
weight loss rate appear to vary with membrane compositions, which will be analyzed and
discussed in the following section.

Figure 2 plots the first event weight loss (below 160 ◦C) as a function of LAGP amount.
With increasing LAGP amount in the CPE membranes, the weight loss within this tempera-
ture range shows a reducing trend. Commercial pure LiBF4 salt with no special treatment
is known to contain traces of HF acid, which is inevitable upon exposure to moisture
in production and storage. According to Lu [40], about 2.1 wt% weight loss peaked at
73 ◦C was observed in TGA from pure anhydrous LiBF4, resulting from the free HF acid

161



J. Compos. Sci. 2022, 6, 117

removal. Based on the composition of LiBF4 in our electrolyte membranes, the maximum
HF acid amount is estimated to be less 0.4 wt%. However, seen in Figure 2, the PEO/LiBF4
membrane has a total weight loss of 12.8 wt% below 160 ◦C. In the LAGP60 membrane, the
weight loss decreases to 4.5 wt% but still more than ten times the estimated HF amount.
Since all our membranes were fabricated in a dry room and stored in a glove box with
moisture less than 5 ppm, this weight loss cannot be related to the removal of free HF or
any uptake moisture.

(a) 

(b) 

Figure 1. (a) TGA and (b) DTG profiles (offset by 0.4 interval for better visualization), obtained from
the series of PEO/LiBF4/LAGP composite electrolyte membranes. For comparison, pure PEO plots
are included.
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Figure 2. The experimental weight loss below 160 ◦C and the calculated amount of AN solvent
trapped in the electrolyte membranes as a function of LAGP content.

In fabricating polymer electrolyte membranes, acetonitrile solvent was used to dis-
solve the PEO and LiBF4 salt. Due to the strong interaction between LiBF4 and acetonitrile,
a certain amount of AN solvent could be trapped within the electrolyte membranes after
the drying process. This phenomenon was reported previously [41,42]. The boiling point of
acetonitrile is 82 ◦C. When it is associated with a lithium salt, the evaporation temperature
will increase but can be completely evaporated under 160 ◦C [43]. Accordingly, we submit-
ted that the weight loss between 60 ◦C and 160 ◦C observed in the electrolyte membranes
corresponds to the amount of AN trapped. Based on the membrane composition and the
weight loss, the amount of AN trapped is calculated and also plotted as a function of LAGP
loading (see Figure 2). In the neat PEO membrane, there is only 0.35 wt% AN solvent
trapped. By contrast, 11.4 wt% AN is trapped in the PEO/LiBF4 electrolyte membrane.
Interestingly, the addition of ceramic LAGP appears to weaken the LiBF4-AN interaction,
leading to the gradually reduced amount of AN in the membranes. The impact of LAGP is
also reflected by the slightly decreased evaporation rate and inflection point as a function
of LAGP content (see Figure 1b).

The major weight loss seen between 230 ◦C to 430 ◦C is the consequence of the thermal
decomposition of LiBF4 and PEO, as LAGP is known to be inactive to either LiBF4 or
PEO and remains thermally stable below 450 ◦C. Pure LiBF4 powder or PEO membrane
completes thermal decomposition in one event peaked at 277 ◦C and 417 ◦C, respectively,
consistent with previous reports [40,44,45]. Seen in Figure 1, all the electrolyte membranes
exhibit two distinct thermal events, with different weight-loss slopes (see Figure 1a) and two
rate peaks (see Figure 1b), in this temperature range. Hereby, we refer to the two thermal
events as stage-1 and stage-2 decompositions of the electrolyte membrane. The transition
temperature (T1→2) from stage-1 to stage-2 is selected at the saddle point between the two
weight-loss rate peaks. Stage-1 regime (230 ◦C to T1→2) is related with decomposition of
LiBF4, while stage-2 regime (T1→2 to 430 ◦C) is the characteristic of free PEO decomposition.

Figure 3a plots the weight loss at each stage, i.e., M1 for stage-1 and M2 for stage-2, as
a function of the LAGP content. It is interesting to see that M1 is more than the nominal
amount of Li-salt, suggesting that a portion of PEO are complexed with LiBF4 and degraded
at the lower temperature. Considering the M1 value is the sum of all the LiBF4 (MLiBF4)
and complexed PEO portion (MPEO,c) in the electrolyte, i.e., M1 = MLiBF4 + MPEO,c,
the mass ratio of M1−MLiBF4

MLiBF4
will reflect the mass ratio between PEO and LiBF4 in the

complex. Therefore, M1−MLiBF4
MLiBF4

=
MPEO,c
MLiBF4

. On the other hand, the M2 value corresponds to
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the remanent PEO portion that are free or has much weak interaction with Li-salt. In we
define M2 = MPEO,f, then M1−MLiBF4

M2
=

MPEO,c
MPEO,f

.

(a)

(b)

Figure 3. (a) Mass losses in stage-1 (M1) and stage-2 (M2) between 230 ◦C and 430 ◦C; (b) mass
ratios, i.e., M1/M2, calculated MPEO,c/MLiBF4 in the complex, MPEO,c/MPEO,f, as well as nominal
MPEO,n/MLiBF4,n in the electrolytes membranes, in correlation with LAGP content.

Figure 3b show that the series of mass ratios, i.e., M1
M2

, MPEO,c
MLiBF4

, MPEO,c
MPEO,f

, as a function
of LAGP content in the membrane. For comparison, the nominal ratio between PEO
and LiBF4, MPEO,n

MLiBF4,n
= 3.75, is also included in Figure 3b. Interestingly, all the mass ratios

164



J. Compos. Sci. 2022, 6, 117

change insignificantly with LAGP content. From the values of MPEO,c
MLiBF4

, it is determined that
the EO/Li+ molar ratio is in the range of 4.0–5.0 for all the electrolyte membranes. This
observation corroborates well with the fact that PEO and lithium salt can readily form
complexes with EO/Li ratio in the range of 4–6 [46,47]. The present results suggest that
stable complexes of (PEO)nLiBF4 exist in all the PEO/LiBF4/LAGP membranes and they
are dominant in the thermal degradation within stage-1. Seen also in Figure 3b, MPEO,c

MPEO,f
changes insignificantly with LAGP content, indicating the portion between the complex
PEO and free PEO is constant in all of the electrolyte membranes.

Figure 4 plots the peak decomposition temperatures related with the two thermal
events. In the PEO/LiBF4 membrane, the peak decomposition temperature of stage-1 (Tp,1)
is at 318 ◦C, higher than pure LiBF4 (277 ◦C), but much lower than free PEO (417 ◦C). The
stage-2 decomposition at an almost constant rate is centered around 415 ◦C, characteristic of
free PEO. Apparently, the “complexed” PEO appears less stable than “free” PEO, possibly
catalyzed by LiBF4. In the electrolyte membranes consisting of LAGP, Tp,1 increases to
345 ◦C in LAGP20, followed by a slightly decrease to 331 ◦C in LAGP50. Tp,1 recovers
to 317 ◦C in LAGP60. This trend can be attributed to the impacts of excess LAGP on
weakening interactions between PEO and LiBF4. The presence of LAGP has a more
significant impact on the free PEO decomposition at stage-2. The peak temperature of
“free PEO” (Tp,2) is reduced to 370 ◦C in LAGP20 membrane and gradually recesses till to
339 ◦C in LAGP60 membrane. LAGP appears to accelerate the free PEO decomposition at
reduced temperatures.

Figure 4. Two peak temperatures, Tp,1 and Tp,2, within the major decomposition occurred in all
the membranes.

The 450 ◦C residue in all the electrolyte membranes should be made up of the nominal
LAGP, LiF decomposed from LiBF4, and PEO ashes. The actual amount of PEO ashes,
calculated by subtracting the masses of LAGP and LiF from the residue, is plotted as a
function of LAGP (see Figure 5). Neat PEO results in ash residue of 2.06 wt% at 450 ◦C. For
comparison, the projected values, assuming the ash is proportional to the PEO amount,
is also plotted in Figure 5. Results show that the actual PEO ash from the PEO/LiBF4
electrolyte is only 1.02 wt%, about 60% of the projected value. The actual amount of
PEO ashes continuously decreases upon increasing LAGP content and reaches almost
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zero in the LAGP60 membrane. This observation supports the findings discussed in the
previous session that the presence of lithium-salt and LAGP ceramics catalytically accelerate
PEO decomposition.

Figure 5. Projected and actual amount of PEO ashes in the 450 ◦C residue from all of the electrolyte
membranes in relation with the nominal LAGP composition.

The impacts of LAGP on the thermal stability of the electrolyte membranes can be
considered in the following aspects. Firstly, adding ceramics effectively reduces the active
amount of polymer and lithium salt, and hence, the amount of gas release resulting from
their decomposition [48]. This is readily observed from the TGA profiles. Seen in Figure 1a,
the total released gas at 450 ◦C is 90 wt% for PEO/LiBF4, 70 wt% for LAGP30, and only
30 wt% for LAGP60. Taking occurrence at 50% mass loss, the temperature increases from
320 ◦C for PEO/LiBF4, to 345 ◦C for LAGP20 and 360 ◦C for LAGP50. Secondly, the major
decomposition rate decreases and peak temperature increases in the presence of appropri-
ate LAGP. Seen in Figure 1b, the maximum decomposition rate at the peak temperature is
much lower in PEO/LiBF4 compared with virgin PEO membrane. As LAGP composition
increases, the maximum decomposition rate is continuously decreasing. For the stage-1
decomposition event, the peak rate is 1.0 wt% per ◦C occurring at 320 ◦C for PEO/LiBF4,
while the peak rate is reduced to 0.4 wt% per ◦C occurring at 336 ◦C for LAGP50. Thirdly,
although the presence of LAGP reduces the peak decomposition temperature of the “free
PEO” portion (about 40 wt% of total PEO composition), the presence of LAGP reduces
the gas-release rate simultaneously. For instance, the stage-2 peak decomposition rate
is 2.6 wt% per ◦C for the neat PEO membrane but this rate reduces to 1.3 wt% per ◦C
for the LAGP50 electrolyte membrane. In general, a reduced decomposition rate can
delay flame ignition and spread over the material [35]. We performed a flammability
test on the PEO/LiBF4/LAGP membranes. Neat PEO and PEO/LiBF4 electrolyte mem-
branes were easily ignited and quickly burned into ashes upon contact with flame. A
significant reduction in flammability with self- extinguishing behavior was observed in
the LAGP20 and LAGP30 membranes. When LAGP content is 50 wt% or greater, the
composite electrolyte membranes could not be ignited even after repeated exposure and
direct contact with the flame. This observation is consistent with Guo’s results from the
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PvDF-HFP/LiTFSI/LAGP system [35]. The thermally stable LAGP ceramic can act as a
barrier capable of reducing/preventing ignition and flammability.

4. Conclusions

This study was intended to perform in-depth quantitative analyses on the series of free-
standing PEO/LiBF4/LAGP composite electrolyte membranes based on thermogravimetric
results. Major thermal decomposition begins at 230 ◦C and completes at 430 ◦C, observed
in all of these electrolyte membranes. It is found that the present membrane fabrication
and drying process results in 11 wt% of AN solvent trapped in the PEO/LiBF4 electrolyte
membrane. The AN in the electrolyte membrane will not only lead to potential safety
concerns but also affect electrochemical performance. The presence of LAGP can effectively
reduce the amount of AN trapped in the membrane when drying at room temperature. The
decomposition of PEO/LiBF4 shows a maximum rate of 1.0 wt% per ◦C at 320 ◦C, much
lower than neat PEO. The reduction can be attributed to the complex formation between
PEO and Li-salt. Adding and increasing the amount of LAGP ceramic particles into the
PEO/LiBF4 electrolyte system, there are several benefits towards improving the thermal
stability of the electrolyte membrane. Increasing the LAGP composition in the electrolyte
membrane effectively reduces the net amount of flammable PEO and LiBF4, as well as the
solvent trapped in the electrolyte membrane. As a result, the net amount of gas release
from the electrolyte membrane can be significantly reduced upon thermal decomposition.
With an appropriate amount of LAGP (e.g., 20–30 wt%), the peak temperature reflecting
decomposition of the PEO/LiBF4 complex can be increased by several tens of degrees
Celsius. Although the decomposition of free PEO portion in the electrolytes occurs at a
lower temperature in the presence of LAGP, its peak decomposition rate is reduced, which
is beneficial to delay flame ignition and spread and, therefore, to mediate the dramatic
thermal runaway.

Author Contributions: Conceptualization, H.H.; methodology, J.D. and H.H.; formal analysis, H.H.;
investigation, J.D. and H.H.; data curation, J.D. and H.H.; writing—original draft preparation, H.H.;
writing—review and editing, H.H.; supervision, H.H. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Balakrishnan, P.G.; Ramesh, R.; Kumar, T.P. Safety mechanisms in lithium-ion batteries. J. Power Sources 2006, 155, 401–414.
[CrossRef]

2. Wen, J.; Yu, Y.; Chen, C. A Review on lithium-ion batteries safety issues: Existing problems and possible solutions. Mater. Express
2012, 2, 197–212. [CrossRef]

3. Wang, Q.; Ping, P.; Zhao, X.; Chu, G.; Sun, J.; Chen, C. Thermal runaway caused fire and explosion of lithium ion battery. J. Power
Sources 2012, 208, 210–224. [CrossRef]

4. Feng, X.; Ouyang, M.; Liu, X.; Lu, L.; Xia, Y.; He, X. Thermal runaway mechanism of lithium ion battery for electric vehicles:
A review. Energy Storage Mater. 2018, 10, 246–267. [CrossRef]

5. Liu, K.; Liu, Y.; Lin, D.; Pei, A.; Cui, Y. Materials for lithium-ion battery safety. Sci. Adv. 2018, 4, eaas9820. [CrossRef]
6. Feng, X.; Ren, D.; He, X.; Ouyang, M. Mitigating Thermal Runaway of Lithium-Ion Batteries. Joule 2020, 4, 743–770. [CrossRef]
7. Song, L.; Zheng, Y.; Xiao, Z.; Wang, C.; Long, T. Review on Thermal Runaway of Lithium-Ion Batteries for Electric Vehicles.

J. Electron. Mater. 2022, 51, 30–46. [CrossRef]
8. Goodenough, J.B.; Singh, P. Review—Solid Electrolytes in Rechargeable Electrochemical Cells. J. Electrochem. Soc. 2015, 162, A2387–A2392.

[CrossRef]
9. Manthiram, A.; Yu, X.; Wang, S. Lithium battery chemistries enabled by solid-state electrolytes. Nat. Rev. Mater. 2017, 2, 16103.

[CrossRef]
10. Capuano, F.; Croce, F.; Scrosati, B. Composite polymer electrolytes. J. Electrochem. Soc. 1991, 138, 1918–1922. [CrossRef]
11. Agrawal, R.C.; Pandey, G.P. Solid polymer electrolytes: Materials designing and all-solid-state battery applications: An review.

J. Phys. D Appl. Phys. 2008, 41, 3715–3725. [CrossRef]
12. Gao, Z.; Sun, H.; Fu, L. Promises, challenges, and recent progress of inorganic solid-state electrolytes for all-solid-state lithium

batteries. Adv. Mater. 2018, 30, 1705702. [CrossRef]

167



J. Compos. Sci. 2022, 6, 117

13. Chen, L.; Li, Y.; Li, S.; Fan, L.; Nan, C.; Goodenough, J. PEO/garnet composite electrolytes for solid-state lithium batteries: From
‘ceramic-in-polymer’ to ‘polymer-in-ceramic’. Nano Energy 2018, 46, 176–184. [CrossRef]

14. Wu, Y.; Wang, S.; Li, H.; Chen, L.; Wu, F. Progress in thermal stability of all-solid-state-Li-ion batteries. InfoMat 2021, 3, 827–853.
[CrossRef]

15. Masoud, E.M.; El-Bellihi, A.-A.; Bayoumy, W.; Mousa, M. Organic–inorganic composite polymer electrolyte based on PEO–LiClO4
and nano-Al2O3 filler for lithium polymer batteries: Dielectric and transport properties. J. Alloy. Compd. 2013, 575, 223–228.
[CrossRef]

16. Choi, J.; Lee, C.-H.; Yu, J.-H.; Doh, C.-H.; Lee, S.-M. Enhancement of ionic conductivity of composite membranes for all-solid-
state lithium rechargeable batteries incorporating tetragonal Li7La3Zr2O12 into a polyethylene oxide matrix. J. Power Sources
2015, 274, 458–463. [CrossRef]

17. Zhao, Y.; Huang, Z.; Chen, S.; Chen, B.; Yang, J.; Zhang, Q.; Ding, F.; Chen, Y.; Xu, X. A promising PEO/LAGP hybrid electrolyte
prepared by a simple method for all-solid-state lithium batteries. Solid State Ion. 2016, 295, 65–71. [CrossRef]

18. Chen, B.; Huang, Z.; Chen, X.; Zhao, Y.; Xu, Q.; Long, P.; Chen, S.; Xu, X. A new composite solid electrolyte PEO/Li10GeP2S12/SN
for all-solid-state lithium battery. Electrochim. Acta 2016, 210, 905–914. [CrossRef]

19. Wang, W.; Yi, E.; Fici, A.J.; Laine, R.M.; Kieffer, J. Lithium ion conducting poly(ethylene oxide)-based solid electrolytes containing
active or passive ceramic nanoparticles. J. Phys. Chem. C 2017, 121, 2563–2573. [CrossRef]

20. Blake, A.J.; Kohlmeyer, R.R.; Hardin, J.O.; Carmona, E.A.; Maruyama, B.; Berrigan, J.D.; Huang, H.; Durstock, M.F. 3D printable
ceramic-polymer electrolytes for flexible high-performance Li-ion batteries with enhanced thermal stability. Adv. Energy Mater.
2017, 7, 1602920. [CrossRef]

21. Wang, X.; Zhang, Y.; Zhang, X.; Liu, T.; Lin, Y.; Li, L.; Shen, Y.; Nan, C. Lithium-salt-rich PEO/Li0.3La0.557TiO3 interpenetrating
composite electrolyte with three-dimensional ceramic nano-backbone for all-solid-state lithium-ion batteries. ACS Appl. Mater.
Interfaces 2018, 10, 24791–24798. [CrossRef] [PubMed]

22. Zhu, L.; Zhu, P.; Fang, Q.; Jing, M.; Shen, X.; Yang, L. A novel solid PEO/LLTO-nanowires polymer composite electrolyte for
solid-state lithium-ion battery. Electrochim. Acta 2018, 292, 718–726. [CrossRef]

23. Cha, J.H.; Didwal, P.N.; Kim, J.M.; Chang, D.R.; Park, C.-J. Poly(ethylene oxide)-based composite solid polymer electrolyte
containing Li7La3Zr2O12 and poly(ethylene glycol) dimethyl ether. J. Membr. Sci. 2019, 595, 117538. [CrossRef]

24. Xia, Y.; Fujieda, T.; Tatsumi, K.; Prosini, P.P.; Sakai, T. Thermal and electrochemical stability of cathode materials in solid polymer
electrolyte. J. Power Sources 2001, 92, 234–243. [CrossRef]

25. Angulakshmi, N.; Dhanalakshmi, R.B.; Kathiresan, M.; Zhou, Y.; Stephan, A.M. The suppression of lithium dendrites by a
triazine-based porous organic polymer-laden PEO-based electrolyte and its application for all-solid-state lithium batteries. Mater.
Chem. Front. 2020, 4, 933–940. [CrossRef]

26. Joost, M.; Kunz, M.; Jeong, S.; Schonhoff, M.; Winter, M.; Passerini, S. Ionic mobility in ternary polymer electrolytes for lithium-ion
batteries. Electrochim. Acta 2012, 86, 330–338. [CrossRef]

27. Cheng, S.H.-S.; He, K.-Q.; Liu, Y.; Zha, J.-W.; Kamruzzaman, M.d.; Ma, R.L.-W.; Dang, Z.-M.; Li, R.K.; Chung, C. Electrochemical
performance of all-solid-state lithium batteries using inorganic lithium garnets particulate reinforced PEO/LiClO4 electrolyte.
Electrochim. Acta 2017, 253, 430–438. [CrossRef]

28. Piana, G.; Bella, F.; Geobaldo, F.; Meligrana, G.; Gerbaldi, C. PEO/LAGP hybrid solid polymer electrolytes for ambient temperature
lithium batteries by solvent-free, “one pot” preparation. J. Energy Storage 2019, 26, 100947. [CrossRef]

29. Thokchom, J.S.; Gupta, N.; Kumar, B. Superionic Conductivity in a Lithium Aluminum Germanium Phosphate Glass–Ceramic.
J. Electrochem. Soc. 2008, 155, A915–A920. [CrossRef]

30. Kumar, B.; Kumar, J.; Leese, R.; Fellner, J.P.; Rodrigues, S.J.; Abraham, K.M. A solid state rechargeable long cycle life lithium-air
battery. J. Electrochem. Soc. 2009, 157, A50. [CrossRef]

31. Chung, H.; Kang, B. Increase in grain boundary ionic conductivity of Li1.5Al0.5Ge1.5(PO4)3 by adding excess lithium. Solid State
Ionics 2014, 263, 125–130. [CrossRef]

32. Robinson, J.P.; Kichambare, P.D.; Deiner, J.L.; Miller, R.; Rottmayer, M.A.; Koenig, G.M., Jr. High temperature electrode-electrolyte
interface formation between LiMn1.5Ni0.5O4 and Li1.4Al0.4Ge1.6(PO4)3. J. Am. Ceram. Soc. 2018, 101, 1087–1094. [CrossRef]

33. Jung, Y.-C.; Lee, S.-M.; Choi, J.; Jang, S.S.; Kim, D.-W. All Solid-State Lithium Batteries Assembled with Hybrid Solid Electrolytes.
J. Electrochem. Soc. 2015, 162, A704–A710. [CrossRef]

34. Wang, C.; Yang, Y.; Liu, X.; Zhong, H.; Xu, H.; Xu, Z.; Shao, H.; Ding, F. Suppression of lithium dendrite formation by using
LAGP-PEO (LiTFSI) composite solid electrolyte and lithium metal anode modified by PEO (LiTFSI) in all-solid-state lithium
batteries. ACS Appl. Mater. Interfaces 2017, 9, 13694–13702. [CrossRef]

35. Guo, Q.; Han, Y.; Wang, H.; Xiong, S.; Li, Y.; Liu, S.; Xie, K. New class of LAGP-based solid polymer composite electrolyte for
efficient and safe solid-state lithium batteries. ACS Appl. Mater. Interfaces 2017, 9, 41837–41844. [CrossRef]

36. Sung, B.-J.; Didwal, P.N.; Verma, R.; Nguyen, A.-G.; Chang, D.R.; Park, C.-J. Composite solid electrolyte comprising
poly(propylene carbonate) and Li1.5Al0.5Ge1.5(PO4)3for long-life all-solid-state Li-ion batteries. Electrochim. Acta 2021, 392, 139007.
[CrossRef]

37. Lee, J.; Howell, T.; Rottmayer, M.; Boeckl, J.; Huang, H. Free-standing LAGP/PEO/LiTFSI composite electrolyte membranes for
applications to flexible solid-state lithium-based batteries. J. Electrochem. Soc. 2019, 166, A416–A422. [CrossRef]

168



J. Compos. Sci. 2022, 6, 117

38. Lee, J.; Rottmayer, M.; Huang, H. Impacts of Lithium Salts on the Thermal and Mechanical Characteristics in the Lithiated
PEO/LAGP Composite Electrolytes. J. Compos. Sci. 2021, 6, 12. [CrossRef]

39. Sircar, A.K.; Weissman, P.T.; Kumar, B.; Marsh, R. Evaluation of doped polyethylene oxide as solid electrolyte. Thermochim. Acta
1993, 226, 281–299. [CrossRef]

40. Lu, Z.; Yang, L.; Guo, Y. Thermal behavior and decomposition kinetics of six electrolyte salts by thermal analysis. J. Power Sources
2006, 156, 555–559. [CrossRef]

41. Xuan, X.; Zhang, H.; Wang, J.; Wang‡, H. Vibrational Spectroscopic and Density Functional Studies on Ion Solvation and
Association of Lithium Tetrafluorobrate in Acetonitrile. J. Phys. Chem. A 2004, 108, 7513–7521. [CrossRef]

42. Foran, G.; Mankovsky, D.; Verdier, N.; Lepage, D.; Prébé, A.; Aymé-Perrot, D.; Dollé, M. The Impact of Absorbed Solvent on the
Performance of Solid Polymer Electrolytes for Use in Solid-State Lithium Batteries. iScience 2020, 23, 101597. [CrossRef] [PubMed]

43. Commarieu, B.; Paolella, A.; Collin-Martin, S.; Gagnon, C.; Vijh, A.; Guerfi, A.; Zaghib, K. Solid-to-liquid transition of polycarbon-
ate solid electrolytes in Li-metal batteries. J. Power Sources 2019, 436, 226852. [CrossRef]

44. Chen, P.; Liang, X.; Wang, J.; Zhang, D.; Yang, S.; Wu, W.; Zhang, W.; Fan, X.; Zhang, D. PEO/PVDF-based gel polymer electrolyte
by incorporating nano-TiO2 for electrochromic glass. J. Sol-Gel Sci. Technol. 2017, 81, 850–858. [CrossRef]

45. Barroso-Bujans, F.; Fernandez-Alonso, F.; Cerveny, S.; Parker, S.F.; Alegría, A.; Colmenero, J. Polymers under extreme two-
dimensional confinement: Poly(ethylene oxide) in graphite oxide. Soft Matter 2011, 7, 7173–7176. [CrossRef]

46. Rodrigues, L.; Silva, M.; Veiga, H.; Esperança, M.; Costa, M.; Smith, M.J. Synthesis and electrochemical characterization of
aPEO-based polymer electrolytes. J. Solid State Electrochem. 2012, 16, 1623–1629. [CrossRef]

47. Zheng, J.; Hu, Y. New insights into the compositional dependence of Li-ion transport in polymer–ceramic composite electrolytes.
ACS Appl. Mater. Interfaces 2018, 10, 4113. [CrossRef]

48. Enotiadis, A.; Fernandes, N.J.; Becerra, N.A.; Zammarano, M.; Giannelis, E.P. Nanocomposite electrolytes for lithium batteries
with reduced flammability. Electrochim. Acta 2018, 269, 76–82. [CrossRef]

169





Citation: Abbasi, A.; Benzeguir,

Z.E.A.; Chaallal, O.; El-Saikaly, G. FE

Modelling and Simulation of the Size

Effect of RC T-Beams Strengthened in

Shear with Externally Bonded FRP

Fabrics. J. Compos. Sci. 2022, 6, 116.

https://doi.org/10.3390/jcs6040116

Academic Editor: Stelios K.

Georgantzinos

Received: 23 March 2022

Accepted: 7 April 2022

Published: 12 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

FE Modelling and Simulation of the Size Effect of RC T-Beams
Strengthened in Shear with Externally Bonded FRP Fabrics

Amirali Abbasi, Zine El Abidine Benzeguir, Omar Chaallal * and Georges El-Saikaly

Department of Construction Engineering, École de Technologie Supérieure, University of Quebec,
Montreal, QC H3C 1K3, Canada; amirali.abbasi.1@ens.etsmtl.ca (A.A.);
zine-el-abidine.benzeguir.1@ens.etsmtl.ca (Z.E.A.B.); georges.el-saikaly@etsmtl.ca (G.E.-S.)
* Correspondence: omar.chaallal@etsmtl.ca

Abstract: The objective of this study is to conduct a finite-element (FE) numerical study to assess the
effect of size on the shear resistance of reinforced concrete (RC) beams strengthened in shear with
externally bonded carbon fibre-reinforced polymer (EB-CFRP). Although a few experimental studies
have been done, there is still a lack of FE studies that consider the size effect. Experimental tests
are time-consuming and costly and cannot capture all the complex and interacting parameters. In
recent years, advanced numerical models and constitutive laws have been developed to predict the
response of laboratory tests, particularly for issues related to shear resistance of RC beams, namely,
the brittle response of concrete in shear and the failure modes of the interface layer between concrete
and EB-CFRP (debonding and delamination). Numerical models have progressed in recent years
and can now capture the interfacial shear stress along the bond and the strain profile along the fibres
and the normalized main diagonal shear cracks. This paper presents the results of a nonlinear FE
numerical study on nine RC beams strengthened in shear using EB-CFRP composites that were tested
in the laboratory under three series, each containing three sizes of geometrically similar RC beams
(small, medium, and large). The results reveal that numerical studies can predict experimental results
with good accuracy. They also confirm that the shear strength of concrete and the contribution of
CFRP to shear resistance decrease as the size of beams increases.

Keywords: size effect; reinforced concrete beams; finite-element method; shear strengthening;
externally bonded carbon fibre-reinforced polymer (EB-CFRP) composites

1. Introduction

In the last two decades, very few FE studies have been dedicated to RC beams strength-
ened in shear EB-FRP or any types of strengthening with composite materials [1] made of
CFRP [2,3]. However, given the lack of accurate constitutive laws at that time, these early
FE studies did not consider the bond between concrete and FRP, nor did they simulate
the interaction between concrete and steel reinforcement [4–11]. Recently, some FE studies
have concentrated on shear strengthening using embedded-through-section (ETS) and
near-surface-mounted (NSM) techniques [12–14]. With recent advances in the development
of high-performance FE programs and constitutive laws, numerical studies can better sim-
ulate and accurately predict the outcome of experimental tests in terms of load-deflection
response, behavior of the interface between concrete and EB-FRP, and the strain distribu-
tion along fibres [13,15–35]. Nevertheless, among these studies, very few have considered
either the size effect of EB-FRP-strengthened RC beams [33,34] or the crack band model
along with the concrete smeared crack model. This was the main impetus to carry out this
study to assess the size effect by means of a numerical approach, by implementing both
crack models in modelling the concrete and by considering the interface behavior between
EB-FRP and the concrete substrate.

Given their complex behavior under loading, as well as their brittle rupture without
warning, shear failure in RC beams has long been a major concern in structural engineering.
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Therefore, practicing engineers often privilege the sequence by which flexural failure occurs
before shear failure. Lack of shear strength in RC beams can be due to various interacting
factors. Neglecting the size effect in codes and guidelines and thereby overestimating the
ultimate shear capacity in the design process is an example of the effect of such factors. In
recent years, the trends towards using FRP composites for rehabilitation and strengthening
of RC beams have become intensified due to the high strength-to-weight ratio and tensile
strength of FRP composites, which can compensate for the shear-strength deficiency of
existing RC beams. It has been established that when the beam size is increased, the shear
strength decreases due to the so-called size effect [36–38]. Many parameters affect the size
effect, either mitigating or amplifying it by controlling the width of the diagonal shear
crack—for example, the rigidity of FRP sheets [39]. Even though comprehensive studies
have been performed on the effect of size in RC beams, research studies related to the size
effect on RC beams strengthened with EB-FRP are limited. FE analysis can be implemented
instead of experimental testing to obtain an inside view of the shear-stress profile variation
along the interface layer and the distribution of stress on the fibres during loading. Most
analytical models proposed by codes and guidelines are based on experimental results
and can be prone to errors (human error, defects in laboratory machines, restricted tools...).
Therefore, the results obtained from these models are not as accurate as those from FE
methods for capturing the shear resistance contribution of concrete and EB-FRP through
appropriate evaluation of strain distributions on the fibres.

The FE method is a cost-effective and precise tool for replacing experimental tests as
long as the models are simulated based on reliable and logical assumptions. A few FE
studies have been performed on the size effect of RC beams strengthened in shear with EB-
CFRP, but either their assumptions were very simplistic, such as perfect bonding between
concrete and EB-CFRP, which does not reflect the response of such a beam (location of the
shear crack), or they fail to mention the assumptions used in their simulations. As explained
in the following sections, the developed 2D-FE model was preferred to 3D models because
it is less time-consuming and simulates the propagation of the shear crack in concrete with
higher precision. Note that the shear crack is a major parameter in predicting the size effect.

As illustrated in Figure 1, the shear contributions of EB-FRP predicted by ACI 440.2R
2017 for over 50 beams with different depths varying from 80 mm to 682 mm strengthened
in shear with continuous U-wrap and strips were compared with their corresponding
experimental tests (see Appendix A Table A1 for details). The beams were classified into
three categories depending on their depth (Figure 1). As the depth of the specimens and
their corresponding EB-FRP bond lengths increased, the ACI 440.2R (2017) guidelines
clearly overestimated the shear contribution of EB-FRP, which may indicate the existence of
an additional size effect due to the contribution of EB-FRP to shear resistance. In fact, the
models of most guidelines overestimate the contribution of EB-CFRP to shear resistance in
large specimens.

In the current study, nine RC-T beams without steel stirrups [39] were selected for
simulation. The beams were grouped into three series (small, medium, large). In each
series, one beam was considered a control (not strengthened with EB-FRP), and the others
were strengthened with one and two layers of EB-FRP. The results from the simulated
models were validated with experimental tests.

The objectives of the present study were to evaluate the size effect and the shear
contributions of concrete and EB-FRP, as well as the effect of an increase in EB-FRP rigidity,
on the three series of specimens (different sizes) through numerical investigation. Capturing
the response of the interface layer between concrete and CFRP sheets, as well as the
distribution of strain along the main fibre of CFRP fabrics during loading, is of paramount
importance when using FEA, given their impact on the size effect. Therefore, the impact
of the response of the interface layer, the strain distribution along the fibre, and the fibres
intercepted by the main diagonal shear crack on the size effect will be studied carefully,
along with the failure modes, the load-deflection response, and the pattern of shear cracks.
The novelty of this study is to conduct FE research on the size effect and to show the
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development of the shear stress and strain in the interface layers and fibres during the
loading process. Furthermore, by extracting the strain distribution curve on the fibres
that intercepted the main shear crack, it would be possible to measure the distribution
factor leading to the effective strain experienced, which is far lower than the effective strain
introduced in codes and guidelines.

Figure 1. Comparison of the predicted ACI 440.2R 2017 code and experimental results.

2. Finite-Element Modelling

2.1. Suggested FE Modelling

The assumptions implemented for a simulation related to the types of crack models
for concrete, steel bar, CFRP sheets, and the interface layer between concrete and CFRP are
described in the following sections. Because the beam was not under stress in the normal
direction to the plane of the beam, the plane stress model was used for concrete. Steel bars
and CFRP sheets were modelled by 2D truss elements that contributed to transferring the
stress in the direction of the truss element. Dynamic implicit analysis was implemented
to overcome the convergence problem. Indeed, because the divergence occurred due to
the brittle behavior of concrete and the nonlinearity of the interface layer between concrete
and CFRP (delamination and debonding), general static solvers (static, general and static,
Riks) cannot capture the nonlinearity of materials during imposed targeted displacement.
Details of the implicit dynamic analysis implementation are described in [40].

2.2. Constitutive Models of Materials
2.2.1. Concrete Cracking Models

Various types of concrete cracking models can be used with FEA. The discrete crack
model, the rotating smeared crack model, and the fixed smeared crack model are some
examples. Considering the discrete crack model, a crack is introduced into the model
geometry, where crack propagation occurs along the border of the element in FEA, proving
its mesh objectivity. Furthermore, the location of the crack in the model must be defined in
advance, which shows the dependency of this technique on how the precise initiation of
the crack is predicted. Unlike the discrete crack model, there is no need to predefine the
cracking initiation location in the smeared crack model because probable cracking zones
and directions are recognized through the smeared crack technique. Elements lose their
stiffness as the crack propagates in the smeared crack approach, whereas the stress-strain
relation in concrete considers cracks a continuum and predicts the deletion of elements
when a crack path is detected. The smeared crack approach can be classified into two
categories: the rotating smeared crack approach and the fixed smeared crack approach.
The differences between them are their theories for crack direction and their shear retention
factor. The deficiency of the smeared crack model is that when element size decreases,
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it leads to zero energy dissipation in the softening part of the stress–strain curve in the
tensile concrete material, resulting in strain localization [35]. To address strain localization,
some limiters have been proposed, among which the crack band model implemented in
the concrete damage plasticity framework has been proved to address mesh objectivity
challenges resulting in convergence problems [41]. The function of the crack band model
is to convert the width of the crack band to the cracking strain caused by the crack and
softening behavior of the concrete in the tension, as shown in Figure 2.

Figure 2. Relation between cracking width and tensile stress adopted from [42].

2.2.2. Concrete Response in Compression and Tension

Because the RC T-beams in the present study behave in their plane, a four-node plane
stress element (CPS4) was implemented to simulate concrete. Various models have been
proposed to represent the uniaxial behavior of concrete in compression, among which
the model introduced by [43] (see Equation (1)) features a reasonable prediction of the
ascending and softening parts of the concrete material curve, as shown in Figure 3.

Figure 3. Stress–strain model for uniaxial compression in concrete introduced by [43].

σc =
αε

1 +
[(

αεp/σp
)
− 2
]
(ε/εp) +

(
ε/εp
)2 (1)
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where σp and εp are the maximum concrete compressive stress and strain obtained from
experimental tests, equal to f ′c = 30 MPa and 0.002, respectively; Ec is the concrete modulus
of elasticity Ec = 4730

√
f ′c (MPa) according to [44]; and σ and ε are the applied compressive

stress and corresponding strain during loading of the cylindrical specimen, respectively.
To define tensile concrete behavior in the descending and softening parts, the model in-

troduced by [42] on the basis of numerous stress-crack displacement tests was implemented
in this study as follows:

σ

ft
=

[
1 +
(

c1
w

wcr

)3
]

e(−c2
w

wcr ) − w
wcr

(
1 + c1

3
)

e−c2 (2)

wcr = 5.14
Gf

ft
(3)

ft = 1.4
(

f ′c − 8
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) 2
3

(4)

Gf =
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0.0469da
2 − 0.5da + 26

)( f ′c
10

)0.7

(5)

where w is the crack width during loading; wcr is the crack width at the moment when no
stress can be transferred between the two sides of the crack; ft is the maximum concrete
tensile stress; σ is the tensile stress in the specimen during the stress-crack displacement
test; Gf is the fracture energy, which in addition to Equation (5) can be obtained from the
area of the stress-cracking displacement graph (Figure 2); c1 = 3 and c2 = 6.93 are constant
parameters proposed by [42]); and da is the largest aggregate dimension.

2.2.3. Definition of Compressive and Tensile Damage to Concrete Damage Plasticity (CDP)

To define concrete damage in both compression and tension, represented by the
softening part of the stress–strain curves, the proposed model introduced by [45] was
considered as follows:

dt,c =

⎧⎨⎩
(1−k)εP

(1−k)εP+σ/E0
i f

.
ε

P ≥ 0
εP−(ε−εe

cr)
εP−(ε−εe

cr)+σ/E0
i f

.
ε

P
< 0

(6)

where dt,c is the damage parameter in both tension and compression,
.
ε

P
is the plastic strain

rate, k is the rate of inelastic strain when stiffness degrades (εP) to inelastic strain when
stiffness is constant (εP), and εe

cr is the cracking strain when the plastic strain rate is zero. The
smeared crack model is implemented in the concrete damage plasticity (CDP) framework.
Therefore, the stress–strain behavior of concrete in tension is transformed to stress-cracking
displacement through the crack band model ε

p
t = wt/h [45]. Furthermore, the graphs

in Figure 4a,b obtained from Equation (6) are applied for both tensile and compressive
damage in concrete versus cracking displacement and plastic strain, respectively (for 10
mm element size). It has been proven that concrete damage plasticity (CDP) is able to show
the response of concrete with high accuracy even for different types of concrete beams such
as precast segmental concrete beams [46,47].
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(a)

(b)

Figure 4. Tensile concrete damage model (for 10 mm element size): (a) compressive concrete damage
models; (b) proposed by [45].

2.3. Bond-Slip Model for Concrete–Steel Reinforcement and Concrete–CFRP

To predict the ultimate shear capacity of an RC beam shear-strengthened with EB-
FRP, the interaction between concrete and FRP composites should be defined precisely;
otherwise, the software cannot identify the potential failure modes between concrete and
CFRP, such as debonding and delamination. Early simulations assumed a perfect bond
between the components of such beams, resulting in overestimation of the load-carrying
capacity of the specimens. In addition, the perfect bond model between concrete and
EB-CFRP has an effect on the distribution, direction, and position of shear cracks, leading to
incorrect debonding and delamination. Because no slips were observed between concrete
and longitudinal bars, a perfect bond model was assumed between the concrete and the
longitudinal steel reinforcement. As for the bond between the concrete substrate and
EB-CFRP, a two-dimensional, four-node cohesive element (COH2D4) that could capture
both debonding and delamination failures in the model was implemented in ABAQUS.
To define the properties of the cohesive elements, a simplified bond–slip law introduced
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by [48] was implemented in this study (Figure 5). The ascending and softening parts of the
bond–slip curves were defined as follows:

τ = τmax

√
s
s0

i f s ≤ s0 (7)

τ = τmaxe−α( s
s0
−1) i f s > s0 (8)

where s0 = 0.0195βw ft, Gf = 0.308βw
2
√

ft, α = 1
G f

τmaxs0
− 2

3

, βw =

√
2−
(

w f

/
(s f sinβ)

)
1+
(

w f

/
(s f sinβ)

) , and β =

fibre orientation. In the direction normal to the cohesive layer, which is representative of
interface delamination, the following model was implemented for the cohesive layer to
estimate the initial stiffness:

Knn =
1

tconcrete
Econcrete

+
tepoxy
Eepoxy

(9)

where tconcrete is the substrate thickness of concrete, tepoxy is the thickness of epoxy, and
Econcrete and Eepoxy are the concrete and epoxy moduli of elasticity, respectively. The
maximum tensile strength normal to the cohesive layer was also assumed equal to the
maximum strength of concrete in tension.

Figure 5. Bond–slip model between concrete and CFRP proposed by [48].

2.4. Modelling Internal Steel Reinforcement and EB-CFRP

To model the internal steel reinforcement and the external CFRP fabric, two-node 2D
truss elements (T2D2) were implemented in the current study. Details of the simulation are
illustrated in Figure 6. The elastic–plastic material was assigned to the steel reinforcement
where bilinear response of the stress–strain behavior of steel bars in tension was assumed
instead of nonlinear behavior after reaching the elastic limit to reduce calculation time
(Figure 7a). As for EB-CFRP, the material was considered elastic until rupture in such a
way that CFRP fibres could contribute to shear resistance through their tensile strength
(Figure 7b) while their compression strength was zero. Based on [40], it was assumed that
when FRP wrap is modelled by truss elements, the space between truss elements should

be approximately S f =
h f ,e
20 to achieve reasonable agreement with continuous FRP fabrics.

Therefore, the space between the truss elements modelling CFRP fibres was set to 10 mm,
10 mm, and 5 mm for large, medium, and small beams, respectively.
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Figure 6. 2D simulation of the strengthened RC T-beams and their defined elements in ABAQUS.

(a)

(b)

Figure 7. Stress–strain relation for (a) steel reinforcement and (b) CFRP fabrics.
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3. Experimental Investigation

Nine RC T-beams without steel stirrups were selected from the experimental tests
(control and strengthened using EB-CFRP) conducted by [39] to investigate the size effect
by means of FEA. In addition, this study assessed the impact of increasing the rigidity of
EB-CFRP on its contribution to the shear resistance of RC beams. The results are presented
in terms of (1) load-deflection responses, (2) strain profiles along the normalized diagonal
shear cracks, (3) strain profiles along the fibre direction, and (4) variation of interfacial shear
stress profiles along the cohesive layer. Details of the geometry, steel reinforcement position,
and configuration of EB-CFRP are illustrated in Figure 8. These beams were grouped into
three series of RC T-beams that were geometrically similar, but of different sizes: large,
medium, and small, abbreviated as L, M, and S, respectively. One beam in each series
was not strengthened and served as a control beam. The specimens were subjected to a
three-point loading scheme. The geometry and properties of the nine selected specimens
are presented in Table 1.

(a)

(b)

Figure 8. Details of beams: (a) cross-sections of large, medium, and small specimens (mm) and (b)
elevation of beam and position of three-point loading ([39]).
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Table 1. Geometry and property of material in studied beams.

Series

S0-Con S0–1L S0–2L

Specimen S.S0.Con M.S0.Con L.S0.Con S.S0.1L M.S0.1L L.S0.1L S.S0.2L M.S0.2L L.S0.2L

C
on

cr
et

e

f ′c (MPa) 30 30 30 30 30 30 30 30 30

a/d 3 3 3 3 3 3 3 3 3

Beam length, mm 3000 4520 6400 3000 4520 6400 3000 4520 6400

Flange height, hf, mm 55 102 150 55 102 150 55 102 150

Flange width, bf, mm 270 508 745 270 508 745 270 508 745

Web height, hw, mm 165 304 455 165 304 455 165 304 455

Web width, bw, mm 95 152 275 95 152 275 95 152 275

Shear span 525 1050 1575 525 1050 1575 525 1050 1575

St
ee

lB
ar

s

Tensile bars 2 × M15 +
2 × M10 4 × M25 6 × M30 +

2 × M25
2 × M15 +
2 × M10 4 × M25 6 × M30 +

2 × M25
2 × M15 +
2 × M10 4 × M25 6 × M30 +

2 × M25

Tensile yielding stress, MPa 420–440 470 420–470 420–440 470 420–470 420–440 470 420–470

Modulus of elasticity Es,
GPa (T) 175–200 200 210–200 175–200 200 210–200 175–200 200 210–200

Compressive bars 4 × φ8 6 × M10 6 × M10 4 × φ8 6 × M10 6 × M10 4 × φ8 6 × M10 6 × M10

Compressive yielding
stress, MPa 650 440 440 650 440 440 650 440 440

Modulus of elasticity Es,
GPa (C) 215 200 200 215 200 200 215 200 200

C
FR

P
Fa

br
ic

s

Configuration - - - Ct-U Ct-U Ct-U Ct-U Ct-U Ct-U

Thickness of fabrics,
tCFRP, mm - - - 0.066 0.107 0.167 0.132 0.214 0.334

Modulus of elasticity
Ef, GPa - - - 231 231 234 231 231 234

Tensile strength, MPa - - - 3650 3650 3793 3650 3650 3793

Number of layers - - - 1 1 1 2 2 2

4. Validation with Experimental Tests

As mentioned earlier, the simulated model has been validated by the experimental
tests carried out by [39]. The element size for discretization of the small beams (one- and
two-layer strengthening) and the control beam was 5 mm, 10 mm, and 10 mm for small,
medium, and large beams, respectively. These sizes have shown good agreement between
numerical and experimental results.

4.1. Failure Modes, Crack Patterns, and Ultimate Load-Carrying Capacity

Negative strain shows as compression in concrete, which mainly occurs around the
supports and the load plate. Figure 9 shows the numerical results, which illustrate the main
shear crack distributions in all strengthened beams by means of the principal logarithmic
plastic strain in the plane of the beams. As shown in Figure 9, regardless of size, the
patterns of shear cracks for small, medium, and large beams strengthened with two CFRP
layers were similar (Figure 9a,c–e), starting in the mid-depth of the web and extending to
the support and the web/flange intersection to propagate horizontally towards the load
plate. The results for the medium and large strengthened specimens with one CFRP layer
(Figure 9b–d) followed the same trend.
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(a)

(b)

(c)

(d)

Figure 9. Cont.
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(e)

Figure 9. Crack pattern obtained from simulation in ABAQUS for specimen at complete failure: (a) spec-
imen S.S0.2L; (b) specimen M.S0.1L; (c) specimen M.S0.2L; (d) specimen L.S0.1L; (e) specimen L.S0.2L.

Experimental tests of the control beams (small, medium, large) showed similar crack
angle patterns with one single diagonal shear crack, appearing as a crack band at mid-
height of the web and propagating toward the web soffit (support) and the flange (load
application point) of the beam. As shown in Figure 10, the maximum crack angle occurred
at mid-depth of the beams and then decreased as the crack extended towards the support
and the load application point. The crack patterns predicted through numerical analysis
were in good agreement with experimental results (Figure 10a–d). The failure thresholds of
the control specimens with increasing load are presented in Table 2.

Figure 10. Crack pattern obtained from FEA and experimental testing for control beams at ultimate
states: (a) S.0L.Con; (b) M.0L.Con; (c) L.0L.Con.
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Table 2. Failing procedure of control specimens as increasing load for experimental and numerical tests.

Imposed Load

Experimental Test Numerical Prediction

Specimen
Failure Load

(kN)
Shear Cracks

(kN)
Failure Load

(kN)
Shear Cracks

(kN)
Pnum./Pexp.

S.S0.Con 58 19 (31%) 62 25 (40%) 1.06

M.S0.Con 130 45 (35%) 128 60 (46%) 0.98

L.S0.Con 283 73 (25%) 293 89 (30%) 1.03

Note that the flexural and shear cracks in the small and medium specimens occurred
at approximately the same ratio of the ultimate loads. However, this ratio decreased
considerably for large beams, indicating the possible existence of a size effect in large
specimens that reduced their shear strength capacities as depth increased. Numerical
results showed that the ultimate load of the medium beam was 106% higher than that of
the small beam, and that the ultimate load of the large beam was 372% and 128% higher
than those of the small and medium ones, respectively. The failure loads occurred at 62,
128, and 293 kN, whereas shear cracks formed at 25 kN, 60 kN, and 89 kN applied loads
for small, medium, and large beams, respectively. This was in good agreement with the
experimental results (see Table 2). Single diagonal shear cracks formed in control beams
(small, medium, and large), giving rise to shear failure in all specimens. This confirms
the results obtained by [49]. Moreover, based on the experimental results, the shear crack
angles in small, large, and medium beams were 42◦, 37◦, and 24◦ respectively, which are
comparable with the numerical results (Figure 10a–d).

As shown in Figure 10, crack patterns in all control specimens were similar regardless
of specimen size. However, the large beams featured more distributed minor cracks,
probably due to wider cracking and the resulting loss of aggregate interlock (Figure 10c).
Delamination of the interface layer occurred in all strengthened specimens when the
stresses normal to the interface layer exceeded their maximum resistance (2.3 MPa). The
delamination started from the top edge of the CFRP wrap located at the web/flange
intersection and then extended horizontally and propagated vertically towards the top
parts of the main diagonal shear crack. The stress normal to the interface layer at the
web/flange intersection exceeded 2.3 MPa, which is the maximum strength in the normal
direction of the interface layer.

As beam depths decreased from 525 mm to 350 mm and then to 175 mm, the behavior
of the specimens changed from brittle to ductile, as indicated by the load-deflection response
with a plateau (Figure 11a). Numerical results commonly overestimate the load-carrying
capacity of a beam by approximately 6% because the bond between longitudinal bars and
concrete is assumed perfect and an implicit dynamic is implemented to solve the model,
thus amplifying deflection and load in the dynamic analysis [35,40]. However, as long as
the parameters in the dynamic analysis are defined appropriately (time increment, loading
time, and loading scheme), it can be an appropriate replacement for static analysis [35,40].
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(a)

(b)

(c)

Figure 11. Numerical vs. experimental load-deflection response: (a) control beams; (b) beams
strengthened with one CFRP layer; (c) beams strengthened with two CFRP layers.
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The results of the numerical and experimental tests are summarized in Tables 3 and 4
in terms of ultimate load (Pmax), deflection at Pmax, shear contribution of CFRP (VCFRP),
shear gain due to CFRP (GCFRP), maximum shear force (VT), maximum shear stress in the
section ν = VT/(bw × d), loss of shear stress in medium and large specimens with respect
to the small beam ν (%), and ultimate strain contributed by CFRP fabrics in each specimen.

Table 3. Comparison between experimental and numerical results in terms of load deflection and
ultimate shear strength contributed by concrete and CFRP fabrics.

Pmax (kN) ΔPmax(mm) VT(kN) VCFRP (kN)
Pnum/Pmax

Failure Mode

Specimens Exp. Num. Exp. Num. Exp. Num. Exp. Num. Exp. Num.

S.S0.Con 58 62 1.8 1.9 38 41 - - 1.06 Shear Shear

M.S0.Con 130 128 2.6 3.1 86 85 - - 0.98 Shear Shear

L.S0.Con 283 293 3.7 4 182 189 - - 1.03 Shear Shear

S.S0.1L 93 98 5.4 5.2 62 65 23 24 1.05 Shear Shear

M.S0.1L 189 195 4.2 3.9 125 130 39 45 1.03 Shear Shear

L.S0.1L 518 550 7.1 7.2 334 354 151 165 1.06 Shear Shear

S.S0.2L 106 112 4.9 4.23 71 75 32 34 1.05 Shear Shear

M.S0.2L 191 202 4.1 4.8 127 134 40 49 1.05 Shear Shear

L.S0.2L 506 543 7.5 8 326 349 144 160 1.07 Shear Shear

Table 4. Comparison between numerical and experimental results in terms of shear gain and loss.

Shear Gain Due to
FRP (%)

Shear Stress in Concrete
Loss in Shear Stress

with Respect to Control
Beam (ν%)

Specimens Exp. Num. Exp. Num. Exp. Num.

S.S0.Con - - 2.31 2.46 - -

M.S0.Con - - 1.62 1.59 30 35

L.S0.Con - - 1.26 1.31 45 47

S.S0.1L 60 58 3.71 3.91 - -

M.S0.1L 45 52 2.35 2.44 37 38

L.S0.1L 83 87 2.31 2.45 38 37

S.S0.2L 84 83 4.26 4.51 - -

M.S0.2L 47 58 2.38 2.51 44 44

L.S0.2L 79 85 2.26 2.41 47 47

4.2. Load-Deflection Responses

Figure 11 compares the experimental and numerical results in terms of ultimate load-
carrying capacities and displacements for the nine specimens. Note that shear strengthening
with EB-CFRP fabrics showed higher levels of strength in specimens strengthened with
one layer by about 58%, 52%, and 88% for small, medium, and large beams, respectively,
with respect to control beams. Furthermore, the deflections corresponding to the maximum
load

(
Δpmax

)
of specimens strengthened with one EB-CFRP layer increased by 173%, 25%,

and 80% with respect to control beams, which could be attributed to the fact that CFRP
fabrics control the deflection of specimens (Figure 11). Nevertheless, by adding two CFRP
layers, no considerable additional deflections were observed in the specimens compared to
those strengthened with one layer. The results of the load-deflection data obtained from
numerical analysis are highly comparable with experimental observations, showing that
the simulated model can predict laboratory tests with high accuracy.
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5. FE Simulations and Results

This section is dedicated to FE simulations and analyses. The results are presented in
terms of (a) shear strength for control and strengthened beams, (b) distribution of strain on
the fibres along the diagonal shear crack, and (c) strain distributions along the CFRP fabric
and interfacial shear stress at the cohesive layer.

5.1. Shear Strength and Loss in Control and Strengthened Beams

This section presents the FEA results for shear strength and shear loss due to the size
effect. The size effect had an impact on strengthened beams in the way that the shear stress
contributed by CFRP fabric decreased in specimens strengthened with one CFRP layer, from
1.45 MPa in S.S0.1L to 1.14 MPa in L.S0.1L. Table 4 compares the numerical and experimental
results. The specimens of the third series, which were strengthened by two layers, resulting
in higher CFRP rigidity, showed similar results, with shear stress decreasing from 2.05 MPa
in S.S0.2L to 1.1 MPa in L.S0.2L. As illustrated in Figure 12, adding a second layer of
EB-CFRP increased the shear stress in the small beam before delamination by 30%, that is,
from 1.45 MPa to 2.05 MPa. This gain in shear stress decreased in the medium specimen
by 7% and in the large specimen by 3%, indicating that the size effect has an impact on
the shear stress contributed by both concrete and CFRP. Nevertheless, more investigations
are required to clarify the relation between the size effect and the rigidity of CFRP as the
specimen dimension increases.

Figure 12. Shear stress contributed by concrete and CFRP fabric (FE results).

5.2. Distribution of Strain on the Fibres along the Diagonal Shear Crack by FEA

Assessing the strain profile along the main diagonal shear crack resulted in a better
understanding of the behavior of fibres and their contribution to shear strengthening as
the size of specimens and the rigidity of CFRP fabrics increased. By evaluating the strain
distribution along the shear crack path, it is possible to locate the maximum crack width
and to understand how debonding and delamination occur on both sides of the crack.
The main diagonal shear cracks had an almost linear pattern for specimens strengthened
with two layers of CFRP fabric and a semi-parabolic shape for those strengthened with
one CFRP layer (Figures 9 and 10, respectively). Because the strain distribution on the
fibres along the main diagonal shear crack constitutes the basis on which the distribution
factors for the strain are established, the response of the strain in fibres intersected by the
normalized shear crack is evaluated in this section. Note that the distribution factor DFRP
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introduced by [50] is a function of the average strain on the fibres intercepted by the shear
crack and the maximum strain experienced by fibres at a specific load, as follows:

DFRP =
∑n

i=1 εFRP,i

nεmax
(10)

where εFRP,i is the strain in the ith specific fibre intercepted by the shear crack, n is the
number of fibres crossed by the diagonal shear crack, and εmax is the maximum strain
experienced by the fibre at ultimate state.

The formula introduced by [51] for the shear contribution of EB-FRP is:

Vf = 2 f f ,et f w f
h f ,e(cotθ + cotβ)sinβ

S f
(11)

where f f ,e is the effective stress in the FRP intercepted by the main shear diagonal shear
crack that can be obtained through the distribution factor (DFRP) given by [40].

f f ,e = Ef ε f ,e = Ef εmaxDFRP (12)

in which ε f ,e is the effective strain in FRP wrap, Ef is the FRP modulus of elasticity, and
DFRP is the distribution factor obtained from Equation (10).

As shown in Figure 13a–f, the strain distributions along the shear crack are illustrated
by four displacement levels corresponding to four phases: (1) the crack initiates at mid-
depth of the web, (2) all fibres intercepted by shear cracks are in active phase (experiencing
strain) just before initiation of delamination at the tip of the crack, (3) delamination at
the cohesive layer is already formed and developed at mid-distance of shear crack paths
(effective bond lengths start to decrease), and (4) one of the fibres intercepted by the shear
crack is exposed to maximum strain during the loading process.

Regarding the series of small specimens, as displacements reached 2.23 mm and
2.79 mm in specimens strengthened with one and two layers, respectively, the shear crack
initiated at mid-distance of the shear crack path from the end of the normalized distance.
Then it propagated toward the bottom edge of the beams and the edge of the intersection
between webs and flanges. When the displacements at the loading points reached 3.92 mm
and 3.81 mm, the maximum strains on CFRP fabrics were 0.00637 and 0.00246 in S.S0.1L
and S.S0.2L, respectively (Figure 13a,b). At this stage, shear cracks had completely formed,
and all the fibres intersected by shear cracks were in the active phase (from the tips to the
ends of the shear crack). The strain values on fibres intersected by the shear crack on the
top part of the crack then dropped suddenly to zero due to delamination and to the short
bond length compared to the bottom part of the crack. During that process, the cracks at
the edge of the intersection between the flange and the web propagated horizontally.

The maximum strains experienced by fibres before entirely losing the CFRP shear
contribution were 0.00866 and 0.00266 in S.S0.1L and S.S0.2L, respectively. These values
are in good agreement with the corresponding experimental results—that is, 0.00714 and
0.00216, corresponding to 45% and 13% of CFRP ultimate strain, respectively. Note that the
values of strains on fibres obtained from numerical analysis are larger than those obtained
from experimental tests because dynamic implicit analysis was used to solve the models
from which the amplified strains were recorded, whereas such an amplification did not
exist in the static analysis [40]. Furthermore, strain gauges installed on EB-CFRP fabrics
measure the average strains, which are lower than the maximum strain obtained from
FEA [35]. For the medium beams, shear cracks appeared at mid-distance of the shear crack
path when displacements at the loading points reached 3.36 mm and 3.15 mm in beams
strengthened with one and two layers of CFRP fabric, respectively. When the displacements
reached 4.73 mm and 5.44 mm in M.S0.1L and M.S0.2L, respectively (Figure 13c,d), the
main diagonal shear cracks in both specimens became complete, and at this stage, all
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fibres crossed by shear cracks (from the tips to the ends of the cracks) experienced stress
and strain.

The maximum strains experienced by the fibres just before delamination were 0.0032
and 0.0033 in M.S0.1L and M.S0.2L, respectively, as presented in Figure 13c,d, representing
20% and 21% of the ultimate strain of the fibres. After these maximum strains were reached,
an inactive zone where more fibres lost their contribution to shear strengthening (zero
strain) developed at the support. The maximum strains obtained from numerical analysis
were in good agreement with experimental results (i.e., 0.00248 and 0.0027 in M.S0.1L
and M.S0.2L, respectively). The same scenario was observed for the large specimens,
from the initiation of shear cracks to the complete failure of EB-CFRP. Therefore, all fibres
were in active modes as complete shear cracks formed, and at this stage, displacements
reached 7.26 mm and 8.27 mm in L.S0.1L and L.S0.2L, respectively (Figure 13e,f)), just
before delamination.

(a)

(b)

Figure 13. Cont.

188



J. Compos. Sci. 2022, 6, 116

(c)

(d)

(e)

Figure 13. Cont.

189



J. Compos. Sci. 2022, 6, 116

(f)

Figure 13. Distributions of strains on fibres crossed by normalized distance along the main diagonal
shear path: (a) specimen S.S0.1L; (b) specimen S.S0.2L; (c) specimen M.S0.1L; (d) specimen M.S0.2L;
(e) specimen L.S0.1L; (f) specimen L.S0.2L. Phase 1: initiation of main diagonal shear crack. Phase 2:
all the fibres intersected by shear crack in an active phase. Phase 3: development of the loss of the
shear contribution of the fibres at tips of the shear crack. Phase 4: the maximum strain recorded on
fibres before the complete loss of the shear contribution of the fibres at the top part of the shear crack.

The maximum strains experienced by the fibres were 0.00415 and 0.00161 in L.S0.1L
and L.S0.2L, respectively, which were very close to experimental values (0.00369 and 0.0016,
respectively). Therefore, the maximum strains reached on EB-CFRP in large specimens
(L.S0.1L, L.S0.2L) decreased in comparison to small beams by 53% and 40% in beams
strengthened with one and two layers, respectively, resulting in a size effect on both
concrete and CFRP shear contributions. Likewise, in the control beams (Figure 10a–c),
the pattern of shear cracks at the final states in strengthened specimens as obtained from
numerical analysis was in good agreement with experimental tests, confirming that the
assumptions applied for simulation were accurate (Figure 9a–e).

5.3. Strain Distributions along the CFRP Fabric and Interfacial Shear Stress at the Cohesive Layer

By evaluating the strain distribution on fibres along with the normalized distance of
the crack path, it is possible to locate the maximum vertical crack width. Those fibres that
experience more strain before losing their shear contributions are located at the maximum
crack width. Moreover, the vertical width of the crack can be calculated by summation of
the interfacial slip along the two sides of the crack and the deformation of the CFRP fabric
in the debonding area [35]. Therefore, after the maximum crack width was located and
calculated, the strain distribution and the interfacial shear stress along the fibre intersected
by the shear crack at its maximum width were evaluated to further investigate the size
effect on the shear contribution of EB-CFRP.

The FEA strain profile along the fibre and the shear stress profile along the interface
layer for L.S0.1L and L.S0.2L are presented in Figure 14a,b and Figure 15a,b, respectively.
The results are presented in terms of strain development along the fibre direction and the
interfacial shear stress along the interface layer in which debonding can be observed. Each
graph shows the strain distributions and the interfacial shear stress at six displacement
stages, in which the first three steps are related to initiation and development of the
shear crack just before delamination, and the next three steps represent the initiation of
delamination to complete loss of strain in the fibre. This yields six curves corresponding to
six levels of displacement. As shown in Figure 14a,b and Figure 15a,b, there is a similarity
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between the strain distribution along the main fibre direction and the strain response
obtained from the pullout tests.

(a)

(b)

Figure 14. Strain profile and interfacial shear stress along the fibre and interface layer intercepted by
maximum crack width (specimen L.S0.1L).
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(a)

(b)

Figure 15. Strain profile and interfacial shear stress along the fibre and interface layer intercepted by
maximum crack width (specimen L.S0.2L). Steps 1,2,3: the initiation and development of the shear
crack just before the delamination procedures. Step 4,5,6: the procedure from the initiation of the
delamination to the complete loss of strain in the fibre.

As soon as the shear crack appeared in L.S0.1L at 5.6 mm displacement, the fibre
started to contribute to shear resistance. By increasing the load and the corresponding
displacement, the amount of strain increased to a maximum of 0.00415. The maximum
strain occurred at mid-depth of the specimen and then decreased gradually toward the top
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edge of the web/flange intersection. The amount of strain experienced by the lower part
increased more than that on the top edge of the fibre because there was more effective bond
length in the bottom crack part of the U-wrap configuration, in which the fibres below the
shear crack were fixed.

Note that at the peak of the strain profile and when strain was constant, interfacial
shear stress was zero, indicating the delaminated zone. At the third stage, during develop-
ment of the delaminated area, this zone propagated in the top part of the crack, as evidenced
by zero interfacial shear stress and zero strain in the strain profile (Figures 14 and 15). As
the displacement reached 12.37 mm, complete delamination occurred in specimen L.S0.L1,
and likewise in specimen L.S0.2L. In addition, the amount of strain on the fibres along the
main diagonal shear crack decreased in all specimens strengthened with two CFRP layers
compared to specimens strengthened with one CFRP layer. Unlike the medium specimens,
where increasing rigidity did not significantly change the maximum strains on the fibres,
the maximum strains in all the small and large specimens (strengthened with one and
two CFRP layers) decreased with increasing size, indicating the existence of an additional
size effect on CFRP shear contribution. However, there is a need for more investigations
regarding the relation between the size effect and the increase in CFRP rigidity. To compare
maximum strain results on the contribution of CFRP fabrics to the ultimate specimen shear
strength, the following dimensionless value VT/(bw × d × f ′c) was introduced [34]. This
formula defines a dimensionless unit of the ultimate shear capacity of the beam versus the
maximum strain on fibres. Therefore, it can evaluate the impact of the size effect on the
ultimate specimen shear capacity (Figure 16a,b).

The maximum vertical strains were measured at the widest parts of the shear cracks.
As shown in Figure 16a,b, both small specimens (S.S0.1L, S.S0.2L) showed more shear
contribution of EB-CFRP than the medium and large beams. This confirms the existence of
a size effect because it was expected that by increasing beam size and consequently FRP
bond length, more FRP shear contribution should be obtained. In addition, despite their
longer effective bond lengths, large specimens experienced less vertical strain on the fibre
than small specimens, which confirms the results of previous investigations [34,39] that as
beam size increases, the shear strength contribution of CFRP decreases.

In conclusion, absorption of vertical strains through the fibres is greater in smaller than
in larger specimens despite the fact that both beam sizes have the same ratio of CFRP fabric.

(a) 

Figure 16. Cont.
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(b) 

Figure 16. Correlation between maximum dimensionless shear capacity of specimens versus maxi-
mum strain along the fibre: (a) specimens strengthened by one layer of CFRP fabric; (b) specimens
strengthened by two layers of CFRP fabric.

6. Conclusions

This research study has reported on advanced FE modelling of RC beams strengthened
in shear with EB-FRP fabrics, with emphasis on the size effect on the shear contribution
of RC beams shear-strengthened with EB-CFRP. The results obtained from FEA were in
good agreement with the experimental results. Nine RC-T beams (three control beams and
six strengthened beams in shear with EB-FRP) were simulated in ABAQUS. The results
obtained from the numerical model were related to shear crack patterns, load-deflection
curve, shear stress contributed by concrete and CFRP fabric, distributions of strains on fibres
crossed by normalized distance along the main diagonal shear path during the loading
process, and correlation between maximum dimensionless shear capacity of specimens
versus maximum strain along the fibres, demonstrating that the proposed FEA is capable
of capturing the response of the RC-T beams with high accuracy if the assumptions are
defined properly. Furthermore, compared to experimental tests, FEA provided more precise
observations and parameters during loading. The following conclusions can be drawn
from this study:

• By increasing the rigidity of EB-CFRP in small specimens, the shear contribution of EB-
CFRP showed a considerable increment, but in large specimens, EB-CFRP experienced
a reduction in its absorption of shear stress due to the size effect.

• Delamination on the top parts of the diagonal shear cracks was the dominant failure
mode compared to debonding, especially in medium and large specimens strength-
ened with EB-CFRP fabric.

• A reduction factor to account for size effect is of paramount importance. The reduction
factor could be incorporated either into the effective strain or into the distribution
factor, which are included in the model to express the shear contribution of EB-FRP.

• The delamination failure initiated suddenly around the tips of the shear crack, where
the bond length was minimal.

• Considering strain profiles and interfacial shear stress along with the fibres and the
interface layers, when the strain profile reached its peak value or became constant, the
interfacial shear stress became zero.
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Abstract: The quality of the fiber orientation of injection molding simulations and the transferred fiber
orientation content, due to the process–structure coupling, influence the material modeling and thus
the prediction of subsequently performed structural dynamics simulations of short-fiber reinforced,
thermoplastic components. Existing investigations assume a reliable prediction of the fiber orientation
in the injection molding simulation. The influence of the fiber orientation models and used boundary
conditions of the process–structure coupling is mainly not investigated. In this research, the influence
of the fiber orientation from injection molding simulations on the resulting structural dynamics
simulation of short-fiber reinforced thermoplastic components is investigated. The Advani–Tucker
Equation with phenomenological coefficient tensor is used in a 3- and 2.5-dimensional modeling ap-
proach for calculating the fiber orientation. The prediction quality of the simulative fiber orientations
is evaluated in comparison to experiments. Depending on the material modeling and validation
level, the prediction of the simulated fiber orientation differs in the range between 7.3 and 347.2%
averaged deviation significantly. Furthermore, depending on the process–structure coupling and
the number of layers over the thickness of the model, the Kullback–Leibner divergence differs in a
range between 0.1 and 4.9%. In this context, more layers lead to higher fiber orientation content in
the model and improved prediction of the structural dynamics simulation. This is significant for local
and slightly for global structural dynamics phenomena regarding the mode shapes and frequency
response behavior of simulative and experimental investigations. The investigations prove that the
influence of the fiber orientation on the structural dynamics simulation is lower than the influence
of the material modeling. With a relative average deviation of 2.8% in the frequency and 38.0% in
the amplitude of the frequency response function, it can be proven that high deviations between
experimental and simulative fiber orientations can lead to a sufficient prediction of the structural
dynamics simulation.

Keywords: short-fiber reinforced thermoplastic components; injection molding simulation; fiber
orientation; structural dynamics; material modeling

1. Introduction

Short-fiber reinforced thermoplastics are an essential group of engineering materials
in modern vehicle powertrains due to their significant lightweight potential. Under Noise-
Vibration-Harshness (NVH) aspects, short-fiber reinforced plastics offer good vibration
isolation and thus noise isolation behavior. This is due to the favorable stiffness and damp-
ing behavior. For efficient prediction of the stiffness and damping of short-fiber reinforced
plastics, established material models are based on multi-stage homogenization methods.
The principle of all methods is that the microstructure and thus the properties of the com-
posite are described with mathematical–physical models. Thereby, the consideration of
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the fiber orientation via the process–structure coupling is fundamental. By conditioning
the material models with direction-dependent properties, discrete material parameters are
assigned to each element of the simulation depending on the local fiber orientation tensor.
Therefore, the quality of the prediction of the fiber orientation in the injection molding
simulation influences the prediction quality of the structural dynamics simulation. Further
information corresponding to the homogenization methods and the process–structure
coupling is provided in [1–8]. Glaser shows in [9] that the prediction quality of structural
dynamics simulations of a short glass fiber reinforced thermoplastic intake pipe can be
significantly increased by considering the fiber distribution and thus the anisotropic stiff-
ness and damping. The main focus of this study is on the procedure and advantages of the
process–structure coupling. However, information and boundaries to calculate the fiber ori-
entation are not provided. Studies by Schmachtenberg et al. [10] additionally use advanced
experimental methods to calibrate the simulation models. Arping [11] and Kremer [12] use
a similar method to homogenize the properties of the fiber-reinforced plastic component
and recalibrate the models of the structural dynamics simulation through reverse engineer-
ing. Thereby, material modeling is the focus of the research. The simulative fiber orientation
is considered a fixed boundary condition. The disadvantage is that errors caused by an
insufficient simulative fiber orientation are compensated by the reverse engineering of
the material model. Influences on the results caused by the quality of the simulative fiber
orientation are largely not considered. State-of-the-art extended approaches additionally
pursue the consideration of the material properties depending on the boundary conditions,
such as frequency, temperature or humidity. There exists a large number of publications
dealing with the structural dynamics design of fiber-reinforced plastic components under
NVH aspects [13–18]. However, all existing publications have in common that the reliable
prediction of the fiber orientation in the injection molding simulation is assumed. The
boundary conditions and fiber orientation models used by the injection molding simu-
lations are mainly not explained. However, there can be significant differences in the
prediction quality of the fiber orientation, depending on which fiber model is used and how
the models are calibrated. Furthermore, as a result of the process–structure coupling, there
is always a loss of information about the fiber orientation between the injection molding
model and the finite element (FE) model, which is not sufficiently considered in existing
publications [1].

The aim of this research is to investigate the influence of the fiber orientation from
the injection molding simulation on the resulting structural dynamics FE simulation of
short-fiber reinforced thermoplastic components. In the first section of this paper, the state
of art and the applied method for calculating the fiber orientation using injection molding
simulations are explained. Furthermore, the method used to investigate the influence of
the fiber orientation on the prediction quality of the structural dynamics simulation is
presented. In the last section, the results of the simulative and experimentally investigated
fiber orientation, as well as the prediction quality of the corresponding structural dynamics
investigations, are discussed.

2. State of Art and Methods

In the first part of this section, the state of art for fiber orientation calculation with
injection molding simulations is discussed. Following the proposed method for the simula-
tive and experimental characterization of the fiber orientation is presented. In the last part,
the focus is on the method for the experimental characterization by modal analysis and
the structural dynamics simulation model of the short-fiber reinforced plastic components.
In this research, the proposed methods are implemented for two types of short-fiber rein-
forced thermoplastics. On the one hand, polyamide 6.6 (PA66) is a common engineering
plastic, and on the other hand, polyphthalamide (PPA) is a high-performance plastic, each
with 50 wt.% short glass fiber reinforcement (GF50) [19,20]. As a representative composite
component for investigating the influence of fiber orientation on structural dynamics, the
so-called engine bracket is investigated. In modern combustion engines, the engine bracket
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is mounted on the crankcase and transmits the powertrain-induced operating vibrations
into the vehicle structure. For further information about the functionality of the engine
bracket, please refer to [15–18,21,22].

2.1. State of Art of Injection Molding Simulations for Fiber Orientation Calculation

The prediction of the fiber orientation in injection molding simulations is based on the
so-called continuity equation according to Fokker-Planck [23,24]. This is derived from the
velocity field of the fluid and thus the hydrodynamic forces acting on the fiber. Extended
by a diffusion term to describe the fiber interaction in the fluid field, the Folgar–Tucker
equation [25] is formed:

dψ

dt
= −∇·

( .
pψ
)
+ Di∇2ψ, (1)

ψ corresponds to the fiber probability density function (PDF) at time t, ∇ is the gradient
operator,

.
p is the change of the fiber orientation and Di is the fiber interaction coefficient.

The first part of the equation can be summarized as a hydrodynamic term and the other
as a diffusion term. Applied to injection molding simulations of composite components,
solving Equation (1) is numerically extremely cost-intensive. For this reason, the PDF is
mainly substituted by an evolution equation of the fiber orientation tensor A:

dψ

dt
≈ dA

dt
=

.
A =

.
A

h
+

.
A

d
, (2)

with

A = AN =
∫ 2π

0

∫ π

0
pNψ(Θ, Φ) sin ΘdΘdΦ. (3)

Thus,
.

A
h

corresponds to the hydrodynamic part and
.

A
d

to the diffusion part of
the Folgar–Tucker Equation. Equation (2) is numerically stable for calculating the fiber
orientation of plastic components in injection molding simulations. On this basis, a large
number of publications exist which follow different approaches for the formulation of
the hydrodynamic and diffusive parts. Advani and Tucker formulate in [26] an extension
of the Fokker–Planck Equation to consider the rate of change of the second-order fiber
orientation tensor A, which is calibrated by a phenomenological approach via the parameter
CI . Huynh shows in [27] that the prediction of the calculated fiber orientation can be further
improved by a scalar reduction factor κ. Wang et al. [28] extend this reduction factor by a
reformulation of the second-order fiber orientation tensor A through a decomposition of
the eigenvalues λ and eigenvectors e. This forms the reduced strain closure (RSC) model,
which is an established method for calculating fiber orientation. A comparable established
approach is shown by Phelps and Tucker in [29], whereby the phenomenological parameter
CI is replaced by a rotary diffusion tensor C. This forms the so-called anisotropic rotary
diffusion (ARD) model and thus the basis of advanced models [29–32]. An overview of
macroscopic fiber orientation models is discussed in [24].

Furthermore, the decomposition of the second-order fiber orientation tensor dAN
dt is

dependent on the fiber orientation tensor of the next higher-order AN :

dAN
dt

= f (AN). (4)

Established methods use the formulation of a closure approximation. This approxi-
mation of the higher-order fiber orientation tensor AN is based on mathematical assump-
tions [23,24,33]. In general, the increased information of the higher-order tensors is usually
not fully captured by the closure formulations. Advani and Tucker show in [26] a linear
summation of all products from the components of the second-order fiber orientation
tensor Aij and the Kronecker delta δij to approximate the higher-order tensor. By neglect-
ing the linear terms, the quadratic closure is formed and by combining the linear and
quadratic approach, the hybrid closure is formed [26]. Furthermore, the so-called natural
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closure of Verleye and Dupret should be mentioned [34], where the fourth-order orientation
tensor Aijkl is defined as a function of the second-order tensor f

(
Aij
)
. This forms the

basis of various advanced approximations methods [24,35]. Advanced models pursue
an exact formulation of the fourth-order fiber orientation tensor [36,37], the use of neural
networks [38,39], distribution reconstruction methods [23,33,40,41] or the reconstruction of
even higher-order fiber orientation tensors [33,42]. However, to ensure numerically cost-
effective fiber orientation calculations in injection molding simulation, hybrid or natural
closures are still widely used today [24]. An overview of existing closure formulations is
discussed in [23,24,33].

2.2. Methodology for Simulative and Experimental Fiber Orientation Investigations

According to the state of art, the Advani–Tucker Equation is used as the basis for
calculating the fiber orientation in this research. The hydrodynamic part is defined as:

.
A

h
= (W·A − A·W) + ξ(D·A + A·D − 2A : D), (5)

and the diffusion part as
.

A
d
= 2

.
γ·Cv·(I − A), (6)

with W as vorticity tensor, ξ as particle shape function, D as strain rate tensor,
.
γ as the

magnitude of the strain rate tensor and I as a unit tensor. Cv corresponds to a phenomeno-
logical coefficient tensor for describing the fiber interaction and is calibrated through
experimentally determined fiber orientations. Thus, the diffusion part is equivalent to a
rotary diffusion approach by the appropriate definition of Cv. To evaluate and calibrate
the phenomenological parameters of the injection molding model, μCT investigations are
carried out. For this purpose, material plates are created by varying the geometry or the
process parameters, and μCT specimens are investigated at selected positions according
to the fiber orientation. It is important to choose specimen positions that allow a repre-
sentation of the microstructure and thus a reliable investigation of the fiber orientation.
Under the usage of simple plate geometry, a small number of μCT specimens are taken
in an evenly distributed way. When transferred to the injection molding simulation of
short-fiber reinforced plastic components, significant differences in the prediction qual-
ity of the fiber orientation can occur [4,8,21]. As a result, extended methods include a
recalibration of the default parameters of the simulation in comparison to μCT specimens
taken from plastic components [8,43]. At the component level, μCT specimen positions are
selected with significantly different geometric or material-specific characteristics in order
to calibrate the simulation for robustness. The geometric aspects include, for example,
different wall thicknesses, ribs or triple points. This allows a direct recalibration of the
injection molding model. On the other hand, material-specific aspects are, for example, in-
or ejection positions or impact points of the plastic melt. These aspects allow a recalibration
of the injection molding model in case of process-related errors or damage analyses. Based
on the experimentally determined fiber orientations, the simulation model parameters
are calibrated with numerical or mechanistic methods. The injection molding material
model is sufficient if the deviation between simulated and experimentally determined fiber
orientation is minimized for several parameter variations [8,43]. Figure 1 schematically
shows the procedure for a multi-stage calibration of the calculated fiber orientation from
injection molding simulations.

In this research, injection molding simulations are performed using two commercial
software programs. On the one hand, 2.5-dimensional (2.5D) injection molding simulations
were conducted with the software CADMOULD®from SIMCON. The simulations were
conducted in the scope of contract simulations by PART Engineering respectively. Thereby,
the hydrodynamic part of the Advani–Tucker Equation equals a natural closure (NC)
formulation to approximate the fourth-order tensor Aijkl . Furthermore, the fiber interaction
tensor Cv = CNC in the diffusion part depends on the alignment factor in the middle layer
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αK, in the boundary layer αR and on the rotational velocity factor βR. This corresponds to
the phenomenological coefficients in CADMOULD®, which are calibrated in comparison
to μCT results. The initial coefficient tensors CNC,S

0,CM for the respective material S originating
from a database of the CADMOULD® software. These are defined as default values for both
the PA66GF50 and the PPAGF50 material as αK = 0.92, αR = 0.92, βR = 0.15. To maximize
the calculated information of the fiber orientation from the injection molding simulation,
10 elements are defined uniformly over each wall thickness. In comparison, 3-dimensional
(3D) injection molding simulations were conducted with the software MOLDFLOW®

from AUTODESK. The simulations were conducted in the scope of contract simulations
by Daimler Trucks AG respectively. Here, an orthotropic closure (OC) is defined in the
hydrodynamic part and the coefficient tensor Cv = COC depends on the scalar interaction
coefficient CI and the asymmetric coefficients of the rotational diffusion D1, D2, D3. This
corresponds to the phenomenological coefficients in MOLDFLOW®. The initial coefficient
tensors COC,S

0,MF originated from a database of the company BASF SE. These are defined as
default values CI = 1.0, D1 = 1.0, D2 = 0.8, D3 = 0.15. To maximize the fiber orientation
information from the injection molding simulation with MOLDFLOW®, 14 elements are
defined uniformly over each wall thickness.

 

Figure 1. Method for calibrating the calculated fiber orientation of injection molding simulations in
comparison to experimental μCT investigations.

To evaluate the prediction quality of the simulative fiber orientation, experimental
μCT investigations are evaluated in comparison at the plate and component level, as seen
in Figure 2. At the plate level, the μCT specimens are extracted equally distributed from
the plate geometry. The dimensions (length × width × thickness) of the plate geometry
are (180 mm × 180 mm × 2 mm). In comparison, μCT specimens at the component level
are extracted with a focus on geometric aspects of the engine bracket. As a result, a μCT
specimen is extracted from a side rib and the upper end of the bracket. The approximate
dimensions of the engine bracket are (215 mm × 135 mm × 135 mm) with a thickness of
the surfaces and ribs between 2–5 mm. In the current case, the dimensions of the μCT
specimens both at the plate and component level are approximate (5 mm × 5 mm × 2 mm).
Figure 2 provides an overview of the geometry on the plate and component level and
shows the specimen positions. For evaluation, A11 corresponds to the component of the
second-order orientation tensor Aij in the main flow direction. A22 corresponds to the
component transverse to the main flow direction and A33 to the component in the thickness
direction. Figure 2 schematically shows the evaluation directions of the components of the
second-order orientation tensor Aij. The μCT investigations are performed with the 3D-
nanoCT Phoenix Nanotom from GE Sensing Technologies GmbH. The fiber orientation is
evaluated using VGSTUDIO MAX software from Volume Graphics GmbH. To compare the
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simulative and experimentally determined fiber orientations, a process–structure coupling
to FE models of the geometry of the μCT specimens is performed. Regarding the injection
molding simulations, a discretization of 10 elements through the wall thickness of the FE
model is defined to ensure comparability. The process–structure coupling is performed with
the software CONVERSE® from PART Engineering GmbH. Figure 3 shows the proposed
approach for evaluating and recalibrating the simulative fiber orientation from injection
molding simulations in comparison to the experimental μCT results.

Figure 2. Geometry of the plate (a) and component level (b) and corresponding μCT specimen
positions (P1–P5, B1–B2). Evaluation directions of the fiber orientation (c).

 

Figure 3. Proposed approach for calibrating and comparing the calculated fiber orientation of
injection molding simulations to experimental μCT investigations.

2.3. Methodology for Experimental and Simulative Structural Dynamics Investigations

To investigate the structural dynamics of the short-fiber reinforced plastic components,
modal analyses are carried out. Excitation of the system forces a structural response at
the resonant frequency. This is characterized by transfer behavior. The response function
represents the relationship between the out and input signals of the system. According to
existing investigations, modal analyses are carried out with an elastic bearing of the plastic
components [21]. The aim of the elastic bearing is that the impact effects of the surrounding
system on the plastic component are minimized. Thus, the stiffness and damping of
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the bearing are defined, that there is no superposition on the resonance frequencies and
amplitude of the response function of the plastic component. By applying the plastic
component with bearing in a climate chamber, the temperature and humidity can be
set reproducible.

The basis for the simulation of the structural dynamics of short-fiber reinforced,
thermoplastic components is the material model of stiffness, damping and viscoelasticity.
According to existing investigations, the Arbitrary-Reconsidered-Double-Inclusion (ARDI)
material model is applied [4]. This corresponds to a two-stage homogenization method of
the stiffness and damping from the properties of the composite. In the first step, the effective
stiffness and damping are calculated from the properties of the fibers, the matrix and the
interphase properties between them. In the second step, a material database is generated
by transforming the effective stiffness and damping tensors over a discrete number of fiber
distribution functions (ODF). An assignment of the properties is based on the minimum
error deviation between the discrete orientation tensors of the material database and the
orientation tensor of each element of the composite component. The orientation tensors of
the component are taken from corresponding injection molding simulations, Section 2.2.
Next, the geometry of the plastic component is discretized into an FE model. Here, the
number of elements of the discretized model controls the provided fiber orientation tensor
significantly from the injection molding simulation [1]. As a result, to investigate the
influence of the fiber orientation on the prediction quality of the structural dynamics
simulation, the surface mesh remains identical, and the number of elements over the wall
thickness is iteratively increased. In the last step, the boundary conditions of excitation and
bearing are modeled. To avoid additional simulative impacts, a two-dimensional node-force
excitation is applied. Furthermore, an unbound numerical bearing is assumed. Figure 4
provides an overview of the method for the experimental and simulative characterization
of the structural dynamics of the short-fiber reinforced plastic components.

 

Figure 4. Method for the experimental and simulative characterization of the structural dynamics of
short-fiber reinforced thermoplastic components.

Figure 5a shows the experimental setup for investigating the structural dynamics
of the short-fiber reinforced, thermoplastic engine bracket by modal analyses in free-
supported bearing. The engine bracket is suspended with 4 aramid ropes. Preliminary
investigations confirmed that this leads to an optimum between stiffness and damping
of the bearing method and thus minimizes a reaction on the engine bracket [44–46]. An
electrodynamic shaker from BRÜEL & KJAER type 4809 [47] is used for excitation. This
is equipped with a BRÜEL & KJAER type 8001 impedance measuring head and stinger
to record the excitation force [48]. The structural dynamics response is recorded with a
3D laser vibrometer type PSV-500 from Polytec [49]. The measurement mesh consists of
145 scanning points with a focus on the qualitative evaluation of the mode shapes, as well
as quantitative evaluation of the force reaction function (FRF), as shown in Figure 5b. In the

207



J. Compos. Sci. 2022, 6, 106

present case, the experimental FRF is defined as the ratio between the spatially averaged
acceleration spectrum of all scanning points on the front surface of the engine bracket and
the excitation force. The experimental modal analysis is performed at constant conditioning
of 23 ◦C and 0% relative humidity. To simulate the structural dynamics of the engine
bracket, the surface geometry is discretized into 137,128 elements in the first step, as shown
in Figure 5c. Next, the number of FE elements is varied via the component thickness to
investigate the resulting influence. The simulative FRF is defined as the ratio between the
spatially averaged acceleration spectrum of all nodes on the front surface of the engine
bracket and the excitation force, as shown in Figure 5d. Figure 6 shows the proposed
approach for evaluating and comparing the experimental and structural dynamics of the
short-fiber reinforced thermoplastic engine bracket.

Figure 5. (a) Setup for the experimental investigation of the structural dynamics of the engine bracket.
(b) Experimental scanning point mesh. (c) Simulative surface mesh of the engine bracket geometry.
(d) Evaluation nodes for simulative FRF.

 

Figure 6. Proposed approach for the experimental and simulative characterization and comparison
of the structural dynamics of the short-fiber reinforced thermoplastic engine bracket.

3. Results

3.1. Simulative and Experimental Fiber Orientation Investigations

Figure 7 shows the experimental fiber orientation tensors (CT) in comparison to the
simulative fiber orientation tensors with CADMOULD® (CM) and MOLDFLOW® (MF)
over the normalized position for the initial coefficient tensors CNC,1

0,CM and COC,1
0,MF for the
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material PA66GF50 and for an evaluation on plate level. For quantitative comparison of
the calculated fiber orientation with CM and MF to the CT results, the relative deviation of
the averaged fiber orientation tensors is shown in Table 1.

 

Figure 7. Experimental (CT) and simulative (CM, MF) components of the fiber orientation tensor Aij

plotted over normalized position for PA66GF50 at plate level (P1–P5).

Table 1. Relative deviation of the averaged orientation tensors from experiment Aij,CT and simulation
Aij,CM, Aij,MF of PA66GF50 on plate level (P1–P5).

Comp.

Nr.
P1 P2 P3 P4 P5 Average

A11,CT → A11,CM 8.9% 5.9% 2.9% 14.5% 4.0% 7.3%
A22,CT → A22,CM 29.2% 21.9% 15.4% 60.4% 16.3% 28.7%
A33,CT → A33,CM 16.9% 15.4% 4.5% 13.3% 15.5% 13.1%

A11,CT → A11,MF 6.2% 5.7% 6.9% 20.4% 7.4% 9.3%
A22,CT → A22,MF 21.9% 20.2% 18.9% 65.5% 11.3% 27.6%
A33,CT → A33,MF 88.3% 91.9% 126.3% 117.4% 97.8% 104.4%

Figure 7 shows that the boundary layer equals the main part of the fiber orientation
tensor of the μCT results. Furthermore, the majority of the μCT results have a pronounced
middle layer. P1 and P4 even show a change in the main fiber orientation A11,CT , whereby
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the fibers in the middle layer are oriented transverse to the main flow direction. The
comparison between A11,CT , A22,CT and A11,CM, A22,CM shows, in general, a good predic-
tion of the fiber orientation by the simulation with CM approach, as shown in Table 1.
The comparison between A11,CT , A22,CT and A11,MF, A22,MF shows a good prediction, too.
However, both the CM and MF results show, in general, that the development of the middle
layer is not sufficiently represented. On the one hand, according to the evaluation method,
elements are missing in the middle of the FE model. This results in a loss of information
in the process–structure coupling since only a weighted average of the calculated fiber
orientation tensor from the injection molding simulation is transferred [1]. On the other
hand, the Advani—Tucker Equation with the rotary diffusion approach only allows a
limited representation of the fiber orientation in the middle layer [8,34,38]. Furthermore,
Figure 7 shows that the component A33,MF has a high deviation compared to A33,CT . This
difference can be explained by the method used to calculate the fiber orientation of the
highly filled material coupled with the 3D modeling. As a result, the fiber orientation
tensor is not only influenced by the phenomenological coefficient tensors, but also by the
three-dimensional flow field and thus by the hydrodynamic part of the Advani–Tucker
Equation, see [8]. Figure 8 shows the experimental (CT) and simulative (CM, MF) fiber
orientation tensors for the coefficient tensors CNC,1

0,CM, COC,1
0,MF for the material PA66GF50 at

the component level. Table 2 shows the corresponding deviations of the averaged fiber
orientation tensors.

 

Figure 8. Experimental (CT) and simulative (CM, MF) components of the fiber orientation tensor Aij

plotted over normalized position for PA66GF50 at component level (B1–B2).

Table 2. Relative deviation of the averaged orientation tensors from experiment Aij,CT and simulation
Aij,CM, Aij,MF of PA66GF50 on component level (B1–B2).

Comp.

Nr.
B1 B2 Average

A11,CT → A11,CM 22.8% 7.9% 15.3%
A22,CT → A22,CM 20.1% 29.0% 24.6%
A33,CT → A33,CM 20.7% 30.9% 25.8%

A11,CT → A11,MF 16.9% 9.4% 13.1%
A22,CT → A22,MF 16.3% 36.1% 26.2%
A33,CT → A33,MF 162.8% 281.2% 221.9%

Figure 8 shows the CT results of B1, where a pronounced boundary layer with a change
in the main fiber orientation occurs. In comparison, no middle layer can be identified.
Thus, a significantly different trend of the fiber orientation compared to the plate level
can be determined at specimen position B1. Figure 8 also shows that the fiber orientation
tensors of the CT result B2 are comparable to those in the plate level. Following this
allows a robust check of the injection molding simulations according to the calculated
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fiber orientation. Figure 8 shows differences in the prediction quality of the CM and
MF results compared to the CT results of specimen B1. Thereby, the CM results show
a good prediction of the boundary layer, while the prediction of the MF results is not
sufficient. An inverse prediction quality can be identified for the middle layer. On the
other hand, the CM and MF results show a good prediction of the CT results at specimen
B2. Thus, it can be assumed that good predictions of the fiber orientation can be achieved
at the component level for similar flow conditions compared to the plate geometry. The
quantitative comparison between A11,CT , A22,CT and A11,CM, A22,CM and A11,MF, A22,MF
shows a sufficient prediction of the fiber orientation, Table 2. Furthermore, it can be shown
on the component level that A33,MF has a high deviation compared to A33,CT . Finally, it
should be mentioned that both at the plate and component level, the prediction quality
of the CM and MF results could not be further improved by a parameter study of CNC,1

i,CM

and COC,1
i,MF .

Next, the robustness of the injection molding simulations is checked in the presence of
a material variation. Figure 9 shows the CT, CM and MF fiber orientation tensors for the
coefficient tensors CNC,2

0,CM and COC,2
0,MF for the material PPAGF50 at plate level. The CT results

show a small boundary and significant middle layer. Thereby, the CM and MF results show
a significant deviation compared to the CT results. It is assumed that this deviation is due
to the loss of information of the evaluation method and the process–structure coupling.
Further, the coefficient tensors CNC,2

0,CM and COC,2
0,MF are insufficient. The evaluation of the

relative deviation of A11,CT , A22,CT , A33,CT to A11,CM, A22,CM, A33,CM and A11,MF, A22,MF,
A33,MF also show an insufficient prediction of the fiber orientation, as shown in Table 3.
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Figure 9. Experimental (CT) and simulative (CM, MF) components of the fiber orientation tensor Aij

plotted over normalized position for PPAGF50 at plate level (P1–P5).

Table 3. Relative deviation of the averaged orientation tensors from experiment Aij,CT and simulation
Aij,CM, Aij,MF of PPAGF50 on plate level (P1–P5).

Comp.

Nr.
P1 P2 P3 P4 P5 Average

A11,CT → A11,CM 14.9% 15.4% 19.0% 10.8% 10.5% 14.1%
A22,CT → A22,CM 42.7% 49.6% 58.4% 29.4% 24.9% 41.0%
A33,CT → A33,CM 48.9% 40.9% 40.5% 27.8% 43.0% 40.2%

A11,CT → A11,MF 18.2% 20.4% 19.9% 12.3% 10.7% 16.3%
A22,CT → A22,MF 37.9% 37.9% 44.4% 41.4% 30.6% 38.4%
A33,CT → A33,MF 232.9% 299.2% 300.2% 219.4% 232.4% 256.8%

Figure 10 shows the CT, CM and MF fiber orientation tensors for the coefficient tensors
CNC,2

0,CM and COC,2
0,MF for the material PPAGF50 at the component level. The CT results of B1

show a significant boundary layer with a change of the main fiber orientation and a small
developed middle layer. The CT results of B2 show a pronounced boundary and middle
layer comparable to the PA66GF50. The comparison between CT and CM results shows
with the difference in the relative deviation of Δ

(
Aij,CT → Aij,CM

)
= 15.0% an improved

212



J. Compos. Sci. 2022, 6, 106

prediction of the fiber orientation in comparison to the investigations at the plate level,
Tables 3 and 4. In this context, with a difference of Δ

(
Aij,CT → Aij,MF

)
= −25.5% the

comparison between CT and MF results shows an increased deviation compared to the
plate level. Thereby, it can be shown that the boundary and middle layer of specimen
B1 are sufficiently predicted by the CM results but not by the MF results, as shown in
Figure 10. However, the CM and MF results show a comparable prediction of the fiber
orientation of specimen B2. The quantitative comparison between A11,CT , A22,CT , A33,CT
and A11,CM, A22,CM, A33,CM shows a sufficient prediction of the fiber orientation, Table 4.
In this context, the comparison between A11,CT , A22,CT , A33,CT and A11,MF, A22,MF, A33,MF
shows an increased deviation due to the insufficient prediction quality of A33,MF.

 

Figure 10. Experimental (CT) and simulative (CM, MF) components of the fiber orientation tensor
Aij plotted over normalized position for PPAGF50 at component level (B1–B2).

A parametrical study of the coefficient tensor CNC,2
i,CM shows, that the prediction quality

of the fiber orientation can be improved at the plate level. The phenomenological coef-
ficients of the optimized coefficient tensor CNC,2

i,CM are redefined as αK = 0.11, αR = 0.9,
βR = 0.05 Figure 11 shows the CT and CM fiber orientation tensors for the optimized
coefficient tensor CNC,2

i,CM of the PPAGF50 material at plate level. Figure 11 shows that the
prediction quality of the CM results of the boundary and middle layer is sufficiently im-
proved. Furthermore, the comparison between A11,CT , A22,CT to A11,CM, A22,CM confirms
that the prediction quality of the fiber orientation can be optimized, as shown in Table 5.

Table 4. Relative deviation provided in [23,50]. Figure averaged orientation tensors from experiment
Aij,CT and simulation Aij,CM, Aij,MF of PPAGF50 on component level (B1–B2).

Comp.

Nr.
B1 B2 Average

A11,CT → A11,CM 9.7% 10.9% 10.3%
A22,CT → A22,CM 14.1% 15.3% 14.7%
A33,CT → A33,CM 14.6% 33.1% 23.9%

A11,CT → A11,MF 28.2% 12.6% 20.4%
A22,CT → A22,MF 21.8% 18.6% 20.2%
A33,CT → A33,MF 276.9% 417.6% 347.2%
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Figure 11. Experimental (CT) and simulative (CM) components of the fiber orientation tensor Aij

plotted over normalized position for PPAGF50 at plate level (P1–P5) in optimized condition CNC,2
i,CM .

Table 5. Relative deviation of the averaged orientation tensors from experiment Aij,CT and simulation

Aij,CM of PPAGF50 on plate level (P1–P5) in optimized condition CNC,2
i,CM .

Comp.

Nr.
P1 P2 P3 P4 P5 Average

A11,CT → A11,CM 10.1% 11.2% 15.9% 9.0% 9.5% 11.2%
A22,CT → A22,CM 29.4% 43.2% 49.1% 29.0% 23.4% 34.8%
A33,CT → A33,CM 49.0% 40.9% 40.5% 27.8% 43.0% 40.2%

Next, the robustness of the CM simulation for PPAGF50 with optimized coefficient
tensor CNC,2

i,CM is tested on the component level, as shown in Figure 12. Specimen B1 shows
higher deviations between CT and CM results in the expression of the middle layer. Further-
more, the comparison between the CT and CM results at specimen B2 shows significantly
higher deviations. This is due to the significant adjustment of the alignment factor αK
which leads to a higher deviation between CT and CM results, as shown in Table 6. In
summary, it can be shown that an optimized coefficient tensor at the plate level does
not necessarily constitute an improved prediction quality of the fiber orientation at the
component level. Thus, limits of the calculation method of the fiber orientation and the
modeling in injection molding simulation are reached. The default values of the initial
coefficient tensors CNC,S

0,CM and COC,S
0,MF are therefore considered as balanced optimum for
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the calculation of the fiber orientation at plate and component level with an averaged
relative deviation of

(
Aij,CT → Aij,CM

)PA66
= 19.2%,

(
Aij,CT → Aij,MF

)PA66
= 67.1% and(

Aij,CT → Aij,CM
)PPA

= 24.1%,
(

Aij,CT → Aij,MF
)PPA

= 116.6%. This is an expected re-
sult since the suppliers of the material databases provide an extensive optimization of
the phenomenological fiber interaction coefficient tensors, see [8,43]. If a significantly
increased prediction quality of the simulative fiber orientation is necessary, case-specific
optimizations of the component in injection molding simulations are required.

 

Figure 12. Experimental (CT) and simulative (CM) components of the fiber orientation tensor Aij

over normalized position for PPAGF50 at component level (B1–B2) in optimized condition CNC,2
i,CM .

Table 6. Relative deviation of the averaged orientation tensors from experiment Aij,CT and simulation

Aij,CM of PPAGF50 on component level (B1–B2) in optimized condition CNC,2
i,CM .

Comp.

Nr.
B1 B2 Average

A11,CT → A11,CM 12.4% 31.7% 22.1%
A22,CT → A22,CM 18.6% 45.1% 31.9%
A33,CT → A33,CM 14.6% 33.1% 23.9%

Finally, the influence of the process–structure coupling is investigated. Thereby, the
Kullback–Leibner divergence between the experimental and simulative orientation distri-
bution is evaluated. The Kullback–Leiber divergence represents the similarity between
probability distributions. Thus, low divergence equals a high similarity and vice versa. For
simulative reconstruction of the orientation distribution, the maximum entropy method
(MEM) is used. Further information on the Kullback–Leiber divergence and the MEM is
provided in [23,50]. Figure 13 shows Kullback–Leibner divergences DKL between CT, CM
and MF fiber orientation distribution for PA66GF50 and PPAGF50 at the component level
(B1–B2) plotted over the layers of the FE model. Figure 13 shows that the CM results at
10 layers have the smallest deviation compared to the CT results. In comparison, the devia-
tion of the MF results at 10 layers is significantly increased due to a high deviation between
A33,CT and A33,CM. Furthermore, this influence is more pronounced for the PPAGF50.
By reducing the number of layers in the process–structure coupling, the transferred fiber
orientation content is reduced. This leads to an increased deviation between experimental
and simulated fiber orientation distribution. In general, from 10 layers to 1 layer, there
is an increased deviation due to a loss of fiber orientation content originating from the
injection molding simulation. This is due to the process–structure coupling. By reducing
the number of FE layers, a weighted average of the simulative fiber orientation tensors
from the injection molding simulation is transferred. This averaging method significantly
influences the deviation regardless of the material, the specimen position and the type of
injection molding simulation.
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Figure 13. Kullback–Leibner divergences DKL of the fiber orientation tensors of the simulation
Aij,CM, Aij,MF compared to the experiment Aij,CT of the PA66GF50 (black) and PPAGF50 (grey) on
component level (B1–B2) and plotted over the number of layers of the FE-model.

3.2. Experimental and Simulative Structural Dynamics Investigations

Figure 14 shows the experimental FRF of the PA66GF50 and PPAGF50 engine bracket.
The first relevant mode shape in the frequency range between 400–500 Hz corresponds to a
global torsional mode, as shown in Table 7. Due to the higher stiffness of the PPAGF50, the
resonance frequency of the torsional mode is shifted by 6.0% towards higher frequencies
compared to the PA66GF50. Furthermore, the amplitude is increased by 5.7% due to
the lower damping of the PPAGF50. A comparison via the Modal Assurance Criterion
(MAC) shows comparability of 90.2% between the experiments. Above 1900 Hz, the second
relevant mode shape is a global bending mode of the engine bracket, as shown in Table 7.
Comparable to the first mode shape, the higher stiffness of the PPAGF50 leads to a shift of
the resonance frequency by 5.5% towards higher frequencies. However, compared to the
previous trend, the amplitude of the PPAGF50 is 61.3% lower than the PA66GF50. It can
be assumed that the frequency-dependent structural damping is more pronounced than
the material damping. This assumption is reliable by the fact that the MAC analysis shows
comparability of 82.6% only. A similar comparison can be shown for the third relevant
mode shape, a local surface vibration, as shown in Table 7.

Comparable to the second mode shape, the PPAGF50 shows a stiffer behavior and
higher structural damping. Thus, the resonance frequency is shifted by 5.1% towards higher
frequencies and the amplitude is 40.3% lower compared to the PA66GF50. Furthermore,
the MAC analysis shows comparability of only 69.9%. This results in significantly different
mode shapes. Pronounced mixed, local mode shapes characterize frequency ranges above
2300 Hz. A definite evaluation and interpretation of the resonance peaks are no longer
ensured. Following, the three identified resonances according to Table 7 are used for further
comparison with the simulation. Considering the deviations between the experimental
results, it is assumed that not only a superposition of material and component proper-
ties occurs, but also the overall structure influences the results, see Section 2.3, Figure 5
and [21,46,51]. Thus, the experimental structural dynamics investigations represent a trend
and not an exact behavior.
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Figure 14. Experimental FRF of the modal analysis of the PA66GF50 and PPAGF50 engine bracket.

Table 7. Experimental mode shapes with resonance frequency, amplitude and MAC value of the
modal analysis of the PA66GF50 and PPAGF50 engine bracket.

Mode-Shape with Relative Displacement [-]

 
MIN.                                                 MAX. 

Resonance
Frequency [Hz]

Ampl. Res.
Frequency [m/s2/N]

MAC
Value [%]

Global torsion
+180°                          0°                    180° 

               

PA66GF50
419

PA66GF50
34.4

90.2

PPAGF50
446

PPAGF50
36.5

Global bending
+180°                          0°                    180° 

             

PA66GF50
2011

PA66GF50
63.1

82.6

PPAGF50
2128

PPAGF50
39.1

Local surface
+180°                          0°                    180° 

             

PA66GF50
2172

PA66GF50
40.6

69.9

PPAGF50
2287

PPAGF50
29.0

Concerning the proposed approach of Section 2.3 and the results of Section 3.1, more
than six elements over the thickness do not lead to an increase in the fiber information
content in the FE model, as shown in Figure 13. Furthermore, the engine bracket in the
simulation is considered with a discretization between 1 to 6 element layers over the
component thickness in this results section. The evaluation of the FRF of the simulations
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in the relevant frequency range allows the identification of the mode shapes, as shown
in Table 8. Comparable to the experiment, the relevant global torsion and bending mode
of the engine bracket can be identified in the simulation. Both in the simulation with
fiber orientation from CM and MF results, a high MAC value can be verified for all
layers. Furthermore, local surface mode shape can also be identified. However, with an
average MAC value of 74.0%, the simulation shows noticeable differences compared to
the experiment. Nevertheless, a comparison of all performed simulations with numerical
fiber orientation from CM and MF results is sufficient. The evaluation of the simulations
of the PPAGF50 engine bracket provides comparable mode shapes and MAC values for
all layers. Corresponding to the experiments, this is an expected result, as the stiffness,
damping and viscoelasticity of the PPAGF50 cause a shift in the resonance frequency and
amplitude. Thus, the mode shape is only slightly affected. Furthermore, the mode shapes
and MAC values of the simulation of the PPAGF50 engine bracket are not displayed.

Table 8. Mode shapes of the structural dynamics simulation and MAC values in comparison to the
experiment of the PA66GF50 engine bracket.

Mode-Shape

 
MIN.                                                 MAX. 

Sim. MAC Value [%]

Global torsion
+180°                          0°                      180° 

              

CM

1 Layer
89.4

2 Layer
89.6

3 Layer
90.1

4 Layer
90.5

5 Layer
90.4

6 Layer
91.6

MF

1 Layer
87.9

2 Layer
89.8

3 Layer
89.2

4 Layer
90.6

5 Layer
90.1

6 Layer
90.2

Global bending
+180°                          0°                      180° 

             

CM

1 Layer
82.4

2 Layer
82.7

3 Layer
83.8

4 Layer
83.8

5 Layer
84.1

6 Layer
84.7

MF

1 Layer
80.8

2 Layer
80.1

3 Layer
80.7

4 Layer
80.4

5 Layer
80.6

6 Layer
81.3
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Table 8. Cont.

Mode-Shape

 
MIN.                                                 MAX. 

Sim. MAC Value [%]

Local surface
+180°                          0°                      180° 

            

CM

1 Layer
73.9

2 Layer
73.9

3 Layer
74.8

4 Layer
73.9

5 Layer
74.2

6 Layer
75.1

MF

1 Layer
73.7

2 Layer
73.6

3 Layer
73.0

4 Layer
73.9

5 Layer
73.1

6 Layer
74.9

Figure 15 shows the experimental FRF of the PA66GF50 engine bracket compared to
the structural dynamics simulation with fiber orientation tensor of the CM and MF results.
Figure 15 shows for the global mode shapes (torsion, bending) the highest deviation of
the FRF from the simulation with 1 layer compared to the experiment. This applies to the
simulations with CM and MF fiber orientation, as shown in Table 9. This shows a good
correlation to the deviations with a process–structure coupling of the fiber orientation, as
shown in Figure 13. This trend is continued for a simulation with 2 and 3 layers. Thereby,
increasing the number of layers generates an increased fiber orientation content and thus
reduces the deviation between experimental and simulated FRF. Contrary, increasing the
number of layers to 4 and 5 using the CM results shows a slight increase in the deviation
between experimental and numerical FRF. It can be assumed that increases in the deviations
are due to the weighted averaging of the orientation tensor in the process–structure cou-
pling, see [1]. Further, this influences the material modeling and the structural dynamics
simulation, as shown in Figure 6. However, by increasing the number of layers to 6, a
reduction in the deviation between experimental and numerical FRF can be shown, using
both the CM and MF results.

Table 9. Relative deviation of frequency and amplitude between simulations and experiment of the
PA66GF50 engine bracket for identified mode shapes with fiber orientation from CM and MF results.

Mode Shape
Sim.

Layer
1 2 3 4 5 6

Relative deviation frequency [%]
Relative deviation amplitude [%]

torsion
CM 9.2

46.0
8.8

41.7
7.2
41.3

7.6
42.8

7.6
43.0

6.7
39.5

MF 8.0
34.6

7.2
42.1

7.4
45.1

6.8
42.1

7.2
40.9

6.1
36.2

bending
CM 5.4

33.8
4.9

44.5
3.1

48.6
3.7

52.3
3.7

50.3
2.7

35.9

MF 2.1
28.5

1.6
38.8

1.6
34.2

1.4
41.4

1.6
39.4

0.6
25.4

surface
CM 1.2

27.1
0.7

21.3
0.4
42.0

0.4
38.4

0.4
44.4

0.6
45.1

MF 1.2
12.1

1.7
5.1

1.7
7.8

1.9
10.3

1.7
8.4

0.7
13.8
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Figure 15. Experimental (EXP) and simulative (CM, MF) FRF of the structural dynamics investigations
of the PA66GF50 engine bracket. Simulations are plotted as a function of used FE-layer (L).

A comparative evaluation of the local mode shape (surface) shows an inverse trend
of the deviation when increasing the number of layers from 1 to 6, as shown in Figure 15
and Table 9. By increasing the number of layers, the boundary and middle layer of the
fiber orientation are more pronounced in the process–structure coupling. Weighted over
the component thickness, this leads to a reduction of the stiffness in the material model.
As a result, the entire FRF shifts towards lower frequencies. The influence of the material
modeling applies to both the local and the global structural dynamics phenomena and
shows a good correlation to existing material modeling studies, see [4,7,15,21].

Figure 16 shows the experimental FRF of the PPAGF50 engine bracket compared to the
simulation with fiber orientation tensor of CM and MF. Figure 16 shows that the simulation
with CM results in the global torsion mode that increasing the layers from 1 to 6 leads to
a shift in the resonance frequency. Thereby, increasing the layers improves the mapping
of the fiber orientation, which positively affects the stiffness and damping of the material
model. Furthermore, it can be shown that the simulations with 6 layers allow the best
prediction of the structural dynamics, as shown in Table 10. However, this is not the case
for the simulations with MF results. Thereby, the increase of layers leads to an increase
in the deviation between experiment and simulation. Again, the fiber orientation of the
MF results affects the stiffness and damping of the material model. The evaluation of the
global bending mode and local surface mode shows a comparable trend for the CM and MF
results. Increasing the layers reduces the deviation between simulated and experimental
FRF, as shown in Figure 16 and Table 10. However, side resonances are formed in the
simulation, which cannot be identified in the experiment. The influence of a high local
deviation between experimental and simulated fiber orientation becomes significant and
leads to different local stiffness and damping in the material model.
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Figure 16. Experimental (EXP) and simulative (CM, MF) FRF of the structural dynamics investigations
of the PPAGF50 engine bracket. Simulations are plotted as a function of used FE-layer (L).

Table 10. Relative deviation of frequency and amplitude between simulations and experiment of the
PPAGF50 engine bracket for identified mode shapes with fiber orientation from CM and MF results.

Mode Shape
Sim.

Layer
1 2 3 4 5 6

Relative deviation frequency [%]
Relative deviation amplitude [%]

torsion
CM 1.4

8.8
0.4

46.2
1.5
44.1

0.8
45.0

0.4
43.0

0.1
41.2

MF 2.3
43.7

1.9
42.5

1.9
41.8

2.4
42.9

2.6
41.7

2.9
38.6

bending
CM 3.7

45.5
2.7

42.8
1.0
42.4

0.4
38.2

0.1
36.9

0.6
33.6

MF 2.2
47.0

2.5
46.0

2.4
46.7

1.8
41.1

1.6
39.9

1.3
36.8

surface
CM 3.4

38.5
2.4

35.4
0.2
31.9

0.6
34.1

1.0
32.8

1.5
29.2

MF 2.7
42.0

3.1
40.9

3.1
43.6

3.1
50.3

2.9
49.3

2.6
46.7

Concerning existing works of literature, the results of this research significantly show
the importance of reproducibly describing the boundary conditions of the injection molding
simulation, the process–structure coupling and the material modeling. With the used frame-
work of the integrative simulation, relative averaged deviations of 2.8% in the frequency
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and 38.0% in the amplitude of the FRF can be proven in the structural dynamics simulation,
as shown in Tables 9 and 10. Furthermore, it can be shown that high deviations between
experimental and simulative fiber orientation tensors can lead to a sufficient prediction
of the structural dynamics simulation. This can be verified for global and local structural
dynamics phenomena.

4. Conclusions

This contribution investigates the influence of fiber orientation from injection molding
simulation on the structural dynamics simulation of the short-fiber reinforced thermoplastic
components, e.g., engine brackets made of PA66GF50 and PPAGF50. The Advani–Tucker
Equation with rotary diffusion approach and phenomenological fiber interaction coefficient
tensor was used to calculate the numerical fiber orientation. The comparison of the exper-
imental and simulative fiber orientations shows a sufficient prediction of the PA66GF50.
Optimizations of the interaction coefficients on the plate and component level constitute no
further improvements. On the other hand, optimizations of the interaction coefficients of
the PPAGF50 on the plate level lead to an improvement and, on the component level, to
an insufficient prediction of the simulative fiber orientation compared to the experiments.
Simulations of the structural dynamics of the PA66GF50 and PPAGF50 engine bracket show
that increasing the layers over the component thickness of the model leads to an improved
prediction quality compared to the experiment. This can be shown for global and local
structural dynamics phenomena. However, from a simulative point of view, the differ-
ence in the FRF with different layers is significantly smaller than the loss of information
of the fiber orientation due to a process–structure coupling. In summary, the following
conclusions can be derived:

• Optimizing the fiber interaction coefficients at the plate level does not necessarily
impose an improved prediction at the component level.

• The process–structure coupling significantly influences the transferred fiber orientation
content with the corresponding number of layers.

• Simulative fiber orientations with high deviation compared to the experiments can
provide a sufficient prediction in structural dynamics simulation.

• The prediction quality of the structural dynamics simulation is slightly affected by the
fiber orientation and significantly by the corresponding material model of stiffness,
damping and viscoelasticity.
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Abstract: Additively manufactured parts play an increasingly important role in structural appli-
cations. Fused Layer Modeling (FLM) has gained popularity due to its cost-efficiency and broad
choice of materials, among them, short fibre reinforced filaments with high specific stiffness and
strength. To design functional FLM parts, adequate material models for simulations are crucial, as
these allow for reliable simulation within virtual product development. In this contribution, a new
approach to derive FLM material models for short fibre reinforced parts is presented; it is based
on simultaneous fitting of the nine orthotropic constants of a linear elastic material model using
six specifically conceived tensile specimen geometries with varying build direction and different
extrusion path patterns. The approach is applied to a 15 wt.% short carbon-fibre reinforced PETG
filament with own experiments, conducted on a Zwick HTM 5020 servo-hydraulic high-speed testing
machine. For validation, the displacement behavior of a geometrically more intricate demonstrator
part, printed upright, under bending is predicted using simulation and compared to experimen-
tal data. The workflow proves stable and functional in calibration and validation. Open research
questions are outlined.

Keywords: short fibre reinforced plastics; SFRP; fused layer modeling; FLM; fused deposition
modeling; FDM; material models; simulation

1. Introduction

1.1. Motivation

Additively manufactured parts for structural applications have gained importance
in recent years in both research and industrial applications, shifting from models and
prototypes towards end use parts and products [1,2]. This development is accompanied by
the need for suitable processes and materials as well as reliable simulation models, as the
Design for Additive Manufacturing (DfAM) pre-process is largely based on virtual product
development [2,3]. Through virtual product development, fulfilment of requirements and
an efficient development process can be ensured preceding the physical product [4].

In terms of material choice, especially fibre reinforced polymers (FRP) have gained
importance due to their favourable specific stiffness and strength and wide range of appli-
cations [5–12] while their material costs in AM can be lower than for metal AM materials,
although overall cost including machining and labour has to be considered [13]. Concern-
ing the choice of FRP, Such et al. [14] cite a patent [15] which considers short FRP a “sweet
spot” between mechanical performance (best: endless fibre) and manufacturability (best:
no fibre at all). Both short fibre and endless fibre FRP can be manufactured using the Fused
Layer Modeling (FLM) process, which allows for higher design freedom when compared
to other FRP-capable processes such as Laminated Object Manufacturing (LOM; limited
fibre orientation capabilities) or stereolithography (SLA; very limited fibre orientation capa-
bilities and low fibre weight fraction, only with short fibre FRP) [16]; moreover, correlating
with low material costs, FLM is commonly more readily available when compared to other
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AM processes such as Laser Sintering (LS). For these cost-efficiency, mechanical property
and design freedom reasons, this contribution focuses on the derivation and application of
material models for short fibre FRP FLM-printed structural parts. To introduce the principle
of FLM, the hot-end of a FLM printer and its schematic illustration is given in Figure 1a.
Extrusion beads of heated thermoplastic filament are laid side-by-side on a printing plat-
form, initially; and on top of preceding layers, subsequently. In-plane orientation of beads
is divided into contours (outer border walls) and infill (inner structure between border
walls). Overhangs are upheld by support structures which are removed after printing.

  
(a) (b) 

NozzleNozzle

Filament

Heating

Cooling

Printing
direction

Contour

InfillI filll
Support

Negative Air Gap Elliptic geometry
model

Mesoscale
models

a
b

y 
x

z

┴y┴z

Void

Figure 1. FLM printing: (a) Photo of short 15 wt.% carbon-fibre reinforced PETG-CF15 getting printed
on a Raise3D Pro2 Plus (left) and corresponding schematic of FLM hot-end (right); (b) Illustration of
various current FLM material modeling approaches as described in the text.

1.2. State of the Art and Objectives

For the effective design of structural parts, several attempts have been made to enable
simulation-based design, which predominantly address the mechanical characterization of
standard test specimens, mostly tensile testing, to derive a certain set of material parameters.
The following section provides an overview of existing approaches.

There has been broad research in the mechanical characterization of FLM test specimen
which to a large extent focused on unreinforced polymers, mostly acrylonitrile butadiene
styrene (ABS). Montero, Ahn et al. [17] in 2001 scrutinized ABS tensile specimen with
various geometries for material characterization and compared these FLM results with
injection-molded samples. FLM samples yielded 65–72% of the strength of injection-molded
parts. Furthermore, from testing experience, build rules for FLM parts were derived:
(1) tensile loads should be carried axially along the “fibres”; (2) radii shall be built using
contours (instead of lines/grid rasters); (3) negative air gap (bead overlap), Figure 1b, in-
creases strength and stiffness (air gap larger than −0.002 inches, i.e., 0.0508 mm); (4) “Shear
strength between layers is greater than shear strength between roads” [17]; and (5) bead
width and temperature do not affect strength, but have to be considered concerning build
time, surface quality and wall thickness. In the following year 2002, Ahn, Montero et al. [18]
published a contribution concerning the anisotropic material properties of FLM ABS. The
air gap, road width, model temperature, ABS color and raster orientation were varied and
their influence on mechanical properties (tensile and compressive strength) studied; this
led to a complement to their building rules: (6) Tensile loaded area tends to fail easier
than compression loaded area (later tests indeed showed a tendency towards that, how-
ever, there is variation in results [19–21]). A large impact of FLM process parameters on
mechanical properties was also found by Pei et al. [22] as well as Ning et al. [10], largely
confirming Ahn and Montero’s build rules, though Ning et al. additionally point out that
there is a sweet spot in printing temperature: a temperature too low provokes weak layer
interbonding, while a temperature that is too high implicates more pores, decreasing tensile
properties. Li et al. [23] proposed a geometrical ellipse-based theoretical material model for
FLM parts, which was successfully validated using tensile tests (3.1 to 7.1% of deviation

226



J. Compos. Sci. 2022, 6, 101

between material model and experiment). This model accounts for voids produced by the
FLM process, Figure 1b, and is, in turn, based on a Stratasys® ABS P400 material model
by Matas et al. [24]. Bellini et al. [25] proposed a method to derive orthotropic material
models for FLM parts with pre-defined infill rasters of [0◦ 90◦ +45◦ −45◦] and Delaunay-
Triangulation based “domain decomposition” infill. This method (which will be adapted
and altered later in this contribution) is based on different build-up and infill orientations
in six specimen geometries to derive the nine orthotropic material constants. Domingo-
Espin et al. [26] also used Bellini’s orientation for a [+45◦ −45◦] infill and validated the
method successfully with a hook-like geometry made of polycarbonate (PC). The authors
pointed out, however, that the quality of fit of the orthotropic model depends on build
orientation and even proposed an isotropic material model for certain cases. Rodríguez
et al. [27] proposed a unit-cell based mesoscale method to model FLM-printed ABS and
validated their model with less than 10% deviation from experiment. Lee et al. [28] also
used ABS to compare FLM, 3D printing (ink jet based) and “nano composite deposition
system” (mechanical micro machining included) concerning raster orientation, air gap,
bead width, color, and model temperature with focus on compression strength under
different build directions (axial and transverse). Compressive strength for FLM was found
to be 11.6% higher for axially than for transversely printed specimen. Other, more recent
research on unreinforced FLM specimen encompasses Cantrell et al. [29], who included
digital image correlation (DIC) in their tensile testing of different infill lay-ups ([+45 −45],
and [0 90]) of FLM ABS specimen. It was found that there is little effect of these stacking se-
quences on Young’s modulus and Poisson’s ratio; however, shear modulus and shear yield
strength were largely affected with variation between results ranging up to 33%. Specimen
made of PC behaved similarly; specimen printed upright (tension direction orthogonal
to layers), on-edge (flat, but flipped 90◦ along the longest axis) and flat (tension direction
parallel to layers) produced variations of similar magnitude [29]. A Finite Element (FE)-
mesostructural model for ABS P400 was conceived and applied by Somireddy et al. [30].
The positive impact of a negative air gap was confirmed therein (“tightly packed”) and a
Classical Laminate Theory (CLT)-model was derived to be applied on a 2D FE model of a
component. Sheth et al. used a representative volume cell simulation approach with 4 by
4 roads (extrusion beads) and tested this model under varying angles from 0◦ in steps of
15◦ to 90◦, which showed very good accordance.

Addressing short carbon-fibre reinforced ABS with varying fibre weight percentage
(10, 20, 30 and 40 wt.%), Tekinalp et al. [31] found that there is up to 91.5% alignment
of fibres in printing direction which leads to significant tensile strength and stiffness
increases against unreinforced specimen (+115% and +700%, respectively). The authors
also reported nozzle clogging above 30 wt.% fibre content and intensely scrutinized the
effect of short fibre reinforcement on voids in and between beads; within beads, voids
increased, between beads, voids decreased. These benefits of using FRP within the FLM
process sparked interest and further research: Duty et al. [32] scrutinized Big Area Additive
Manufacturing (BAAM, nozzle diameter 2.5–7.6 mm instead of the more commonly used
0.2–0.8 mm in FLM) with 13 wt.% short carbon fibre reinforced ABS; anisotropy, stiffness
and strength were again increased significantly when compared to unreinforced polymers.
A comprehensive overview of various fibre-matrix combinations with different fibre weight
fractions was given by Brenken et al. [7]. Mostly, axial to transverse (plane, i.e., within
printer platform) stiffness and strength are listed, except for interlayer stiffness and strength
by Love et al. [33] For completeness, it is stated that further reviews on 3D printing of FRP
have been written by Kabir et al. [11] and Parandoush et al. [16].

To conclude, it can be stated that current specimen-based research largely focuses
on comparison between axial and transverse tensile properties (largely within the printer
platform plane) or the transfer of specifically built specimen properties (e.g., individual
lay-ups in infill) to rather geometrically limited FLM parts. Other approaches include
mesoscale models, whose applicability to more complicated geometries and infill patterns,
which exploit the large DfAM design freedom, is yet to be shown; and/or 2D models,
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which may be questionable in case of large through-thickness stresses. A more general
approach for deriving material models and transferring these to arbitrary geometries seems
necessary to enhance practical applicability and flexibility.

1.3. Objectives and Novelty of This Contribution

This contribution therefore intends to meet the following objectives: (a) Provide a
systematic approach to FLM FRP material characterization, which is also transferable to
more complicated part geometries, including calibration and validation; (b) Simultaneous
fitting of an orthotropic material model (nine constants with moduli and Poisson’s ratios)
for arbitrary lay-ups in infill instead of pre-defined infills and (c) scrutiny of the fitting
by comparison of orthotropic material model results, which are obtained from calibration
within a certain range of error to the experiments, during validation to analyse the effectivity
of the method.

The novelty of the work is, firstly, that the z-direction of the printed layer structure is
also to be investigated in detail. Secondly, the consideration of component experiments for
the validation of the material models is a particular feature of this research. Multiaxial stress
states and orthotropic properties are considered during validation. Such investigations
have rarely been published before, but promise to offer a great value to enhance the practical
applicability of the derived material models.

2. Materials and Methods

Figure 2 presents the overall methodology of this contribution, which consists of four
steps: specimen concept and printing (1), experiments (2), fitting of the orthotropic material
model (3) and validation simulation/experiment (4).

 

Orthotropic FLM simulation

Specimen concept & 
printing

Experiments
(Calibration / 
Validation)

Fitting of
orthotropic
constants

Simulation of
validation

experiment

Figure 2. Overarching methodology of this contribution.

In the first step, specimens are conceived, which are intended to reflect the orthotropic
constants, such as a longitudinally printed 0◦ tension rod for Young’s modulus Ex parallel
to the extrusion beads in axial direction. With these, calibration experiments are conducted
(2) which yield force, displacement, stress and strain results. These results, in turn, are
used to fit the orthotropic material model parameters of the specimens’ FE simulation
models simultaneously for all geometries/infill patterns (3). The orthotropic material
model is then applied for validation of the results using a different geometry (“XX-rib”): an
orthotropic simulation model fully depicting internal extrusion paths is compared to the
force-displacement curve derived from the validation experiment.

2.1. Specimen Geometry, Slicing and Printing

Figure 3a presents the specimen geometry used, which is a Becker tensile bar and can
be used for both high-speed and quasi-static testing [34,35] and thus allows for flexibility for
further extensions towards high-speed testing. In this contribution, only quasi-static testing
is performed. Experiments at elevated strain rates and in the fatigue range have already
been successfully carried out in [36,37] on injection-molded SFRP with this specimen
geometry. The tensile bars have a thickness of 4 mm so these can be tested on testing
equipment with a higher force range.

228



J. Compos. Sci. 2022, 6, 101

  
(a) (b) 

Primarily

00°
909090° 454545°

Flat Flat FlatUpright Upright 45° Upright 45°

00°

909090°

Figure 3. Specimen geometries: (a) Becker specimen, technical drawing; (b) Specimen alignment and
infill and their allocation to orthotropic constants, sliced by Raise3D ideaMaker software [38].

The orientation on the build platform and infill of the specimen are an extension of
the work by Bellini et al. [25]. Six specimens are used overall, Figure 3b:

• The tensile bar is printed flat on the printing platform with longitudinal infill (Flat 0◦,
F0◦ in the following), intended to primarily yield Young’s modulus in longitudinal
direction Ex;

• Same orientation, but with perpendicular infill (F90◦) for Young’s modulus in perpen-
dicular direction in-plane Ey;

• Upright position with infill printed in the same direction as F90◦, thus called Upright
90◦ (U90◦), intended to explain interlayer modulus Ez;

• Flat printed position with 45◦ infill within plane (F45◦) for shear modulus Gxy;
• Diagonally printed position (45◦ to plane) with parallel infill to walls, thus called

U45◦-90◦ for shear modulus Gyz;
• And diagonally printed position, yet with perpendicular infill to walls (like F0◦), thus

called U45◦-0◦ for shear modulus Gxz.

Thus, for all specimens, 0◦-direction in infill is used when a Young’s modulus or shear
modulus concerning the x-direction of the material model is to be calibrated; 90◦ in infill for
y-direction; and 45◦ in in-plane infill or build orientation for shear. For each tpecimen, a FE
simulation depicting both outer geometry and infill is set up using the approach presented
by the authors [39]. This process is described in Section 2.2.

The specimens were printed on a Raise3D Pro2 Plus FLM printer using a 0.6 mm nozzle
(instead of smaller nozzles, to avoid clogging by short fibres) at 254 ◦C nozzle and 60 ◦C
build plate temperature. Infill extrusion width percentage was 105% (overlap/negative
air gap). As printer filament, 1.75 mm FormFutura CarbonFil (15 wt.% short carbon fibre
reinforced PETG [40]) filament was used. Support and wall/infill structure were both
printed using CarbonFil and separated manually. Printing speed was 40 mm/s for most
parts and reduced to 20 mm/s for upright samples. Both calibration (tensile) and validation
(XX-rib) specimens were printed with this same slicing template.

2.2. Simulation and Fitting of Orthotropic Material Parameters

The setup of the specimen simulations is based on two inputs: First, the real, printed
Becker samples are measured in each dimension (length, width, height) and the mean over
each specimen geometry’s samples dimensions is calculated (one length, width, and height
for each specimen geometry F0◦, F90◦, U90◦, F45◦, U45◦-90◦ and U45◦-0◦, respectively).
CAD models with this real geometry are created–not of the nominal geometry; thus, later
FE models fit the real geometries appropriately. Second, for each geometry, the building
source (G-Code) from the slicing software is used as an input for the mapping of inner
material trajectories. A FE model is set up with in-plane element size aligned with printed
beads width (for the 0.6 mm nozzle utilized this is approximately 0.6 mm). Element layer
heights in z-direction, in turn, correspond to printed layer heights of 0.2 mm. Thus, infill
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orientation can be depicted properly. Boundary conditions and loads are configured as
in the physical experiment (fixed at the bottom, given displacement at the top area on
both sides of the tensile bar). The final, mapped FE model for F0◦ is presented in Figure 4
alongside the extrusion paths from building source (outer walls in red, inner walls in green,
infill in yellow).

 

FE modelBuilding Source

10 mm

Layer height
0.2 mm

Figure 4. Building source (G-Code, left) mapped to FE model (right) for the first specimen (F0◦)
using the approach presented by the authors [39].

The mapping of the extrusion paths from building source to the FE mesh show
accordance in the areas of both wall (red/green) and infill (yellow). The same procedure
is repeated for all other specimen orientations and infill patterns, as presented again
exemplarily for F45◦ in Figure 5.

FE modelBuilding Source

10 mm

Layer height
0.2 mm

Figure 5. Building source (G-Code, left) mapped to FE model (right) for the fourth specimen (F45◦)
using the approach presented by the authors [39].

Based on the six simulations, a fitting workflow is established, Figure 6. All specimen
simulations are fed by the same orthotropic material model with its nine constants, which
at the same time constitute the design variables for fitting.
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Figure 6. Fitting method in detail: F = flat, U = upright specimen as in Figure 3.

For each of the specimen simulations, ten equidistant force-displacement-pairs, lon-
gitudinal strain-displacement-pairs, and transverse strain-displacement pairs (overall
3·10 = 30 pairs) are extracted as outputs and compared to the averaged correspond-
ing pairs of the respective experiments. The method to select these ten force-displacement
pairs follows the steps below:

• Average the experiment data to obtain one force-displacement, one longitudinal strain-
displacement, and one transverse strain-displacement curve for each of the six samples
(18 curves total).

• Find the linear parts of the curves (from displacement = 0 to the end of the linear
part), for reference of the experimental data see the results section (Section 3). This
is done to allow the linear elastic model to fit to the actual linear section of the curve.
To obtain this linear limit, the following steps were taken and are proposed as a
solution: (1) Smooth the average curve by a moving average of 10 measurement
pairs; (2) Calculate the slope between each curve point and its predecessor dy/dx;
(3) Calculate the curvature by calculating the “slope’s slope”, in turn; and (4) find the
first occurrence where the percentage difference in curvature is smaller than a certain
threshold (here, 0.75% were used arbitrarily). The threshold depends on the desired
“strictness” of linearity; the smaller, the stricter. To avoid considering the initial, rather
noisy data within the first part of the experiment, the linearity detection starts after
10% of the experiment curve data. (4) Finally, 10 equidistant displacement points
are selected from the linear span of deformation [slin,min; slin,max]. Using a mapping
function, the closest (minimum-difference) data pairs from the averaged, but still
discrete experiment data are selected.

Results of this method for stress-strain curves are depicted in Figure 7 for the six
specimen and in detail for U90◦ (right). Detected linear curve segments are shown as
red-dashed lines, the equidistant value pairs scattered as red “x” markers.

St
re

ss
 in

 M
Pa

Strain in %

F0° F90° U90°

F45° U45°-90° U45°-0°

Figure 7. Results of the detection of linear area within experimental averaged results.
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Concerning the fitting itself, for each specimen an error measure between simulation
and experiment curves is calculated for later comparison of fitted material models. Mean
Absolute Percentage Error (MAPE) is selected as error measure, as it allows condensation
of individual errors into one aggregate number per geometry and pair category (that is,
three error measures per specimen, for reaction force, longitudinal, and transverse strain,
respectively; 6·3 = 18 error measures in total) and does not “average out” negative and
positive deviations between simulation and experiment, as simple Mean Percentage Error
(MPE) would. At the same time, the percentage error is independent of scale, which
is important as strains are much smaller in absolute terms than forces. Overall fitting
target is then to minimize the unweighted average of all error measures. That omission
of weighting implies that equal importance is paid to all specimen geometries and their
quantitative results (force, longitudinal/transverse strains). Fitting of the strains alongside
force-displacement further allows to calibrate the Poisson’s ratios of the orthotropic material
model in addition to the Young’s and shear moduli. An overview of the aggregation
approach is finally presented in Figure 8.

 

F0°

s-F s- s-

F90°

s-F s- s-

U90°

s-F s- s-

F45°

s-F s- s-

U45°-90°

s-F s- s-

U45°-0°

s-F s- s-

Mean Absolute Percentage Error (6∙3 = 18) – MAPE

Minimize: Mean of 18 MAPEs

Figure 8. Fitting: Aggregation of error measures in detail.

For fitting of the material parameters, response surface based optimization from
ANSYS Software [41] is used with the built-in multi-objective genetic algorithm (MOGA)
for optimization. Force value “tolerance” for target value search in the algorithm was
set to 10 N (<1% of expected force values), strain tolerance to 0.01% (<1% of expected
strain values).

2.3. Validation

To evaluate the prediction quality of the calibrated material model, a three-point
bending test is compared in experiment and simulation for validation. The specimen
geometry used is a cross-ribbed beam called XX-rib, dimensions specified in Figure 9a
and CAD model in Figure 9b, manufactured upright. Because the FLM-printed specimens
show quite large deviations from the nominal shape, these are measured at several points.
For the simulation, wall thicknesses are used which correspond to the average geometric
dimensions of all measured specimens. This average specimen geometry has a length of
60.3 mm, a height of 8.5 mm and a width of 20.6 mm. The wall thickness of the cover plate
is 2.6 mm, that of the side walls 2.1 mm and that of the ribbing 2.2 mm. The setup of the
simulation, with the specimen resting unrestrained on the supports and a load applied by
the flexure fin, is shown in Figure 9c. The contact interfaces between the steel tool and the
specimen are modeled with a coefficient of friction of μ = 0.3.

2.4. Conduct and Evaluation of Experiments

The experiments to characterize the tensile specimens are carried out on a servo-
hydraulic high-speed testing machine, Zwick HTM 5020. It allows tests to be conducted
with loads of up to 50 kN and test speeds from the quasi-static range to 20 m/s. For the
characterization presented here, a load cell suitable for forces up to 10 kN is used, which
provides a sufficiently fine resolution of the low test forces to be expected.

The test setup is shown in Figure 10 and consists essentially of the lower, fixed
clamping and the upper clamping, which is set in motion by the hydraulic piston from the
crosshead. The optical measuring system GOM ARAMIS 3D HHS is used for contactless
measurement of the movement of the upper clamping and the deformation of the specimen
itself. The measuring system works according to the principle of digital image correlation
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(DIC), whereby the strain on the sample surface is measured by distorting a stochastic grey
value pattern, the displacement of the upper fixture as a translation of discrete points.

 

 

(a) (b) (c) 

B B

A

0 4010 20 30

mm

Figure 9. XX-rib specimen geometry: (a) Specimen, technical drawing with main dimensions; (b) 3D
model of and FLM-printed XX-rib specimen; (c) Bending load case for XX-rib specimen as applied in
FE simulation. All contacts modeled using a coefficient of friction of μ = 0.3.

Figure 10. Experimental setup with lower and upper clamping and speckled specimen.

The tensile tests are performed at a speed of 1 mm/s and recorded at a sampling rate
of 1 kHz. The experiments of the targeted 6 specimen geometries are repeated 5 times
each. Force values are recorded image-synchronously so that a load value is available for
each recorded deformation state. This allows the creation of force-displacement as well as
stress-strain curves. From the knowledge of the stress-strain relationship, Young’s modulus
and Poisson’s ratio are calculated for the different specimen types following DIN EN ISO
527 [42,43]. The stiffness values obtained in this way are to be used as starting values for
the subsequent optimization of the material model.

Since several specimen types have a border of the parallel area pointing in the longitu-
dinal dsirection even if the orientation is different (e.g., visible in Figure 5), a correction of
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the measured Young’s modulus must be carried out for these specimens. This treats the
parallel perimeter area and the differently oriented inner area like a parallel connection of
springs. The respective area fractions of the total sample cross section are obtained from an
analysis of the fracture surfaces of the destroyed samples. The following applies here:

EF90◦ = α·Ex + β·Ey (1)

With EF90◦ being the overall stiffness of the specimen F90◦ including longitudinal
borders and a transversal infill, Ex and Ey being the stiffness in each direction. α and β are
the respective are fractions of the border layers and the filling.

In this way, the Young’s moduli in x, y and z directions are calculated from the
experiments on samples F0◦, F90◦ and U90◦. To determine the values of the shear modulus,
the samples F45◦, U45◦-90◦ as well as U45◦-0◦ are used for the off-axis tensile test as well as
the Poisson’s ratio [44]. In accordance to Bellini et al. [25], the shear modulus is calculated
from the measured stiffness as follows:

Gxy =
E45

2·
(
1 + νxy

) (2)

Although a linear elastic material model will be calibrated and used in the simulation,
it is expected that the material behavior in the real experiments be noticeably non-linear.
Therefore, the linear range found according to Figure 7 is used for the calibration of the
material model.

To validate the material model, 3-point bending tests are carried out on cross-ribbed
beams, called XX-rib, cf. Figure 9. The steel supports with a spacing of 46 mm are
filleted with a radius of 2 mm, the fin with a radius of 5 mm. The resulting force is
measured by using a load cell in the upper piston. The indentation of the fin, like the
movement of the upper restraint of the tensile tests, is measured by means of digital image
correlation, resulting in force-displacement curves. The validation experiment is repeated
for 7 specimens each.

3. Results

This section presents the results of the investigations carried out, namely those of
the experiments necessary for the calibration and the parameter fitting in the simulation.
Furthermore, the results of experiments and simulations for validation are presented.

3.1. Calibration
3.1.1. Experiments

The results of the tensile tests carried out are summarized in Figure 11 in the form of
force-displacement curves (a) and stress-strain curves (b) for the different orientations.All
curves displayed are averaged over the number of repeated experiments. The highest
results by far are achieved by the sample F0◦, reinforced in the tensile direction, with
an average maximum stress of 85.8 MPa. As expected, the upright-printed sample U90◦

performs weakest, showing a mean maximum stress of 18.3 MPa. When looking at the
curves, an overall non-linear behavior is noticeable, with a linear range being identified
for all samples at the beginning of the loading. This linear range is used to calibrate the
Young’s moduli of the material model.

According to the calculation procedures described in Section 2.4, the Young’s moduli
and shear moduli as well as the Poisson’s ratios were determined as shown in Table 1. The
values shown are averaged over the number of experiments.

The parameters determined in this way are used as starting values for the subsequent
simulative parameter fitting.
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(a) (b) 

Figure 11. Results of experimental testing, averaged: (a) Force-displacement curves; (b) stress-
strain curves.

Table 1. Material parameters determined from experiments, rounded.

Ex Ey z νxy νyz νxz Gxy Gyz Gxz

MPa MPa MPa - - - MPa MPa MPa

8212 2615 1437 0.28 0.11 0.10 883 637 634

3.1.2. Simulation and Parameter Fitting

Following the description in Section 2.2, for each of the six specimens, displacement-
force, displacement-longitudinal strain, and displacement-transverse strain curves (to-
talling 6·3 = 18 curves) were fitted at 10 displacement points (i.e., 18·10 = 180 output
parameters overall) using the 9 orthotropic constants of the material model as input param-
eters for all the six FE specimen setups. The displacement-strain curves are intended to
derive the Poisson’s ratios primarily, while the displacement-force curves should explain
Young’s and shear moduli. Figure 12 presents the results for each of the 18 curves with the
specimen geometries listed horizontally and the three curve types vertically.

Overall, the fitting quality is adequate (MAPE < 20%) in most cases, as also presented
quantitatively in Table 2. The material parameters of the best response surface method opti-
mized fit are given in Table 3. In comparison to the start values (in italics in Table 3), larger
deviations occur in Ey. This seems logical as in the experimental specimen, there is a certain
fraction of 0◦ walls in the cross section which overstates longitudinal stiffness in comparison
to Ey which depicts purely 90◦ infill (no walls). The analytical estimation displayed in Equa-
tion (1) seems to still overestimate the value. Poisson’s ratio νxz and shear modulus Gxz are
greatly increased during the fitting, which can be explained again by a large proportion of
walls within the cross section of specimen U45◦-0◦ (refer Figure 3b, right). U45◦-0◦ is thus
not sufficient to explain the XZ-constants. In comparison, expectedly, the completely-0◦

specimen F0◦ yields a relative fitted-measured-difference in Ex of just −0.7% (8153 MPa
fitted vs. 8212 MPa measured). For the lying-down and upright specimens F0◦, F90◦, U90◦

and F45◦ fitting is visually accurate in the graphs above overall. For F90◦ the MAPE in force
and transverse strain are higher in comparison (25% and 35%, respectively). In terms of
displacement-force, this is explainable as the detected “linear” curve segment is not really
linear and shows a disadvantage of the “linear-detection” method: small changes in local
curvature might, nonetheless, yield large overall curvature. In terms of transverse strain,
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the poorer fitting might be due to a compromise of the optimization of other parameters
(e. g., longitudinal stiffness of walls in F0◦). For the upright-diagonal specimen U45◦-90◦,
displacement-force yields poorer fitting quality, partly due to the linearity issue (first three
data points are fitted quite well with MAPE < 25%). For U45◦-0◦, transverse strain results
are less precisely fitted, in accordance with U90◦ (large influence of 0◦ infill).

Specimen F0° Specimen F90° Specimen U90° Specimen F45° Specimen U45°-90° Specimen U45°-0°

F in N

s in mm
in %

s in mm
in %

s in mm
Best fit
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Figure 12. Fitting of force-displacement, transverse strain-displacement, and longitudinal strain
simulation results (grey lines) to experimental results (ten red points each, identified above).

Table 2. Mean absolute percentage error (MAPE) for each fitting, rounded to full percent (larger
values than 30% are highlighted in grey).

F0◦ F90◦ U90◦ F45◦ U45◦-90◦ U45◦-0◦

MAPE (F − s ) 14% 9% 25% 13% 49% 17%
MAPE (εx − s) 10% 8% 35% 19% 6% 42%
MAPE

(
εy − s) 20% 21% 14% 14% 21% 12%

Table 3. Material parameters determined from simulation-based fitting, rounded. Experimental start
values from Table 1 are repeated in italics.

Ex Ey Ez νxy νyz νxz Gxy Gyz Gxz

MPa MPa MPa - - - MPa MPa MPa

8153 1949 1549 0.31 0.17 0.36 1096 642 1120

8212 2615 1437 0.28 0.11 0.10 883 637 634

To scrutinize whether specimen geometries influence the desired parameters (Figure 3b)
and whether the measured strains at least partly determine Poisson’s ratios, a correlation
coefficient analysis is conducted using sample points from the response surface. Correlation
coefficients between the input parameters and orthotropic constants are given in Table 4.
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Table 4. Linear correlation coefficients between input and output parameters. Blue: Correlation
coefficient > 0.8 or < −0.8; Orange: Correlation coefficient in [0.6; 0.8] or in [−0.8; −0.6].

Ex Ey Ez νxy νyz νxz Gxy Gyz Gxz

F
(reaction forces

at boundary)

F0◦ 0.99 0.40 0.32 0.23 0.23 0.38 0.43 −0.08 0.15
F90◦ 0.52 0.98 0.40 0.66 0.50 0.39 0.44 0.27 0.31
U90◦ 0.24 0.35 1.00 0.53 0.61 0.65 0.63 0.32 0.44
F45◦ 0.64 0.73 0.58 0.61 0.57 0.61 0.84 0.26 0.36

U45◦-90◦ 0.10 0.46 0.77 0.58 0.66 0.67 0.62 0.81 0.69
U45◦-0◦ 0.14 0.44 0.76 0.59 0.71 0.65 0.59 0.73 0.81

εx
(transverse

mean strain)

F0◦ 0.05 −0.63 −0.45 −0.92 −0.63 −0.46 −0.41 −0.38 −0.35
F90◦ 0.06 −0.81 −0.36 −0.87 −0.61 −0.29 −0.33 −0.38 −0.36
U90◦ 0.05 −0.09 −0.82 −0.47 −0.64 −0.80 −0.56 −0.42 −0.50
F45◦ −0.09 −0.75 0.02 −0.45 −0.20 0.11 0.28 −0.10 −0.06

U45◦-90◦ −0.43 −0.01 −0.59 −0.10 −0.12 −0.27 −0.23 0.56 0.19
U45◦-0◦ −0.39 −0.08 −0.60 −0.15 −0.15 −0.27 −0.23 0.52 0.30

εy
(longitudinal
mean strain)

F0◦ −0.56 0.25 0.30 0.50 0.49 0.35 0.36 0.79 0.51
F90◦ −0.39 0.23 0.19 0.45 0.43 0.27 0.23 0.44 0.36
U90◦ −0.29 −0.05 −0.48 0.07 0.20 0.01 −0.10 0.45 0.41
F45◦ −0.32 0.61 0.27 0.59 0.48 0.25 0.02 0.64 0.52

U45◦-90◦ 0.55 −0.08 0.05 −0.11 −0.12 0.01 0.08 −0.85 −0.40
U45◦-0◦ 0.59 0.19 0.25 0.09 0.00 0.20 0.27 −0.62 −0.51

Young’s moduli Ex , Ey and Ez correlate with F0◦, F90◦ and U90◦ reaction forces nearly perfectly. Similarly, Gxy,
Gyz and Gxz are closely linearly correlated with the reaction forces of F45◦, U45◦-90◦ and U45◦-0◦. Poisson’s
ratios correlate with the transverse strains especially of F0◦, F90◦ and U90◦ (transverse strain is measured with
negative sign, thus smaller – larger absolute – transverse strain correctly correlates with larger ratios). The former
also correlate considerably with reaction forces. In contrast to Young’s moduli, no clear assignment of a single,
individual specimen to a certain ratio can be made. Shear modulus Gyz positively correlates with longitudinal
strain for F0◦ and F45◦ and negatively with longitudinal strain for U45◦-90◦. Young’s modulus Ey also correlates
with the longitudinal strain of F45◦. Longitudinal strain correlation is very much dependent on the overall
geometry and infill (displacement is pre-defined in the FE model) and overall variations are small (10% variation
in yields about 1% variation in εy of F90◦, for example).

3.2. Validation
3.2.1. Experiments

The results of the bending tests are shown as force-displacement curves in Figure 13. It
shows the averaged curve as well as the results of the individual tests, which have a certain
scatter. The values of the maximum force are between 253 N and 289 N, the indentation
reached between 0.73 mm and 0.86 mm. For the averaged curve, the maximum force is
276 N at an indentation of 0.79 mm.

Figure 13. Force-displacement curves for single specimen 1 to 7 as well as averaged.
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The scatter of the individual experiments may be due to the geometric inequality and
the deviating wall thicknesses of the additively manufactured samples. The averaged force-
displacement curve is therefore used for the subsequent comparison with the simulation.

3.2.2. Simulation and Material Model Validation

Application of the fitted material model (Table 3) in the simulation of the XX-rib
demonstrator yields the following force-displacement-curve, Figure 14.
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Figure 14. Calibrated material model applied to upright-printed XX-rib specimen bending simulation
compared to experimental result (force-displacement-curve above, average percentage error (APE)
below; MAPE = 35%).

Despite the XX-rib being printed in an upright manner and tested under bending–
thus, transferring the load rather inhomogeneously both between and within layers under
different infill and contour directions–the overall match between simulation and experiment
is considered satisfactory (overall MAPE is 35%). Within 0 mm to 0.5 mm displacement
(maximum longitudinal strain approximately 1.8%) the FE model stiffness is higher than
the physical demonstrator’s stiffness. In this interval, the majority of the overall MAPE is
caused (≈52.6%). From there on to 0.8 mm displacement, this is inversed. The MAPE in
this interval is small (≈4.0%).

4. Discussion: Advantages, Disadvantages, and Open Research Questions of
Simultaneous Parameter Fitting

Simultaneous fitting of the orthotropic material constants offers advantages in com-
parison to the frequently pursued simple testing of longitudinal and transverse Young’s
modulus, which merely yields these two constants (plus Poisson’s ratio νxy in-plane, if mea-
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sured): (1) A comprehensive, orthotropic, linear elastic material model with its 9 constants
can be derived; (2) The obtained material model is capable of predicting the structural
behavior under more complicated build direction, load case and wall/infill preconditions,
as was demonstrated for the XX-rib demonstrator; (3) The approach is systematic, based on
FLM-printable tensile test specimen. It is fully simulation-based and, therefore, integrable
into digital workflows within product development.

The printing effort for the elaborate tensile specimens, especially U45◦-0◦ and U45◦-90◦

with their large proportion of support structures, constitutes a downside of the approach;
moreover, for stability, both specimens require printed walls which in the case of U45◦-0◦

are largely orthogonal to the desired infill direction.
Overall simulation effort is satisfactory and can be done on a regular workstation

within a few hours, as the RSM allows for a limited number of simulations to obtain the
response surface (instead of, for example, direct optimization using a simulation solver
run at a time for each parameter set update). Naturally, the linear elastic material model
only allows for linear simulation outcomes and, therefore, only a limited precision at
approximating real, non-linear XX-rib specimen behavior; however, prediction quality
appears satisfactory.

Open research questions are therefore: (i) Other, more easily printable specimen for
deriving Gyz and Gxz should be conceived to simplify and accelerate printing (less support)
as well as interpretation of fitting results (less orthogonal-wall proportion in U45◦-0◦,
thus more direct derivation of Gxz). This measure would improve fast applicability of the
approach. (ii) The linearity measure could be improved to account for slow, but steady
variations in curvature change. (iii) A more sophisticated material model than linear elastic
could be fitted to better account for the actual, non-linear FLM material behavior. (iv) Other
demonstrator parts should be tested in the future to have more reliable data on prediction
quality. (v) Process parameter influence on the structural behavior and material model
should be scrutinized more deeply, as these have a significant influence in this regard [10]
and are frequently adapted, for example to minimize warping [45]. (vi) For future work, it
should furthermore be checked whether an experimental model validation is also possible
with further tensile tests, for example with other specimen geometries, in order to enable
the validation in laboratories where there are no possibilities to carry out bending tests.
(vii) Finally, it will be essential to carry out investigations in the area of fatigue in order
to ensure the long-term, operationally safe use of components made of fibre reinforced
FLM materials.

5. Conclusions

FLM material models play a significant role in designing and ensuring the functional
properties of structural parts. In this contribution, a systematic approach to derive or-
thotropic FLM material models was motivated, described, and applied using 15 wt.%
short carbon fibre reinforced PETG filament (FormFutura CarbonFil). For calibration,
six specimen geometries intended to explain the six moduli of the orthotropic material
model were conceived and printed as further development of Bellini et al. [25]. All or-
thotropic constants were fitted simultaneously using the RSM method. Quantitatively,
correlation analysis showed the intended correlation between specimen geometry reaction
forces and the respective material parameters. Poisson’s ratios were fitted using longitudi-
nal and transversal, averaged experimental strain data. The correlation analysis indicated
that multiple specimen reaction forces were influenced by these ratios. Overall calibration
quality was satisfactory with the majority of MAPEs below 20%. Validation was conducted
using an upright-printed, rib-stiffened bending specimen (“XX-rib”) to ensure that or-
thotropic constants apart from “simple” longitudinal and transversal Young’s moduli are
necessarily used to explain material behavior. Validation quality was satisfactory observing
the fitting graph. MAPE was higher for lower displacements and small for larger displace-
ments, showing the original non-linear behavior of the real specimen. In the described way,
material parameters of an orthotropic model were identified, which are summarized in
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Table 5. The model has been successfully validated for longitudinal strains of up to 1.8%
and can be used for simulation.

Table 5. Overview of the identified material parameters for 15 wt.% short carbon-fibre reinforced
PETG filament (Formfuture CarbonFil).

Ex Ey Ez νxy νyz νxz Gxy Gyz Gxz

MPa MPa MPa - - - MPa MPa MPa

8153 1949 1549 0.31 0.17 0.36 1096 642 1120

The overall approach looks promising to be used as a systematic approach for deriving
FLM material models in virtual product development. Open research questions were
outlined.
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Abstract: For some categories of aircraft, such as helicopters and tiltrotors, fuel storage systems must
satisfy challenging crash resistance requirements in order to reduce or eliminate the possibility of
fuel fires and thus increase the chances of passenger survival. Therefore, for such applications, fuel
tanks with high flexibility (bladder) are increasingly used, which are able to withstand catastrophic
events and avoid fuel leakages. The verification of these capabilities must be demonstrated by means
of experimental tests, such as the cube drop test (MIL-DTL-27422). In order to reduce development
costs, it is necessary to execute experimental tests with a high confidence of success, and, therefore, it
is essential to have reliable and robust numerical analysis methodologies. The present work aims
to provide a comparison between two explicit FE codes (i.e., Abaqus and Ls-Dyna), which are the
most frequently used for such applications according to experimental data in the literature. Both
codes offer different material models suitable for simulating the tank structure, and therefore, the
most suitable one must be selected by means of a specific trade-off and calibration activity. Both
are able to accurately simulate the complex fluid–structure interaction thanks to the use of the SPH
approach, even if the resulting sloshing capabilities are quite different from each other. Additionally,
the evolution of the tank’s deformed shape highlights some differences, and, in particular, Abaqus
seems to return a more natural and less artificial behavior. For both codes, the error in terms of
maximum impact force is less than 5%, but, even in this case, Abaqus is able to return slightly more
accurate results.

Keywords: SPH; hyperelastic; drop test; fuel tank; FEM; explicit analysis; bladder; tiltrotor

1. Introduction

The runway-independent aircraft concept is progressively becoming more prominent
in civil aviation thanks to its ability to improve public mobility in areas where airport
infrastructures are not highly developed. Horizon 2020 Clean Sky 2 FRC IADP Next
Generation of Civil Tiltrotor Technology Demonstrator (NGCTR-TD) is an example of
European-funded research in the sector of VTOL aircraft. NGCTR-TD is the innovative
Civil Tiltrotor Technology Demonstrator [1,2] with a configuration that will go beyond
current architectures for this type of aircraft. NGCTR-TD is currently under development by
Leonardo Helicopter (helicopter division of Leonardo Company, leader in Italian aerospace
and defense), and it is shown in Figure 1.
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Figure 1. NGCTR tiltrotor, courtesy of Leonardo Helicopters (https://svppbellum.blogspot.com/20
20/01/il-next-generation-civil-tiltrotor.html, accessed on 28 January 2022).

Because the tiltrotor is able to operate as both a helicopter and an aircraft, the airwor-
thiness specifications are a combination of CS-25 and CS-29 Airworthiness Requirements,
and in some cases, specific tailoring is necessary. For their VTOL capability, tiltrotors have
to comply with crashworthiness requirements according to CS-29, similarly to helicopters.
The fuel storage system of the NGCTR-TD consists of bladder tanks installed inside the
wing structures. Crashworthiness is one of the most demanding aspects to consider in the
design of VTOL fuel tanks in order to satisfy passenger survivability requirements. Among
the various requirements, tanks have to successfully pass a drop test from a height equal
to 15.2 m according to CS 29.952 [3] by showing no leakage after the drop. Moreover, the
tanks must possess sufficient flexibility and foldability in order to be installed through
suitable access doors placed on the lower skin of the wing and to be used for inspection
and maintenance activities. NGCTR-TD has 14 fuel bladder tanks, all located in the wing
structure [4]. As an example, the V22 has 16 fuel tanks, 10 integrated into the wings and
6 in the fuselage, holding from 5489 to 13,779 L of fuel [5]. The NCGTR-TD fuel storage
system is based on bladder tanks manufactured from very flexible and resistant rubberized
materials. Each tank provides a fuel barrier against fuel and fuel vapor leakages and
mechanical resistance in case of a crash, puncture or penetration. All tanks are completed
with co-cured metallic flanges and valves to connect the fuel storage system with fuel and
venting lines.

Not only must the tanks be designed according to crashworthiness requirements, but
the wing itself must have crashworthy features, such as the ability to separate itself from
the fuselage to ensure that a crash is survivable. This is necessary to prevent the fuselage
from being crushed due to the inertial load related to the wings, fuel and nacelles and to
let passengers escape from the aircraft. This feature is also present in military tiltrotors,
such as Bell V-22 tiltrotor [6]. The civil application should require an experimental test to
prove the effectiveness of any solutions devoted to breaking the wing in specific sections.
Experimental and numerical studies of a full-scale regional fuselage drop test without any
wings installed [7–9] have demonstrated that the fuselage damage is located mainly on
the lower section of the fuselage, while the upper part is not critically damaged [10,11].
No evidence on the structural behavior of the wing during a crash has been obtained
under crash conditions. In the 1960s, the US Army introduced the first military regulation
(MIL-DTL-27422) that defined the certification requirements for fuel storage systems to
be installed in a helicopter. The crashworthiness of a tiltrotor tank is based on CS-29
and MIL-DTL-27422 specifications, similarly to a helicopter [12]. As described in MIL-
DTL-27422, the drop impact test must be conducted to verify the structural behavior in
a dynamic regime of the fuel tank, both in the standalone configuration (cube drop test)
and in the partially integrated configuration with the surrounding structure [13]. The
Federal Aviation Administration (FAA) funded research on crash-resistant fuel systems for
commercial aircraft with the aim of providing data that are useful in reducing the possibility
of fire due to crash events [14,15]. Anghileri [16] investigated the fuel tank crashworthiness
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from experimental and numerical points of view. Fuel sloshing during crash events was
studied by means of numerical models, which were validated by comparing their outputs to
experimental results [17]. Using parallel computing, Li et al. [18] investigated the dynamic
behavior of a fuel tank in a dynamic impact event with the ground, demonstrating that such
an algorithm is able to run with a high speed-up ratio and parallel efficiency. Luo et al. [19]
studied the crashworthiness of a fuel tank for helicopter applications by means of the
finite element method (FEM) in order to verify the energy absorption capabilities of the
textile layer and protection frame. Kim et al. [20] used the commercial FE code Ls-Dyna to
simulate the dynamic response of fuel tanks installed in a rotorcraft. An accurate study
based on analytical, numerical and experimental results was performed to investigate the
structural performance of tanks with energy-absorbing fixtures under dynamic pressure
and blast load conditions [21,22].

The activities aimed at developing the next-generation fuel storage system of NGCTR-
TD are part of the DEFENDER project, and within the design and analysis work package,
an innovative aspect is represented by the setup of high-fidelity methodologies and models
to support the tank design, especially its performance against crash and impact loads. The
final aim is to provide models that are validated by means of a full-scale crash test on the
most critical tank plus the wing surrounding its composite structure. The activity will be
performed with an incremental approach, which passes through numerical–experimental
validation, the simulation of a cube-like tank test and, finally, a full-scale test. The study
presented herein is one of the basic steps foreseen for the final objective of the high-fidelity
crashworthiness simulation. In particular, in this work, two numerical models for the
prediction of the structural response of a cube-like tank under impact load conditions were
developed and verified by comparing their results with experimental data available in
the literature.

2. Experimental Test Case Description

In order to validate the numerical model, experimental data available in the literature [23]
were used. Yang et al. performed two drop tests on a fuel tank filled with water (to replace
real fuel). The fuel tank was realized with a flexible structure made of an external fabric
nylon layer and an inner sealing layer. The tank was 760 mm long and wide and its height
is about 600 mm. In order to execute the drop test, according to the specification, the tank
was filled with about 350 kg of water. In the drop impact test, the tank was lifted to a
specific height by means of a crane and dropped on a rigid impact surface instrumented
with four load cells with a capacity equal to 2000 kN. The impact surface was a steel plate
and was 80 mm thick; therefore, it can be reasonably considered rigid. They performed two
drop tests using two different drop heights: 15.2 and 19.8 m. The impact velocities related
to these drop heights are 17.3 and 19.7 m/s, respectively. For the following numerical
comparison, only the impact velocity equal to 17.3 m/s was taken into account, because it
is related to a standard drop height, as reported in MIL-DTL-27422.

3. Numerical Model Description

The validation of the experimental test, as previously described, was performed by
means of a numerical model, realized with two different software packages: Abaqus and
LS Dyna. The experimental test was simulated by means of a 3D FE model composed of
three parts: the fuel tank, the ground and the fuel. In particular, the fuel tank was modeled
by using shell elements with a thickness of 2 mm and fuel with SPH elements, and the
ground was discretized by means of rigid elements in Abaqus and a rigid wall in Ls-Dyna.

For both ABAQUS and Ls-Dyna models, the same mesh density was adopted in
order to remove any dependency by the discretization technique. The tank structure
was discretized by means of 31728 shell elements, while the number of smooth particle
hydrodynamics (SPH) elements used for modeling the fuel was 537936. The platform used
for the numerical simulations is an HP Z840 workstation, equipped with an Intel Xeon
E5-2620 v3 CPU @ 2.40 GHz and 128 GB RAM. Considering that the simulated event time is
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200 ms (even if the most relevant part is up to 50 ms), the computational time is about 4.5 h
for Abaqus and about 4 h for Ls-Dyna (both codes run adopting the parallel solution with
4 cores). Obviously, this small difference is also related to the requested output; therefore,
the difference in computational time is not too relevant. Figure 2 reports the adopted
numerical model with schematic detail of SPH elements and the fluid–structure interaction.

Impact Surface

Tank

Sec A-A

TankFuel (water)

SPH Elements

Shell Elements

Fuel (water)
Tank

Figure 2. FE model.

3.1. Boundary Conditions

The tank is subject to a free-fall form and height equal to 15.2 m; therefore, the impact
velocity is about 17.3 m/s. The ground was simulated by means of rigid elements.

Further, from the reference work, it can be assumed that the impact angle is not equal
to zero, but it is worth noting that such a condition is quite hard to obtain. The impact
angle is about 3◦ around both the X and Y axes. Figure 3 schematically reports the adopted
boundary conditions.

Global Reference 
System

Tank Reference 
System

Rigid SurfaceBladder Tank

Impact Velocity
17.3 m/s 3°3°

Figure 3. Boundary conditions.

3.2. Smooth Particle Hydrodynamics Method (SPH) and Water Material Model

Smoothed particle hydrodynamics (SPH) are represented by three-dimensional ele-
ments with three degrees of freedom and defined by their center of mass. These elements
have their own shape functions that depend on the connectivity of the particles. The
interpolation distance between the particles, called smoothing length, furnishes the location
and provides information about transmission among the different particles.

In the SPH approach, the water was simulated as particles with the same dimensions
and distances without mass. The velocity and energy of the particles at any time can be
solved by means of a function f (x). The value of this function can be approximated for
particle data by Equation (1):

〈 f (xi)〉 =
N

∑
j=1

mj

ρj
f
(
xj
)
W
(

xi − xj, h
)

(1)
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where h is the smoothing length, mi and ρi are the mass and density of the particle, xi and
xj are the positions of particles, and W is the kernel interpolation.

In particular, we consider two particles (i and j) to be nearest neighbors. If the distance
between particles i and j is lower than the radius of the sphere of influence of j, then i
is connected to j. The dimension of the sphere of influence is a multiple of the particle’s
smoothing length, and the multiplication factor depends on the kernel used to create the
smooth particle’s shape function.

Therefore, the value of a variable for particle j can be obtained by adding the contribu-
tions of particle i contained within the influence radius. The interpolation kernel used in
this analysis was proposed by Monaghan [24].

The behavior of the fluid material inside the fuel tank is determined by the equa-
tion of state (EOS), which relates the pressure and the material volume change rate in a
physical state.

The equation for the conservation of energy equates the increase in internal energy
per unit mass, Em, to the rate at which work is being performed by stresses and the rate at
which heat is being added. In the absence of heat conduction, the energy equation can be
written as:

ρ
∂Em

∂t
= (p − pbv)

1
ρ

∂ρ

∂t
+ S :

.
e + ρ

.
Q (2)

where p is the pressure stress, defined as positive in compression; pbv is the pressure stress
due to the bulk viscosity; S is the deviatoric stress tensor;

.
e is the deviatoric part of the

strain rate; and
.

Q is the heat rate per unit mass.
The equation of state is assumed for the pressure as a function of the current density,

ρ, and the internal energy per unit mass, Em.
Since the internal energy can be eliminated, it is possible to write the EOS as a p

versus V relationship (where V is the current volume) or, equivalently, a p versus 1/ρ
relationship that is unique to the material described by the equation-of-state model. This
unique relationship is called the Hugoniot curve and is the locus of p-V states achievable
behind a shock (see Figure 4).

 
Figure 4. A schematic representation of a Hugoniot curve.

The Hugoniot pressure, pH, is a function of density only and can be determined, in
general, by fitting experimental data.

There are different formulations of EOS, and the most common form for the water
description is the linear Us–Up equation, which is given by:

pH =
ρ0c2

0η

(1 − sη)2 (3)

where c0 and s define the linear relationship between the shock velocity, Us, and the particle
velocity, Up, as follows:

Us = c0 + sUp (4)
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With the above assumptions, the linear Us−Up Hugoniot form is written as

p =
ρ0c2

0η

(1 − sη)2

(
1 − Γ0η

2

)
+ Γ0ρ0Em (5)

where ρ0c0
2 is equivalent to the elastic bulk modulus at small nominal strains.

3.3. Tank Material Model

The fuel tank structure is a crash-resistant composite fabric composed of a rubber layer
and a nylon layer. A different formulation is used for each of these materials.

Rubber materials have very small compressibility compared to their shear flexibility.
This behavior can be modeled by means of hyperplastic material. In fact, the hyperplastic
material model is isotropic and nonlinear, is valid for materials that exhibit an instantaneous
elastic response to large strains and requires that geometric nonlinearity be accounted for
during the analysis step since it is intended for finite-strain applications.

Hyperelastic materials are described in terms of a “strain energy potential”, U(ε),
which defines the strain energy stored in the material per unit of reference volume (vol-
ume in the initial configuration) as a function of the strain at that point in the material.
There are several forms of strain energy potentials available in Abaqus to model approx-
imately incompressible isotropic elastomers: the Arruda–Boyce form, the Marlow form,
the Mooney–Rivlin form, the neo-Hookean form, the Ogden form, the polynomial form,
the reduced polynomial form, the Yeoh form and the van der Waals form. For this ma-
terial description, the Marlow form is used. A strain energy potential is constructed
that will reproduce the test data exactly and that will have reasonable behavior in other
deformation modes.

The form of the Marlow strain energy potential is:

U = Udev
(

I1
)
+ Uvol

(
Jel
)

(6)

where U is the strain energy per unit of reference volume, with Udev as its deviatoric part
and Uvol as its volumetric part; I1 is the first deviatoric strain invariant and is defined as:

I1 = λ
2
1 + λ

2
2 + λ

2
3 (7)

where the deviatoric stretch λi = J−
1
3 λi is the total volume ratio, Jel is the elastic volume and

λi is the principal stretch. The deviatoric part of the potential is determined by providing
either uniaxial, equibiaxial or planar test data, while the volumetric part is determined by
providing the volumetric test data, defining Poisson’s ratio or specifying lateral strains
together with uniaxial, equibiaxial or planar test data.

Additionally, the fabric layer has very low compressibility compared to its shear
flexibility, and for this reason, the hyperelastic material model was also adopted for the
fabric layer.

The most suitable mathematical model is the Ogden form. A strain energy potential is
constructed that will reproduce the test data exactly and that will have reasonable behavior
in other deformation modes.

The form of the Ogden strain energy potential is:

U =
N

∑
i=1

2μi

α2
i

(
λ

αi
1 + λ

αi
2 + λ

αi
3 − 3

)
+

N

∑
i=1

1
Di

(
Jel − 1

)2i
(8)
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where λi is the deviatoric principal stretch λi = J−
1
3 λi; λi is the principal stretch; N is a

material parameter; and μi , αi and Di are temperature-dependent material parameters.
The initial shear modulus and bulk modulus for the Ogden form are given by:

μ0 =
N

∑
i=1

μi, K0 =
2

D1
(9)

Since the fabric layer is stiffer and stronger than the rubber layer, its behavior is
predominant, and for this reason, the Ogden material model was used to reproduce the
structural behavior of the tank skin.

3.4. Tank Material Properties

The tank structure is made in a composite material that has a fabric nylon layer and
an inner rubber layer aimed at ensuring impermeability to the fuel. Generally, the rubber
layer is co-cured on the fabric layer, and the connection is very strong; possible failures
involve both layers. The global response of the tank material can be related to a hyperplastic
material, and therefore, a suitable material model was adopted in both Abaqus and Ls-
Dyna. The best approach to defining the structural behavior is by means of obtaining
the experimental stress–strain curve in a uniaxial tensile test. The density of the woven
material is 1150 kg/m3, and the average thickness of the woven material is 2 mm. The
stress–strain curve of the woven material, used as input, is reported in Figure 5.

 
Figure 5. Stress–strain curve of the woven material.

4. Numerical Results

In the following, the comparison between Ls-Dyna and Abaqus results is shown.
Figure 6 shows the deformed shape of the fuel tank in terms of global displacement
(vectorial sum) for several time steps in order to provide a sort of deformation time-history.

The next figure shows that, generally, the two models behave quite similarly to each
other. In particular, since the structure is very flexible, it begins to deform and is crushed in
the lower area (the one that first comes into contact with the rigid ground). The internal
fluid, under the action of inertial forces, pushes the tank structure downwards, introducing
a moderate deformation state to the upper part. The magnitude of the global displacement is
comparable between the two models, and therefore, the overall deformation of the structure
does not present striking differences. However, it is equally evident that the structural
response starts to exhibit some differences at around 40 ms. In fact, the Abaqus model
seems to be softer, and therefore, the upper central part is subject to greater displacements.
This is explained by the fact that the liquid begins to press towards the lateral walls in the
bottom region (see also the following figures that report a sectional view). The fluid then
generates an empty region that is unable to support the tank structure, and therefore, it
collapses. On the other hand, in the LS-Dyna model, this peculiarity is not evident, and
this is associated with the greater rigidity of the structure, which is therefore unable to
accommodate fluid dislocations.
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Figure 6. Global displacement contour plot. Left: Ls-Dyna model; right: Abaqus model.

Figure 7 shows the time histories of the strain of the bladder fuel tank for both the
Ls-Dyna and Abaqus models. The distribution of the strain is quite different between the
two models, even if, in terms of absolute values, they are still comparable. The biggest
differences occur after the rebound stage. At 20 ms, the LS-Dyna model has a wide band
with fairly high strain values (about 38%), so the area subject to high stretching is quite
extensive. In the Abaqus model, on the other hand, only the areas close to the vertical
edges show high strain values (around 32%). It is reasonable to assume that the largest
strain values should be concentrated just in these areas, because the structure will try to
eliminate the existing bends in order to accommodate fluid sloshing. The parts far from the
edges, on the other hand, will be subject almost exclusively to a tensile stress state.
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Figure 7. Strain distribution on tank structure. Left: Ls-Dyna model; right: Abaqus model.

After the rebound, at 40 ms, in the LS-Dyna model, a wide region with high strain
values remains (obviously, the values are smaller than those related to the maximum
crushing step). On the other hand, in the Abaqus model, the regions with high strain
values are always very reduced and localized in the bending areas. However, it should
be noted that at 40 ms, the deformation state of the bottom regions presents comparable
values between the two models (about 12% for Ls-Dyna and 14% for Abaqus). The top of
the Ls-Dyna structure has an average strain state of about 4%, while in Abaqus, this area is
not notably stressed since the average strain is about 0.4%. All of this, again, highlights the
greater flexibility of the Abaqus model compared to the Ls-Dyna model.

Finally, at 50 ms, although the colors could be misleading, the maximum values on the
top are comparable and are equal to about 10%. This is due to the fluid, which, after the
rebound, is concentrated towards the area with minimum resistance, i.e., the central area,
and pushes the tank from the inside upwards.
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Figure 8 shows a section of the tank in which it is possible to see the global displace-
ment of the SPH elements. The sectional view provides a clear overview of the behavior of
the fluid inside the tank. Prior to 20 ms, there are no significant differences between the
two models, as observed in the previous results. Even in this case, the greatest differences
occur after the rebound phase. The Abaqus model allows for greater mobility of fluid
particles, and thus, the sloshing is much greater. In fact, it is possible to note a clear mixing
of the particles. Further, the 50 ms frame can explain the strain distribution on the top
region. In Abaqus, the particles are more able to concentrate towards the central region,
and therefore, in this area, the pressure is much greater. It is equally important to note that
both models are able to accurately simulate the fluid–structure interaction. The particles
remain contained within the tank and are able to slide easily on the internal walls. For
example, at 10 ms, it is evident that there are large tank portions in which the fluid is not in
direct contact with the structure.
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Figure 8. SPH global displacement field. Left: Ls-Dyna model; right: Abaqus model.

The force time-history curve (Figure 9) provides a global depiction of the good correla-
tion level achieved by both models. The whole phenomenon is dominated by two force
peaks, which are related to the first contact time and to the maximum crushing time. In
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reference to this, the Abaqus model is more accurate since the Ls-Dyna model estimates the
presence of a third peak (although with a reduced value). This could be related to the lower
liquid fluidity (less sloshing), which leads to the concentration of inertial forces in more
than two events. In addition, the overestimation of the second force peak by the LS-Dyna
model could be related to the fact that the greater force is due to greater mass (therefore,
more fluid is concentrated in the contact region due to a lower mobility capability and
therefore a decreased ability to spread itself over a larger surface).
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Figure 9. Numerical–experimental comparison in terms of impact force time-history.

In particular, the first experimental impact load peak is about 622 kN, whereas the
value determined from the Abaqus model is 637.15 kN (+2.40%), and the value related
to the Ls-Dyna model is 595.29 kN (−4.33%). As said before, the second force peak is
well estimated by the Abaqus model since the error is about −7.45%, and it is quite
overestimated by the Ls-Dyna model, which has an error of about +36%. Finally, both
models overestimate the contact time by about 10 ms.

Another aspect to underline is that the experimental results do not show zero force
after the rebound (an event that should occur at around 60 ms). This could be due to a
poor damping capacity of the impact surface, since such structures are subject to significant
rebounds if no catastrophic failures occur. Therefore, the comparison after that time step is
not realistic.

5. Conclusions

This paper provides a comparison between two numerical models developed by means
of two different explicit FE codes: Abaqus and LS-Dyna. The quality of the numerical results
was verified by numerical–experimental comparison with respect to experimental data
available in the literature related to the standard cube drop test for fuel tank certification.

• Having reliable and robust numerical models is a key factor in both realizing a good
design and reducing the costs related to product certification. In fact, this research
activity is motivated by the need to define numerical models applicable to the design
and verification phases of the fuel storage system of the NGCRT-TD. In order to per-
form a fair comparison, the developed models have the same peculiarities; therefore,
both simulate the tank structure by means of shell elements and a hyperelastic material
model, and both models use the SPH approach for modeling the fluid. In particular,
the most suitable mathematical formulation for the tank structure is the Ogden model.
The material calibration curve was established using experimental tensile test data
on samples consisting of a nylon layer and a rubber layer (the latter is essentially
introduced to ensure the sealing capability).

• The results show that both codes are able to achieve an excellent correlation level with
comparable computation costs. For both models, the error related to the maximum
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impact force is smaller than 5% (a slightly better result was obtained with the Abaqus
model). Both codes overestimate the duration of the main crash event (i.e., up to the
rebound) to a similar extent. More significant differences can be found regarding the
second peak of the impact force (relative to the instant of maximum crushing). In this
case, Abaqus is clearly more accurate since the second peak is estimated with an error
of about 7%.

• Regarding the structural response of the tank, the Abaqus model is able to simulate
greater flexibility. This allows both better accommodation of the movements of the
internal fluid and therefore a more realistic deformation mode, and it provides a strain
distribution with reduced average values localized in a few regions, such as the edges.

• Finally, as regards the dynamics of the fluid particles, minimal differences are found
up to the maximum crushing time, but after that, the differences are more significant.
The Abaqus model is able to simulate a high state of particle mixing, and therefore,
the resulting sloshing is more extensive and more realistic. It would be interesting
to experimentally study the real degree of sloshing in such crash events. This is,
obviously, a key aspect since, due to the high material flexibility, the fluid is able to
stretch the tank structure with its pressure.
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Abstract: This work aims to enhance and validate a systematic approach for the structural finite
element (FE) analysis of thermoplastic impregnated 3D filament winding structures (fiber skeletons).
The idealized modeling of geometrically complex fiber skeletons used in previous publications
is refined by considering additional characteristic dimensions and investigating their mechanical
influence. Moreover, the modeling approach is transferred from the meso- to the macro-level in
order to reduce modeling and computational effort. The properties of meso- and macro-level FE
models are compared using the example of simple loop specimens. Based on the results, respective
application fields are defined. In the next step, the same modeling approach is applied to a more
complex, three-dimensional specimen—the inclined loop. For its macro-level FE model, additional
material characterization and modeling, as well as enhancements in the modeling of the geometry,
are proposed. Together with previously determined effective composite properties of fiber skeletons,
these results are validated in experimental tensile tests on inclined loop specimens.

Keywords: 3D filament winding; commingled yarn; fiber skeleton; geometry modeling; finite element
analysis; structural simulation

1. Introduction

The 3D filament winding technology, also referred to as 3D Skeleton Winding tech-
nology (3DSW), is a design and production approach that allows lightweight potentials
to be exploited to a particularly high degree. Its concept consists of winding thermoset
or thermoplastic impregnated reinforcement fibers (e.g., glass or carbon fibers) onto a
winding form, whereby (after curing or solidification of the polymer matrix) a so-called
fiber skeleton is created. In comparison to the conventional filament winding process for
the production of rotationally symmetric composite structures, the robot-based coreless
3D filament winding process offers greater geometric flexibility, allowing more complex,
topology-optimized fiber skeletons to be realized. The impregnated fibers are usually
wound around load introduction locations and support points (mostly implemented as
metallic inserts) so that the fiber orientation is ideally aligned with the load paths. This
allows occurring loads to be transferred directly into the continuous fibers in a form-fit
manner, leading to high utilization of the fibers’ mechanical properties. Depending on the
application, the fiber skeletons are used either as pure skeletal structures [1–3] or as local
reinforcements within molded parts or laminates [4–6]. In both cases they generally serve
to carry significant mechanical loads while minimizing the component’s mass [4,7,8].
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Quantitative methods are needed that allow precise estimates of the fiber skeletons’
load bearing capacity and load-dependent deformation. While the mechanical behavior
of wound ring reinforcements under internal pressure (with a constant, rectangular cross-
sectional area) can be estimated on the basis of analytical equations [9], finite element (FE)
analysis is generally used for the structural assessment of more complex winding structures.
Depending on the size of the fiber skeleton considered and the failure modes investigated,
different FE modeling approaches are suitable. In the simulation of large fiber skeletons
(e.g., lightweight installation profiles, ship cabins or building structures) highly simplified
geometry models are used. An overview of this modeling approach is given in [10]. As can
be seen in [1,2,11–13] the fiber strings are usually modeled as one-dimensional rod or beam
elements, while the fiber deflection points are represented by rigid connections of these
elements. This approach enables precise estimates of elastic deformations of large wound
trusses at low modeling and computational effort. However, it is not suited for precise
simulations of the failure mechanisms typically occurring at the fiber deflection points that
usually determine the fiber skeletons’ bearing capacity under tensile loading [8,9,14]. Since
those are of great importance in the dimensioning of small fiber skeletons often serving as
local reinforcement in structural components, in this case, more realistic geometry models
are created. As can be seen in [15,16], the (idealized) orientation of the fibers is mapped
and represented in the geometry models—notably at the fiber deflection points. In this
context shell and/or solid elements are used, enabling the consideration of orthotropic
material properties and the precise analysis of stress distributions. Thus, failure criteria and
damage evolution models for unidirectionally reinforced composites can be implemented
and, consequently, besides elastic deformations, failure-critical locations as well as critical
loads and failure sequences are also evaluated. In this context, most widely used are the
failure criteria of Hashin [17], Puck [18] and the Maximum Stress Criterion as well as the
degradation models according to Lapczyk et al. [19] and Puck [18]. In order to also simulate
relative movement and/or delamination between individual winding layers, mesoscopic
geometry models are created in [5,9,20], that is, all windings are modeled individually and
their interactions are defined either by isotropic separation layers or contact definitions
(bonded/frictional/frictionless). Validation studies for such detailed approaches to the FE
simulation of fiber skeletons show that the agreement between calculated and measured
mechanical behavior greatly depends on a realistic geometry model. Thus, it is found in [5]
that the consideration of geometry modifications caused by subsequent pressing of the
wound fiber skeletons is crucial to obtain precise simulation results. In [15], it is shown that
the tensile loading capacity of a wound loop is strongly influenced by the loop’s thickness
(in loop plane), but degressively increases with it. A theoretical rationale for this is given
in [9] where the relevance of geometric non-linearities is pointed out in this context.

In [21], the authors of the present paper introduce a systematic approach to the struc-
tural FE simulation of fiber skeletons. It is summarized in the following two paragraphs.
The advancements to this approach generated in the present paper are listed in bullet point
form at the end of this section.

First, as can be seen in Figure 1a, it is shown that fiber skeletons generally have four
different structural constituents (structural constituents: phases within a structure showing
clearly distinguishable mechanical properties): the impregnated roving (A), the roving-
roving interface (B), the insert-roving interface (C) and the insert (D). Consequently, all
modeling and investigation steps are carried out on a mesoscopic level. Using the example
of the chosen materials (windings consisting of a polypropylene-glass fiber commingled
yarn, inserts made of aluminum), the respective mechanical behavior of the different struc-
tural constituents is characterized experimentally. On the basis of these measurements,
material models for the structural constituents are selected and parametrized. The elastic
behavior and strength of (A) are defined by transversely isotropic constants. Local initial
failure is determined by the Maximum Stress Criterion and the subsequent local degra-
dation is defined by a reduction of the elastic constants following the Material Property
Degradation Method (MPDG) [22–24]. The mechanical behavior of (B) is defined by a bilin-
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ear cohesive zone model (CZM) according to [25]. It covers elastic and plastic deformation
as well as detachments. (C) is not experimentally examined in [21]. It is simplified as a
frictionless contact, as it is assumed not to be a significant influence in the experiments
performed. The elastic behavior of (D) is assumed to be isotropic. No failure model is
defined for it, as aluminum inserts within fiber skeletons typically do not show signs
of failure.

 
(a) (b) 

Figure 1. (a) Structural constituents within fiber skeletons, adapted from [21]; (b) Distinction of
characteristic areas in a simple loop (shafts (i, ii) and wraps (iii)) and definition of characteristic
dimensions, adapted from [21].

Besides the isolated consideration and characterization of the structural constituents
described above, the geometric modeling of the fiber skeletons is also an essential part of
the systematic approach presented in [21]. Geometry modeling is of particular importance
in the structural simulation of fiber skeletons, since certain dimensions have a considerable
influence on the stress distribution [14] and consequently also on the calculated load
bearing capacity [5,15]. Detailed geometry modeling of fiber skeletons is challenging as—
due to the manufacturing process—they usually do not show clearly identifiable contours
and shapes. In the 3D filament winding process, a limb yarn is wound around inserts or
stretched freely into space, depending on the location in the fiber skeleton. As a result,
the windings assume cross-sectional shapes that are geometrically complex to describe
and may vary over the course of the winding path. Consequently, geometry models of
fiber skeletons must be an idealization of reality—this is especially the case with respect
to skeleton models that are not (yet) physically present and thus cannot be measured.
Figure 1b graphically summarizes the geometry modeling approach developed in [21].
Similar to geometry modeling based on repeating unit cells (RUC), as used for example
in the structural simulation of conventionally filament wound (rotationally symmetric)
composite structures [26,27], the fiber skeleton considered (simple loop) is first divided into
characteristic areas in which the windings assume clearly distinguishable arrangements. In
this regard the two shafts (i, ii)—which contain different numbers of windings due to the
final overlap applied in the winding process—as well as the two identical bolt wrappings
(iii) are distinguished. In the second step, characteristic dimensions are defined which are
assumed to have an important influence on the mechanical behavior of the fiber skeleton
and are therefore modeled as realistically as possible in each of the characteristic areas.
Here, the local loop thickness (LT), the local contact width between adjacent windings
(CWW) and the globally constant cross-sectional area of the individual winding (AiW) are
considered. To ensure simple modeling of these characteristic dimensions, the windings
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are modeled with a rectangular cross-section. The described modeling approach strives to
be as precise as necessary to accurately represent the skeleton’s mechanical behavior while
being as simple as possible to implement.

While performing the work described in [21] and while evaluating the first validation
results, some potential improvements and extensions to the developed approach were
identified which are addressed in this paper and briefly summarized below.

• During modeling of the geometry, more potentially relevant dimensions were found
(Section 2.2.2). They are included in this paper’s models and their mechanical effects
are examined (Section 3.2.2).

• It has been shown in [8,21] that delamination has an influence on the mechanical
behavior (i.e., the load-displacement curve) of tension-loaded simple loops. However,
this influence decreases at higher winding numbers. This indicates that at higher
winding numbers, mesoscopic modeling may be abandoned in favor of a time-efficient
macroscopic modeling approach (Section 2.2.2), which neglects the roving–roving
interface (B). Both modeling approaches are compared using the example of simple
loops in this paper (Section 3.2.5).

• The loops’ stiffness measured in N/mm, hereafter referred to as spring constant K,
was overestimated in the simulations in [21]. This deviation as well as possible reasons
are examined experimentally (Section 3.2.3). Based on the findings, the fiber-parallel
Young’s modulus (E||) of the impregnated roving (A) is adapted to the loops’ effective

elastic behavior.
• After intensive consideration of simple loop structures, the knowledge is transferred

to the modeling and simulation of inclined loops and thus to three-dimensional
fiber skeletons (Section 3.3). Since relative movements between windings and inserts
may occur in this case, the insert-roving interface (C) is characterized in this context
(Section 3.1).

2. Materials and Methods

2.1. Specimens and Mechanical Testing
2.1.1. Materials

The materials correspond to the ones used in [21]. All windings as well as the plates
for the friction tests are made from the polypropylene-glass fiber (PP-GF) commingled
yarn Twintex ® RPP60 1870 B provided by the manufacturer Owens Corning. It has a fiber
volume content of 35 vol.-% and a linear density of 1870 tex (g/km). The polypropylene
filaments contained in it are colored black. All inserts and the slider for the friction tests are
made from aluminum. Table 1 lists the elastic constants and strength values used in the
FE simulations.

Table 1. Elastic constants and strength values used in the FE simulations, adapted from [21].

Elastic Constants a

PP-GF roving E′
|| [MPa] b E⊥ [MPa] G||⊥ [MPa] G⊥⊥ [MPa] ν||⊥ [-] ν⊥|| [-] ν⊥⊥ [-]
23,953 3750 1225 1125 0.32 0.32 0.59

Aluminum
E [MPa] ν [-]
71,000 0.33

Strength Values a

PP-GF roving R′
||t [MPa] b R||c [MPa] R⊥t [MPa] R⊥c [MPa] R||⊥ [MPa] R⊥⊥ [MPa]

987.9 274.0 6.7 44.6 17.0 17.8
a ||: parallel to fiber orientation, ⊥: transverse to fiber orientation, t: tension, c: compression; b Values are
redetermined in this paper, see Sections 3.2.3 and 3.2.4.

With two exceptions, the material properties given in Table 1 correspond to the mea-
surements and assumptions from [21]. One exception is the fiber-parallel Young’s modulus
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(E||) of the PP-GF roving (A) which is adapted in Section 3.2.3 based on the observed
deviations between calculated and measured spring constants of simple loops under tensile
loading. The other exception concerns the fiber-parallel tensile strength (R||t) which is
redetermined in Section 3.2.4. Both adaptations are carried out using FE models of the
simple loop and are later validated using an FE model of the inclined loop.

To investigate the influence of fiber twists on the spring constant K of simple loops,
a comparable PP-GF commingled yarn with an artificial twist of 40 turns per meter is
produced in a cooperation of the companies Comfil ApS (Gjern, Denmark) and Culimeta
Textilglas-Technologie GmbH and Co. KG (Bersenbrück, Germany).

2.1.2. Test Specimens

The simple loop specimen, shown in Figure 2, is used in this paper to investigate the
influence of different geometric dimensions, to compare meso- and macroscopic geometry
modeling and to investigate the spring constant K. The tensile tests on simple loops with
two and six windings described in [21] are repeated in this work with optimized production
parameters and supplemented by loops with ten windings. In order to investigate a possible
cause for the deviation between the calculated and the measured spring constant K, all
specimens are additionally produced in a variation with artificially created fiber twist. The
production of the simple loop specimens corresponds to the description in [21].

 
Figure 2. Simple loop specimen with dimensions, adapted from [21].

The inclined loop, shown in Figure 3a, is used to investigate more challenging skeleton
geometries as well as inclined load transfers typically occurring in three-dimensional
fiber skeletons. It is a part of the fiber skeleton developed and investigated in [4]. As
the name suggests, the inclined loop differs from the simple loop in that the two inserts
are not positioned within the same plane. The specimen considered here shows further
differences: the two inserts are of different size, are concave in shape and both completely
wrapped twice (double-eye winding on each insert). This configuration originates from the
investigations on fiber skeletons with inclined load transfers performed in [4] and is not
modified in this paper. The production of the inclined loop is also carried out according to
the descriptions in [21], but the winding form shown in Figure 3b and an adapted robot
program are used. The inclined loop specimen is dimensioned with four windings. As
in the case of the simple loop, a final overlap is applied during the winding process, so
that the shaft in the front contains four windings while the one in the back contains five
windings. A detailed overview of the winding numbers at every location of the specimen
is given in Section 2.2.3.
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(a) (b) 

Figure 3. (a) Inclined loop specimen after [4] with dimensions; (b) Corresponding winding form.

Since significant movement between the windings and the inserts cannot be ruled
out in the case of the inclined loop, the insert-roving interface (C) is characterized exper-
imentally in this work. It is known from previous studies that no significant adhesion
occurs between thermoplastic impregnated windings and metallic inserts (especially when
using polypropylene matrices), so this contact is considered to be frictional. Consequently,
the characterization is based on the DIN EN ISO 8295 standard [28] for the determination
of friction coefficients. As can be seen in Figure 4c, plate specimens are used for this
purpose which are press-consolidated from the material of the windings and afterwards
cut according to standard dimensions. The standard slider, which slides over the plates in
the friction test, is made of the material of the inserts (aluminum).

   
(a) (b) (c) 

Figure 4. Test setups. (a) Simple loop, test setup according to [21]; (b) Inclined loop; (c) Friction test.
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2.1.3. Test Equipment and Procedures

As indicated in Section 2.1.2, tensile tests are performed on simple loops with two,
six and ten windings as well as on inclined loops with four windings. As in [21], these
are carried out at a testing speed of 5 mm/min on a Hegewald and Peschke inspect
table 50 testing machine equipped with a 50 kN load cell and a video extensometer. The
corresponding test setups are shown in Figure 4a,b. In both cases, the bottom insert is
fixed while the top insert is pulled vertically upwards. The friction tests are performed on
a Hegewald and Peschke inspect table 5 testing machine equipped with a 10 N load cell
following the DIN EN ISO 8295 standard [28]. The illustration of the test setup in Figure 4c
shows that the aluminum slider (200.05 g) is connected to the load cell by a rope. The
rope is deflected by about 90◦ by a pulley so that the slider can slide over the horizontally
oriented composite plate. For an approximate estimation of the friction influence of the
pulley, additional idle tests are carried out in which the rope is connected only to the pulley.
The test speed is set to 100 mm/min in all friction tests. The friction is measured in parallel
and transverse to the fiber orientation in the plate specimens.

2.2. Finite Element Modeling

All FE models in this paper are prepared, computed and analyzed with the commercial
FE software Ansys Mechanical 2020 R1.

2.2.1. Material Modeling

The material models described and used for the structural constituents (A), (B) and (D)
in [21] are adopted in this paper. To represent potential friction effects in the insert-roving
interface (C), the basic Coulomb friction model implemented in ANSYS Mechanical [29] is
added. Its central relation is given in Equation (1):

τlim = μP + b. (1)

τlim represents the limit frictional stress, while μ and P are the coefficient of friction
and the normal pressure acting between the contact partners, respectively. b represents a
contact cohesion providing sliding resistance even without normal pressure. It is set to
zero in this work, as no adhesion between inserts and windings is observed.

If the frictional stress of a contact is below the calculated τlim, the contact partners
adhere to each other (sticking state). If, however, τlim is exceeded, larger tangential dis-
placements between the contact partners are tolerated while the frictional stress remains
constant (sliding state). In this simplified model, no distinction is made between static and
dynamic coefficients of friction. The resulting relation between frictional stress (τ) and
tangential displacement (δ) is shown in Figure 5. τ is determined by a penalty stiffness, so
that very small displacements δ are assumed in the sticking state of a contact [30].

Figure 5. Relation of frictional stress τ and tangential displacement δ in the Coulomb friction model,
adapted from [30].
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2.2.2. FE Modeling of the Tensile Tests on Simple Loops

As described in Section 2.1.2, much of the research in this paper is done using simple
loop specimens as examples. For this type of specimen, two different FE model types are
generated whose main difference lies in the geometry modeling: meso-level models in
which each winding is modeled individually and macro-level models in which all windings
are combined, so that the roving–roving interface (B) is neglected.

Meso-Modeling

The generation of the meso-models is carried out as described in [21] with minor
modifications. A detailed description of the modeling is therefore not repeated here.
Instead, the changes made compared to [21] are listed below.

• In [21], discrepancies between simulation results and measurements, as well as uncer-
tainties associated with material characterization, are found. In Sections 3.2.3 and 3.2.4
of the present work, potential causes are investigated and the material parameters
E|| and R||t of the PP-GF roving (A) are adapted by means of reduction factors. The
resulting values are given in Table 1.

• As shown in Figure 7, further characteristic dimensions are considered and mod-
eled according to the respective measurements given in Table 2. Their mechanical
influence—and thus their relevance for precise FE simulations of fiber skeletons—is
evaluated in Section 3.2.2.

Table 2. Characteristic dimensions of simple loops with two, six and ten windings.

OWS [mm] a

(Std. Dev.)
TL [mm] b

(Std. Dev.)
AiW [mm2] c LT [mm]

(Std. Dev.)
CWI [mm2] c CWW [mm]

(Std. Dev.)

2
windings

(i) 0.85 (0.20) 15.80 (7.34) 2.47 1.49 (0.24) - 0.33 (0.24)
(ii) 0.85 (0.20) 15.80 (7.34) 2.47 1.14 (0.16) - 0.00 (0.00)
(iii) - - 2.47 0.90 (0.11) 215.56 1.96 (1.22)

6
windings

(i) 1.11 (0.22) 23.64 (6.39) 2.47 3.34 (0.16) - 0.92 (0.32)
(ii) 1.11 (0.22) 23.64 (6.39) 2.47 2.55 (0.12) - 0.49 (0.19)
(iii) - - 2.47 1.91 (0.20) 304.22 3.50 (0.41)

10
windings

(i) 1.18 (0.15) 20.78 (6.67) 2.47 2.82 (0.18) - 1.60 (0.40)
(ii) 1.18 (0.15) 20.78 (6.67) 2.47 2.48 (0.11) - 1.37 (0.41)
(iii) - - 2.47 1.94 (0.08) 499.84 4.64 (0.65)

a Without distinction between the characteristic areas (i) and (ii); b Without distinction between the transitions
(i)–(iii) and (ii)–(iii); c Calculated values.

• To reduce calculation time, the symmetric geometry model is halved.
• Since meshing complex skeleton models with hexahedral SOLID186 elements often

leads to poor element quality, all models studied are consistently meshed with tetrahe-
dral SOLID187 elements. SOLID187 is a 10-node 3D solid element with a quadratic
shape function and three degrees of freedom per node (x, y and z direction).

• The insert–roving interface (C) is no longer represented by a frictionless contact, but
by the friction model described in Section 2.2.1 in combination with the coefficient of
friction μS⊥ determined in Section 3.1.

• Geometric non-linearity is considered by activating the corresponding analysis setting
in ANSYS Mechanical (“large deflection”). This ensures that deformation-induced
changes of the stiffness matrix are determined and adjusted iteratively [31]. Even
though the simple loop specimens deformed by only a few millimeters before total
failure, the assumption of geometric linearity can lead to unrealistic deformations
and stress peaks in the FE simulations. This applies in particular in the context
of delamination.

The resulting meso-models are shown in Figure 6. Table 2 lists the characteristic
dimensions of the simple loop specimens. The loop thickness (LT) and the contact width
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between adjacent windings (CWW) are determined based on micrographs as described
in [21] with the difference that metal foil is used instead of polyimide foil to enable a more
precise measurement of the roving–roving-interface (B). The calculated rectangle height is
larger than the measured CWW, which is why special surfaces are defined to model the
contact between the windings (marked in green). In addition, 2D images of the loops are
made with an optical scanner, from which the offset between wrap and shaft (OWS) and
the transition length between wrap and shaft (TL) are measured using the public domain
image processing software ImageJ. The area of an individual winding (AiW) is adopted
from [21] and the contact area between wrap and insert (CWI) results from the rectangle
height in area (iii).

 

Figure 6. Meso-models of the simple loops: fiber orientation and characteristic areas (top), close-up
view of insert area (bottom).
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Figure 7. Overview of the characteristic dimensions considered in this work and illustration of the
windings’ rectangular modeling.

Macro-Modeling

To ensure comparability, macro-modeling of the simple loops is based as closely as
possible on the meso-models described above. The characteristic areas shown in Figure 6
and the characteristic dimensions specified in Table 2 apply in the same way. The windings
are modeled with a rectangular cross-section as well. In contrast to the meso-models,
however, there is only one rectangular cross-section per characteristic area, since the
interfaces between the windings are neglected. The local cross-sectional area corresponds
to the cross-sectional area of an individual winding (2.47 mm2) multiplied by the number
of locally present windings. With this value and the local loop thickness given in Table 2
(corresponds to the width of the rectangle), the local height of the loop (height of the
rectangle) results are unambiguous. This is graphically explained with the characteristic
dimensions in Figure 7. Another difference between the meso- and macro-models concerns
the transitions between the shafts (i, ii) and the wraps (iii). In the meso-models, these must
be modeled as straight-line connections to maintain close contact between the adjacent
windings. Due to the neglection of the roving-roving interface (B), this restriction does not
apply to the macro-models, so that the notches associated with straight-line modeling can
be avoided here. Therefore, the transitions are modeled based on curves, in this case, which
tangentially fade into the shafts and wraps (see Figure 7). This also leads to a more realistic
representation of the fiber skeletons’ actual shape. As with the meso-models, the material
properties specified in Table 1 are used and aligned with the (idealized) fiber orientation
by adjusting the elements’ local coordinate system. The insert–roving interface (C) and
all analysis settings are also defined identically. Furthermore, the macro-level geometry
models are also meshed with tetrahedral SOLID187 elements, and the load introduction is
also carried out by displacing one insert while the other one is fixed.

2.2.3. FE Modeling of the Tensile Tests on Inclined Loops

From past studies it is known that delamination is unlikely to occur in wound loop
structures with eye windings. For this reason, geometry modeling on the meso-level is
skipped and a macro-model of the inclined loop specimen is generated instead. As can be
seen in Figure 8, in this case as well, the geometry modeling starts with a segmentation of
the fiber skeleton into characteristic areas. As with the simple loops, the two shafts (i, ii)
are distinguished here, since they contain different winding numbers. The two outer wraps
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of the inserts (iii, iv) are modeled differently, since the two inserts are not identical. The
inner wraps (v, vi) are added as additional characteristic areas to model the eye windings.
The shafts and the outer wraps are connected by tangential transitions in this case as well.
Again, the modeling of the windings is based on rectangular cross-sections as indicated by
the equations shown in Figure 7. This time the measurements of the inclined loop, given
in Table 3, are used. The measurement of the inclined loop is carried out using the optical
3D measuring system ATOS 5 provided by GOM GmbH. Thus, as shown in Figure 8, the
outer surfaces of the skeleton are comprehensively measured, but no section views are
available. Thus, the loop height (height of the rectangle) is measured in this case and the
loop thickness is derived from it. This again requires the cross-sectional area of a single
winding (2.47 mm2) and the number of locally present windings given in Table 3.

Figure 8. Macroscopic geometry model of the inclined loop with characteristic areas (left), screenshot
of the 3D measuring (right).

Table 3. Characteristic dimensions and locally present winding numbers of the inclined loop.

OWS [mm] a TL [mm] a AiW [mm2] b LH [mm] c

(Std. Dev.)
CWI [mm2] b CWW [mm]

Inclination [◦]
d (Std. Dev.)

N [-]

(i) 0.00 29.00 2.47 5.64 (0.31) -

Neglected in
macro-model

36.58 (0.71) 5
(ii) 0.00 29.00 2.47 5.21 (0.06) - 36.58 (0.71) 4
(iii) - - 2.47 10.84 (1.16) 477.35 36.58 (0.71) 6
(iv) - - 2.47 10.39 (0.31) 245.40 36.58 (0.71) 7
(v) - - 2.47 9.20 (0.16) 710.78 - 2
(vi) - - 2.47 6.88 (0.29) 272.84 - 2

a Values specified based on the recommendations defined in Section 3.2.2; b Calculated values; c The optical 3D
measuring system measures the local loop height, from which the local loop thickness is calculated; d Without
distinction between (i)–(iv).

The inclined orientation of the loop and the concave insert designs require more complex
geometry modeling than with the simple loop. The key adaptations are listed below:

• As shown in Figure 9a, the cross-sections of the outer wraps follow the insert shapes
and are therefore not rectangular but rectangle-like: they have a constant wall thick-
ness and parallel edges; however, two of the four edges are not straight. This modeling
approach enables a close contact between insert and windings while keeping imple-
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mentation simple. The inner wraps are modeled in the same way and are connected
to the outer wraps by bonded contacts.

• The inserts have different diameters. The two outer wraps therefore do not form a
semicircle around the inserts (180◦ deflection), as is the case with the simple loop.
Instead, a larger deflection angle is modeled at the large insert and a smaller one at
the small insert. This can also be seen in Figure 9a.

• Analogously to the simple loop, the shafts are modeled with a rectangular cross-
section. However, in this case, the shafts are twisted so that their ends match with
the angled ends of the outer wraps. The twist of the shafts is shown in Figure 3a (real
specimen) and in Figure 9b (geometry model).

• Due to the twist in the shafts, the OWS and the TL are difficult to measure. The OWS
is therefore not considered in the geometry model. Instead, the free shafts are simply
centered between the two wrap endings they connect. Based on the recommendations
in Section 3.2.2, the TL is set to 25% of the distance between the insert centers.

• The windings are not aligned perpendicularly to the insert axes, but at an incline to
them. As can be seen in Figure 9c it is ensured that the outer wraps and the shafts,
as well as the transitions connecting them, are all oriented at a uniform angle. Thus,
unrealistic bending moments in the windings are avoided.

   
(a) (b) (c) 

Figure 9. Detailed illustration of the inclined loop model. (a) Outer wraps; (b) Twisted shafts;
(c) Inclination angle.

The rest of the modeling (material modeling, load introduction, analysis settings)
corresponds to the descriptions given in Section 2.2.2.

2.2.4. Geometry, Mesh and Load Step Size Dependencies

To investigate the influence of the different characteristic dimensions shown in Figure 7
on the calculated mechanical behavior of the simple loops, a sensitivity study was per-
formed using a generic macro-model of a simple loop specimen. First, the reference model
was generated and subjected to a simulation of a tensile test, as described in Section 2.2.2.
Then the characteristic dimensions were in-/decreased individually by +25% and −25%,
while ensuring that the cross-sectional area of the windings is identical in all models. The
models created in this way were then simulated analogously to the reference model so that
the effects of the geometry modification can be seen by direct comparison of the results.
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To avoid mesh and load step size dependent results, respective convergence studies
are performed prior to the simulations described in Section 2.2. For this purpose, the
mentioned reference model is simulated with different mesh and load step resolutions.

3. Results and Discussion

3.1. Characterization of the Insert-Roving Interface (C)

Figure 10 shows some load-displacement measurements of the friction tests used to
characterize the insert-roving interface (C). A typical course of friction tests can be seen: it
starts with a load peak representing the exceedance of the limit friction stress, then the load
settles at a nearly constant level which reflects dynamic sliding.

 

Figure 10. Experimental results of the friction tests on PP-GF plate specimens with transverse
fiber orientation.

The static and dynamic coefficients of friction given in Table 4 are determined after
Equations (2) and (3), respectively:

μS =
FS

FN
, (2)

μD =
FD

FN
. (3)

Table 4. Coefficients of friction determined between pressed PP-GF plate specimens and the standard
slider made from aluminum.

Friction Coefficients Parallel to Fiber Orientation Friction Coefficients Transverse to Fiber Orientation

μS|| [-] (Std. Dev.) μD|| [-] (Std. Dev.) μS⊥ [-] (Std. Dev.) μD⊥ [-] (Std. Dev.)

0.21 (0.03) 0.16 (0.02) 0.25 (0.05) 0.19 (0.02)

μS and μD represent the static and dynamic friction coefficient while FS and FD are the
static and dynamic frictional force. FN represents the weight of the slider.

For FS, the maximum load at the start of the measurement curves is used. FD is defined
as the average load measured in the displacement range between 10 and 60 mm. The idle
friction load of the pulley is subtracted from both values.

As significant relative movements between windings and inserts are primarily ex-
pected transverse to fiber orientation and as the friction model described in Section 2.2.1
only considers static friction, the μS⊥-value of 0.25 is relevant for this work.
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3.2. Investigations on Simple Loop Specimens
3.2.1. Mesh and Load Step Convergence

As described in Section 2.2.4, a generic macro-model of the simple loop is used to
investigate discretization influences on the calculated mechanical behavior. Figure 11a
shows the calculated normalized failure load Fmax as a function of the elements’ edge
length (red curve). Besides, the percentage deviation compared to the convergent Fmax is
given (green curve). It can be seen that using an edge length of 0.45 mm or smaller, Fmax
varies less than 0.1%. The third curve indicates the number of element layers over the loop
thickness (LT) in area (iii) (blue curve). It seems that a minimum of six layers is required to
achieve convergence. This rule is confirmed using other macro-models, while the element
edge length required to attain convergence varies between the models. Therefore, all
macro-models in this work are meshed with six element layers in the wrap areas.

  
(a) (b) 

Figure 11. Convergence studies. (a) Influence of element edge length; (b) Influence of load step size.

In a similar way, the influence of the load step size on the calculated mechanical
behavior is investigated. Again, the generic macro-model is used as a reference. Non-linear
behavior is expected due to fiber fracture (represented by the Maximum Stress Criterion
and the MPDG). For its calculation, an implicit iterative solver (Newton-Raphson) and
stepwise load application are used. As can be seen in Figure 11b, the precision of the
non-linear calculation depends on the resolution of the load steps, which are defined by
the displacement of an insert (see Section 2.2.2). As the step size decreases, the calculated
Fmax (red curve) approaches the convergent solution determined using the Automated
Time-Stepping feature (ATS) (automatic load adjustment is implemented as automatic time
adjustment in ANSYS Mechanical, as loads are generally defined in dependency of time).
ATS automatically adjusts the load step size to the current situation of an analysis (e.g.,
non-linearities) [29]. If necessary, extremely fine load step resolutions are realized. As
the deviation from the convergent solution (green curve) indicates, this enables a notable
increase in precision here, even compared to fine constant load step sizes. Consequently, all
simulations in this work are performed using the ATS feature. It is assumed that it is also
suitable for the calculation of non-linearities based on delamination (represented by the
CZM in the meso-models).

The mesh convergence study is performed using the ATS feature. The load step
convergence is performed using a mesh with six element layers over LT in area (iii).

3.2.2. Mechanical Influence of the Characteristic Dimensions

The results of the sensitivity study described in Section 2.2.4 are summarized in
Figure 12. Since the macro-model on which the study is based generally predicts a lin-
ear elastic deformation followed by abrupt total failure, the mechanical behavior can be
summarized well by specifying the calculated spring constant K and the failure load Fmax.
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The sensitivity of the varied characteristic dimensions is evaluated based on the resulting
K- and Fmax-deviations compared to the reference model. The variation of LT affects both
K (moderately) and Fmax (more significantly). The deviations of Fmax are consistent with
the stress distribution analyses on tensile-loaded wound loops in [14]: in order to achieve
high tensile-load capacity, it is recommended to keep LT small. LT’s influence on K can be
explained as follows: the larger the LT, the stronger the wrap area (iii) gets squeezed in the
direction of the tensile load (x-direction in Figure 7); since the fibers are transverse to the
loading direction at (iii) and E⊥ is much smaller than E||, K decreases with increasing LT.
CWI can only be decreased, as it corresponds to the total contact area between the windings
and the inserts in the reference model. The decrease of CWI does not cause any significant
deviations of K or Fmax. This is in accordance with the Coulomb friction model described
in Equation (1) in which the contact area can be cancelled out of τlim as well as P [29]. The
variation of TL has a significant effect on Fmax, but not on K. The effect on Fmax is attributed
to the different notch shapes that result from the variation of TL, as shown in Figure 13b.
Although the transitions are modeled tangentially in the macro-models, the notch shape still
affects the stress distribution in this failure-critical area. It is found that Fmax decreases, if TL is
modeled smaller than measured (−10% and −25%). However, no significant deviation arises
when TL is modeled larger than measured (+25%). Finally, the variation of OWS also affects
Fmax, but not K. The reason for the dependence between OWS and Fmax is that high OWS
values induce curvatures within the windings, as can be seen at the top of Figure 7. As the
loop is subjected to tensile loading, these curved regions align with the load direction. This is
accompanied by a local superposition of tensile and bending loads resulting in stress peaks.

 

Figure 12. Influence of varied characteristic dimensions on the mechanical behavior of a macro-model.

 
(a) (b) 

Figure 13. (a) Influence of CWW variations on the load-displacement-curve of a meso-model;
(b) Notch shapes resulting from TL variations.
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A separate consideration is required for the dimension CWW, which only occurs in
meso-models and is therefore investigated using a generic meso-model of the simple loop.
Due to delamination, a non-linear deformation is expected even before Fmax is reached, so
that the evaluation of the mechanical influence is based on load-displacement curves in
this case. As shown in Figure 13a, the variation of CWW has a direct effect on the onset of
delamination, recognizable by the drops in the curves.

The recommendations for geometry modeling derived from the above-described
sensitivity study are summarized in Table 5.

Table 5. Recommendations for the determination and modeling of characteristic dimensions.

Char. Dimension Mechanical Relevance Recommendations

LT High Should be measured in micrographs from each characteristic
area and modeled accordingly.

CWI Low
A measurement is not required. CWI must be greater than zero.

It is recommended to use the contact area resulting from the
height of the windings.

TL High

Should be measured by means of 2D/3D scans and
modeled accordingly.

If this is not possible, it must be ensured that TL is modeled
rather too large than too small: 25 % of the distance between the

insert centers can be used as a rule of thumb.

OWS High

Should be measured by means of 2D/3D scans and
modeled accordingly.

If this is not possible, the shaft should be centered between the
wrap endings it connects, knowing that curvatures of the
windings and associated stress peaks might be neglected.

CWW High Should be measured in micrographs from each characteristic
area and modeled accordingly.

3.2.3. Investigation of the Spring Constant K and Adaptation of the Fiber-Parallel Young’s
Modulus E||

To quantify the discrepancy between calculated and measured spring constants ob-
served in [21], both variables are plotted against the winding number in Figure 14a. The
black curve represents the mean values of the spring constants measured in the tensile tests
on simple loops. The red curve shows the calculated spring constants obtained by comput-
ing the respective macro-models while applying the fiber-parallel Young’s modulus (E||) of
26,518 MPa which was originally measured on press-consolidated PP-GF plates in [21]. It
can be seen that both variables are linearly related to the winding number, while the curve
of the measured spring constants has an inferior slope and is constantly approximately
10% below the curve of the calculated spring constants. These ratios are multiplied by the
originally characterized E||–value of 26,518 MPa to obtain a plot indicating the adapted
E||-values required to recreate the simple loops’ effective elastic behavior. The result is
the orange solid curve in Figure 14b. Since the curve is virtually constant, the mean value
of 23,953 MPa is henceforth adopted as the adapted fiber-parallel Young’s modulus E′

|| of the
impregnated PP-GF roving (A), which is assumed to be valid for loop specimens with
winding numbers between 2 and 10. The described adaptation of E|| is a temporary solution
serving to promptly consider the observed spring constant deviations in the context of FE
analyses of fiber skeletons. The authors are aware that it is a simplification which does
not replace an in-depth investigation of the underlying physical phenomena. The general
applicability of this simplification is tested in Section 3.3 by applying it to the inclined loop.
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(a) (b) 

Figure 14. (a) Comparison of measured and calculated spring constants; (b) Corresponding adapta-
tion of E||.

One potential cause for the above-described spring constant deviation—namely the
influence of twisted fibers—is investigated in this work. For this purpose, compari-
son specimens are made from an artificially twisted commingled yarn, as described in
Section 2.1. The twist of 40 turns per meter (Z40) is chosen to be sufficiently high to ensure
that it significantly exceeds the process-induced fiber twist which is estimated to be well
below five turns per meter and cannot be fully prevented even in the reference samples. The
normalized spring constants of both kinds of specimen are given in Figure 15. It is shown
that the increased degree of fiber twist generally has a negative effect on the loop‘s stiffness.
The spring constants of the specimens with increased fiber twist are 3–10% below those of
the reference specimens. Besides the non-ideal fiber orientation, the increased proportion of
broken reinforcement fibers is another side effect of the increased fiber twist that certainly
contributes to the reduced spring constants. It should be noted, though, that the standard
deviations are at a similar order of magnitude as the spring constant deviations. Thus, it
is confirmed that fiber twist can be a possible cause of the observed deviations between
calculated and measured spring constants. However, the relatively small reduction of
the spring constants compared to the high degree of fiber twist suggests that it is not the
only and probably not the most significant influence. Another possible cause worthwhile
investigating in follow-up work is the potential occurrence of inter-fiber-fractures in the
wrap area (iii) during the tensile tests.

 

Figure 15. Spring constants measured on simple loops with (40 turns/m) and without (<5 turns/m)
twisted fibers.
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3.2.4. Adaptation of the Fiber-Parallel Tensile Strength R||t
Next to the fiber-parallel Young’s modulus of the impregnated roving (A) described in

Section 3.2.3, its fiber-parallel tensile strength R||t is also adapted in this paper. The reason
for this adaptation is the uncertainty associated with the wide range of results obtained
when determining R||t by different methods [21]. Thus, the value found in tensile tests
on press-consolidated plates (affected by stress peaks in the clamping area) is 609.0 MPa,
whereas the value calculated according to the rule of mixture given in [14] (assuming ideal
homogenization) is 1232.2 MPa.

A simple approach to this issue, which is widely used in the design of filament wound
structures, is the empirical determination of a reduction factor [9]. This factor serves to
reduce the homogenized R||t-value calculated according to the rule of mixture, so that—
based on experimental experience—precise FE simulations of the load-bearing capacity of
filament wound structures are enabled.

Following this approach, the macro-models of the simple loops with six and ten
windings (simple loops with two windings are not included, as their failure behavior is
strongly influenced by delaminations) are simulated using the homogenized R||t-value of
1232.2 MPa and the resulting failure loads are compared to the ones measured in the tensile
tests. The average deviation is taken as the adaptation factor which is then multiplied by
1232.2 MPa. The result of this calculation is 987.9 MPa and is henceforth considered as the
adapted fiber-parallel tensile strength R′

||t, which is used in all subsequent simulations. The
reduction factor is approx. 0.8 and thus agrees very well with the value given in [9]. Like
E′
||, R′

||t is also validated by application to the inclined loop in Section 3.3.

3.2.5. Comparison of Meso- and Macroscopic Models

A quantitative comparison between the meso- and macro-models of the simple loops
is made on the basis of the respectively calculated load-displacement curves. Addition-
ally, two qualitative results—the failure sequence and the failure location—are compared.
In order to evaluate the precision of the models, the corresponding measurements and
observations from the tensile tests are included in the comparisons.

Figure 16 provides an overview of the deformation and failure behavior of the simple
loops with two windings—in the tensile tests as well as in the simulations. Figure 17
summarizes the associated load-displacement curves. As already found in [21], the failure
behavior observed in the tensile tests is dominated by delamination. With only two wind-
ings, the area of the roving–roving interface is too small to withstand the tensile load until
pure fiber fracture is reached. Consequently, the specimens either fail by abrupt/stepwise
total delamination or by local delamination followed by premature fiber fracture. In the
measured curves (black), both delamination and fiber fracture are manifested by abrupt
drops in the measured load. Curves with only one load drop can be classified as abrupt
total delamination, while curves with several load drops can either represent a local delam-
ination with subsequent fiber fracture or a stepwise total delamination. The macro-model
cannot reproduce delamination processes. It therefore significantly overestimates both
the spring constant and the failure load of the simple loop with two windings. It locates
the fiber fracture at one end of the wrapping area (iii), as expected in theory [14] and
confirmed in several studies [5,8,21], including the present one. This failure-critical point is
henceforth referred to as the wrapping flank. The meso-model can reproduce delamination
processes and thus, as already shown in [21], achieves a good qualitative agreement with
the experimentally observed failure behavior. Quantitative agreement is also good: both the
spring constant and the failure load lie within the scatter of the measured curves. The onset
of delamination occurs slightly too early. It should be noted that symmetrical modeling of
the roving–roving interface results in symmetrical delamination, that is, both ends of the
loop delaminate simultaneously. To reproduce the asymmetrical delamination observed
in the experiments (either the first or the last deposited winding delaminates first), it is
advisable to slightly increase CWW at one end. As shown in Figure 16, this leads to a local
delamination of one loop end, followed by premature fiber fracture at the wrapping flank.
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Figure 16. Deformation and failure behavior of simple loops with two windings (specimens
and models).

 
Figure 17. Load-displacement curves from tensile tests on simple loops with two windings (measured
and calculated).

The mechanical behavior and the associated load-displacement curves of the (real and
modeled) simple loops with six windings are shown in Figures 18 and 19. Although it is
hardly recognizable in the figures, local delamination of the loop’s ends also occurs in this
case. However, due to the increased area of the roving–roving interface, total delamination
is not observed. The local delamination causes a relatively small reduction of the interface
area here, manifested by minor drops in the measurement curves. Total failure follows
in the form of a fiber fracture at the wrapping flank. This less delamination-dominated
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behavior is better reproduced by the macro-model. Both the spring constant and the failure
load are in the right order of magnitude and the fiber fracture is predicted at the correct
location. The ignorance of delamination processes leads to a rather conservative prognosis
of the displacement at total failure. The meso-model shows similar results. The only
difference is that—as delamination is considered—the displacement lies further within the
scatter of the measurement curves. In this case as well, CWW is slightly increased on one
end of the loop, to properly reproduce the asymmetric delamination.

Figure 18. Deformation and failure behavior of simple loops with six windings (specimens
and models).

 
Figure 19. Load-displacement curves from tensile tests on simple loops with six windings (measured
and calculated).
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The numerical and experimental results obtained for simple loops with ten windings
are summarized in Figures 20 and 21. The findings and observations that can be drawn
here essentially correspond to the descriptions in the last paragraph (results of the simple
loops with six windings). The results of the macro- and meso-models are even more similar
in this case, and both agree well with the measurements from the tensile tests.

 

Figure 20. Deformation and failure behavior of simple loops with ten windings (specimens
and models).

 
Figure 21. Load-displacement curves from tensile tests on simple loops with ten windings (measured
and calculated).
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3.3. Validation of the Presented Approach Using the Example of the Inclined Loop

To validate the presented approach using the example of the inclined loop, the relative
tangential displacement between the windings and the inserts (sliding distance) is evaluated
as a further reference, next to the sequence and location of failure as well as the load-
displacement curves. The results are shown in Figures 22–24.

 

Figure 22. Deformation and failure behavior of inclined loops (specimens and model).

 
Figure 23. Load-displacement curves from tensile tests on inclined loops (measured and calculated).
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Figure 24. Sliding processes at the inserts of the inclined loop (specimens and model).

As expected, no recognizable delamination occurs in the tensile tests. Instead, elastic
deformation is observed until fiber fracture occurs at one of the wrapping flanks of the
small insert. In some cases, not all fibers fail at the same time, which can be seen from
the different-sized drops at the end of the measurement curves and is possibly related
to an uneven load distribution provoked by the concave insert geometry in combination
with the sliding processes occurring at the small insert. The total sliding distance (large
and small insert combined) directly before fiber fracture varies between 0.6 and 3.0 mm in
the tensile tests, while the sliding processes at the small insert generally account for the
larger share of it (74% on average). From video recordings of the tensile tests, it can be
seen that stepwise fiber fracture is less likely to occur on specimens with a small sliding
distance. Since no delamination occurs, the macro-model is well suited to reproducing
the mechanical behavior of the inclined loop. The spring constant as well as the failure
load and the maximum displacement lie centrally in the scatter range of the measurements.
The location of the fiber fracture is also predicted correctly at one of the wrapping flanks
of the small insert. These results indicate that the adaptations E′

|| and R′
||t, as well as

the presented geometry modeling approach, generally enable a good reproduction of
the inclined loop’s mechanical behavior. To validate the modeling of the insert–roving
interface (C), the calculated total sliding distance is considered. At 2.44 mm it is in the
upper fourth of the measured range. Since the friction model applied only considers the
static friction coefficient (which is higher than the dynamic one), the simulation should,
in theory, underestimate the sliding distance. Thus, it can be assumed that the surface of
the press-consolidated PP-GF plates used in the friction tests might be smoother than the
contact area of the PP-GF windings. Besides, it should be noted that the model locates
the greater share (73%) of the total sliding distance at the large insert. This deviation
from the measured results is assumed to be related to the idealized geometry modeling
approach pursued.

4. Conclusions

In the present work, a systematic approach for FE analysis of thermoplastic impreg-
nated fiber skeletons, initially presented in [21], was advanced and validated. The meso-
level geometry modeling procedure was supplemented by further characteristic dimensions
whose mechanical influence was subsequently investigated using the example of simple
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loops. From the results obtained, recommendations for more complex modeling tasks could
be derived. With regard to more time-efficient modeling and simulation, the geometry
modeling was transferred to the macroscopic level. In a comparison of meso- and macro-
modeled simple loops, the application areas of the two approaches were distinguished.
Being able to reproduce fiber fracture as well as delamination, meso-models have the po-
tential to provide accurate predictions of deformation and failure for all specimens studied
in this paper. Macro-models have the advantage of reduced modeling and computational
effort but cannot reproduce delamination and may therefore provide inaccurate results for
fiber skeletons that are prone to local or total detachments. These simulation-based findings
were confirmed by experimental tensile tests on simple loop specimens. Consequently,
it is recommended to rely on macro-modeling only, as long as no major delamination is
expected. If this cannot be assured, modeling at the meso-level is required. Based on this
finding, the procedures and models developed up to this point were used to generate a
macro-model of an inclined loop. In the context of a three-dimensional load transfer and
fiber skeleton, a mechanical characterization and modeling of the insert-roving interface
(C), as well as some enhancements in the geometry modeling procedure, had to be added.
The entirety of the models and procedures developed was validated by experimental tensile
tests on inclined loop specimens. Both the qualitative failure sequence observed in the
experiments, as well as the measured failure loads and displacements, were reproduced
well in the simulations. In order to be able to apply the developed FE analysis approach in
the sense of a design engineer, that is, to design and dimension fiber skeletons that are not
yet physically existent and cannot be measured, a better understanding and empirical data
are required regarding their characteristic dimensions, which are the basis of the proposed
geometry modeling procedure.

Consequently, further work will be dedicated to investigating the influence of different
process and design parameters on the characteristic dimensions of fiber skeletons. Moreover,
the proposed approach will be applied in the context of insert design optimization.
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Abstract: Thermoset polymers offer great opportunities for mass production of fiber-reinforced com-
posites and are being adopted across a large range of applications within the automotive, aerospace,
construction and renewable energy sectors. They are usually chosen for marine engineering ap-
plications for their excellent mechanical behavior, including low density and low-cost compared
to conventional materials. In the marine environment, these materials are confronted by severe
conditions, thus there is the necessity to understand their mechanical behavior under critical loads.
The high strain rate performance of bonded joints composite under hygrothermal aging has been
studied in this paper. Initially, the bonded composite specimens were hygrothermal aged with the
conditions of 50 ◦C and 80% in temperature and relative humidity, respectively. After that, gravimet-
ric testing is used to describe the moisture diffusion properties for the adhesively bonded composite
samples and exhibit lower weight gain for this material. Then, the in-plane dynamic compression
experiments were carried out at different impact pressures ranging from 445 to 1240 s−1 using the
SHPB (Split Hopkinson Pressure Bar) technique. The experimental results demonstrated that the
dynamic behavior varies with the variation of strain rate. Buckling and delamination of fiber are the
dominant damage criteria observed in the sample during in-plane compression tests.

Keywords: moisture diffusion; compressive behavior; SHPB technique; glass/polyester composite
joints

1. Introduction

Glass fiber composites are usually chosen for marine engineering applications due to
their excellent mechanical behavior and particularly, their low densities and cost compared
to traditional materials [1–5]. However, the most structural requirement of composites is
the ability to maintain a high proportion of its load-carrying performance over prolonged
time under extreme environmental circumstances, such as temperature changes, humid-
ity, oxidation, microbial attack, etc. [6–8]. Over the past few decades, the strengthening
and repair of marine engineering structures using glass fiber reinforced polymer (GFRP)
laminates have gained much attention [9,10]. As the science of polymers has advanced,
composite bonding has developed into a major joining method for many applications, be-
cause it affords a lot of benefits compared to metallic joints, such as high fatigue resistance,
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galvanic corrosion elimination and uniform stress distribution across the joint [11–14].
The exploring of the hygrothermal aging effect on the mechanical performance of bonded
joints has increasingly become recognized in the last years. The water aging influence on
interface debonding has been studied in the literature. Komai et al. [15] demonstrated that
water absorption leads to strength loss of the fiber/matrix interfaces of aligned reinforced
carbon/epoxy composites. Ashik [16] conducted an experimental study of moisture uptake
and mechanical characteristics of hybrid natural and glass fiber reinforced composites.
The result shows that the addition of coconut fiber can improve strength and serve as an
alternative material to glass fiber. Selzer and Friedrich [17] observed that the bonding of
fiber/resin deteriorates with increasing moisture absorption. Due to the individual set of
properties that synthetic polymers offer, their applications in the outdoor environment are
steadily growing.

Polymers have replaced conventional materials in the marine industry. Many research
papers have shown the impact of seawater on polymeric composites which leads to a
degradation of performance [18]. Buehler and Seferis [19] noted interface delamination in
carbon-glass reinforced epoxy due to water absorption. However, there are limited works
on damage mechanisms that can change fatigue resistance, even in the absence of important
seawater deterioration. So, it is substantial to better comprehend the extent and mechanisms
of seawater deterioration. Schutte [20] demonstrated that hygrothermal decomposition of
glass fiber composites is primarily due to the decomposition of the glass fibers, the polymer
matrix and the interface. However, Mijović et al. [21] showed that vinylester reinforced
composites display excellent durability over epoxy-based composites. Khalilullah [22]
characterized the effect of moisture and hygroscopic bulking of silicone/phosphorus com-
posite film, also the moisture uptake increases with temperature for the film. Therefore,
vinylester and epoxy resins are usually chosen due to their low cost, thermal aging re-
sistance and high sustainability [23]. Jiang et al. [24,25] experimentally and numerically
investigated the impact of humidity and hygrothermal degradation in GFRP adhesives. The
results revealed that samples lost mass under 40 ◦C conditions. Grace et al. [26] presented
a new approach to characterize anisotropic moisture absorption in polymer composites
using gravimetric absorption. Benyahia et al. [27] investigated the mechanical behavior
of composite pipes at different temperatures between −40 ◦C and 80 ◦C where the pipes
degrade when temperature increases. Sassi and his colleagues [28–32] investigated the
dynamic behavior of bonded composite joints at elevated strain rates using an SHPB ma-
chine, the experimental results have shown a strong material sensitivity to strain rates.
Moreover, damage investigations have revealed that the failure mainly occurred in the
adhesive/adherent interface because of the brittle nature of the polymeric adhesive. Results
have shown good agreement with the dependency of the dynamic parameters on strain
rates. Despite these efforts, the influence of moisture diffusion on the dynamic compressive
behavior of glass/polyester composite joints remains immature. Hence, the importance of
understanding the mechanical behavior of these materials that are subjected to critical loads
for an extended period. In this context, this paper highlights the impact of hygrothermal
aging on the compressive responses of bonded composite joints at an elevated strain rate
using the Split Hopkinson Pressure Bar (SHPB) machine.

In summary, the outline of this article is as follows: Section 2 provides the material
description and methods, followed by the experimental methodology utilized for the
mechanical characterization in Section 3. Finally, Section 4 draws pertinent conclusions as
well as some prospects for future developments.

2. Materials and Methods

2.1. Materials

The composite used in this work was made of a 45◦ biaxial glass fiber mat with
0.29 mm in thickness reinforced polyester polymer. The composite part was joined with
an adhesive of polyvinylester with 1 mm in thickness purchased from NORPOL. The
mechanical properties of materials are listed in Table 1 [28]. The polyester polymer is

284



J. Compos. Sci. 2022, 6, 94

used in the maritime industry as an equivalent to other types of polymers, due to their
cost being slightly less than epoxy resin and also it has an excellent performance in cor-
rosive environments and at extreme temperatures; therefore, it is perfectly adapted to
naval applications.

Table 1. Composite and adhesive mechanical properties.

Properties Composite Adhesive

Density (kg/m3) 1960 1960
Young’s modulus (MPa) E1 = 48,110, E2 = E3 = 11,210 3100

Poisson’s ratio ν12 = ν13 = 0.28, ν23 = 0.34 0.3
Shear modulus (MPa) G12 = G13 = 4420, G23 = 5000 -

2.2. Methods
2.2.1. Hygrothermal Aging Test

The samples were tested and performed by hygrothermal aging to investigate the
moisture absorption properties and to measure the gain in weight of the samples in the
function of time. The dimension of samples is 13 mm × 13 mm × 9 mm as shown in
Figure 1. To perform the SHPB test, the samples must be prepared where both sides of
the specimen are recommended to be planned and oriented with a high level of accuracy.
The mass of each sample was calculated every 96 h in a regular period using a Precisa
XT220A analytical balance with a tolerance of 0.0001 g. To record the weight variation
after a specified interval of time, each specimen is taken out of the conditioned chamber,
weighed quickly and returned into the chamber. The moisture uptake M absorbed by each
sample is measured as a function of its initial weight wi and final weight w f [25,29] as
described below:

M =
w f − wi

wi
× 100 (1)

Figure 1. Adhesively bonded composite joints sample.

Before studying the aging of an adhesive, it is necessary to ensure that the polymeriza-
tion is complete to avoid crosslinking phenomena during aging [2]. The DSC (Differential
Scanning Calorimetry) test can determine an adequate curing cycle (polymerization of
the glue). Likewise, these tests carried out on polymerized samples make it possible to
determine a glass transition temperature Tg. From these data, it is then possible to set
aging conditions. In general, it is necessary, for the aging temperature, to be lower than the
Tg of an aged material saturated with water to overcome complex aging phenomena in a
rubbery state. In addition, it is recommended that the aging temperature be much lower
than the post-cure temperature as shown in Figure 2. The bonded composite specimen was
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tested under the moisture diffusion effect with 50 ◦C and 80% of temperature and relative
humidity, respectively, for different periods.

 
Figure 2. Glass transition temperature of the specimen.

2.2.2. Moisture Absorption

Many researchers investigated the performance degradation of marine water on poly-
meric composites [30,31]. However, the marine environment could lead to chemical bond
hydrolysis and mechanical degradation and also a loss in interfacial stress transmission
due to matrix plastification, in addition, the interface changes between the fiber and the
matrix [18,32].

Various diffusion models have been developed to comprehend the behavior of homo-
geneous and heterogeneous materials, the best known and most commonly used of which
is the one-dimensional isotropic Fick model [33] as seen in Figure 3, but divergence from
this model are frequently remarked. On the other hand, the Langmuir-type model can
accurately describe the water absorption of fiber-reinforced epoxy composite [34].

(a) (b) 

Figure 3. Comparative diagram of diffusion phenomena. (a) Homogeneous material, (b) Heteroge-
neous material.
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Experimental data were expressed as the moisture uptake M(t). However, the study
was conducted using average concentration C(t) as the main parameter. To compare the ex-
perimental and numerical results, the M(t) was converted to C(t). The mean concentration
was evaluated using Equation (2), where the densities of the material and water at 60 ◦C
are ρmat = 1.9 g/cm3 and ρwater = 0.9 g/cm3, respectively.

C(t) =
ρmat

ρeau
M(t) (2)

The average concentration Ci is computed by using the finite element model at each
integration point. So, to compare the results, Ci is evaluated at each increment point for
the entire test tube using Equation (3), where Ci and Vi represent the concentration and
volume at the integration point, respectively. The equation was executed using a Python
script that extracts the appropriate information from the Abaqus results database.

Ci(t) =
∑n

i=1 CiVi

∑n
i=1 Vi

(3)

Figure 4 presents the variation of the moisture uptake curve in the function of the
square root of time, which usually concurs with the Fick law. The numerical results
remain below the experimental and analytical values which confirm the model correlates
satisfactorily with the theoretical and experimental results. The experimental data presented
in Figure 4 represents the average of 10 tested samples. The moisture process of bonded
joints may be defined into three period phases. In the first phase, the moisture uptake rate
grows rapidly with time, achieving to moisture absorption of 0.239 wt% in 49 h. The rate
of water absorption in bonded joints was changed linearly with aging time. The moisture
uptake in this phase is principal because of composite material defects, such as voids
and micro-cracks in the matrix. Into the second phase, the moisture decelerates until the
saturation point at 0.2875 wt% in 400 h. The moisture absorption mechanisms include
delamination of the fiber/resin interface and hydrolysis of the resin. At the third phase, the
moisture diffusion of the composite has achieved equilibrium after approximately 420 h
of aging.

Figure 4. Bonded joint moisture absorption, a comparison of analytical (Fick) and numerical models
with experimental data.
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Numerous authors have described the volume variation of the specimens under
hygrothermal loading. Gazit [35] showed that the increase in sample weight is linearly
proportional to the dimensions of all reinforced samples. According to the polarity of
water, it can create hydrogen bonds with the hydroxyl groups. Consequently, the hydrogen
bonds between chains may be interrupted to raise the length of the hydrogen bond between
segments. These mechanisms reduce the glass transition temperature Tg of the wetted
specimen and is known as plasticization and swelling of the polymer matrix, which leads
to microstructural damage, such as fibers delamination and matrix cracking [36,37]. In
contrast, matrix swelling is important in the region with high resin uptake. This induces
decoherence of the fiber/resin interface. In another work, Lee [38] demonstrates that the
absorption of water produces plasticization and swelling of the resin and a reduction of
the glass transition temperature. These generally affect the modulus of the composite
material and can be accelerated by increasing the temperature. As observed in Figure 5, the
numerical results of moisture diffusion at different aging times (0 h, 216 h, 648 h and 864 h).

Figure 5. Illustration of numerical results at different aging times.

3. Dynamic Response in Moisture Absorption

3.1. Dynamic Compression Test

Many techniques were employed to evaluate the mechanical characteristics of the
composites at high strain rates. The most utilized machines were the Split Hopkinson
Pressure Bar (SHPB) for strain rates between 500 and 104 s−1 [39–41]. Figure 6 illustrates a
photograph of the used SHPB machine with different parts of the system including striker
bar, input, and output bars. To register the experiment signals, incident and transmitted
bars attached with two strain gauges were installed. The samples were embedded between
two bars with a diameter of 20 mm in each bar. The striker, input and output bars have a
length of 0.8 m, 3 m and 2 m, respectively. The bars are correctly aligned and can move
easily on the base. The striker is projected onto the input bar at a specific speed.
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Figure 6. SHPB machine.

3.2. Mechanical Behavior

The thermomechanical properties of a composite are affected by moisture and tem-
perature. However, an increase in moisture and temperature can augment the molecular
displacement of the material and can significantly alter the shape and volume of composites.
Such deformation is further sophisticated, especially with the dynamic compression of the
material. The impact pressure effect on the stress/strain behavior of bonded composite
under in-plane dynamic compression is shown in Figure 7.
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(a) (b) 

  

(c) (d) 

Figure 7. Stress/strain curves of the sample under in-plane loading for different pressure and aging
times. (a) 1 bar. (b) 2 bar. (c) 3 bar. (d) 4 bar.

Figure 7 presents the stress–strain responses for various impact pressures from 1 bar
to 4 bar with various aging times of 0 h, 216 h, 648 h, and 864 h. It can be noted that the
dynamic compressive behavior of the composite is strongly affected by strain rate and
aging time. Moreover, the effect of moisture on the stress–strain curves is more significant at
a low strain rate than at a high strain rate. This clearly shows that the strain rate response is
sensitive to the entry pressure P in the chamber of compressed air. At the ultimate stress, the
sample damage appears and loses its loadbearing capacity. It is apparent that for all impact
tests, the stress–strain tendency was approximately the same during the linear elastic phase,
with no damage at small strains. In addition, it can be shown that in the undamaged case,
the samples regain their original state with negligible plastic deformation. On the other
hand, in the damaged samples, the first peak is observed in the elastic response which
shows the beginning of microscopic damage modes, such as matrix cracking. The matrix
cracking of samples with in-plan direction encourages micro-buckling and fiber twisting,
and leads to debonding, fiber separation, delamination and fiber breaking towards the final
failure observed with the appearance of the second peak for the strain rate curves. It can be
concluded that the first region of nonlinearity in the stress–strain curves are mainly due to
the viscoelastic nature of the polyester polymer, while the nonlinearity noticed before the
final failure is caused by the cracking of the matrix, and the elastic modulus reduced with
aging time due to the rising of moisture uptake in the composite.
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Figure 8 shows the evolution of strain rate as a function of time for different aging times
from 0 h to 864 h and with various impact pressures on the bonded joints. It can be observed
that the damage becomes significant only for high-pressure impact due to the second peak
presented in the signal and it becomes increasingly important as the impact pressure
increases, indicating the accumulated failure modes in the material subjected to dynamic
loading. In contrast, for low impact pressure, only the residual plastic deformation occurs
due to matrix cracks. Thus, the noticeable fact of increasing the strain rate is manifested by
changes in the damage modes. The samples tested were damaged by fiber twisting at low
strain rates, and by interfacial debonding and delamination at high strain rates.

 
(a) (b) 

  
(c) (d) 

Figure 8. Strain rate versus time curves of the sample at different aging times and pressure under
in-plane loading. (a) 1 bar. (b) 2 bar. (c) 3 bar. (d) 4 bar.

According to our knowledge, there is no empirical study proposing a constitutive
model that reflects the impact of strain rate on bonded joints under dynamic conditions
with the effect of aging due to the limited availability of reliable experimental data of
dynamic tests. However, the effect of strain rate on the damage of metals and composites
has been investigated in many works [42,43]. Many research works have recently been
proposed to model the dynamic behavior of the material subjected to impact testing [44,45].

In this paper, empirical laws have been proposed relating to the dependence of the
dynamic properties of bonded joints to the impact pressure and strain rate under dynamic
in-plane compression loading for different aging times. To optimize the graphical rep-
resentations, the deformation rate and the maximum stress are given in relation to the
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impact pressure. Figure 9 shows the trends obtained from the strain rate dependencies
of impact pressure and aging time. The evolution of the strain rate is approximated by
a quadratic equation and presents two phases. In the first phase (1 bar ≤ P ≤ 2 bar) the
increase is less pronounced and in the second phase the increase is accelerated. On the
other hand, we can see that the stiffness of the material is sensitive to the deformation
rate and the aging time. It is to be noticed that these nonlinear equations were derived
from empirical plots of the dynamic characterization of specimens for different aging times
under dynamic compression. The obtained equations are similar to the quadratic equations
of glass/epoxy composite in dynamic compression [42,43]. In addition, Tarfaoui et al. [46]
employed the non-linear evaluation of damage versus strain rate for dynamic modeling
under pressure impact.

  
(a) (b) 

  
(c) (d) 

Figure 9. Variation of maximum stress/strain rate in function of aging time. (a) t = 0 h. (b) t = 216 h.
(c) t = 648 h. (d) t = 864 h.

3.3. Theoretical Characterization of Absorbed Energy

The incident impact energy is the complete energy available at the start and represents
the kinetic energy contributed by the impactor. At the interface between the bar and sample,
a portion of this energy is absorbed by the specimen and can produce damage or plastic
deformation in various forms and also can generate heat, which is associated with the
occurrence of microscopic/macroscopic damage. The rest of the energy consists of reflected
and transmitted energy and can be measured from the deformation profile. The absorbed
energy Wabs is expressed as follows:

Wabs = Winc − (Wtrans − Wre f ) (4)
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With Winc, Wre f and Wtrans representing the incident, reflected and transmitted energy,
respectively, and their expressions are given by:

Winc =
A
ρc

∫ t

0
σ2

i (t)dt (5)

Wre f =
A
ρc

∫ t

0
σ2

r (t)dt (6)

Wtrans =
A
ρc

∫ t

0
σ2

t (t)dt (7)

Figure 10 presents typical absorbed energy by the sample at an impact pressure of
4 bar for an aging time of t = 648 h. The energy versus time curves representative of
the aged bonded joint sample indicates that the incident and reflected energy increases
quickly compared to the transmitted and absorbed energy during the propagation of the
deformation wave and their values are maintained stable after achieving a required value,
and the apparition of the maximum absorption energy indicating the presence of damage to
the joint. Much research indicates that there is a relationship between damage modes and
the characteristics of the absorbed energy [47]. The results demonstrated that the impact
energy can influence the absorbed energy and can be described as follows:

• As the impact energy increases, the number of damage cracks is large and its distri-
bution becomes more uniform, while the energy absorbed also increases as shown in
Figure 10.

• Most of the incident energy is absorbed due to the effect of aging and the low
impedance of composites.

 
Figure 10. Typical profile of absorbed energy Wabs.

Moreover, the incident energy in the initial part increases quickly with the stress wave
propagation, whereas the absorbed energy of the bonded joint has a small increase with
the propagation of the stress wave. This is because the majority of the incident energy is
absorbed by the specimens and just a minor fraction of the incident energy is transferred
into the transmitted bar. In Figure 10, the presence of different zones can be identified:
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• Zone 1 represents the loading phase (AB): The sample is absorbing energy at point
B (Wabs = yB − yA), and this energy is composed of an elastic component and an
unrecovered dissipative component.

• Zone 2 represents the progressive discharge part: The elastic energy is realized up to
point C (Welas = yB − yC).

• Zone 3 represents the final stage of the charge/discharge cycle: Wabs corresponds to
the energy permanently dissipated in the material.

In this way, the absorbed energy is decomposed into an unrecovered elastic part and
an inelastic part, and can be expressed by the equation below:

Wabs = Welas + Wdiss (8)

Wabs is the energy absorbed by the sample other than the stored deformation energy
that is exhausted to create damage. The inelastic part is related to the damage generation
in different forms, such as matrix fracture, fiber rupture, and delamination or decohesion
between the fiber and matrix. The curve of the absorbed energy tends towards a fixed value
at the end of the first cycle where the transmitted signal is reflected by the incident, and
permanently corresponds to the energy dissipated by the damage in the sample. Figure 11
shows the absorption energy for a compression test for an aging time of 216 h at different
impact pressures. The fluctuating profiles represent the release and storage of deformation
energy throughout the experimental process. It can be easily observed that at low impact
energy, a considerable amount of the input energy of Welas is stored in the loading phase
and released in the discharge phase. On the other hand, Wabs has an increase as the impact
pressure is raised, which in turn influences the release of Welas through the discharge phase.
The last one (Welas) is the largest fraction of Wabs at low impact energy, while Wdiss takes a
larger fraction of Wabs as the impact energy increases. It should be noted that Welas is zero
when the sample has macroscopic damage. One can also note that the loading portions of
the curves for the several impact pressures are coherent and overlapped. Additionally, an
increase is observed in slope with the increase of impact pressure, with the suggestion that
the reaction is conditioned by the deformation rate.

 
Figure 11. Absorbed energy for an aging time t = 216 h.
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3.4. Damage Mechanisms and Failure Modes

A camera with a high-speed system is employed to visualize the damage mode of
the samples. Figure 12 shows the damage pattern of the bonded composite loaded in
an in-plane direction. It can be noted that the damage is observed as cracks across the
diagonal of the cube. In addition, matrix fractures and intense delamination are produced
in the preferred inter-laminar planes. To understand the damage behavior of the bonded
joined under dynamic loading, a camera of high-speed is used to capture the loading of
the sample at different impact pressures. The damage is observed only at high impact
pressures. For low impact pressure, only residual plastic deformations due to matrix
fractures were present. So as the damage mechanism is developed, it is expressed in the
form of matrix/fiber failure, fiber pullout, and delamination of the ply pack.

Figure 12. Optical micrographs of bonded composite under dynamic compression for t = 216 h.

The fiber and matrix can be observed to be highly bonded before hygrothermal aging.
The beginning of the damage includes a “V” shaped shear band and the development of
delamination at its tip. Microcracks were observed at the interface of matrix/fiber after
216 h, as shown in Figure 13. By increasing the hygrothermal aging time, the interface
disbonding grows and propagates as long cracks at the 864 h aging time. The obvious inter-
facial degradation effects of moisture absorbed in the bonded composites on the interfacial
area between the adhesive and the composite are detected. In these results, the hygrother-
mal influence causes chemical changes in the resin matrix, plasticization and dimensional
changes, such as swelling, and deterioration of the strength of the adhesive/composite
interface. The bond between the fiber and matrix weakens and the interface weakens
as the moisture absorption increases. All these factors reduce the impact resistance of
the composite.

Figure 13. Optical micrographs of adhesively bonded composite loaded through at pressure of 3 bar.
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3.5. Microstructural Analysis of Adhesively Bonded Composite

Figure 14 illustrates the microstructure of adhesive bonded composite as remarked
using SEM. There were no significant morphological differences. The materials contain
the elements of C, O, Mg, Al, Si, K and Ca. It is observed that the crack propagation rate
of bonded composite joints becomes more prominent with the increase in strain rate. The
results of reaching such raised strength and initial modulus can be justified by the fact
that the composite materials become comparatively brittle and harder, which leads to high
strength and modulus [36]. The results show also that the failure stresses degrade for
various aging times for the samples subjected to in-plane compression because temperature
and humidity considerably modify and weaken the composite. The strain rate is seen to
be increased for various aging times. These results can be explained by the plasticization
of the matrix being the principal factor in high strain rate properties when materials are
not totally immersed in corrosion enclosure. Therefore, the matrix is more responsive
to the strain rate and thus, plays a more important role than the fiber in identifying the
material performance response to the high strain rate of polymer matrix composites. From
the above discussion, it is further revealed that the crack propagation model changes as
the deformation rate increases, and the higher the deformation rate, the more complex the
crack propagation model appears.

EDS spectra of damage (spectrum 1) and undamaged (spectrum 2) 

adhesive bonded composite 

 
Virgin sample 

 
Damaged sample at 3 bar 

 
Damaged sample at 4 bar

Figure 14. SEM micrographs of the composite of bonded adhesive at 864 h.
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4. Conclusions

In the present paper, the influence of moisture diffusion on the dynamic compressive
behavior of glass/polyester composite was investigated. The failure modes were viewed
by SEM and scanning electron microscopy for different aged specimens. The results
obtained show that the hygrothermal influence induces chemical changes in the resin
matrix, plasticization and dimensional changes, such as swelling, and also the weakened
adhesive/composite interfaces. In addition, the bond between the fiber and the matrix is
weakened as the humidity uptake increases. All of these elements would affect the dynamic
behavior and the impact strength of an assembly of composite materials. The conclusions
from this investigation can be summarized as follows:

1. Matrix plasticization is the major factor in the high strain rate properties when materi-
als are partially or fully wet-immersed in a room temperature bath.

2. The matrix is more sensitive to deformation rate, and therefore, plays a more important
role than the fiber in identifying the high deformation rate material behavior of
polymer matrix composites.

3. The deterioration of the interface fiber/matrix leads to a decrease in the favorable
impact of the plasticization of the matrix.

4. An overall increase in material properties occurs due to absorption of moisture, except
in high-temperature baths, due to the extreme degradation of the interface.

5. There is an amount of absorbed moisture that gives optimum material properties
that correspond to the highest matrix plasticization with minimal degradation of the
interface between fiber and matrix.
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Abstract: The quadratic function of the original Tsai–Wu failure criterion for transversely isotropic
materials is re-examined in this paper. According to analytic geometry, two of the troublesome coeffi-
cients associated with the interactive terms—one between in-plane direct stresses and one between
transverse direct stresses—can be determined based on mathematical and logical considerations. The
analysis of the nature of the quadratic failure function in the context of analytic geometry enhances the
consistency of the failure criterion based on it. It also reveals useful physical relationships as intrinsic
properties of the quadratic failure function. Two clear statements can be drawn as the outcomes
of the present investigation. Firstly, to maintain its basic consistency, a failure criterion based on a
single quadratic failure function can only accommodate five independent strength properties, viz.
the tensile and compressive strengths in the directions along fibres and transverse to fibres, and the
in-plane shear strength. Secondly, amongst the three transverse strengths—tensile, compressive and
shear—only two are independent.

Keywords: quadratic failure function; Tsai–Wu criterion; failure envelope; strength; transverse shear
strengths; transversely isotropic materials

1. Background

Ever since Tsai and Wu proposed their failure criterion [1] based on a quadratic failure
function, the polynomials employed to construct failure criteria have been mostly kept to
the second order. Whilst one could legitimately argue for higher orders of polynomials
along the line, as was suggested in [2], or to partition the failure function according to
the failure modes, as was attempted in [3], many are on the verge of abandoning all
such theories developed on a phenomenological basis, having been discouraged by their
unsatisfactory performance. However, a sensible question does not seem to have ever been
asked: ‘Has the quadratic failure function been understood well enough before increasing
or abandoning any further efforts along this line of development?’ It is true that quadratic
functions are well understood in analytic geometry as a branch of mathematics, and yet it
will be revealed in the present paper that the established mathematics has not been properly
utilised in the important subject of composite failure. The well-established conclusions of
analytic geometry have simply not been appropriately recognised in the formulations of
failure criteria for composites based on quadratic functions. Therefore, before this aspect
has been appropriately examined and evaluated, it would surely be a premature decision to
propose more complicated arrangements for the failure function or to ditch every account
of phenomenological criteria based on macroscopic stresses or strains completely.

A thorough re-examination of popular existing failure criteria for modern compos-
ites [4] by two of the authors of this paper suggested that whilst the predictions of these
theories fell short of the expectation of the users, none of them had been formulated consis-
tently enough at a basic level. Phenomenological approaches based on macroscopic stresses
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or strains are bound to have their limitations. However, blaming the phenomenological
nature alone for the deficiencies in the existing criteria is a far too quick and easy escape.
Once one moves into the micromechanics of composites, there will be many more compli-
cations involved due to the consideration of both mechanics and materials, let alone the
necessary mathematics and logic. As an example, representative volume elements and unit
cells as basic and also necessary means of micromechanical investigations were subjected
to a serious and systematic examination in [5]. It was revealed that their formulation and
implementation are full of pitfalls and any oversight leads to an erroneous interpretation
of genuine material behaviours. If the mathematics and logic cannot be sorted out at a
macroscopic level, where there are only six macroscopic stresses to deal with, it is hard
to imagine that the study of composites failure can be accomplished at a microscopic
scale, where one can easily be swamped with new parameters, sometimes of little physical
meaning. Whilst researchers should not be discouraged from undertaking explorations into
micromechanics, it is worthwhile to re-examine the aspect of the rationality of conventional
and phenomenological failure criteria, not aiming to generate any new criterion, but to
tidy up the basic mathematics and logic underlying existing theories and to eliminate any
irrational elements before presenting them on a footing of a basic level of consistency. By
then, one could make an objective decision on how applicable such rationally formulated
failure criteria are and how far such a phenomenological theory can be used reliably. This
may even lay a firm basis for more sophisticated developments, as mentioned above.

2. A Critical Review of the Tsai–Wu Criterion

A reasonably comprehensive literature review on the subject of the Tsai–Wu failure
criterion is given in a recent publication [6] and will be waived in this paper. The criterion
was originally proposed as [1]:

F1σ1 + F2σ2 + F3σ3 + F11σ2
1 + F22σ2

2 + F33σ2
3 + 2F23σ2σ3 + 2F13σ1σ3 + 2F12σ1σ2

+F44τ2
23 + F55τ2

13 + F66τ2
12 − 1 = 0

(1)

in the context of generally orthotropic materials. The left-hand side is a quadratic failure
function. A careful examination of (1) suggests that many terms, such as linear and bilinear
expressions of shear stresses, are missing from the failure function for it to be a complete
quadratic polynomial of six stress components. These terms have been dropped because
the failure function must be even for each shear stress as a basic requirement of objectivity.
Therefore, the failure function in the form of a quadratic function as given in (1) is complete
as far as homogeneous orthotropic materials are concerned.

The coefficients F1, F11, F44, etc., in (1) should be determined by the strengths of the
material obtained through standard or special experiments. In fact, most of them have been
explicitly expressed in terms of conventional strengths. For instance, those coefficients that
are of particular relevance to the present discussion are listed below as:

F1 = 1
σ∗

1t
− 1

σ∗
1c

, F2 = 1
σ∗

2t
− 1

σ∗
2c

, F11 = 1
σ∗

1tσ
∗
1c

, F22 = 1
σ∗

2tσ
∗
2c

,

F44 = 1
(τ∗23)

2 and F66 = 1
(τ∗12)

2
(2)

where σ∗
1t and σ∗

1c are the tensile and compressive strengths of the material in the direction
along the fibres, respectively; σ∗

2t and σ∗
2c are the tensile and compressive strengths of the

material in the direction transverse to the fibres, respectively; and τ∗
23 and τ∗

12 are the shear
strength transverse and parallel to the fibres, respectively. These conventional strength
properties of the composite should be obtained when appropriate specimens are loaded
under uniaxial stress states or pure shear stress states in their material’s principal axis
according to available standards [7,8]. However, the coefficients of the interactive terms
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F23, F13 and F12 have been left somewhat loose. Restrictions were introduced in [1] on the
ranges of their values as:

F2
23 < F22F33

F2
13 < F11F33

F2
12 < F11F22.

(3)

Given the inequality form of (3), these restrictions are insufficient to fully quantify
F23, F13 and F12. However, at this point, certain mathematically inaccurate statements
were made in [1], and they need to be corrected, since the clarification of this matter will
eventually lead to the development that will be presented in this paper.

In general, the failure envelope is defined in a six-dimensional stress space. If (1) is
re-written as:

F1σ1 + F2σ2 + F3σ3 + F11σ2
1 + F22σ2

2 + F33σ2
3 + 2F23σ2σ3 + 2F13σ1σ3 + 2F12σ1σ2

= 1 −
(

F44τ2
23 + F55τ2

13 + F66τ2
12
)
= K

(4)

it can be considered that the presence of any non-vanishing shear stress can be equivalently
considered as a reduction in the value of the constant term in (1) from 1 to a smaller
value, denoted as K, which could be negative under some stress states (K = 0 implies that
failure is due to shear stresses alone). The nature of the failure function can be sufficiently
comprehensively discussed within the three-dimensional subspace of direct stresses.

It was claimed in [1] that the conditions of (3) were to keep the failure envelope closed
on the basis that materials should exhibit finite strengths. This was misleading on two
accounts. Firstly, the conditions of (3) do not ensure the closeness of the failure envelope.
According to analytic geometry [9], each of the three conditions ensures that the intersection
of the failure envelope with the respective coordinate plane as a locus is an ellipse. Take
coordinate plane 1–2 for example. In this case, the locus is obtained when σ3 = 0 as:

F1σ1 + F2σ2 + F11σ2
1 + F22σ2

2 + 2F12σ1σ2 = 1 − F66τ2
12. (5)

The condition F2
12 < F11F22 ensures that (5) is an ellipse in the 1–2 plane [9]. The

same argument can be made for the remaining two conditions in (3). The precise physical
interpretation of (3) is that strength is finite under any plane stress condition in each of the
principal planes of the material, which is a reasonable observation amongst all available
experimental data, as was also argued in [6]. However, the conditions of (3) do not exclude
the possibility of the failure envelope being open in the 3D space. Consider a real composite,
for example, T300/PR-319, which was one of the composites involved in WWFE-II [10] and
was also employed in [6] as one of the cases studied. With F12 given as:

F12 = −1
2

√
F11F22 (6)

which is the same as that introduced in [11], and the measured transverse shear strength
as τ∗

23 = 45 MPa, the failure envelope (4) can be proven to be an ellipsoid in the subspace
of direct stresses. It is well known that no strength properties can be practically obtained
without experimental error, although clear indications of such errors are not usually pro-
vided in the published data. A rare example of published raw data for strength properties
can be found in [12], where the variability was as high as 30%, although the authors used a
different type of composite (AS4/8552). Suppose that there was a 10% experimental error
in τ∗

23 and its value dropped to 40.5 MPa whilst satisfying (3) perfectly well. Then, the
failure envelope would turn into an hourglass-like hyperboloid. As will become clear later
in this paper, logically, the conditions in (3) serve as a set of necessary conditions for the
failure envelope to be closed, whilst the sufficient conditions provided later in this paper
are more restrictive [9].

The second issue is that the claim made in [1] prohibited the openness of the failure
envelope or any infinite strength. On one hand, a claim of an infinite strength under some
specific conditions can be equally as scientifically unfounded as a claim of a finite strength
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under any condition; on the other hand, either claim could be a reasonable assumption
under the appropriate considerations. If a material under a specific stress state could sustain
a stress level much higher than its strength under any uniaxial stress state, it would not be
unreasonable to assume the strength under that special condition was practically infinite.
Realistically, the available means for testing materials under multiaxial stress states only
allow for stress within a limited range. Without loading the material to failure, one cannot
be certain whether the strength is infinite. In view of this, a more meaningful question to
ask is not whether a claim of finite or infinite strength is correct, but whether a claim has
been made consistently within the theoretical framework.

In [11], Tsai and Hahn introduced (6), and their justification was that the Tsai–Wu
criterion should reproduce the von Mises criterion for isotropic materials of equal tensile
and compressive strengths. If so, the claim of a finite strength under all conditions would
lead to a logical contradiction, because the failure envelope for the von Mises criterion is
in fact open [13], since it is a cylinder in the space of three principal stresses intersecting a
coordinate plane in closed ellipses. Its axis corresponds to the hydrostatic stress state under
which the material is assumed to have infinite strength.

An attempt to reconcile the contradictive issues described above was made in [6].
Without violating the conditions in (3), it was concluded that an elliptic paraboloidal
envelope offers a reasonable compromise for logical consistency. Mathematically, there
exists a unique elliptic paraboloid sitting on the borderline between the ellipsoids and
the elliptic hyperboloids. Employing an elliptic paraboloid as the failure envelope, given
its open appearance, allows infinite strength, but only under a unique stress ratio [6] in
triaxial compression. There appears to be two ways to lock the failure envelope in an
elliptic paraboloid. One method is to abandon (6) and to employ the expression of F12 as
was obtained in [6]:

F12 = −1
2

√
δ
√

F11F22 (7)

where

δ = 4 − F44

F22
= 4 − σ∗

2tσ
∗
2c(

τ∗
23
)2 . (8)

This leads to a method of determining F12 in terms of known strength properties,
eliminating the need for an additional strength measured under combined stress states.
However, a critical drawback of this approach is that δ as defined in (8) can be negative
for some materials, as shown in [6]; based on this, it was concluded that the Tsai–Wu
criterion was inapplicable to these materials, which remained an unsatisfactory aspect of
this development.

Alternatively, an elliptic paraboloidal failure envelope can also be achieved by the
slight modification of transverse strengths, given the wide variability in experimental data.
This consideration results in the development that will be presented in this paper, leading
to the determination of the transverse shear strength whilst delivering the necessary logical
consistency. There have been a number of other approaches proposed to determine the
transverse shear strength from the transverse tensile and/or compressive strengths, e.g.,
in [14–16], which will be discussed later in this paper, as well as those summarised in [6].

It is now clear that the conditions in (3) should be satisfied; however, the satisfaction
of (3) is not enough. It should also be noted that the three conditions in (3) are equally
critical in term of necessity, because violating any of them will allow an open locus in the
respective coordinate plane, implying an infinite strength under a plane stress condition.
The conditions in (3) are also equally restrictive for F23, F13, and F12 in specifying their
ranges.
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3. The Quadratic Failure Function for Transversely Isotropic Materials

Similar to [6], as well as in [1,3,14–16], the present paper will be confined only to trans-
versely isotropic materials, which cover a large class of unidirectionally fibre-reinforced
composites. In this case, the transverse isotropy offers the following relationships:

F2 = F3, F22 = F33, F13 = F12,
F44 = 2(F22 − F23) or F23 = F22 − 1

2 F44 and F55 = F66.
(9)

The Tsai–Wu criterion reduces to [1,6,11]:

F1σ1 + F2(σ2 + σ3) + F11σ2
1 + F22

(
σ2

2 + σ2
3
)
+ 2F23σ2σ3 + 2F12σ1(σ3 + σ2)

+2(F22 − F23)τ
2
23 + F66

(
τ2

13 + τ2
12
)
− 1 = 0

(10)

and there are seven seemingly independent coefficients F1, F2, F11, F22, F23 (or F44), F12 and
F66 to be determined from experimental data.

The relationships in (9) are a natural consequence of the transverse isotropy. However,
a follow-up question would have a far-reaching effect. The third relationship in (9) suggests
that F13 and F12 make equal contributions to the failure function as material properties,
regardless of the stress state. The justification for this is, of course, the identical strength
characteristics of the material in directions 2 and 3. In general, given the anisotropy of
the material, F12 and F23 are not expected to be the same. However, should the difference
between F12 and F23 be quantitatively associated with the degree of anisotropy? This is a
question that has never been asked properly in the literature to the best of our knowledge,
let alone has it been addressed. An attempt will be made and justified in this paper.

Having achieved what was presented in [6], the objective of the present paper is to
address some intrinsic relationships in the quadratic failure function that will have pro-
found implications for the understanding of the strength of transversely isotropic materials
in general. The consequence is that a quadratic failure function can only accommodate
five independent strength properties, and two out of the seven coefficients as involved in
(10) can be expressed in terms of the remaining five in general, provided that the material
is homogeneous and transversely isotropic, and the failure function is a single quadratic
function.

4. Characteristics of the Quadratic Failure Function for Transversely
Isotropic Materials

4.1. Necessary and Sufficient Conditions for an Elliptic Paraboloid

As was argued in Section 2, as well as in [6], the failure envelope should be allowed
to be an elliptic paraboloid to maintain a basic level of consistency in the logic behind
the Tsai–Wu criterion. The failure envelope for transversely isotropic materials in the
three-dimensional subspace of direct stresses is given as:

F1σ1 + F2(σ2 + σ3) + F11σ2
1 + F22

(
σ2

2 + σ2
3
)
+ 2F23σ2σ3

+2F12σ1(σ3 + σ2) = K.
(11)

This defines a quadric surface in the σ1 − σ2 − σ3 space in general, of which the
following invariants can be introduced [9].

A =

∣∣∣∣∣∣∣∣
F11 F12 F12

1
2 F1

F12 F22 F23
1
2 F2

F12 F23 F22
1
2 F2

1
2 F1

1
2 F2

1
2 F2 −K

∣∣∣∣∣∣∣∣ (12)

J =
∣∣∣∣ F11 F12

F12 F22

∣∣∣∣+ ∣∣∣∣ F22 F23
F23 F22

∣∣∣∣+ ∣∣∣∣ F22 F12
F12 F11

∣∣∣∣ = 2
(

F11F22 − F2
12

)
+ F2

22 − F2
23 (13)
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D =

∣∣∣∣∣∣
F11 F12 F12
F12 F22 F23
F12 F23 F22

∣∣∣∣∣∣ = F11F22
2 + 2F23F12

2 − 2F22F12
2 − F11F23

2 = (F22 − F23)Δ (14)

where
Δ = F11(F22 + F23)− 2F2

12. (15)

In general, quadric surfaces can be a range of different shapes, and for complete
categorisation a few more invariants [9] are required. The above conditions are suffi-
cient to determine if the surface is an elliptic paraboloid. Most quadric surfaces, such
as paraboloidal cylinders and various hyperboloids, lead to physically impermissible be-
haviours, e.g., possible infinite strength under a plane stress condition, or infinite strengths
at an infinite number of different stress conditions, some involving tensile stresses, etc.,
as elaborated in [6]. For instance, the elliptic cylinder defines the failure envelope for a
class of materials that show infinite strength under a triaxial stress state at a certain stress
ratio both in tension and compression—a typical ductile behaviour. It is inapplicable to
modern composites, which are mostly brittle, i.e., the material failure characteristics show
significant differences under tension and compression. The permissible quadric surfaces
are limited to an ellipsoid and an elliptic paraboloid. As argued earlier and will be further
elaborated later, an ellipsoid as a failure envelope for (11) cannot be the right choice.

The elliptic paraboloid, which is open at only one end and allows infinite strength
only at one specific triaxial compressive stress ratio, remains the only viable choice. The
conditions that are both necessary and sufficient for a quadratic function to be an elliptic
paraboloid are [9]:

A < 0, J > 0 and D = 0. (16)

Whilst the inequalities are discriminants, the satisfaction of which will be shown later,
the equation, i.e., D = 0, offers an additional relationship purely from a mathematical point
of view, which will be exploited below. Given (14), the first condition in (3) rules out the
possibility of F22 − F23 = 0; therefore, D = 0 is equivalent to Δ = 0, i.e.,

F2
12 =

1
2

F11(F22 + F23) (17)

which agrees with what was obtained in [6]. This means that F23 and F12 are not both
independent.

Given the relationship between F23 and F12 shown in (17), one could be tempted to
shed the remaining responsibility of the full determination of F23 and F12 to experiments,
i.e., to have one of these values measured experimentally. Unfortunately, there are no
reliable experimental means to directly determine either of them. The best one can do is to
determine the transverse shear strength, from which F44 can be evaluated, and then obtain
F23 using the fourth relationship in (9). Then, F12 can be determined using (17), which is in
line with [6]; however, as discussed in Section 2, this approach is inefficient.

On the other hand, the available resources in terms of mathematics and logic have
not been exhausted. The consideration of mathematical and logical consistency will offer
another much-desired condition, and will be pursued in the next subsection.

4.2. Determination of F12 and F23

Equation (17) shows F12 as a function of F23, which is a parabola on the F23-F12 plane,
as sketched in Figure 1. The domain of the function can be obtained from the first condition
in (3). For transversely isotropic materials, it becomes:

F2
23 < F2

22. (18)

In regard to the domain, the range of the function happens to coincide with the third
condition in (3), i.e., F2

12 < F11F22, given that F11 and F22 are both positive and, hence,
F23 < F22. The permissible values of F23 and F12 can only be within the green rectangle
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shown in Figure 1, with the parabola passing its two corners on the right and touching its
side on the left.

Figure 1. The relationship between F12 and F23 and their permissible ranges.

Any point on the parabola in Figure 1 satisfies (17). To determine F12 and F23 com-
pletely means to fix a point on the parabola, referred to as point P. This requires one
additional consideration that can be obtained by examining (17) in the context of its physi-
cal implications. The coefficients F12 and F23 are expressed one way or another in terms of
strength properties, which are obtained experimentally; hence, errors are inevitable. Any
perturbation due to an experimental error in one of the coefficients will have to be met
by a variation in the other in order to keep (17) satisfied. If P is selected close to the tip
of the parabola, where dF12/dF23 approaches infinity, it would require a large variation in
F12 to correct a small perturbation in F23, making the failure criterion extremely sensitive
to small errors in the evaluation of F23. Similarly, if P is placed close to the open end of
the parabola, although the derivative is neither infinite nor zero, the failure criterion is
bound to be more sensitive to F12 than to F23. Between these two extremes, according to the
mean-value theorem [9], there exists an unbiased point where the failure criterion will be
equally sensitive to the perturbations in F12 and F23. The question now is how to determine
it logically.

The parabola shown in Figure 1 will be subject to further examination, as its intricacy
has yet to be decoded. F12 as a function of F23 is apparently not single valued. The top
and bottom halves of the parabola both provide a single valued branch. Following the
relevant discussion in [6] on the sense of F12, for the quadratic form (11) to be an elliptic
paraboloid with an opening on the triaxial compression side, the value of F12 must be
negative; therefore, it is the lower half of the parabola in Figure 1 that should be considered
as the permissible branch for p to fall upon. For this branch, the legitimate range of F12
is (0, −√

F11F22) as F23 varies within its range of (−F22, F22), covering the zone shaded in
Figure 1. Both F12 and F23 can now be normalised with respect to the breadths of their
single valued ranges as follows:

F̃12 =
F12√
F11F22

and F̃23 =
F23

2F22
. (19)

F̃12 varies from 0 to –1 over a non-dimensional unit distance, while F̃23 takes its value from
−1/2 to 1/2, also covering a non-dimensional unit distance. Thus, both F12 and F23 are
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normalised in a consistent and unbiased manner. Accordingly, the expression of Δ as given
in (15) can also be normalised as:

Δ̃ =
Δ

2F11F22
=

1
2
+ F̃23 − F̃2

12. (20)

For Δ̃ to be equally sensitive to F̃12 and F̃23 in their unnormalized form, it is reasonable
to expect that:

∂Δ̃
∂F̃12

=
∂Δ̃

∂F̃23
. (21)

From (20), one obtains:

∂Δ̃
∂F̃12

= −2F̃12 and
∂Δ̃

∂F̃23
= 1 (22)

Thus, (21) leads to:

F̃12 = −1
2

or F12 = −1
2

√
F11F22 as given in (6). (23)

Since Δ = 0, its nondimensionalised form Δ̃ as defined in (20) should also vanish.
Given (23), the relationship in (17) leads to:

F̃23 = −1
4

or F23 = −1
2

F22. (24)

Thus, both F12 and F23 are determined as shown above. Whilst the relationship in (17)
represents a rigorous consideration from analytic geometry, the relationship in (21) results
from the logical consideration of the unbiased sensitivity of the failure criterion to F12 and
F23. The normalisations made to F12 and F23 in (19) ensure that they can be compared as
like with like.

From (24), given the fourth condition of (9) and the expressions of F44 and F22 in (2), a
natural consequence is:

F44 = 2(F22 − F23) = 3F22 or τ∗
23 =

√
σ∗

2tσ
∗
2c

3
. (25)

This suggests that amongst the three transverse strengths—tensile, compressive and
shear—of a transversely isotropic material, only two are independent as long as the failure
criterion is based on a single quadratic function. Therefore, based on the elaboration
presented above, the fully rationalised Tsai–Wu criterion can be delivered as follows:

F1σ1 + F2(σ2 + σ3) + F11σ2
1 + F22

(
σ2

2 + σ2
3 − σ2σ3 + 3τ2

23
)

−√
F11F22σ1(σ3 + σ2) + F66

(
τ2

13 + τ2
12
)
= 1

(26)

where the coefficients F1, F2, F11, F22 and F66 are determined by conventional strength
properties, as given in (2). It is clear that under triaxial compression at the following
stress ratio:

σ1 : σ2 : σ3 = −
√

F22

F11
: −1 : −1 (27)

whilst all shear stresses vanish, criterion (26) will never be satisfied, i.e., failure will never
take place, implying an infinite strength under this special and unique stress state. In fact,
the position holds even in presence of shear stresses. The triaxial compression at the ratio
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given in (27) has a reinforcing effect on the shear strengths. This can be seen clearly if (26)
is re-written under this particular stress state as:

3F22τ2
23 + F66

(
τ2

13 + τ2
12

)
= 1 +

(
F1

√
F22

F11
+ 2F2

)
σ (28)

where σ is the magnitude of the transverse stresses (i.e., non-negative) of the triaxial
compressive stress state.

For 2D stress states in the 1–2 plane, (26) is simplified to:

F1σ1 + F2σ2 + F11σ2
1 + F22σ2

2 −
√

F11F22σ1σ2 + F66τ2
12 = 1. (29)

An important observation to make is that to predict the failure of a material under a
3D stress state from (26), the same set of strength properties is required as that for a 2D
stress state from (29). It should be emphasised here that the rationalisation above has to
be carried out on the criterion in its 3D form before it is reduced to 2D. Although (29) is a
well-known form [11], its rational justification can be obtained only through the route of
manipulating 3D stress states, as presented above.

4.3. Verification and Discussion

The point on the parabola given by (23) and (24) is special in multiple ways. It was
argued above that it renders failure criterion (10) to be equally sensitive to F12 and F23
under the condition that the failure envelope is an elliptic paraboloid. The slope to the
parabola at this point happens to be equal to the slope of the secant between the two
extremes of the single valued branch concerned, i.e., the tip of the parabola and the bottom
right end. The tangent and secant are marked in Figure 1 by solid and dashed red lines,
respectively. Therefore, this is the point whose existence has been asserted by the mean-
value theorem [9].

In order to interpret the results above and to verify the normalisations introduced in
(19), all the terms in the failure criterion (10) are normalised as follows, which is similar to
procedure used in [11].

F̃1σ̃1 + F̃2(σ̃2 + σ̃3) + σ̃2
1 + σ̃2

2 + σ̃2
3 − σ̃2σ̃3 − σ̃1(σ̃3 + σ̃2) + τ̃2

23 + τ̃2
13 + τ̃2

12 = 1 (30)

where
σ̃1 =

√
F11σ1, σ̃2 =

√
F22σ2, σ̃3 =

√
F22σ3,

τ̃23 =
√

F44τ23 =
√

2(F22 − F23)τ23,
τ̃13 =

√
F66τ13, τ̃12 =

√
F66τ12

F̃1 = F1√
F11

, F̃2 = F2√
F22

(31)

The values of F̃12 and F̃23 as obtained in (23) and (24) are also incorporated above. All
terms of the similar nature tend to contribute to F in the same way, whilst the differences due
to the anisotropy of the material in all second order terms are absorbed in the normalisation
scheme. The contributions of F12 and F23 obtained in (23) and (24) have indeed been
equalised in their normalised form.

The outcomes presented in (23) and (24) rest heavily on the normalisations in (19). If
one is prepared to accept (19) as the correct normalisations, which equalise the contributions
of F̃12 and F̃23 to the failure function as the major premise for the deductive reasoning as
presented above, conclusions (23) and (24) will be the logical consequence.

The existence of a relationship amongst transverse strengths, as shown in (24), can
also be argued as follows. There are only two independent strength properties for isotropic
materials of different tensile and compressive strengths for 3D stresses in general, as well
as for any plane stress conditions as special cases, according to the established Raghava–
Caddell–Yeh criterion [17], which has been more rationally formulated in [18]. When a
transversely isotropic material is under a plane stress condition in its transverse plane,
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i.e., the 2–3 plane, the material is effectively isotropic; therefore, the Raghava–Caddell–
Yeh criterion in its 2D form should be applicable. If so, it will only require two strength
properties. For the Tsai–Wu criterion to reproduce the Raghava–Caddell–Yeh criterion
under this condition, the third strength property cannot be independent.

With F12 and F23 as determined in (23) and (24), one can verify conditions in (16) as
follows:

A = − 3
16

F22

(√
F22F1 + 2

√
F11F2

)2
< 0 provided

−F1√
F11

�= 2
F2√
F22

(32)

J = F22(2F11 + F22)−
1
2

F11F22 −
1
4

F2
22 =

3
4

F22(2F11 + F22) > 0 (33)

D = (F22 − F23)
(

F11(F22 + F23)− 2F2
12

)
=

3
2

F22

(
1
2

F11F22 −
1
2

F11F22

)
= 0 (34)

Hence, (11) defines an elliptic paraboloid. The inequality of (32) is met by most
composites of practical importance and the only alternative is A = 0, which arises only
under special conditions, as will be discussed later.

As a further verification, reducing the materials to isotropic materials of unequal
tensile and compressive strengths, whilst (33) and (34) still hold:

A = −27
16

F2
11F2

1 < 0 since F1 �= 0. (35)

In this case, Equation (10) leads to:(
1

σ∗
t
− 1

σ∗
c

)
(σ1 + σ2 + σ3)

+ 1
σ∗

t σ∗
c

(
σ2

1 + σ2
2 + σ2

3 − σ2σ3 − σ1σ3 − σ1σ2 + 3τ2
23 + 3τ2

13 + 3τ2
12
)
= 1

(36)

where σ∗
t and σ∗

c are the tensile and compressive strengths of the isotropic material, re-
spectively. This reproduces the Raghava–Caddell–Yeh criterion [17], for which the failure
envelope is a circular paraboloid demonstrating infinite strength against hydrostatic com-
pression, but not hydrostatic tension.

As a case of further specialisation for isotropic materials of equal tensile and compres-
sive strengths, i.e., σ∗

t = σ∗
c = σ∗, (36) further reduces to the von Mises criterion [13]:

σ2
1 + σ2

2 + σ2
3 − σ2σ3 − σ1σ3 − σ1σ2 + 3τ2

23 + 3τ2
13 + 3τ2

12 = (σ∗)2 (37)

where σ∗ is the strength of the material, which the same for both tension and compression.
This corresponds to the case when the condition for A > 0 does not hold. Given the
expression of A in (32), the only alternative is A = 0. In this case, (10) turns into a cylindrical
surface according to [9]. It can be seen that a cylindrical surface can be mathematically
considered as an extreme case of an elliptic paraboloidal surface, allowing the von Mises
criterion to be seen as a special case of the Tsai–Wu criterion.

As a further point of discussion, (24) shows that δ = 1 according to (8). Equation (7),
as obtained in [6], naturally leads to (23), reproducing (6) as Tsai and Hahn suggested
in [11]. However, the only justification given in [11] was that it allowed the Tsai–Wu
criterion to reproduce the von Mises criterion for isotropic materials of equal tensile and
compressive strengths, whereas in this paper, (23) and (24) were obtained simultaneously
from systematic and logical deduction. In [6], it was suggested that δ was a material
constant that could vary from between materials. Relationship (24) asserts further that δ is
a universal constant, i.e., δ = 4 − σ∗

2tσ
∗
2c

(τ∗23)
2 = 1, for all transversely isotropic materials, brittle

or ductile, including completely isotropic materials as a special case. This is apparently
observed in isotropic materials obeying the Raghava–Caddell–Yeh criterion [17] and the
von Mises criterion [13], as special cases. Any variation in δ, similar to those shown

310



J. Compos. Sci. 2022, 6, 82

in [6], should be attributed to the variability of the experimentally measured transverse
strength properties. This resembles a universal relationship amongst Young’s moduli and
Poisson’s ratios, ν12E2

ν21E1
= 1, although the underlying considerations are rather different. Raw

experimental data would show significant variability as well if they were all independently
measured.

4.4. Comparisons of Predicted Transverse Shear Strengths with Measured Values and Those from
Other Theories

In the Puck failure criterion [14,15], the transverse shear strength is a derived quantity
that is equal to the transverse tensile strength. In comparison to (25), it corresponds to the
special case of σ∗

2c = 3σ∗
2t. The transverse shear strengths obtained according to the Puck

criterion and the present derivation are compared in Table 1 over a range of composites
from [10,19,20] where experimental data are available. Relative to the measured values of
τ∗

23 in the third row of Table 1, those obtained from (25) outperform those from the Puck
criterion, except for S-2 glass/Epoxy 2 and G40-800/5026, as highlighted in Table 1. For
these two cases, one is only marginally worse than that predicted by the Puck criterion,
whilst the other is identical to that predicted from the Puck criterion, because σ∗

2c = 3σ∗
2t

holds, although the experimental shear strength of 57 MPa is nearly 20% below
√

σ∗
2tσ

∗
2c

3 for
this particular material.

Given that
√

σ∗
2tσ

∗
2c

3 is the strength of the material under pure transverse shear, as
predicted from failure criterion (26), the degree of its agreement with the experimentally
obtained transverse shear strength—i.e., the comparison between the measured values
in the third row of Table 1—and that predicted from (25), as shown in the fourth rows of
Table 1, can serve as a basic level of validation for the criterion (26). When applying (26)
to problems involving general stress states, one should be prepared for discrepancies of
a magnitude comparable with those between the figures in the third and fourth rows in
Table 1, as an indication of the level of accuracy that criterion (26) is capable of offering.

Another relationship amongst transverse strengths can be found in [16], and is given
as follows:

(τ∗
23)

2 =

⎛⎝ 1 + σ∗
2t

σ∗
2c

3 + 5 σ∗
2t

σ∗
2c

⎞⎠σ∗
2tσ

∗
2c or

(τ∗
23)

2

σ∗
2tσ

∗
2c

=
1 + σ∗

2t
σ∗

2c

3 + 5 σ∗
2t

σ∗
2c

. (38)

It is apparently a more complicated expression than that given in (25). The derivation
in [16] was based on the following failure criterion stemming from Hashin’s matrix failure
criterion [3] under a plane stress state in the transverse plane before it was split into tensile
and compressive modes.

F2(σ2 + σ3) + F22(σ2 + σ3)
2 + F44

(
τ2

23 − σ2σ3

)
= 1. (39)

This is an incomplete quadratic form. The contributions from fibre direction as well as the
interactive term associated with F12 have been excluded a priori.

The interaction between the stresses represented by F12 resembles the role of Poisson’s
ratios in the generalised Hooke’s law in the theory of elasticity. It might be true that in
the solutions to many elastic problems, the contributions from Poisson’s ratios are limited
in terms of magnitude. Whilst ignoring such contributions would not lead to excessive
error, the absence of Poisson’s ratios would prevent the appropriate understanding of many
important mechanical behaviours of materials, such as the anticlastic behaviour, free edge
effects, etc.

311



J. Compos. Sci. 2022, 6, 82

T
a

b
le

1
.

Ex
pe

ri
m

en
ta

lly
m

ea
su

re
d

st
re

ng
th

s
an

d
pr

ed
ic

te
d

tr
an

sv
er

se
st

re
ng

th
s

ac
co

rd
in

g
to

di
ff

er
en

tt
he

or
ie

s,
al

li
n

M
Pa

.

C
a

te
g

o
ry

R
o

w
N

o
.

S
tr

e
n

g
th

T
y

p
e

o
f

C
o

m
p

o
si

te
C

o
n

si
d

e
re

d

A
S

4
3

5
0

1
-6

T
3

0
0

B
S

L
9

1
4

C
E

-G
la

ss
L

Y
5

5
6

E
-G

la
ss

M
Y

7
5

0
IM

7
8

5
5

1
-7

T
3

0
0

P
R

-3
1

9
A

-S
E

p
o

x
y

1
S

-2
G

la
ss

E
p

o
x

y
2

G
4

0
-8

0
0

5
0

2
6

Ex
pe

ri
m

en
ta

lly
m

ea
su

re
d

st
re

ng
th

s

1
σ
∗ 2t

48
27

35
40

68
40

38
56

.5
70

2
σ
∗ 2c

20
0

20
0

11
4

14
5

18
5

12
5

15
0

18
0

21
0

3
τ
∗ 23

55
N

/A
50

50
57

45
50

40
57

Pr
ed

ic
te

d
τ
∗ 23

fr
om

σ
∗ 2t

an
d

σ
∗ 2c

4
Pr

es
en

tf
ro

m
Eq

ua
ti

on
(2

5)
.

56
.5

7
42

.4
3

36
.4

7
43

.9
7

64
.7

6
40

.8
2

43
.5

9
58

.2
2

70
.0

0

5
Pu

ck
[1

4,
15

],
w

hi
ch

is
eq

ua
lt

o
σ
∗ 2t

.
48

27
35

40
68

40
38

56
.5

70

6
C

hr
is

te
ns

on
,a

s
sh

ow
n

in
Eq

ua
ti

on
(3

9)
[1

6]
.

50
.9

3
43

.8
2

33
.5

0
42

.5
6

58
.5

9
36

.9
1

41
.9

0
54

.4
8

56
.1

2

312



J. Compos. Sci. 2022, 6, 82

Similarly, to reveal the special relationships elaborated in this paper, it is important
to incorporate the interactive terms in the failure criterion. The approach to treating the
interactive terms can also be viewed as a meaningful indicator of the consistency of the
formulation. For instance, in the well-known Hashin criterion [3], the interactive term F12
was ignored based on the assumption that failure is determined by stresses on the failure
plane, which was inherited from the Mohr criterion [21] for isotropic materials; however,
this particular assumption is inapplicable to anisotropic composites, as was argued in [22].
Whilst the numerical errors could be insignificant in many cases, as Hashin also stated
in [3], the exclusion of such interactions would not allow the intricate relationships obtained
in this paper to be revealed. From another perspective, including one interactive coefficient
(F23) in the failure function, whilst excluding another (F12), as in [3], can at least be viewed
as a degree of inconsistency. The numerical closeness of the results from a theory to
experimental data in one aspect or another is important; however, we believe that the
mathematical and logical consistency of the theory is even more important.

The numerical values obtained from (38) [16] over the same range of materials as above
are also shown in the fifth row of Table 1. Relative to the experimental data in the third row
of Table 1, the predictions from (25) listed in the fourth row of Table 1 outperform those
from (38) for five out of eight materials. The trend is further shown graphically in Figure 2,

where the ratio (τ∗23)
2

σ∗
2tσ

∗
2c

is plotted as a function of the ratio σ∗
2t

σ∗
2c

. The curve corresponding
to (38) does not seem to be more representative than the straight line obtained according
to (25), understanding the variability in measured transverse strengths as argued in [16].
The predictions are not more relevant to carbon composites (black symbols) than to glass
composites (green symbols) either, as was claimed in [16].

 

Figure 2. Graph of (τ∗
23)

2

σ∗
2tσ

∗
2c

versus σ∗
2t

σ∗
2c

.

Logically, the major premise underlying (38) is failure criterion (39), which is at its best
a special form of the criterion based on the full quadratic failure function from which (26)
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is obtained. There is no reason to expect (39) to be more representative than (26). In [16],
efforts were made to eliminate an independent strength property from (39) whilst keeping
the manipulations all within the transverse plane.

5. Retrospection and Prospection

According to analytic geometry [9], the sufficient conditions for the failure envelope
of transversely isotropic materials to be closed, i.e., to be an ellipsoidal surface, are:

A < 0; J > 0; D �= 0 and DI > 0 (40)

where A, J and D are given in (12)–(14), respectively, and the following is another invariant
of quadratic form (11):

I = F11 + 2F22 (41)

Since I is always positive, given the expression of D in (14), and F22 − F23 is always positive
according to the fourth equation in (9) (because F44 is always positive), conditions D �= 0
and DI > 0 can be re-written as:

Δ =
1
2

F11(3F22 − F44) > 0 i.e., 3F22 − F44 > 0 given F11 > 0. (42)

With F12 as given in (23), if the transverse shear strength τ∗
23 (and hence F44) was left as

an independent property, (42) could not be satisfied in general. An ellipsoid could be guar-
anteed provided that τ∗

23 was sufficiently large. In the case of isotropic materials obeying the
von Mises criterion, as a special case of transversely isotropic materials, D = Δ = 0, which
satisfies (24) or (25) under the condition of (23), but violates (42). In other words, (42) would
prohibit (11) to degenerate to the von Mises criterion as a special case for isotropic materials
of equal tensile and compressive strengths, because D = 0 as a necessary condition is shared
by cylinders and elliptic paraboloids, but not by ellipsoids, according to analytic geometry.
It is clear now that having a closed failure envelope and having the von Mises criterion as a
special case are two mutually exclusive propositions. Sometimes, it only requires a very
small experimental or data processing error to nudge D from positive to negative; then, the
nature of the failure envelope would change dramatically from an ellipsoid to an elliptic
paraboloid or a hyperboloid. Whilst the imposition of (17) alone eliminates the possibility
of the failure envelope being an ellipsoid or hyperboloid, errors in measured transverse
strengths could still make the elliptic paraboloid imaginary according to analytic geometry.
Relationship (25), in addition to (23), not only ensures that the failure envelope is a real and
unique elliptic paraboloid, but also offers a way to mitigate experimental errors amongst
measured transverse strengths. This illustrates a perfect example of how mathematical
consistency brings insight into physical problems.

The conventional Tsai–Wu criterion could degenerate to the von Mises criterion for
isotropic materials of equal tensile and compressive strengths [11] because the failure
envelope in the original Tsai–Wu criterion was not limited to an ellipsoid, no matter how
much it was desired; it could be ellipsoid, elliptic paraboloid and different hyperboloids
depending on the value of the transverse shear strength τ∗

23, whilst satisfying the inequalities
in (3). The necessary conditions of (3) were far too loose to impose such a restriction. The
controlling factor of the shape of the failure envelope rests on the transverse shear strength
τ∗

23, which affects the values of various invariants, in particular D. Narrowing the failure
envelope down to an elliptic paraboloid, as proposed in this paper, can help to filter
out many physically prohibitive scenarios whilst restoring the mathematical and logical
consistency of the Tsai–Wu criterion. This is the spirit of rationalisation.

The fully rationalised Tsai–Wu criterion for general 3D stress states is presented in
(26). For this criterion, the transverse shear strength is not a required strength property, but
it can be predicted from the criterion. There will inevitably be a discrepancy between the
predicted value and the measured value. The available independently measured transverse
shear strength should be used to correct the experimental errors in other transverse strength
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properties, instead of being employed as an independent strength property for the failure
criterion based on a quadratic failure function. It should be employed to correct the
transverse tensile and compressive strengths in order to minimise systematic errors in
these measured strengths in the same way that the experimentally measured ν21 should
be employed to correct ν12, E1 and E2, rather than being incorporated in the generalised
Hooke’s law. A practical method of such corrections will be addressed in a subsequent
publication.

The 2D version of the fully rationalised Tsai–Wu criterion is given in (29). Although
it looks identical to its familiar form, as presented in [11], the transverse tensile and
compressive strengths required to evaluate F22 should be understood as their corrected
values using the transverse shear strength, whenever available. The rationalisation still
makes a difference to the 2D Tsai–Wu criterion but in an implicit way.

The failure criterion for transversely isotropic materials based on a single quadratic
failure function can now be considered fully established, with a complete understanding
of the nature of a quadratic failure function having been achieved mathematically. It can
be fully and logically defined with five independent strength properties, namely tensile
and compressive strengths in the directions along fibres and transverse to fibres, and the in-
plane shear strength. All coefficients involved in the failure function can be expressed with
mathematical rigour and logical consistency. Any additional strength property employed
as an independent one will compromise the consistency of the theoretical framework, even
if they were experimentally measured.

Having established the failure criterion (26) as the fully rationalised Tsai–Wu criterion,
any significant deficiency or genuine discrepancy with experimental observations can
now be confidently attributed to the lack of representativeness of the basic assumptions
underlying the criterion:

(1) The transverse isotropy and homogeneity of the material;
(2) Failure function being a single quadratic function.

Any deviation from these ideal positions will inevitably have an effect on the outcomes
and should be anticipated in assessing the accuracy of the predictions. The use of these
assumptions brings convenience but also restrictions. The obtained criterion can only be as
accurate as its underlying assumptions allow. The consistent use of a quadratic function
for a failure criterion helps to eliminate undue errors and anomalies due to mathematical
and logical oversights, but not the generic deficiency due to these assumptions themselves.

The limitations of using a single quadratic function as the failure function could be
improved whilst remaining within the framework of a phenomenological approach in one
of two ways:

(1) To use a higher order polynomial for the failure function;
(2) To partition the stress space into subspaces and to use a quadratic function in each

subspace.

Either way, the number of independent strength properties will inevitably increase.
One should always bear in mind how the newly introduced properties are to be determined,
experimentally or otherwise. Abandoning phenomenological approaches completely or
discontinuing their improvement before alternatives are established is partially responsible
for the confused state of the art on the subject of composite failure criteria. With consis-
tency established, one would be in a position to explore meaningful ways of determining
strength properties as required for alternatives to experimental measurements, for instance,
molecular dynamics as investigated in [23], although the material used in [23] was not
transversely isotropic.

The first option above seems to pose formidable difficulties, as the understanding of
the analytic geometry of polynomial functions higher than the second order in multidimen-
sional spaces has been very limited and is certainly far less than that of quadratic functions.
This is not an attractive direction forward practically.
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The second option is likely to offer a practical way forward. The Hashin criterion [3]
can be seen as an attempt in this direction, followed by a wide range of different attempts,
including those in [15,24]. However, it is the authors’ view that an appropriate rational-
isation is necessary for the Hashin criterion before a fundamental breakthrough can be
expected. This will be the objective of another one of our subsequent publications.

In the literature, there is lack of failure criteria for genuinely orthotropic materials,
apart from the maximum stress/strain criteria. The Tsai–Wu criterion was nominally pro-
posed for orthotropic materials. However, without the appropriate means to determine the
coefficients to the interactive terms, it has never been applied seriously beyond transversely
isotropic materials. This is a problem we will address in another subsequent publication.

6. Conclusions

Using a complete quadratic failure function, there is only one rational choice for the
failure envelope—an elliptic paraboloid, as a single-sided open surface that allows infinite
strength under a unique stress ratio in triaxial compression. Any alternative would lead to
contradictions one way or another. This quadratic failure function can only accommodate
five independent strength properties. Seven were initially introduced in the original Tsai–
Wu criterion [1] after considerations of transverse isotropy. A relationship was established
between the two interactive coefficients F12 and F23 based purely on analytic geometry. It
ensures that the failure envelope is an elliptic paraboloid. A further relationship between
these coefficients can be obtained from a logical consideration that the sensitivity of the
failure criterion to these two coefficients should be unbiased. Thus, they can both be
uniquely determined analytically as F12 = − 1

2
√

F11F22 and F23 = − 1
2 F22. Although the

former is well known, it can only be fully justified in presence of the latter, which can be
re-written as 3(τ∗

23)
2 = σ∗

2tσ
∗
2c, given the transverse isotropy of the material. This introduces

a relationship amongst transverse strengths as a natural consequence of the rationalisation;
the relationship is an intrinsic property of the quadratic failure function for transversely
isotropic materials. Failing to comply with this relationship compromises the consistency
of the criterion based on a single quadratic failure function.

Due to the high variability in the measured transverse strengths, the obtained rela-
tionship amongst transverse strengths may not be perfectly represented in the available
experimental data. In presence of all three transverse strengths independently obtained
experimentally, the transverse shear strength can be employed to validate the relationship
in (25), i.e., 3(τ∗

23)
2 = σ∗

2tσ
∗
2c. The failure criterion can only be as accurate as the agreement

between τ∗
23 and

√
σ∗

2tσ
∗
2c

3 .
The fully rationalised Tsai–Wu criterion is given in (26) for 3D stress states. Its 2D

version in (29) looks identical to its familiar form. Although no changes were made to (29),
the rationalisation offers a firm basis for (29), and the determination of F12 no longer relies
on experimental data fitting or other empiricism, but on a rigorous deduction from the
mathematical and logical consequences of the basic assumptions introduced instead.

The required five independent strength properties are limited to conventional and
widely available tensile and compressive strengths in the directions along and transverse
to fibres and the in-plane shear strength for the failure predictions of both 2D and 3D
stress states.

The most significant outcome of the present paper is the achievement of a thorough
understanding of the nature of the quadratic failure function, with its intrinsic relationships
having been revealed. Obeying these relationships ensures the self-consistency of the
failure criterion. This should conclude a phase of investigations on the subject of failure
criteria involved in recent publications [6,16,25] based on a quadratic failure function, as
far as transversely isotropic materials are concerned. The failure criterion given in (26) can
be employed in design and analysis with confidence within its applicability defined by its
assumptions, viz. the transverse isotropy and homogeneity of the material, and the failure
function being a single quadratic function.
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Abstract: Sandwich structures benefit from the geometrical stiffening effect due to their high cross-
sectional area moment of inertia. Transferred to carbon fiber-reinforced plastic (CFRP) components,
the needed amount of carbon fiber (CF) material can be reduced and with it the CO2 footprint. The
combination of a light foam core with continuous fiber-reinforced face sheets is a suitable material
combination for lightweight design. Traditionally, CFRP sandwich structures with a foam core are
manufactured in a two-step process by combining a prefabricated foam core with fiber-reinforced face
sheets. However, in addition to the reduction in the used CFRP material, manufacturing processes
with a high efficiency are needed. The objective of this paper is the sandwich manufacturing and
characterization by using the Direct Sandwich Composite Molding (D-SCM) process for the one-
step production of CFRP sandwich structures. The D-SCM process utilizes the resulting foaming
pressure during the reactive polyurethane (PUR) foam system expansion for the impregnation of the
CF-reinforced face sheets. The results of this work show that the production of sandwich structures
with the novel D-SCM process strategy is feasible in one single manufacturing step and achieves
good impregnation qualities. The foam density and morphology significantly influence the core shear
properties and thus the component behavior under a bending load.

Keywords: sandwich structures; lightweight structures; advanced composites; polyurethane foam

1. Introduction

Existing legal frameworks and social pressure set the requirements for material and
production process developments. The environmental impact by harmful emissions is
increasingly monitored, from manufacture to disposal (life cycle assessment). Carbon
fiber-reinforced plastic (CFRP) components have to face the challenge of the high resource
consumption during material extraction (greenhouse gas impact of 38.9 kg CO2-equivalent
per kg CF [1]) and component manufacture counteracting the weight and emission savings
they offer during the use phase. Thus, the development focus must not be exclusively on
mechanical performance and cycle times. The environmental impact of CFRP components
from the beginning of the product life cycle must be reduced to improve the overall balance
of the component during its whole life cycle compared to conventional materials.

One strategy for achieving this is to use a sandwich design for large and flat com-
ponents. The geometric stiffening effect by increasing the cross-sectional area moment
of inertia allows the reduction in the reinforcing carbon fiber material and thus the CO2
footprint for the components. A suitable combination for lightweight design is, for example,
the use of continuous fiber-reinforced face sheets with a light foam core [2–5].

In addition to the reduction in CFRP material, more resource-efficient manufacturing
processes are needed. CFRP sandwich structures with a foam core are manufactured by
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combining a prefabricated foam core with fiber-reinforced face sheets in a press process. For
the face sheets, either pre-impregnated materials (so-called prepregs) can be used, or they
can be in situ impregnated during the component manufacturing process. Thus, at least a
two-step process is needed since the pressure-sensitive foam core must be manufactured
within a previous production step [6–8].

A processing strategy for utilizing the internal pressure generated by a foam core
has already been used by M. Ware for the manufacturing of composite sandwich struc-
tures within the Thermal Expansion RTM (TERTM) process [9]. A polyurethane (PUR)
or polyimide (PI) foam core, combined with dry fabric reinforcing material, is placed in
a cold cavity and the resin system is injected. A thermal expansion of the foam core is
induced by increasing the mold temperature. The resulting pressure on the infiltrated face
sheets improves their impregnation [9,10]. An alternative strategy by using foamable films
in-between two pre-impregnated face sheets is proposed by Burr et al. in a DOW Global
Technologies patent from 2014 for epoxy-based thermosets [11] and by Beukers et al. for
thermoplastic polymers [12].

A one-step process strategy is introduced by Hopmann et al., using a syntactic, epoxy-
based foam system [13]. Hollow polymeric microspheres, loaded with a low-boiling
liquid, are used as a blowing agent. The expansion of the blowing particles is induced at
rising temperatures due to the heated cavity as the polymeric microsphere shell becomes
flexible and the transition of the low-boiling liquid into the gas phase leads to a volume
increase. Glass fiber textile reinforcements serve as filters and prevent the microspheres
from penetrating the sandwich face sheets. The fabric impregnation is realized by the
expansion pressure of the blowing particles, which forces the matrix system into the face
sheets. After the curing of the matrix material, the solid polymer network fixates the
expanded hollow spheres that remain as pores in the syntactic foam material [13].

Weißenborn et al. introduced another one-step manufacturing strategy by using the
expansion reaction of foamable PUR in a closed cavity [14]. Both the foam core and the
matrix system for the textile reinforcement of the sandwich face sheets are realized by one
single reactive PUR foam system. By manipulating the pressure conditions during the
process, the pore content in the face sheets can be influenced. A roving impregnation of
84% and thus a pore volume of 16% were achieved at 770 kg/m3 foam density [14,15].

The one-step sandwich manufacturing method introduced by Hopmann et al. is based
on two independent PUR material systems for the foam core and the face sheet impregna-
tion [16]. The face sheet textile reinforcement is wetted by a non-foamable PUR material
outside the mold and vacuum supports the pre-impregnation process. Combined with
the reactive PUR foam material in the heated cavity, the temperature-induced expansion
reaction of the foam system leads to an internal force that presses the face sheets against
the mold wall during curing. The investigations showed that the penetration of foam pores
into the face sheets cannot be prevented even if the vacuum-assisted wetting of the fiber
structure is almost optimal [16,17].

Studies conducted by Hopmann et al. [16,17] and Weißenborn et al. [14,15] showed
an uncontrolled penetration of foam pores into the face sheets that lower the mechanical
performance. Furthermore, relatively high foam densities (e.g., 770 kg/m3 [14,15]) are
necessary for sandwich manufacturing, which decreases the potential of being light weight.
This leads to the need for a more efficient and robust one-step manufacturing technology
for a CFRP sandwich structure production. This paper contributes to the development of a
one-step manufacturing method for sandwich structures by introducing and investigat-
ing the novel Direct Sandwich Composite Molding (D-SCM) process. The focus of this
manufacturing strategy is on avoiding foam pore penetration into the face sheets and on
achieving low foam core densities. The objectives of this paper are to prove the feasibility of
the D-SCM production method and to characterize the achievable sandwich properties in
terms of fiber volume content and mechanical behavior under a three-point bending load.
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2. The Direct Sandwich Composite Molding (D-SCM) Process Strategy

The basic idea of the intended processing strategy within this paper is the use of the
expansion pressure generated during the PUR foam reaction for the fabric impregnation
and consolidation of the face sheets. Two independent material systems for the foam core
and the fabric impregnation in the face sheets will be used. A thermoplastic PUR (TPU)
film is used as an impermeable layer for separating the face sheet and the reactive foam
materials to avoid the uncontrolled face sheet penetration of foam cells. Consequently,
different resin types for the face sheets (e.g., use of epoxy-based systems) can be used to
improve the process flexibility. Additionally, an optimized polyurethane foam system is
used for ensuring a high lightweight potential of the structures by decreasing the necessary
foam density and increasing the achievable fiber volume content (FVC) of the sandwich
face sheets [18].

The focus of this paper is the realization of a one-step process—the Direct Sandwich
Composite Molding (D-SCM) Process—for the manufacturing of CFRP sandwich structures
by using an optimized polyurethane foam system [18]. The process strategy is described in
Figure 1. The stack of a wetted textile fabric and a TPU film is introduced in the heated
cavity (1), an optimized reactive PUR foam system [18] is applied into the mold (2) and
a second wetted fabric stack plus TPU film forms the upper face sheet (3). After closing
the mold to the final component thickness (4), the chemical reaction of the foam material
results in an expansion pressure on the face sheets (5). This internal pressure leads to
the impregnation of the textile reinforcement, followed by the consolidation (curing) of
the face sheets (6). After curing, the cavity can be opened and the sandwich component
demolded (7). The resulting sandwich structures are characterized within a three-point
bending analysis.

Figure 1. Schematic illustration of the ideal one-step sandwich process: (1) first wetted fabric stack is
introduced in the cavity, (2) reactive PUR foam system is applied, (3) second wetted fabric stack is
introduced in the cavity, (4) mold is closed to the final component thickness, (5) chemical PUR foam
expansion, (6) consolidation (curing) of the face sheets, (7) demolding of the sandwich component.

3. Materials and Methods

3.1. Materials

The biaxial (0◦/90◦), 50 K-based carbon fiber non-crimp fabric (NCF) PX35MD030B-
127T from Zoltek Corporation was used for the fiber reinforcement of the face sheets. The
basic structure of the textile with a basis weight of 304 g/m2 consists of Panex® 35 carbon

321



J. Compos. Sci. 2022, 6, 81

fibers. These were divided proportionally with 150 g/m2 between the biaxial orientations
of the NCF. The carbon fiber filaments were coated with 1.5 wt.-% sizing. The material
was tricot-stitched with 4 g/m2 polyester thread [19]. Two layers of the fiber semi-finished
product were combined per face sheet to form a symmetrical reinforcement structure of
[(0◦/90◦), (90◦/0◦)].

Two thermosetting amine-based epoxy resin systems were used as matrix material
for the face sheets. The Epikote™ TRAC 06170 system from Hexion is a low-viscosity
resin system with a pot life of 42 min ± 5 at 23 ◦C, developed for liquid impregnation
processes [20]. It will be referred to as “Epikote” in the following. The Araldite® LY 3031
system from Huntsman is a fast-curing resin system for automotive mass production and
has a pot life of 15 to 25 min at 23 ◦C [21]. The system will be referred to as “Araldite” in
the following.

The used PUR foam material for the D-SCM process is based on the two-component
system EP 3587/2 from Rühl Puromer GmbH [22]. It consists mainly of polyether polyols
and diphenylmethane diisocyanate (MDI). Further additives (e.g., distilled water, catalysts
and nucleating agents) are mixed into the polyol component. The PUR system formulation
is adjusted to the D-SCM process requirements and includes 3.1 parts of water and 1.1 parts
of catalyst related to the polyol quantity [18].

Acmos 36-5238 from Acmos Chemie KG is used as an external mold release agent in the
PUR foam manufacturing. For the epoxy resin systems, the semi-permanent solvent-based
mold release agent Chemlease® 255 from Chem-Trend L.P. was used.

The impermeable barrier layer was formed by a TPU film Type 4110 from Saxonymed
GmbH. This is transparent and contains no antiblocking agents. The film had a thickness
of 0.1 mm.

3.2. Experimental Setup

A circular plate geometry with 150 mm diameter and adjustable height (shown in
Figure 2a ) was used for the one-step manufacturing of CFRP sandwich structures. An
electric cylinder (Festo ServoPress YJKP-17-400-AX-SB-5) operated the trial setup and
allowed the programming of closing profiles and highly accurate movements of the mold.
The schematic cross section of the mold is shown in Figure 2b. The resin sealing prevents
from leakage of the reactive materials and the vacuum sealing allows an evacuation of the
cavity during the process. The mold was water-heated at 80 ◦C, a pressure sensor (Kistler
type 6167A) was installed in the upper mold for online recording of the pressure values
and the cavity height can be adjusted via distance rings.

  
(a) (b) 

Figure 2. (a) experimental setup for D-SCM sandwich manufacturing, (b) schematic cross section of
the circular plate mold.
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3.3. Sandwich Specimen Manufacturing

The one-step sandwich manufacturing follows the general processing steps from
Figure 1. The respective matrix material (Epikote or Araldite) was applied on the stack
of two biaxial CF fabric layers (148 mm in diameter) and the impermeable TPU film.
The stack was introduced into the heated circular plate mold. Simultaneously, the foam
system was manually mixed and applied on the TPU film that covered the wet fabric
reinforcement of the lower face sheet. The necessary foam material amount was dependent
on the aimed foam density. Table 1 summarizes the manufactured trial configurations. A
foam thickness of 4 mm was aimed for for the core. The second face sheet, consisting of
wetted reinforcement fabrics, and the TPU film were placed on top of the reactive foam
material. Subsequently, the mold was closed to the final sandwich height of 5.7 mm in 11 s
according to the programmed closing profile of the electric cylinder. At a mold opening
of 3 mm, the vacuum was activated and applied throughout the entire process. From the
point at which the resin seal was engaged at 2 mm, the vacuum no longer acted on the
sandwich structure. The active vacuum time was 5.5 s. The target face sheet thickness was
0.75 mm, which corresponds to 44.2% FVC. The curing time was 300 s for the Araldite
system and 600 s for the Epikote system. The specimens for detailed characterization were
prepared by waterjet cutting out of the produced circular sandwich plates.

Table 1. Investigated trial configurations.

Epoxy System
Foam Core

Density
Foam Core

Material
Face Sheet
Material

Curing Time

Araldite 150 g/L 10.6 g 9.5 g 300 s
Araldite 200 g/L 14.1 g 9.5 g 300 s
Araldite 250 g/L 17.7 g 9.5 g 300 s
Epikote 150 g/L 10.6 g 9.5 g 600 s
Epikote 200 g/L 14.1 g 9.5 g 600 s
Epikote 250 g/L 17.7 g 9.5 g 600 s

The TPU film provides high adhesion properties to the PUR core and the Epoxy face
sheet material. To be able to determine the correct FVC, the face sheets must be produced
to be detachable from the foam core. For this purpose, D-SCM trials were carried out and a
PTFE film of identical thickness was inserted between the foam system and the face sheets
instead of the TPU film. As there was adhesion between the used reactive materials and the
PTFE film, this allowed the foam core and face sheets to be separated from each other after
the process. The detailed trial configurations for the sandwich processing can be found in
Table 1.

3.4. Characterization Methods
3.4.1. Thermogravimetric Analysis of the Face Sheets

The FVC was determined by a thermogravimetric analysis (TGA). In this characteri-
zation method, the polymeric content of the composite is pyrolyzed and the mass of the
remaining carbon fibers is determined.

For the TGA, three specimens (22 × 30 mm2) were cut out of each face sheet by water
jet cutting and their density ρSample was determined in a gas pycnometer (PYCNOMATIK
ATC from Microtrac Retsch GmbH) according to DIN 66137-2, and their weights mSample
were measured. The pyrolysis was carried out in a macro TGA of the type TGA701
from Leco Corporation. The test procedure was implemented according to the method of
Bücheler et al. [23]:

• Drying of the specimens for 6 h at 100 ◦C.
• Pyrolysis of the specimens in nitrogen atmosphere:

� Heating rate: 2 K/min.
� Pyrolysis temperature: 430 ◦C.
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� Pyrolysis duration: 20 h.

Subsequently, the mass of the matrix-free fibers mCF was determined. Referring to
the investigations of Bücheler et al., the sizing was burned off from the fiber during the
pyrolysis process. For the correct calculation of the fiber volume content, the mass of the
sizing msizing (1.5 % · mCF) was again added to the fiber mass. Thus, the combined density
ρCF of the Panex® 35 carbon fiber of 1.81 g/cm3 [19] can be used to determine the fiber
volume VCF. The fiber volume content was calculated as follows:

FVC =
VCF

Vsample
·100 % =

(
mCF + msizing

)
·ρCF

msample·ρsample
·100 % (1)

3.4.2. Tensile Characterization of the Face Sheets

The stiffness of the face sheets EFS was determined in a tensile test based on DIN
EN ISO 527-1. For this purpose, the face sheets were separated from the core structure
and the test specimens (120 × 15 mm2) with the corresponding fiber orientation of [0/90]S
were prepared. A small amount of foam residue and the TPU film remained on the tensile
specimen. Their influence on the face sheet stiffness was neglected in the following, since
the mechanical properties were significantly lower compared to the CFRP specimen (e.g.,
Young’s modulus of the TPU Elastollan®: 400 MPa at 20 ◦C [24]). The tests were carried
out on a standard universal testing machine (Hegewald & Peschke, inspekt 50 table) with a
test speed of 1 mm/min.

3.4.3. Three-Point Bending Characterization of Sandwich Structure

The test was performed in accordance with ASTM C393/C393M–16, one of the stan-
dard test methods for sandwich characterization [25,26]. The 3-point bending test fixture
was installed in a Zwick/Roell Z2.5 universal testing machine, shown in Figure 3. The
radius of the three supports was 2 mm. In accordance with the standard, an elastomer
layer was introduced at the pressure fin (shore hardness: 60; width: 25 mm; thickness:
3 mm) for homogenized introduction of the test load into the specimen (dimensions:
120 × 15 × 5.7 mm3). The fiber orientation for each face sheet was [0/90]S. The material
combinations of the D-SCM sandwich structures shown in Table 1 were tested.

Figure 3. Three-point bending setup for sandwich characterization.

A 2.5 kN load cell records the test force required to deflect the specimen. The cor-
responding specimen deflection was recorded via a tactile displacement sensor centered
underneath the specimen. To prevent settling effects, a preload of 10 N was applied before
starting the test. The bending specimens were tested at a support span length (L) of 105 mm
and at a test speed of 1 mm/min until failure. The test ended at a force reduction of
20% to the measured maximum force (force cut-off threshold). Three specimens of each
configuration were tested.

The maximum shear stress τmax corresponds to the stress state at the maximum test
load Pmax. Formula (2) describes the general calculation basis to determine τmax. Since the
evaluation according to the ASTM C393/C393M-16 standard only allows shear failure and
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such failure behavior can be observed in all specimens, the maximum core shear stress is
equivalent to the core shear strength for the sandwich composite under consideration of a
3-point bending load.

τ = dM
dx

1
b·c = P

b·c
with M = bending moment, b = specimen width,
c = combined thickness o f core and one f ace sheet

(2)

The bending stiffness DS and the shear stiffness GC can be determined by considering
the compliance C = δ/P (δ = displacement) and the correlation in Formula (3) [27]:

C = L3

48·b·DS
+ L

4·tC ·b·GC
with L = support distance, tC = core thickness

(3)

Due to the valid assumption of significantly stiffer and relatively thin face sheets
compared to the core, the bending stiffness DS was reduced to the bending stiffness D0 of
the face sheets respective to the centroidal axis of the entire sandwich cross section and
can be determined directly using the face sheet stiffness EFS measured in the tensile tests
by applying Formula (4). The core shear stiffness GC can then be derived by inserting the
calculated bending stiffness DS into Formula (3).

DS = D0 =
ED ∗ b ∗ c2 ∗ tD

2
(4)

4. Results

4.1. The D-SCM Manufacturing Process

It is possible to manufacture sandwich structures (shown in Figure 4) using the D-
SCM process strategy. All samples listed in Table 1 can be produced and result in testable
components. The surface qualities indicate a good fiber impregnation in the face sheets.
Starting from a centered resin application, the fiber reinforcement in the face sheets is
impregnated by the fluid flow, induced through the PUR foaming pressure.

  
(a) (b) 

Figure 4. D-SCM sandwich structures: in the lower cavity after mold opening (a); demolded, cured
sandwich component (b).

4.2. Fiber Volume Content of the Face Sheets

Figure 5 shows the determined FVC in the face sheets for the D-SCM sandwich
structures, according to the foam core density and the resin system. For both resin systems,
the average fiber volume contents range between 30 and 35% and thus are at similar levels.
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Figure 5. Fiber volume contents of the lower and upper face sheets according to the foam core density
for the Epikote (left) and the Araldite resin systems (right).

For the Epikote resin system, the lower face sheet had a higher average FVC than the
upper face sheet. This is due to the fact that the lower face sheet was inserted into the
mold first and warmed up. As a result, the viscosity of the resin initially decreased due
to the temperature, and the resin system could already start to flow over the surface and
impregnate the fibers due to weight and capillary forces. Due to the comparatively slow
reaction rate of the Epikote system, the material in both face sheets was still flowable at the
time of the PUR pressure build-up in the closed mold; however, the flow front had already
more progressed in the lower face sheet due to the above-mentioned temperature effect.
The mean FVC increased with increasing foam density. The increasing foam density leads
to a higher foam pressure and consequently to a higher fluid pressure in the face sheets.
This allows the flow front to impregnate the dry fiber reinforcement further in the face
sheet, resulting in higher FVC.

However, for the Araldite resin system, no such significant trend with respect to the
FVC in the face sheets can be identified. The standard deviations for the upper and the
lower face sheets always overlap and also do not show an analogous behavior like they
do for the Epikote specimens. The Araldite system is more challenging to be processed
in the manual procedure due to its significantly higher reactivity. In case of small time
differences in the individual process steps during the manual specimen manufacturing,
viscosity increases can occur during processing. This limits the flowability and no clear
trend of the FVC can be identified with respect to the increasing foam density.

4.3. Stiffness of the Face Sheets

The results for the face sheets stiffness EFS determined in the tensile test relating to
the foam density are shown in Figure 6. In addition, the bending stiffness DS determined
on the basis of the face sheet stiffness using Formula (4) is also illustrated.

The face sheet stiffness determined in the tensile test are at similar levels between
40.4 and 45.4 GPa for all specimens tested. For both investigated resin systems, a moderate
increase in the average stiffness with increasing foam density can be identified. This can
be explained by the also slightly increasing FVC in the face sheets (shown in Section 4.2).
However, the overlapping standard deviations do not indicate any significant effect. With
regard to the values of the bending stiffness DS, an analogous trend of the mean values
can be observed. Since the face sheet reinforcement as well as the FVC do not change
significantly, the results of the tensile tests are plausible.
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Figure 6. Face sheet stiffness, determined in tensile tests EFS (dot plot) and the resulting bending
stiffness DS (bar graph) for the Epikote (left) and the Araldite (right) resin systems.

4.4. Three-Point Bending Behavior of the D-SCM Sandwich Structures

The specimen failure is comparable in all tests performed. A face sheet-parallel
crack propagation in the foam structure on the specimen compression side near the face
sheet/core interface occurred in the longitudinal specimen direction. The failure pattern
resembles a classic delamination. However, the TPU interface is not the weak component
of the sandwich structure. In all specimens, a continuous layer of foam residue remains
adhered to the TPU film (shown in Figure 7). Consequently, the foam structure near the
interface is the weak point (cohesive failure) of the composite.

Figure 7. Fracture pattern of the cohesive failure of 3-point bending specimens.

The calculated maximum core shear strengths according to Formula (2) of the tested
sandwich specimens are shown in Figure 8.
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Figure 8. Core shear strength of the sandwich structures for the Epikote resin system (left) and the
Araldite resin system (right).

For the specimens of the Epikote resin system in the face sheets, the core shear strength
increased with the foam density from 1.4 MPa at a density of 150 kg/m3 to 3.4 MPa
for a density of 250 kg/m3, representing an increase of 143 %. For the Araldite system,
these values evolved from 1.3 MPa at a density of 150 kg/m3 to 4.1 MPa at a density
of 250 kg/m3, which corresponds to an increase of 215 %. The determined values are
compared to commercially available PUR foam core materials (e.g., LEOcore®: 1.2 MPa at
145 kg/m3 density [28]). The results for the determined core shear moduli GC by applying
Formula (3), considering the bending face sheet stiffness DS are given in Figure 9.

 

Figure 9. Core shear stiffness of the sandwich structures for the Epikote resin system (left) and the
Araldite resin system (right).
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For a 150 kg/m3 foam density, an average shear stiffness between 22.8 (Epikote) and
29.3 MPa (Araldite) was found. At 250 kg/m3 density, the stiffness was increased by 105%
to 46.8 for Epikote, and by 92% to 56.3 MPa for the Araldite system. The core shear modulus
increased with foam density for both resin systems. For the Araldite system in the face
sheets, this effect is even statistically significant as the standard deviations do not overlap.

In addition, Figure 10 shows that the foam morphology also becomes more homoge-
neous with increasing density and includes less instabilities. The resulting increase in foam
quality also leads to a higher load-bearing capacity of the core structure.

 

Figure 10. PUR foam morphology at 150 kg/m3 (top), 200 kg/m3 (middle) and 250 kg/m3 (bottom)
foam density.

Disproportionations of the foam cells occur due to the higher pressure in smaller pores
during the gas bubble growing phase of the chemical foaming process. In this process,
the generated CO2 diffuses from small to larger cells to compensate for the local pressure
difference [29,30]. Consequently, irregular cell sizes and open cell structures occur. Such
foaming behavior is disadvantageous, since it impairs the mechanical properties of the
foam structure.

This effect is further enhanced by the adapted foam system for the D-SCM process
and the resulting higher pressure level. The comparatively low polymer mass at 150 kg/m3

foam density is not able to sufficiently stabilize the cell walls during the foam formation.
The foam structure at 200 kg/m3 foam density still shows instabilities. However, in

contrast to the structures obtained at a density of 150 kg/m3, these instabilities are much
less pronounced. The cell sizes at 150 and 200 kg/m3 foam density are comparable. Even
at an increased density, disproportionation effects still seem to occur, preventing a highly
distributed structure of small cells. The improved foam quality is due to the supporting
effect of the increasing polymeric PUR material at a density of 200 kg/m3. Although the
process pressure increases with the increasing foam density, the polymer mass is able to
stabilize the cell structure to a large extent and prevent open-celling. Thus, useful for their
mechanical stablility, foam structures can be generated at higher process pressures.

Figure 10 (bottom) shows a representative section of a foam structure with a 250 kg/m3

foam density. The cells are closed without exception and the distribution is largely homo-
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geneous. The cell size is significantly smaller compared to the 150 and 200 kg/m3 foam
densities. Local disproportionation effects lead very occasionally to larger foam pores. In
contrast to the foam structures for the 150 and 200 kg/m3 foam densities, the increased
PUR mass for the 250 kg/m3 foam density is able to stabilize the cell walls during the entire
foaming process. Due to the increased density, the D-SCM process pressure for a density
of 250 kg/m3 is increased. However, the cell morphology shows that this effect has no
negative influence on the chemical foaming process.

5. Discussion

The determined fiber volume contents for the face sheets of the D-SCM sandwich
structures are all within a range between 30 and 35% and thus below the target values
of 44.2%. Comparable two-step process variants such as RTM in combination with a
foam core allow FVC between 50 and 60%. For the investigated process window between
150 and 250 kg/m3 foam density, the expected increase in the FVC with rising foam pres-
sure has not been identified for the Araldite system in the face sheets. For the Epikote
resin system in the face sheets, a slight increase in the FVC mean values can be observed.
This is due to the characteristics of the D-SCM process, in that the foam pressure acts
simultaneously on the dry textile and on the applied fluid. This results in a necessary resin
flow through the dry textile in the non-impregnated areas, which are already compacted by
the foam pressure. This compaction of the dry fabric areas leads to a decreased permeability
and thus a higher flow resistance. As a result, the fluid flow in the face sheets is impeded.
The higher the foam pressure, the higher the compaction of the dry areas and thus the
flow resistance. This effect partially offsets the increased fluid pressure due to the higher
foam pressure.

Following the relatively constant fiber volume content, the stiffness of the face sheets
and the corresponding bending stiffness do not change significantly by increasing the foam
density. This behavior is plausible due to the constant face sheet reinforcement.

The core shear properties influence the sandwich behavior under a three-point bending
load significantly. Due to the increased amount of polymer material, the load-bearing
capacity of the foam core is increased at higher densities. As solely shear failure in the foam
core was observed during the three-point bending tests, the shear strength of the core is the
failure-relevant parameter. An increased shear strength leads directly to an increase in the
sandwich structure performance under bending load. Analogically to the shear strength,
the shear modulus also increases as a result of the increased amount of polymer material in
the core with higher foam densities. In general, the determined shear strengths (150 kg/m3

density: 1.4 MPa for Epikote, 1.3 MPa for Araldite) are within a plausible range of values,
since literature values of comparable rigid PUR foams are in the same order of magnitude
(e.g., LEOcore® with 145 kg/m3 foam density and 1.2 MPa shear strength [28]).

In addition to the foaming pressure [18], the foam morphology is also influenced
by the PUR foam density. During the chemical foaming process, the cell structure must
be stabilized by a sufficient amount of polymeric PUR material. However, an increasing
foam density results in a higher component weight and must therefore be optimized on
the application requirements. The increasing core shear properties with an increasing
density represent a combined effect of a higher polymer mass and a more homogeneous
foam structure.

The TPU film as an impermeable layer prevents foam penetration into the face sheets.
The adhesion of both reactive systems (resin and foam) does not represent an explicit
weak point of the sandwich structure. The TPU film thus fulfills its intended purpose
in the D-SCM process. For a large-area and complex geometries, integration of the film
within the process chain may be challenging. The TPU material used in this work has only
limited stretchability, which makes it difficult to drape double-curved areas. For such an
application, the film must be replaced by a more stretchable material.
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6. Conclusions

The infiltration of the face sheets is possible with both resin systems investigated. The
potentially time-critical processing with the more reactive Araldite system is not confirmed.
For the relevant process steps, the viscosity ranges of both resin systems are not critical.
The D-SCM process can be used for the one-step manufacturing of sandwich structures.

The processing conditions and the resulting structural properties of the sandwich
components can be mainly controlled by the foam density when considering a constant
fiber reinforcement structure in the face sheets.

In principle, the substitution of individual materials for the production of sandwich
structures in the D-SCM process is possible. The required basic knowledge for the material
substitution was determined within the investigations. In the case of material substitution,
the effects of the changing, time- and temperature-dependent properties of the reactive
components must be considered in the context of the overall process strategy. The face
sheet resin system must have sufficient flowability corresponding to the pressure build-up
time of the foam. For the TPU film as well as the fiber structure, basic compatibility with
the reactive systems involved is essential. In addition, the necessary flexibility for molding
the required part geometry must be ensured.

Author Contributions: Conceptualization, F.B. and H.O.W.; methodology, F.B., J.B. and H.O.W.
validation, F.B., J.B. and H.O.W.; formal analysis, F.B., J.B. and H.O.W.; investigation, F.B., J.B. and
H.O.W.; resources, F.B., J.B. and H.O.W.; data curation, F.B., J.B. and H.O.W.; writing—original draft
preparation, F.B.; writing—review and editing, H.O.W., J.B. and F.H.; visualization, F.B.; supervision,
F.H.; project administration, F.B. and H.O.W.; funding acquisition, F.B. and F.H. All authors have read
and agreed to the published version of the manuscript.

Funding: Financial support by the project Profilregion Mobilitätssysteme Karlsruhe is gratefully
acknowledged. In the state of Baden-Württemberg, the Profilregion Mobilitätssysteme is funded
equally by the Ministry for Economy, Labor and Housing, the Ministry of Science, Research and
the Arts as well as through contributions from the Fraunhofer Society, the Karlsruhe University
of Applied Sciences (HsKA) and the Karlsruhe Institute of Technology (KIT). Furthermore, the
Profilregion Mobilitätssysteme Karlsruhe is supported by the strategic industry partner Hengrui
Group which is greatly appreciated.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: The authors would like to thank their colleagues from Fraunhofer ICT, Pfinztal:
Cahit Arik, Markus Reeb and Christian Ress for technical and analytical support. The polyurethane
foam supplier Rühl Puromer GmbH as well as the fiber textile supplier Zoltek Corporation and resin
suppliers Huntsman Corporation and Hexion are also gratefully acknowledged for providing the
materials used. Special thanks to the strategic industry partner Hengrui Group for the great support.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. European Composites Industry Association. Carbon Fiber LCA Data in EcoCalculator: An Essential Extension; Composites Europe:
Stuttgart, Germany, 2018.

2. Vinson, J.R. Sandwich Structures. Appl. Mech. Rev. 2001, 54, 201–214. [CrossRef]
3. Zenkert, D. An Introduction to Sandwich Structures—Student Edition; Engineering Materials Advisory Services Publishing:

Birmingham, UK, 1995; ISBN 978-0947817770.
4. Zenkert, D.; Nordic Industrial Fund. The Handbook of Sandwich Construction; Engineering Materials Advisory Services Publishing:

Birmingham, UK, 1997; ISBN 978-0947817961.
5. Thomsen, O.T.; Bozhevolnaya, E.; Lyckegaard, A. (Eds.) Sandwich Structures Technology in Commercial Aviation. In Sandwich

Structures 7: Advancing with Sandwich Structures and Materials, Proceedings of the 7th International Conference on Sand-wich Structures,
Aalborg University, Aalborg, Denmark, 29–31 August 2005; Springer: Dordrecht, The Netherlands, 2005; ISBN 978-1-4020-3444-2.

6. Gerstenkorn, J. Entwicklung einer Methodik zur Analyse und Vorhersage des Mechanischen Verhaltens Polymerer Hartschäume
im RTM-Prozess. Ph.D. Thesis, Karlsruher Institute for Technology, Karlsruhe, Germany, 2021.

331



J. Compos. Sci. 2022, 6, 81

7. Rosenberg, P. Entwicklung einer RTM Prozessvariante zur Kavitätsdruckgeregelten Herstellung von Faserverbundstruktur-
bauteilen. Ph.D. Thesis, Karlsruher Institute for Technology, Karlsruhe, Germany, 2018.

8. Seibert, H.F. Applications for PMI foams in aerospace sandwich structures. Reinf. Plast. 2006, 50, 44–48. [CrossRef]
9. Ware, M. Thermal Expansion Resin Transfer Molding (TERTM)—A Manufacturing Process for RP Sandwich Core Structures. In

Proceedings of the 40th Annual Conference, Atlanta, GA, USA, 28 January–1 February 1985; Reinforced Plastics/Composite
Institute: New York, NY, USA; The Society of Plastic Industry, Inc.: New York, NY, USA, 1985.

10. Ware, M. Thermal Expansion Resin Transfer Molding(TERTM)—An Advanced Composite Mass Production Process. In Society of
Manufacturing Engineers, Proceedings of the 5th Conference on Composites in Manufacturing, Los Angeles, CA, USA, 13–16 January 1986;
Society of Manufacturing Engineers: Southfield, MI, USA.

11. Burr, S.T.; Tudor, J.M.; Athreya, S.R.; Parsons, T.J. Expanding Foam Core Prepreg. PCT/US2013/070033, 14 November 2013.
12. Beukers, A. A new technology for sandwich plates and structures based on the use of in-situ foamable thermoplastic films. In

Proceedings of the 37th International SAMPE Symposium and Exhibition, Anaheim, CA, USA, 9–12 March 1992; pp. 172–185.
13. Hopmann, C.; Karatzias, C.; Böttcher, A. Syntaktische Schäume zur einstufigen Sandwichherstellung von FVK. Lightweight Des.

2016, 9, 44–51. [CrossRef]
14. Weißenborn, O. Entwicklung eines Neuartigen Imprägnierschäumverfahrens zur Herstellung Komplex Geformter Polyurethan-

Sandwichverbundstrukturen. Ph.D. Thesis, Technische Universität Dresden, Dresden, Germany, 2020.
15. Weißenborn, O.; Geller, S.; Jaschinski, J.; Gude, M. Modelling the bending behaviour of novel fibre-reinforced sandwich structures

with polyurethane foam core. IOP Conf. Ser. Mater. Sci. Eng. 2018, 416, 012073. [CrossRef]
16. Hopmann, C.; Wagner, R.; Fischer, K.; Böttcher, A. One Step Production of High-performance Sandwich Components. Cell. Polym.

2018, 36, 135–150. [CrossRef]
17. Hopmann, C.; Riedel, R.; Karatzias, C. Strukturelle Sandwichbauteile mit prozessintegriert ausgeschäumtem Schaumkern.

Fachmag. Für Die Polyurethanindustrie 2015, 91, 11–12.
18. Behnisch, F.; Lichtner, V.; Henning, F.; Rosenberg, P. Development of a Reactive Polyurethane Foam System for the Direct

Sandwich Composite Molding (D-SCM) Process. J. Compos. Sci. 2021, 5, 104. [CrossRef]
19. ZOLTEK Corporation (Toray Group). ZOLTEK™ PX35 Multi-Directional Fabrics; Technical Datasheet; ZOLTEK Corporation

(Toray Group): Bridgeton, MO, USA, 2021.
20. Hexion™ Inc. Datenblatt EPIKOTE™ Resin Trac 06170; Hexion Inc.: Columbus, OH, USA, 2017.
21. Huntsman Corporation. Datenblatt Araldite® LY 3031/Aradur® 3032; Huntsman Corporation: The Woodlands, Texas, USA, 2015.
22. Rühl Puromer GmbH. Datenblatt Rühl Puromer EP 3587/2; Rühl Puromer GmbH: Friedrichsdorf, Germany, 2017.
23. Bücheler, D.; Kaiser, A.; Henning, F. Using Thermogravimetric Analysis to Determine Carbon Fiber Weight Percentage of

Fiber-Reinforced Plastics. Compos. Part B Eng. 2016, 106, 218–223. [CrossRef]
24. BASF, SE. Elastollan®—Physikalische Eigenschaften. Available online: https://plastics-rubber.basf.com/emea/de/performance_

polymers/products/elastollan.html?at_medium=sl&at_campaign=PM_BAW_EMEA_DE_Elastollan_TRA_CROSS&at_term=
%2Btpu%20%2Bfolie&at_creation=Search_Google_SERP_Elastollan-General-EMEA-DE&at_platform=google&at_variant=
Elastollan-General-EMEA-DE (accessed on 12 December 2021).

25. Xiong, J.; Ma, L.; Wu, L.; Liu, J.; Vaziri, A. Mechanical behavior and failure of composite pyramidal truss core sandwich columns.
Compos. Part B Eng. 2011, 42, 938–945. [CrossRef]

26. Wesolowski, M.; Ludewicz, J.; Domski, J.; Zakrzewski, M. Shear properties evaluation of a truss core of sandwich beams. IOP
Conf. Ser. Mater. Sci. Eng. 2017, 251, 012085. [CrossRef]

27. Allen, H.G. Analysis and Design of Structural Sandwich Panels: The Commonwealth and International Library: Structures and Solid Body
Mechanics Division; Elsevier: Oxford, UK, 2013; ISBN 978-1483126623.

28. Gaugler & Lutz OHG. Produktübersicht: Ihr Starker Partner für den Leicht- und Sandwichbau. June 2019. Available online: https:
//www.gaugler-lutz.de/fileadmin/user_upload/Unternehmen/Produktuebersicht_LS_DE.pdf (accessed on 12 December 2021).

29. Minogue, E. An In-Situ Study of the Nucleation Process of Polyurethane Rigid Foam Formation. Ph.D. Thesis, Dublin City
University, Dublin, Ireland, 2000.

30. Lander, R.; Modro, H.; Hubel, R. Influencing the Cell Structure of Flexible Polyurethane Foams by Additives. In Proceedings of
the 2014 Polyurethane Technical Conference, Dallas, TX, USA, 22–24 September 2014; pp. 22–24.

332



Citation: Carvalho, J.; Sohouli, A.;

Suleman, A. Fundamental Frequency

Optimization of Variable Angle Tow

Laminates with Embedded Gap

Defects. J. Compos. Sci. 2022, 6, 64.

https://doi.org/10.3390/jcs6020064

Academic Editors: Stelios K.

Georgantzinos and Francesco

Tornabene

Received: 31 December 2021

Accepted: 17 February 2022

Published: 20 February 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Fundamental Frequency Optimization of Variable Angle Tow
Laminates with Embedded Gap Defects

João Carvalho 1, Abdolrasoul Sohouli 2,* and Afzal Suleman 1,2

1 IDMEC—Instituto de Engenharia Mecânica, IST—Instituto Superior Técnico, Universidade de Lisboa,
1049-001 Lisboa, Portugal; joao.f.carvalho@tecnico.ulisboa.pt (J.C.); suleman@uvic.ca (A.S.)

2 Department of Mechanical Engineering, University of Victoria, Victoria, BC V8P 5C2, Canada
* Correspondence: sohouli@uvic.ca

Abstract: Variable stiffness composite laminates can improve the structural performance of composite
structures by expanding the design space. This work explores the application of variable stiffness
laminated composite structures to maximize the fundamental frequency by optimizing the tow angle.
To this end, an optimization framework is developed to design the fiber angle for each layer based on
the maximization of the fundamental frequency. It is assumed that the design process includes the
manufacturing constraints encountered in the automated fiber placement process and a linear fiber
angle variation. The current study improves existing results by considering embedded gap defects
within the optimization framework. The plates are assumed symmetric, with clamped and simply
supported boundary conditions. The optimal results and a comparison between the non-steered and
steered plates with and without gaps are presented. Results show that, although gaps deteriorate
the structural performance, fiber steering can still lead to an increase in the fundamental frequency
depending on the plate’s geometry and boundary conditions.

Keywords: variable stiffness composite; variable angle tow; automated fiber placement; Defect Layer
Method; natural frequency; genetic algorithm optimization

1. Introduction

Nowadays, the use of composites materials is increasing in a wide range of sectors
such as the aerospace, automotive, naval and others. This is the main motivation to
develop innovative and cost effective composite manufacturing techniques which allow the
production of composite laminates meeting certain requirements in a more effective way.
In particular, the development of the Automated Fiber Placement (AFP) technique opens
the possibility of manufacturing Variable Stiffness Composite Laminates (VSCLs), which
allow the stiffness to vary spatially. VSCLs include, for instance, those made with variable
fiber spacing (VFS) and those in which the fibers are deposited following curvilinear paths,
denominated as variable-angle tow (VAT) laminates. They allow new design possibilities
by enlarging the design space when compared to conventional composite laminates. Hence,
several authors have been studying them with the objective of improving composite
laminates characteristics. For instance, the studies presented in [1–3] show the influence of
these kind of laminates in the buckling behaviour of laminated panels.

Although most studies for vibration analysis are performed on composite laminated
plates with constant stiffness, some authors also considered the use of VAT laminates.
Most of these studies aimed to study the influence of the curvature of the fibers on
the fundamental frequency achieved by a plate. Honda et al. [4] considered splines to
represent the fiber paths of curvilinear fibers. Honda et al. [5] developed a multi-objective
approach in order to maximize both fundamental frequencies and in-plane strengths of
VAT plates, while Pereira et al. [6] performed a multi-objective optimization considering
the fundamental frequency and the first mode specific damping capacity (SDC). Serhat
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et al. [7], also maximized the fundamental frequency of variable stiffness panels but
proposing a more efficient method to design variable stiffness composite panels using
lamination parameters. Although the steering radius was not directily constrained during
the optimization process, the design space is controlled to ensure a smooth changes in
the layer angles. The design methodology efficiency developed in [7] is improved by
Serhat et al. [8] study by combining the lamination parameters formulation with a spectral
Tchebychev modeling approach. In this study, the fundamental frequencies of the variable
stiffness designs were maximized for different boundary conditions and aspect ratios.
It was verified that optimal variable stiffness designs provide higher frequencies (up to
10%) when compared to constant stiffness ones. More recently, Farsadi et al. [9] included
plates with different aspect ratios, boundary conditions and skew angles. The fundamental
frequency was also studied and optimized together with other composite characteristics.

The most common manufacturing constraint considered when designing curvilinear
composite laminates is the maximum curvature constraint [10–14]. Akhavan and Ribeiro [10],
for example, considered this constraint in the study of the natural frequencies and mode
shapes of VAT with a linear curvilinear fiber path. They used a p-version finite element and
a Third-order Shear Deformation Theory (TSDT). It was verified that the use of curvilinear
fibers can be advantageous to adjust frequencies and mode shapes. Demir et al. [14]
developed a lamination parameter optimization algorithm using a penalty parameter to
enforce a maximum value for the fiber curvatures. The proposed methodology is applied to
design for the minimum compliance in-plane and out-of-plane problems. In a recent study,
Rashed and Demir [15] maximized the fundamental frequency of variable stiffness plates.
Manufacturing constraints were considered and the method employed uses lamination
parameters as the design variables. The optimum lamination parameters distribution found
is in good agreement with other studies present in the literature.

The previous studies mentioned assumed that the VAT laminated plate is ideal, which
means that the models used to obtain the natural frequencies and mode shapes did not
take into account the manufacturing process, in particular, the AFP and the respective
manufacturing induced imperfections. As a result of that, some models were developed
in order to take defects into consideration and better predict the structural behaviour of
VAT laminates. Blom [16] developed a methodology where each ply of the laminate is
modeled including gaps and overlaps generated by tow drops. Afterwards, a 2-D mesh
is generated on top of each ply and the centroids of all the elements in all the plies are
checked for the tow drop region. If it is the tow drop region considered as a gap, then at
that position resin properties are assigned to the respective element stack. In case of an
overlap, the thickness assigned to the element stack is twice the thickness. It is important
to emphasize that a tow drop defect is only identified if the respective element centroid is
located over it. In consequence, a very refined mesh is required to have a good precision
which is associated to a higher computational cost. A similar strategy was developed by
Fayazbakhsh [17,18]. However, each element properties are assigned in accordance with its
volume fraction of gaps and overlaps using micro-mechanics. In this way, it is not required
such a refined mesh and computational cost is saved. Several authors considered this
modeling methodology to include the effect of both gaps and overlaps [19–21]. Marouene
et al. [19] study considered this last methodology to model variable stiffness plates with
the goal of maximizing the in-plane stiffness and the buckling load. The numerical results
obtained were then validated with experimental studies and a good accordance between
them was found. Akbarzadeh et al. [20] study was focused on evaluating the impact that
AFP manufacturing defects, namely, gaps and overlaps, have on the laminate properties
of variable stiffness plates. Both static bending, buckling and free vibration have been
studied. It also examined the role of shear deformation on those plates. On the one hand,
for very thin plates, all equivalent single layer theories used provided similar results. On
the other hand, the results of moderately thick plates showed some discrepancies, especially
between those obtained using the Classical Laminate Theory (CLPT) and the Third Order
Shear Deformation Theory (TSDT). It was verified an increase of the buckling load and
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fundamental frequency when compared to the steered plate with no defects, if overlaps
were considered. When gaps were the plate manufacturing defect, a decrease in both
mentioned parameters was verified.

In addition to the studies presented in the previous paragraph, other novel methods
to include manufacturing defects were developed in [22,23]. Brooks and Martins [22]
treated tow paths as the streamlines of a unit-vector field. In the developed mathematical
formulation the gap/overlap formation is related with the divergence of a 2D vector field.
A positive divergence indicates a gap formation and a negative value the occurrence of an
overlap. Mishra et al. [23] explored the effect of gaps on the stiffness and buckling load of
variable stiffness panels. The developed methodology used to account the effect of gaps
showed to be significantly more efficient than the Defect Layer Method described in [17,18].

Other authors considered instead more detailed and comprehensive 3D analysis [24].
Marrouzé et al. [25], Heinecke et al. [26] and Willie et al. [27] approach models gaps
and overlaps in both laminate, lamina and micro structure level. Li et al. [28] developed
3D meshing tools to automatically generate ply by ply models with gaps and overlaps.
It automatically inserts intra and inter-ply cohesive elements in order to capture the
influence of splitting and delamination. As a result, out-of-plane waviness and ply thickness
variations are automatically modeled. These detailed 3D finite element models can capture
effects like load redistribution and stress localization. Therefore, these type of analysis
could be justifiable if higher levels of detail are necessary.

Regarding experimental studies, in Antunes et. al. study [29], which is the a continuation
of Rodrigues et al. study [30], experimental modal analysis were performed on a rectangular
plate considering various boundary conditions including one edge clamped and the
remaining edges free (CFFF), two opposite edges clamped and the other two free (CFCF)
and all the edges free (FFFF). Moreover, modal damping ratios were also identified in
addiction to both natural frequencies and mode shapes. In this article, the theoretical model
is based on two p-version type finite element models, one based on the Classical Plate
Theory (CPT) and another based on the First-order Shear Deformation Theory (FSDT).
Similar results were obtained using the two models, which can be justified by the use of a
very thin plate. The authors reported that the discrepancies found between the experimental
and numerical results were due to the occurrence of gaps and overlaps in the plate, which
the FEM model did not take into account.

In this work, an optimization framework is developed with the objective of designing
composite plates with curvilinear fibers for maximum fundamental frequency. Square and
rectangular plates under fully clamped and fully simply supported boundary conditions
are optimized using a Genetic Algorithm. The optimization is done first considering only
straight fiber and then using curvilinear fibers with the purpose of evaluating the difference
between the maximum frequencies obtained. The optimization of curvilinear fiber plates is
performed considering both the absence and different values of the maximum curvature
constraint of the AFP machine, thereby allowing to assess its effect on both maximum
frequency and optimal designs. Moreover, the optimization of curvilinear fiber plates is
performed considering the absence and the presence of embedded gap defects to evaluate
its effect on both maximum frequencies and optimal designs. Gap imperfections are taken
into consideration using the Defect Layer Method [17]. The authors consider that the
consideration of defects within the optimization framework is the principal contribution of
this work.

The remainder of this article is organized as follows: first, the variable stiffness plates
considered are described in Section 2. This Section also includes the methodology for
modeling the VATs and for including the effect of gaps in the FE model. The optimization
problem is formulated in Section 3. Section 4 presents the developed framework used
to solve the optimization problem. Section 5 discusses and analyses the results obtained.
Finally, Section 6 presents the main conclusions drawn of this work.
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2. Materials and Methods

2.1. Variable Angle Tow Laminates

In the AFP process, a band of fibers, denominated course, is composed by individual
units named tows. The courses are deposited following a reference fiber path which can be
curvilinear. Different curvilinear fiber paths have been studied by various authors. In this
work, the fiber path presented in the following section is the one considered to solve the
optimization problem.

2.1.1. Fiber Path Definition

The reference course fiber path considered was first introduced in [31] in 1993. In this
formulation, the fiber angle (θ), measured with respect to the x∗ axis, varies linearly along
the axis x∗. The respective fiber angle variation is presented in Equation (1). The fiber path
trajectory is presented in Equation (2) [32,33]. The variable T0, represents the value of θ in
the middle of the plate, while the variable T1 represents the value of θ when x∗ = ±a/2.
The variable φ represents the orientation of x* relative to the global axis x. This fiber path is
represented in Figure 1a.

In this work, φ is considered as zero. Thus, both axis x and x∗ coincide and T1
represents the fiber angle at both edges in x of a plate. The middle and edge fiber angles
are written as < T0, T1 >. As an example, the fiber path correspondent to < 60◦, 15◦ > is
presented in Figure 1b for a plate with length a in the x axis.

θ(x∗) = φ + (T1 − T0)2
|x∗|

a
+ T0 (1)

y∗(x∗) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

a
2(T1−T0)

[− ln(cos(T0))+

ln
(

cos
(

T0 +
2(T0−T1)

a x∗
))

],− a
2 ≤ x∗ ≤ 0

a
2(T0−T1)

[− ln(cos(T0))+

ln
(

cos
(

T0 +
2(T1−T0)

a x∗
))

], 0 ≤ x∗ ≤ a
2

(2)

(a) (b)

Figure 1. Reference fiber path: (a) Reference fiber path, with φ �= 0◦; (b) Reference fiber path
< T0, T1 >=< 60◦, 15◦>, with φ = 0◦.

2.1.2. Induced Defects

During the deposition of the course, the AFP machine’s head is perpendicular to the
local fiber angle. Thus, each point along the AFP head has the same orientation as the one
corresponding to the reference path. Therefore, the points that form each tow of the course
can be calculated using Equation (3). In this equation, nt represents the number of tows in a
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course, tw is the tow width and i is the tow index which range increases by one from −nt/2
to nt/2. Moreover, the superscript re f is used to denote the points in the reference path.

x = xre f − i · tw sin
(

θre f
)

y = yre f + i · tw cos
(

θre f
) (3)

The fiber paths of the adjacent courses are obtained by moving the centerline fiber path
in the y direction with the shift distance, which leads to the formation of manufacturing
defects within the laminate. The shift distance (ds) considered is the minimum vertical
distance between the top and bottom boundaries of the reference course and it is calculated
as presented in Equation (4). The points of the shifted course (ys, xs) are obtained as
presented in Equation (5).

ds = min(
nttw

cos
(
θre f
) ) (4)

xs = xre f − i · tw sin
(

θre f
)

ys = yre f + i · tw cos
(

θre f
)
+ ds

(5)

The deposition of both reference and adjacent courses is presented in Figure 2a
considering a course with 8 tows. The reference course and its reference curve are
represented in black and green, respectively. The adjacent course and its reference curve
are represented in blue and red, respectively. In Figure 2a the intersection points between
the reference and adjacent course are also visible. These intersections lead to the formation
of defects which can be either gaps or overlaps depending on the way the tows are cut. If
the entire course is cut or restarted when there is an intersection with the adjacent course,
a large gap or overlap area is formed. So, in order to solve this problem and minimize
the defect area, the tow cut and restart capability of the AFP machine is used. It allows to
individually control each tow, to cut and restart its deposition and leads to a reduced defect
area. In this work, an one-sided cut strategy is employed, which means that the tows are
only cut on one side of each course. It is also used the zero percent coverage parameter in
the tow drop strategy, which implies that the cut is performed as soon as one edge of a tow
intersects the boundary of the adjacent course, also known as complete gap strategy or 0%
coverage parameter. The gap formation which results from this cut strategy is presented in
Figure 2b, where the gap set is represented in a gray colour.

(a) (b)

Figure 2. (a) Tow cut and restart positions; (b) Gap pattern between consecutive courses.
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The distance between two consecutive gap sets is the shift distance (Equation (4). So,
the gap set is translated vertically with the shift distance across a ply. The gap pattern over
an entire ply is represented in Figure 3a for a square plate, but considering that the AFP
machine deposits 32 tows, each one with a width of 3.175 mm. The gap distribution is
then intersected with the ply mesh in order to calculate the gap area fraction (Am) within
each element as represented in Figure 3b. Each element equivalent properties are then
calculated using a ‘modified’ rule of mixtures (Equations (6)–(10)). In these equations the
subscript c represents the non-defective composite and the subscript m the matrix or gaps.
The composite area fraction, Ac, and the gap area fraction, Am, are related by Am = 1 − Ac.
It is important to note that both area fractions are equivalent to volume fractions because it
is assumed a constant thickness across the ply, with or without gaps.

E1 = AcE1c + AmEm (6)

E2 =
E2cEm

AmE2c + AcEm
(7)

G12 =
G12cGm

AmG12c + AcGm
(8)

G23 = AcG23c + AmGm (9)

ν12 = Acν12c + Amνm (10)

(a) (b)

Figure 3. (a) Gap distribution on a plate (b) Gap area fraction in each element.

2.1.3. Manufacturing Constraints

The maximum curvature constraint or inverse, minimum curvature radius, depends
on the AFP machine and limits the maximum value of curvature of the reference fiber path
of each course. Typical curvature constraints are presented in Table 1. This constraint limits
the design space by limiting the fiber angle distribution that each lamina possesses. This
constraint is dependent on the AFP machine and must be evaluated before the production
stage in order to ensure that the composite can be manufactured. For that reason, it is most
often used as an optimization constraint when VAT laminates are optimized to maximize
or minimize determined characteristics.
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Table 1. Curvature Constraint, adapted from [34].

Tow Typical Minimum Typical Maximum

Width Turning Radius Curvature

(mm) (mm) (m−1)

3.175 635 1.57
6.35 1778 0.56
12.7 8890 0.1125

The curvature equation was analytically obtained using the fiber reference path
presented in Equation (1) and also the definition of curvature of a function with a a single
variable presented in Equation (11).

K =

d2 f (x)
dx2

(1 + ( d f (x)
dx )2)3/2

(11)

f (x) was substituted in Equation (11) by y∗(x∗) of the reference fiber path (Equation (2))
treated here as y(x), because φ = 0. The first and second derivatives of y with respect to x
are calculated in the following equations:

dy
dx

= tan(θ) (12)

d2y
dx2 =

d tan θ

dx
=

1
cos2 θ

2(T1 − T0)

a
(13)

The trigonometric relation presented in Equation (14) is also considered:

1 + tan2 θ =
1

cos2 θ
(14)

After substituting Equations (12)–(14) in Equation (11), the curvature equation for the
reference fiber path considered is obtained (Equation (15)). This last equation was also
considered in references [10,22].

K = 2
T1 − T0

a
cos
(
(T1 − T0)2

|x∗|
a

+ T0

)
(15)

3. Optimization

The optimization problem that this work intends to solve is defined in Equation (16).
The goal is to maximize the fundamental frequency, treated here as f1, of a laminated plate.
It is assumed that the laminate is symmetric and that the total number of plies (Np) is equal
to eight. The problem is solved considering different cases where the vector of design
variables (x) depends on whether only rectilinear or curvilinear fibers (whose orientation
is presented in Equation (1) are considered. The cases that only consider rectilinear fibers
are treated as non-steered cases and the cases that allow curvilinear fibers are treated as
steered cases. In the cases where only rectilinear fibers are considered (T0 = T1), the design
variables correspond to the orientation of each layer, T0 (Equations (17) and (18)) and,
therefore, the number of design variables is four (one per ply for a half laminate). In the
cases where steered fibers are considered, the design variables correspond to the angles T0
and T1 of each layer (Equations (17) and (18)). Consequently, there is a total of eight design
variables (two per ply for a half laminate). Each design variable is allowed to continuously
vary between −90◦ and 90◦, except when gaps were considered. In those cases the domain
of design variables is allowed to vary between −89◦ and 89◦, due to singularities of the
Matlab subroutine used. In some of the steered cases, the maximum curvature constraint,
displayed in Equation (15), is imposed in order to guarantee that the laminate can be
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manufactured using an AFP machine. Thus, in some steered cases the curvature of each
ply is constrained by the maximum value of curvature allowed (Kmax). It is not necessary
to impose the maximum curvature constraint in the non steered cases, because the fibers
are rectilinear and therefore the curvature (K) is always zero. Thus, the optimization of the
non-steered cases is an unconstrained problem. The boundary conditions considered are
the fully clamped and fully simply supported boundary conditions.

maximize f1(x)

by varying x ∈ R
n

subject to Kn(x) ≤ Kmax, if steered

n = 1, 2, . . . . . . , Np

(16)

given x = [x(1) . . . x(i) . . . x(Np)]T

such that − 90◦ < x(i) < 90◦
(17)

where x(i) =

{
[T(i)

0 ], if non-steered

[T(i)
0 , T(i)

1 ], if steered
(18)

The notation used to distinguish the different cases is orientation distribution—
boundary condition—unconstrained/constrained. The orientation distribution notation
can be NS (non-steered), if only non-steered plies are considered or LS (linearly steered), if
the fiber path orientation varies linearly across x∗ (Equation (1)). The boundary conditions
fully clamped (CCCC) and fully simply suported (SSSS) are treated here as C and S,
respectively. The unconstrained and constrained cases are denominated UN or CON,
respectively. In the constrained cases, it is considered a maximum curvature constraint
(Kmax) with two different values: 1.57 m−1 [16], treated here as constraint A, and 3.28 m−1

[32], denominated here as constraint B. For instance, LS-C-CON-A is a plate with a linear
fiber angle variation, fully clamped and with a maximum curvature constraint of 1.57 m−1.

The plates considered are symmetric with a total of eight plies, each one with a
thickness of 0.159 mm. The material properties considered are displayed in Table 2. The
length in the x∗ axis, a, is kept constant and equal to 0.5 m throughout all the plates. A
square plate and two rectangular plates with aspect ratios (a/b) equal to 0.5 and 2.0 are
considered.

Table 2. Carbon epoxy Cytec® G40-800/5276-1 and resin properties [17].

Property E1 [GPa] E2 [GPa] G12 [GPa] ν12 ρ [kg/m3]

G40-800/5276-1 143 9.1 4.8 0.3 1650

resin 3.7 3.7 1.4 0.3 1310

4. Implementation

The developed framework can be divided into two main components: the Matlab
and the Finite Element Model (Python/ABAQUS) environments as it is represented in
Figure 4. The optimization process starts in the Matlab where the optimizer, Matlab’s
built-in genetic algorithm, is implemented and where each generation’s population is
created. After that, the population information is passed to a Python script where the
geometry of the plate, property assignment, boundary and loading conditions are defined
before running the structural analysis using ABAQUS. The input data generated depend if
the case considered only non-steered, steered without imperfections and steered plates with
imperfections. Following the structural analysis, its results are then again passed to the
Matlab environment where they are post-processed and the resulting fitness is evaluated by
the genetic algorithm optimizer. If there is convergence, the optimization stops, otherwise
another population is created and the optimization process continues in the next generation.
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Figure 4. Framework scheme.

4.1. Finite Element Model

The geometry creation, element property assignment as well as the structural analysis
is defined in Python scripts and performed by ABAQUS. The orientation of the fibers and
material properties can differ in each iteration and it is generated as the input data by
Matlab. In the non-steered cases all the elements of a ply have the same orientation, so the
orientation is defined layer by layer and therefore Matlab only passes each layer orientation
to the Python Script. In the steered cases, the element orientation in a ply is calculated in
accordance with Equation (1), where the fiber orientation varies linearly along the x∗. As a
consequence, the orientation can no longer be defined layer by layer and has to be defined
element by element in each layer which leads to an increase of computational cost. Matlab
generates each ply T0 and T1 for half laminate (due to its symmetry) which are read by
the Python script. Then, each element orientation in a ply is assigned by substituting in
Equation (1) each element centroid position in x∗ and its respective ply T0 and T1. If defects
are being considered in the steered case, each element property is dependent on its resin
percentage. So, not only the orientation is defined element by element in each layer, but
also the material properties. For that reason, the steered cases considering defects are those
that require a higher computational cost.

It is chosen a mesh with a total of 2500, 5000, 1250, FSDT based shell S4R mesh
elements [35] for the square plates and plates with a/b = 0.5 and a/b = 2.0, respectively.
This choice was made after a mesh convergence study with the objective of simultaneously
assuring a good compromise between the model convergence and the computational cost
necessary to run a structural analysis.

4.2. Matlab Environment

The main script starts by generating a population. The problem is constrained and
the generated population should satisfy the optimization constraints which are defined
in a different script. After this, each individual is checked by a script that saves the
optimization history. That history has saved all the individuals already analysed and their
respective fitness evaluation. So, in case a certain individual has already been evaluated,
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then there is no need to run the structural analysis and this step can be skipped. This saves
computational time during the optimization process. If the individual has not yet been
evaluated, the respective input data needed to run the Python Script and ABAQUS CAE
is created.

The creation of input data depends on whether the plate considered is non-steered
or steered, and if defects are or are not being considered. It is important to note that only
symmetrical composites were considered in all cases, so the input data is only referred to
half of the laminate. When defects are considered, namely gaps, they are modeled in a
Matlab subroutine in the same way as in Fayabazh et al. [18]. Afterwards, each element
resin percentage is calculated and passed to the Python Script where the equivalent element
properties are calculated [18].

Following the input data creation the next steps that include the generation of the plate
geometry, property and fiber path assignment, boundary and loading conditions definition
and structural analysis are performed by the Python script which used ABAQUS to run the
structural analysis. After the structural analysis is finished, the output data, in this case, the
plate natural frequency, is passed to the Matlab script that defines the objective function in
order to evaluate its fitness. Finally, after all the individuals of a generation are evaluated,
the optimizer checks if the convergence has yet been achieved. If it meets the convergence
criterion, the optimization process is terminated. Otherwise, the optimizer generates the
next population using genetic operators such as selection, crossover and mutation and
the optimization process continues. A population size of 80, a function tolerance of 10−5,
a maximum number of stall generations equal to 25 and a constraint tolerance of 10−6

are considered. This choice was made after a study where these parameters were varied
with the objective of minimizing the computational cost necessary during the optimization
process while assuring a very high probability of finding the optimal solution.

4.3. Validation

The finite element model was verified by comparing its results with the linear natural
frequencies obtained in the study performed by Akhavan and Ribeiro [10] and by Akbarzadeh
et al. [20].

In the first study, imperfections are not considered and the fiberpath considered is also
the one presented in Equations (1) and (2). The respective plate dimensions and material
properties are presented in Table 3. The results, namely, the first three natural frequencies
are shown in Table 4, where a fully clamped boundary condition was considered. In the
same table it is possible to verify that the results obtained using the finite element model
developed in this work are in accordance with those obtained by Akhavan and Ribeiro [10].

The plate properties considered in the second study are presented in Table 5, where
square plates (a = b = 1 m) are considered. The comparison of results is presented in Table 6,

where the dimensionless fundamental frequency (ω̄ = ωa2

h

√
ρ

E2
) calculated using the

developed framework and obtained by Akbarzadeh et al. [20] are displayed and compared.
It is worth mentioning that the results were compared considering a defect free plate and
the same one with complete gap manufacturing defects. It is also important to note that
Akbarzadeh et al. [20] considered a plate with a constant curvature fiber path, which can
be the cause of the slight difference in the results displayed in Table 6.

Table 3. Characteristics of plate 1 [10].

Characteristic a [m] b [m] h [mm] E1 [GPa] E2 [GPa] G [GPa] ν12 ρ [kg/m3]

Value 1 1 0.01 173 7.2 3.76 0.29 1540
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Table 4. Natural frequencies [10].

Layup [◦] f1 [Hz] f2 [Hz] f3 [Hz]

[<0, 45>, <−45,−60>, <0, 45>] Ref. [10] 579.398 821.532 1225.79
Abaqus 579.790 822.538 1230.008

Difference (%) 0.07 0.12 0.34

[<30, 0>, <45, 90>, <30, 0>] Ref. [10] 667.177 862.919 1234.64
Abaqus 667.492 863.899 1239.187

Difference (%) 0.05 0.11 0.37

[<90, 45>, <60, 30>, <90, 45>] Ref. [10] 710.771 912.183 1335.49
Abaqus 710.597 912.246 1336.922

Difference (%) 0.02 0.01 0.11

Table 5. Prepreg and resin properties [20].

Property E1 (GPa) E2 (GPa) G12 (GPa) G13 (GPa) G23 (GPa) ν12 ρ kg/m3

Prepreg 143 9.1 4.82 4.9 4.9 0.3 1500

Resin 3.72 3.72 1.43 1.43 1.43 0.3 1100

Table 6. Dimensionless fundamental frequency—ω̄.

a/h Layup Manufacturing Defects
ω—Literature Results
FSDT (c f = 5/6) [20]

ω—Present
Results

Difference (%)

200 [±<58|39>]4s Defect free 16.4566 16.2358 1.34
Complete gap 15.7916 15.7874 0.02

5. Results and Discussions

This section is dedicated to present and discuss the optimization results which aim to
maximize the fundamental frequency.

5.1. Non Steered Plates

This section has the goal of presenting the optimal results of plates that only consider
non steered plies. The first natural frequency is presented in Table 7 as well as the optimal
orientation of each ply (T∗

0i). The computational cost is represented by the number of
generations (Gen.) required to perform the optimization.

Focusing first on the square plates, it is observable in Table 7 that the fully clamped
supported case achieves a higher first natural frequency (51.601 Hz) than the one obtained
in the simply supported case (31.223 Hz). It is also noticeable that the optimal orientation
of each ply is different in both cases. On the one hand, in the NS-C, the optimal orientation
alternates between approximately −90◦ and nearly 0◦. On the other hand, in the NS-S, the
exterior ply and its respective symmetric one have an orientation of approximately 45◦,
while all the interior ones have an orientation near −45◦. That again proves that the optimal
orientation of each ply is dependent on the imposed boundary conditions. Comparing
now both cases, but focusing on the last column of Table 7, it is possible to verify that both
required the same number of generations to perform the optimization.

The non steered rectangular optimal results are also presented in Table 7. When the
aspect ratio is equal to 0.5, the optimal orientations are near zero degrees for all plies and for
both boundary conditions. A similar behaviour is observed for an aspect ratio of 2, where
all plies have an orientation near 90◦ for both boundary conditions. So, for non steered plies,
these two cases are equivalent, because all plies are oriented parallel to the smaller side of
the plate for both boundary conditions considered. Regarding the computational cost, it is
visible that all the non steered cases have a similar number of function evaluations due to
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the fact that all of them have the same number of design variables. The small discrepancy
is explained by the randomness associated to the genetic algorithm used.

Table 7. Non Steered Results.

Design T∗
01 [◦] T∗

02 [◦] T∗
03 [◦] T∗

04 [◦] f∗1 [Hz] f∗2 [Hz] f∗3 [Hz] Gen.

a/b = 0.5 NS-C 0.0 0.0 −0.1 0.1 49.260 50.717 53.943 39
NS-S 1.6 −1.0 −0.9 −2.4 22.042 23.963 28.207 44

a/b = 1.0 NS-C −89.9 0.6 −89.5 0.5 51.601 92.924 119.100 55
NS-S 45.0 −45.0 −45.0 −45.0 31.223 70.371 73.737 55

a/b = 2.0 NS-C −90.0 89.9 89.9 −89.5 197.443 203.191 216.032 61
NS-S −89.9 89.9 −89.8 −89.5 88.275 95.840 112.720 43

5.2. Defect Free Steered Optimization Results

The optimal results for the ideal square steered plates are presented in Table 8
and shown in Figure 5. The optimization is performed considering unconstrained and
constrained cases with different maximum curvature constraints (Kmax = 1.57 m−1 (A)
and Kmax = 3.28 m−1 (B)) in order to assess the curvature effect on the final solution.
All these cases are optimized for fully clamped and fully simply supported boundary
conditions. Table 8 displays the optimal T0 and T1 for the first four plies (because the
composite laminate is symmetric) and the respective first three natural frequencies for the
cases considered. It is also visible the number of generations (Gen.) required to perform
the optimization.

The optimization results for a square plate considering the fully clamped boundary
condition are presented in columns four to six of Table 8. The unconstrained optimization
(no maximum curvature considered), the constrained case A (Kmax = 1.57 m−1) and the
constrained case B (Kmax = 3.28 m−1) are presented in the fourth, fifth and sixth columns,
respectively. An observation that can be made is that the unconstrained case (LS-C-UN)
is the one that achieves the highest first natural frequency (59.471 Hz) which represents
an increase of 15.25% with respect to the square NS-C case (Table 7). However, six plies of
this case have a maximum curvature (Kmax = 6.42 m−1 for ply 1 and 8, Kmax = 6.52 m−1

for ply 2 and 7, Kmax = 6.53 m−1 for ply 3 and 6) higher than the Kmax values considered
here. Consequently, this laminate can not be manufactured by an AFP machine. In spite
of that, the result of the unconstrained case is useful not only to show where the optimal
solution is, but also as, with the development of new manufacturing techniques that enable
to produce plates with higher fiber curvatures, it could become a feasible design in the
close future.

Focusing now in both constrained cases, LS-C-CON-A (Kmax = 1.57 m−1) and
LS-C-CON-B (Kmax = 3.28 m−1), Table 8 shows that LS-C-CON-B is the case with the
highest fist natural frequency (56.814 Hz) between the two. That constitutes an increase
of 10.10% with respect to the square NS-C case (Table 7), while the LS-C-CON-A increase
is only 4.58%. LS-C-CON-B is also the constrained case that allows a higher maximum
curvature, which, again, reinforces the influence of this parameter in the frequency obtained.
It is also worth noting that for both cases, Kmax is an active constraint for the first two
layers and their respective symmetric ones. Therefore, it can be argued that lowering
the maximum curvature allowed tends for the frequency to decrease. Regarding plies
four and five of LS-C-CON-B, their maximum curvature approaches zero similarly to the
unconstrained case. That is also the case for plies three and six in the LS-C-CON-A case.

The optimization results considering the fully simply supported boundary condition
case are presented in columns seven to nine of Table 8. The unconstrained optimization
(no maximum curvature considered), the constrained case A (Kmax = 1.57 m−1) and the
constrained case B (Kmax = 3.28 m−1) are presented in the seventh, eighth and ninth
columns, respectively. The unconstrained optimal solution (LS-S-UN) has a first natural
frequency equal to 31.229 Hz which is very similar to the one achieved by both constrained
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cases. The same phenomena is verified with respect to the second and third natural
frequencies. So, it is no surprise, that all the cases have similar T0 and T1 combinations
and, consequently, also similar maximum fiber curvatures (K∗

max) in each ply. Regarding
the K∗

max in each ply, it is important to note that its value in all cases and in all plies is near
zero, which implies that the maximum curvature is not an active constraint. It also means
that the unconstrained case is possible to manufacture using the AFP machine (because the
maximum curvature of all plies is lower than both Kmax considered here) and that the first
maximum natural frequency achieved is near the one obtained considering only rectilinear
fibers. This last affirmation can be proved by comparing the first natural frequency values
obtained in Table 8 with the one considering only non steered fibers in Table 7 for a fully
simply supported boundary condition. The respective increase of the first natural frequency
caused by the introduction of steered fibers is only 0.02%. So, it can be concluded that the
use of non steered fibers is almost as efficient as steered fibers in order to maximize the first
natural frequency of a square plate with a fully simply supported boundary condition.

(a) (b) (c) (d)

Figure 5. Square plate optimal reference fiber paths layouts. (a)LS-C-CON-A defect free;
(b) LS-S-CON-A defect free. (c) LS-C-CON-A with complete gap. (d) LS-S-CON-A with complete gap.

Focusing now on the plates with a/b = 0.5 (visible in Figure 6), columns two and three
of Table 8, it is observable that the orientation of each ply is near 0◦ for the fully clamped
boundary condition. Therefore, the optimal solution found is similar to the one obtained
considering only rectilinear fibers (Table 7). So, it appears that the use of curvilinear fibers
is not justifiable in this case. On the contrary, for the simply supported boundary condition,
there is a slight improvement of 1.49% on the optimal solution with the introduction of
curvilinear fibers. The influence of the curvature of the fibers is especially relevant because
the maximum curvature is an active constraint in the first two plies and their symmetric
ones (Kmax = 1.57 m−1). Regarding the plates with a/b = 2.0 (last two columns of Table 8),
the maximum curvature is also an active constraint for the fully simply supported boundary
condition. For this case, the orientation in the middle of all plies (T0) is near ±90◦, which
is also the optimal orientation of all plies for the correspondent non steered case (Table 7).
The orientation at the edge of the plies is clearly restricted by the maximum curvature
constraint, that, as aforementioned, is an active constraint in all plies. Analyzing now the
case with the fully clamped boundary condition, it is visible that all plies have almost zero
curvature and an orientation near ±90◦. So, the optimal solution obtained is very similar
to the one achieved in the non steered case.
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(a) (b) (c) (d)

Figure 6. Rectangular plate (a/b = 0.5) optimal reference fiber paths optimal layouts. (a) LS-C-CON-A
defect free; (b) LS-S-CON-A defect free; (c) LS-C-CON-A with complete gap; (d) LS-S-CON-A with
complete gap.

Table 8. Optimal defect free steered results.

a/b = 0.5 a/b = 1.0 a/b = 2.0

Design

LS-C LS-S LS-C LS-S LS-C LS-S

CON CON UN CON UN CON CON CON

A A - A B - A B A A

<T◦
0 ,

T◦
1 >

∗
1

<0.0,
0.3>

<0.1,
22.6>

<90.0,
−1.9>

<−74.9,
−43.7>

<−81.8,
−28.4>

<−42.8,
−45.9>

<42.3,
46.0>

<42.1,
46.0>

<89.9,
90.0>

<−90.0,
−52.9>

<T◦
0 ,

T◦
1 >

∗
2

<0.2,
0.1>

<−5.4,
−28.0>

<−89.7,
3.7>

<63.3,
35.7>

<74.9,
23.7>

<47.8,
44.0>

<−47.1,
−43.8>

<−48.0,
−43.7>

<−89.6,
−89.5>

<90.0,
52.9>

<T◦
0 ,

T◦
1 >

∗
3

<1.4,
−0.5>

<2.5,
−17.1>

<−90.0,
3.6>

<−90.0,
−89.2>

<87.1,
32.4>

<47.9,
43.9>

<−48.5,
−43.9>

<−49.1,
−43.8>

<89.2,
88.6>

<88.8,
52.2>

<T◦
0 ,

T◦
1 >

∗
4

<1.5,
2.7>

<20.4,
32.6>

<−5.4,
−5.9>

<80.9,
48.2>

<2.0,
2.6>

<42.7,
45.3>

<−49.9,
−43.0>

<−47.3,
−43.9>

<89.4,
88.3>

<90.0,
52.9>

f ∗1 (Hz) 49.258 22.370 59.471 53.962 56.814 31.229 31.229 31.229 197.436 90.146

f ∗2 (Hz) 50.715 26.603 95.181 85.656 90.604 70.595 70.601 70.648 203.181 105.580

f ∗3 (Hz) 53.943 33.571 129.029 126.412 129.466 73.518 73.463 73.445 216.032 138.403

Gen. 59 66 66 89 76 74 55 80 82 117

5.3. Defect Free Steered Results with Complete Gap

The previous section results do not consider the occurrence of any type of defect
inside the plate, which is a limitation of the model used. Therefore, the results would
be different from those shown. In order to better estimate that difference, the three first
natural frequencies of the previous constrained optimal layouts are calculated considering
the existence of gaps caused by the one sided cut with a zero percent coverage parameter
of an AFP machine. The results are shown in Table 9 for square and rectangular plates
considering the deposition of courses with 8, 16 and 32 tows. Each tow has a width of
3.175 mm. It is also visible the volumetric gap fraction (υG[%]) of each analysed case. As
previously mentioned, in a one sided cut strategy the tows of each course are only cut and
restarted on one side of the course, where the tow drop areas are formed. By fixing each
tow width, if the number of tows increases, so does the total course width. In consequence,
the number of course intersections inside the plate decreases, which leads to a reduction of
the tow drop area. So, as expected, it is clear that the volumetric gap fraction increases in
Table 9 with the decrease of the number of tows.

Another important aspect to notice in Table 9 is that all the first natural frequencies
decreased when compared with those obtained considering defect free steered plates
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(Table 8). It is also observable that with the increase of the volumetric gap fraction,
the fundamental frequency diminishes. This could imply that the existence of gaps is
responsible for the decrease of the first natural frequency. The stiffness reduction in the
areas where gaps are located can be the explanation for that frequencies’ decrease. It is also
worth mentioning that, in spite of that, the use of steered fibers in a square plate with a
fully clamped boundary condition considering 32 or 16 tows can still achieve a higher first
natural frequency when compared to a plate with non steered fibers (Table 7) for both Kmax.
However, if the boundary condition used is a fully simply supported one, the results show
that the opposite happens. The highest first natural frequency is instead achieved by the
plate that uses non steered fibers. This may be explained by the fact that when considering
ideally steered square plates, the obtained results were very similar to those obtained for
non steered plates (only 0.02% increase). When further adding the effect of gaps, the first
natural frequency decreases past the one obtained for non steered square plates. The same
argument could be used regarding the fully clamped rectangular plate cases, where the
achieved frequencies are lower than those obtained in the respective optimal non steered
plates as expected. In the rectangular plates simply supported cases, it is observed that with
the decrease of the number of tows, the gap area increases, and the fundamental frequency
decreases until it is no longer advantageous to have curvilinear fibers considering this
manufacturing process.

Table 9. Optimal defect free steered results with complete gaps introduced.

a/b = 1.0

32 tows 16 tows 8 tows

Design LS-C-CON LS-S-CON LS-C-CON LS-S-CON LS-C-CON LS-S-CON

A B A B A B A B A B A B

f ∗1 [Hz] 53.280 55.970 31.020 31.008 52.634 54.889 30.789 30.776 51.447 52.747 29.933 30.007

f ∗2 [Hz] 84.742 89.295 70.128 70.149 83.879 87.946 69.705 69.673 81.921 85.323 67.829 68.087

f ∗3 [Hz] 124.606 127.393 72.946 72.912 122.9 124.727 72.291 72.296 120.084 119.229 70.243 70.35

υG [%] 3.51 3.14 1.72 1.71 6.65 6.49 3.47 3.54 10.86 13.51 8.81 9.17

a/b = 0.5 a/b = 2.0

32 tows 16 tows 8 tows 32 tows 16 tows 8 tows

Design LS-C LS-S LS-C LS-S LS-C LS-S LS-C LS-S LS-C LS-S LS-C LS-S

CON-A CON-A

f ∗1 [Hz] 48.698 22.171 48.504 21.926 47.732 21.367 196.588 85.604 194.405 81.433 190.883 72.004

f ∗2 [Hz] 50.113 26.364 49.919 26.087 49.088 25.460 202.152 101.618 199.172 100.132 195.686 96.127

f ∗3 [Hz] 53.262 33.259 53.033 32.910 52.112 32.132 214.851 133.890 212.234 130.241 207.145 123.160

υG [%] 2.94 1.99 4.30 4.31 8.57 9.51 1.66 7.01 4.26 12.39 9.67 22.26

5.4. Complete Gap Steered Optimization Results

It was shown in the latest section that the occurrence of gaps leads to a decrease of the
fundamental frequency, which can be correlated to the reduction of the elastic properties in
the areas where gaps are located. It was also shown that the higher the gap percentage is, or
the lower the number of tows used, the lower the fundamental frequency is. However, the
optimization has not yet been performed considering the Defect Layer Method included
in the finite element model built, which is interesting in order to verify not only how the
defects affect the fundamental frequency, but also to check how they affect the optimal
laminated layout. With that in mind, the results presented in the following sections assume
that the AFP machine deposits 32 tows, each one with a width of 3.175 mm for both fully
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clamped and fully simply supported boundary conditions. Only constrained cases are
presented in order to assure that the plates could be manufactured.

The square plate results are displayed in Table 10 for both boundary conditions
and maximum curvature constraints values considered. As expected, all the optimal
fundamental frequencies achieved are lower than the respective optimal ones obtained
with the absence of defects. For instance, regarding the square plate cases with a fully
clamped boundary condition, fourth and fifth columns of Table 10, it is observable that
there is a decrease of approximately 0.83% and 2.65% in cases LS-C-CON-A (Figure 5) and
B, respectively, relative to the equivalent ones but without considering defects (Table 8).
Nonetheless, it is still verified an increase of 3.71% and 7.19%, respectively, with respect
to the NS-C solution (Table 7). Therefore, it can be argued that although a decrease of the
frequency is verified by the occurrence of gaps, it is still advantageous to use curvilinear
fibers to maximize the frequency for square plates with this boundary condition. It is also
important to note that the optimal layout for both cases differs from the one obtained when
no defects are considered. This evidence can be verified by comparing the optimal designs
from Tables 8 and 10. Nevertheless, the maximum curvature constraint is still an active one
in some of the plies and, when it is not, the maximum curvature obtained is near it. The
reason why the optimal layout has changed when gaps are considered can be explained
by comparing the results from Tables 9 and 10 when considering 32 tows. In Table 9 it is
visible that LS-C-CON-A and B have a gap volumetric fraction (υG[%]) of 3.51% and 3.14%,
respectively, while in Table 10 1.88% and 2.21% are the respective gap volume fractions.
The reduction in the occurrence of gaps is one of the factors that explains that the optimal
solution considering gaps is superior to the one found considering ideal plates with gaps
inserted afterwards. So, when the layout is optimized with the occurence of gaps included
it may be said that in order to maximize the fundamental frequency there is a trade-off
between having the desired fiber curvature and the minimum gap volume fraction.

Regarding the square plate, but focusing now on the fully simply supported boundary
condition (sixth and seventh columns of Table 10), it is again visible that the maximum
curvature of all plies is near zero. In consequence, the maximum curvature is not an active
constraint in both cases A and B. This phenomenon has been previously observed when
analysing the same cases, but without defects being considered (Table 8). The plate layout
is also similar to the one previously presented with the orientation of each layer tending to
±45◦, so the frequencies obtained are very similar to those obtained considering only non
steered fibers (NS-S, Table 7) and steered fiber but without gaps included (Table 8). Since
the optimal solutions found in this section still present some curvature, although tending
to zero, some gaps occur. In consequence, the optimal fundamental frequency is 0.56% and
0.46% lower in cases LS-S-CON A and B, respectively, when compared with the respective
non steered optimal solution (Table 7). So, because of the previously stated reasons, it can
be argued that it is more advantageous to use only rectilinear fibers for square plates with
this boundary condition.

The rectangular plate results are visible in Table 10 considering only Kmax = 1.57 m−1

for both boundary conditions and aspect ratios. As it could be expected, the optimal
fundamental frequencies achieved are lower than those obtained when defects are not
considered. Focusing first on the plates with a/b = 0.5 (visible in Figure 6), there is a
decrease of 0.31% and 0.74% for the LS-C-CON-A and LS-S-CON-A, respectively, with
respect to their equivalent cases where complete gaps are not included (Table 8). On the
one hand, in the fully clamped case, it is observable that the maximum curvature of each
ply tends to zero. On the other hand, in the simply supported boundary condition, the
constraint is active in some plies, as in the respective defect free cases. It is also worth
noting that there is a decrease for the fully clamped boundary condition of approximately
0.31% when compared to the optimal solution considering only non steered plies (Table 7).
As a result is can be said that it is preferable to use rectilinear fibers for this case. On the
contrary, when the BC is simply supported there is an increase near 0.74% when compared
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to the respective optimal NS case (Table 7), even taking into consideration the occurrence
of gaps.

Table 10. Optimal steered results with complete gaps.

a/b = 0.5 a/b = 1.0 a/b = 2.0

Design LS-C-CON LS-S-CON LS-C-CON LS-S-CON LS-C-CON LS-S-CON

A A A B A B A A

<T◦
0 ,

T◦
1 >

∗
1

<−0.3
1.0>

<1.2
−23.5>

<66.0,
37.7>

<−53.9,
−6.6>

<−41.2,
−46.9>

<47.6,
47.8>

<87.4,
87.3>

<−84.1,
−59.2>

<T◦
0 ,

T◦
1 >

∗
2

<1.0
−0.4>

<−1.1
−23.6>

<−56.2,
−30.2>

<65.3,
16.4>

<44.7,
44.9>

<−51.2,
−41.1>

<−84.9
−81.7>

<84.9,
51.4>

<T◦
0 ,

T◦
1 >

∗
3

<0.0
−2.1>

<−6.1
−28.6>

<−36.5,
−13.4>

<80.0,
27.3>

<52.3,
41.8>

<−43.2,
−45.5>

<87.9
86.9>

<86.2,
51.2>

<T◦
0 ,

T◦
1 >

∗
4

<1.7
−4.0>

<9.4
30.0>

<−36.5,
−13.4>

<55.2,
8.2>

<−39.6,
−39.7>

<89.0,
34.0>

<−88.7
−83.2>

<89.0,
65.5>

f ∗1 (Hz) 49.107 22.205 53.517 55.311 31.047 31.080 195.988 88.151

f ∗2 (Hz) 50.548 26.415 100.660 105.858 69.767 69.389 201.819 105.223

f ∗3 (Hz) 53.739 33.315 111.872 112.376 73.204 74.660 215.154 139.443

υG[%] 3.078 3.77 1.88 2.21 1.64 2.24 0.96 1.87

Gen. 66 62 122 75 83 88 84 91

A similar phenomenon occurs for plates with a/b = 2.0, however in these cases the
frequencies achieved are much higher. The plate’s maximum curvature tends to zero in
all plies for the fully clamped boundary condition and it is near the maximum curvature
constraint in some plies for the simply supported boundary condition (Table 10). It is
verified a reduction in frequency of 0.73% and 2.21% for LS-C-CON-A and LS-S-CON-A,
respectively, in relation to their optimal equivalent defect free cases (Table 8). Since there is
a reduction of 0.73% in the LS-C-CON-A with respect to its respective optimal non steered
case (Table 7), the non steered optimal solution is preferable for this boundary condition
just like in the previous case. Focusing now on the simply supported boundary condition,
there is a slight decrease of 0.14% with respect to its corresponding non steered optimal
solution (Table 7). In addition, the maximum curvatures especially in plies 2 and 4, and
their respective symmetric ones, are near the maximum curvature constraint. Therefore, it
can also be said that it is also preferable to use non steered plies for this boundary condition
as opposed to the previously case with an a/b = 0.5. Since the maximum curvature of the
plies does not tend to zero, it is possible to speculate that a better solution could be found if
the maximum curvature constraint imposed was higher.

In a similar way as with square plates, the optimal layout when complete gap
imperfections are considered during the optimization differs from the one obtained for
ideal plates. These differences in the orientations can be observed by comparing the
optimal layouts in Tables 8 and 10. When adding the complete gap imperfections to the
ideal optimal solutions (Table 9), it is visible for a plate with a/b = 0.5 that the υG[%]
obtained is lower than the one obtained when defects are taken into consideration within
the optimization framework (Table 10). On the contrary, for a plate with a/b = 2.0, υG[%]
is lower in Table 10 than on Table 9 considering a course with 32 tows. Therefore, when the
layout is optimized with the occurrence of gaps included it is once again visible that there
is a trade-off between having the desired fiber path and the minimum gap volume fraction
depending on the plate’s geometry and boundary condition.
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6. Conclusions

An optimization framework has been implemented with the objective of tailoring the
performance of laminated composite structures by maximizing the fundamental natural
frequency. The optimization is performed for both the non-steered and steered fibers in
order to evaluate the effects of curvilinear fibers on the structural performance. Furthermore,
manufacturing issues such as tow drop gaps are also taken into account using the Defect
Layer Method with the objective of assessing its effect on the fundamental frequency.

The steered plates were first optimized considering no manufacturing embedded
defects. It was found that the fibers curvature effect on the fundamental frequency
depends not only on the boundary condition considered, but also on the plate geometry.
For square plates, it was observed that the use of steered fibers is advantageous when
a fully clamped boundary condition is imposed, while the optimal fiber orientation is
rectilinear when a fully simply supported boundary condition is imposed. However, the
use of curvilinear fibers was found to be advantageous for rectangular plates with simply
supported boundary conditions.

Before considering embedded defects within the optimization framework, complete
gap defects were added to the optimal ideal steered plate designs. When tow drop defects
such as gaps were considered, results show that these rich resin areas lead to a reduction
in the fundamental frequency, which appears to be a consequence of a reduction of the
material equivalent elastic properties. It was also verified that reducing the number of tows
leads to an increase in the occurrence of rich resin areas and therefore to a higher decrease
in the fundamental frequency.

The plates were then optimized considering embedded defects within the optimization
framework. The results revealed that the optimal designs that consider ideal plates can
differ from the ones where manufacturing defects are considered. It can also be verified that
not considering defects within the optimization framework leads to a different (often worse)
gap area percentage. In spite of the occurrence of complete gaps, it was observed that the use
of steered fibers is still advantageous when a fully clamped boundary condition is imposed
in square plates. Moreover, the optimal fiber orientation is also rectilinear when a fully
simply supported boundary condition is imposed in square plates. Regarding rectangular
plates, results show that curvilinear fibers are only advantageous for a rectangular plate
with a/b = 0.5 and with a simply supported boundary condition.

It has been shown that the use of curvilinear fibers could be an effective way to
tailor the natural frequency of laminated composite plates. Nonetheless, variable angle tow
laminates are still a relatively recent field, therefore experimental validation and verification
would significantly contribute to the improvement of the numerical models proposed in this
paper. Future work would include critical buckling load and to account for the minimum
cut length constraint of the AFP machines.
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Abbreviations

The following abbreviations are used in this manuscript:

AFP Automated Fiber Placement
VAT Variable Angle Tow
LS Linearly Steered
NS Non Steered
C Boundary Condition Fully Clamped
S Boundary Condition Fully Simply Supported
VSCL Variable Stiffness Composite Laminate
SDC Specific Damping Capacity
CPT Classical Plate Theory
FSDT First-Order Shear Deformation Theory
FEM Finite Element Method
GA Genetic Algorithm
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Abstract: In recent years, finite element analysis (FEA) models of different porous scaffold shapes
consisting of various materials have been developed to predict the mechanical behaviour of the
scaffolds and to address the initial goals of 3D printing. Although mechanical properties of polymeric
porous scaffolds are determined through FEA, studies on the polymer nanocomposite porous scaffolds
are limited. In this paper, FEA with the integration of material designer and representative volume
elements (RVE) was carried out on a 3D scaffold model to determine the mechanical properties of
boron nitride nanotubes (BNNTs)-reinforced gelatin (G) and alginate (A) hydrogel. The maximum
stress regions were predicted by FEA stress distribution. Furthermore, the analysed material model
and the boundary conditions showed minor deviation (4%) compared to experimental results. It was
noted that the stress regions are detected at the zone close to the pore areas. These results indicated
that the model used in this work could be beneficial in FEA studies on 3D-printed porous structures
for tissue engineering applications.

Keywords: boron nitride nanotubes; porous scaffold; finite element analysis; representative volume
elements; mechanical properties

1. Introduction

In recent years, 3D bioprinting has significantly boosted the research and development
in tissue regeneration [1]. The technique can be used to create complex tissue structures
according to patient-specific geometries and compositions. Compared to 3D bioprinting,
traditional methods are restricted in producing scaffolds with an adequate pore size that
enhances in vitro behaviour. For instance, the internal geometry of the scaffold greatly
influences cell adhesion, proliferation, and nutrient transportation for tissue regeneration.
Customising suitable scaffold geometry for creating biological environments is addressed
by 3D-printing technology rather than traditional methods [1–4]. Scaffolds generated by
3D printing have lattice structures with various pore sizes and serve as a template for cell
interaction and cell-extracellular matrix formation. These scaffolds are required to furnish
structural assistance for the newly generated tissue. In addition to delivering the required
biological properties, the scaffolds provide biomechanical properties during tissue regener-
ation and implantation [5]. Biomechanical properties, such as shear stress, deformation,
and tensile or compressive stress, must match with natural healthy tissue or bone structure
properties. Ideal scaffolds are produced with a well-regulated pore structure and can
reproduce the shape of the implants [6–9]. Research studies have indicated that anisotropic
porous structures with a combination of small and large pores in various shapes are advan-
tageous for cell growth and can improve cell proliferation over time [7,10,11]. Therefore,
characterising and predicting the biomechanical properties of 3D-printed scaffolds using
different materials is essential. Identifying suitable biomaterials that support biomechanical
and biological properties is a significant challenge in 3D bioprinting for tissue-engineering
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applications. Natural and synthetic polymers are widely used to produce scaffolds through
3D bioprinting [12–16]. By contrast, natural or synthetic polymers are limited in terms of
their biomechanical properties. Thus, researchers have been focusing on hybrid polymer
or polymer nanocomposite-based materials applicable in 3D bioprinting techniques for
tissue engineering. However, most studies on these materials are conducted through exper-
iments, which is time consuming and costly. Therefore, finite element modelling (FEM) and
FEA provide the alternatives for determining the biomechanical properties of biomaterials
without printing or performing extensive, time-consuming experiments. Additionally,
FEM helps improve the design process and methodology to provide high accuracy in the
geometric configuration of 3D-printed scaffolds [6,17–19].

Using FEM, tissue-specific or material-specific design analysis and prediction of biome-
chanical properties can be determined [20–24]. The analysis aids in accelerating the progres-
sion in choosing the materials or structures that are adequate in 3D bioprinting. Miranda
et al. [25] simulated the mechanical behaviour of hydroxyapatite (HA) and beta-tricalcium
phosphate (β-TCP) lattice scaffold structure by using FEM. The results predicted by the
FEM were validated by comparing with experimental data, justifying the suitability of
the 3D scaffold for bone tissue-engineering applications. Hashemi et al. [26] predicted
the mechanical behaviour of the HA-wollastonite scaffold model with different porosity
percentages by FEA. According to the simulation results, the increase in the percentage of
porosity enhanced the strength of the scaffold. The findings satisfied prospects of being
a bone scaffold material with suitable mechanical strength [26]. Ali et al. [27] designed
high-porosity scaffolds with gyroid- and lattice-based structures, and they were analysed
using FEA. The results demonstrated that the lattice-based structures showed high moduli
and compressive strength, and the permeability was highly influenced by porosity and de-
sign [27]. Additionally, it was reported that lattice-based structures with high porosity can
effectively mimic bone structure properties [27]. Bagde et al. [28] developed a 3D-printed
bio-ceramic scaffold used in bone tissue engineering, and its mechanical properties were
analysed using FEA. Thirty-six scaffolds with differing geometrical design parameters
composed of β-TCP (matrix) reinforced with four different filler materials (zirconium
dioxide, magnesium oxide, aluminium oxide, and hydroxyapatite) for extrusion-based 3D
bioprinting were used in the simulation. The results indicated that β-TCP with hydroxya-
patite scaffold presented the Young’s modulus closely related to natural bone tissue [28].
Patel et al. [29] developed a scaffold of poly(3-hydroxybutyrate-co-3-hydroxyvalerate) with
a porous architecture, and the mechanical properties were analysed using FEA. The results
showed that the use of linear elastic material structures exhibited higher rigidity compared
with bilinear models. The scaffolds demonstrated deformation at sharp corners and necked
regions only [29]. The study illustrated the optimal predictions of mechanical behaviour of
porous structures when subjected to peripheral loading [29]. Jiang et al. [30] constructed
a 3D model of an auricle silicone scaffold to optimise the thickness and hardness. The
results successfully validated the data taken from computed tomography scans. The auricle
silicone scaffold displayed sufficient intensity and hardness to resist deformation [30].
Blázquez-Carmona et al. [31] designed a patient-specific ceramic scaffold model for bone
regeneration. The FEA data indicated that the optimised porosity and pore size levels
provided a more significant mechanical constraint [31].

Research studies have been conducted to improve the biomechanical properties of
scaffolds by incorporating filler (nanoparticles, nanotubes, and nanosheets) materials, such
as carbon nanotubes (CNTs) [32], graphene [33], titanium oxide [34], and HA [26,35], into
the main polymer matrix. CNTs have been widely used as the reinforcement of advanced
composites [36]. In biomedical applications, the toxicity of a material is a crucial factor
when considering material for implants [37]. However, it has been reported that CNTs are
cytotoxic than carbon black and quartz [38,39]. Hence, researchers are finding alternative
nanomaterial for biomedical applications.

BNNTs are structure analogues of CNTs with distinctive physical properties. BNNTs
possess excellent mechanical and thermal properties, making them a favourable nanomate-
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rial to be incorporated in the polymer matrix [40]. Several previous experimental studies on
BNNTs combined with aluminium [41], polycaprolactone [42], gelatin [43], β-TCP [44], and
polyvinyl alcohol [45] have shown significant improvements in the mechanical properties
of the polymers. However, the analytical approaches on predicting BNNTs with polymer
matrix on 3D scaffolds are limited. Therefore, the present study aims to create a simulation
model and perform a mechanical test on the BNNTs-reinforced gelatin and alginate. A
customised library composed of material properties was created for the scaffold model to
analyse the tensile properties. A random distribution of BNNTs in gelatin and alginate was
developed in RVE, and a 3D model was generated using SolidWorks (Dassault Systèmes,
USA). The geometry and engineering data generated through RVE were analysed using
ANSYS (ANSYS, Inc., USA) software. The FEA of the scaffold model subjected to static
loading was evaluated to predict the mechanical properties.

2. Materials and Methods

2.1. Basic Properties of BNNTs with Gelatin and Alginate Scaffold

The computer-aided design model of a quadrilateral lattice structure was designed
using SolidWorks modelling software. The scaffold was designed with a pore size of
2 × 2 mm2 and strands spaced 1 mm apart. The strands with 0◦ and 90◦ in the X and Z
direction were considered for the scaffold design. Subsequently, the model was imported
into ANSYS for simulation. In addition, a custom library of material properties, such as
elastic modulus and Poisson’s ratio, was created based on literature reports (Table 1) as
properties of raw materials. The raw materials properties were furtherly used in RVE to
generate a scaffold of BNNTs-reinforced alginate and gelatin properties. The BNNTs with
gelatin and alginate scaffold was considered linearly elastic, isotropic, and homogeneous
for the simulation.

Table 1. Properties of raw materials.

Properties Alginate (A) Gelatin (G) Boron Nitride Nanotubes

Young’s modulus 30 kPa [46] 39 kPa [47] 1300 kPa [44]

Poisson’s ratio 0.4 0.33 0.35

2.2. Representative Volume Elements (RVE)

The random distribution of BNNTs in the matrix was developed using RVE through a
random sequential algorithm (RSA). RSA was based on adding fibres (diameter of 85 nm)
to a predefined space by randomly generating the coordinates (xy, yz, and xz planes) and
orientation angles [44]. Through this technique, the fibres are not allowed to overlap with
the former fibres, and the cycle lasts until the desired volume fractions (5%) of the fibres
are obtained. BNNTs are assumed to be a solid cylindrical bar, as shown in Figure 1a. The
polymer matrix is shown in Figure 1b. The combination of polymer matrix and BNNTs
is shown in Figure 1c, which was isotropic, elastic, and homogenous. The aspect ratio of
BNNTs was considered to be 40 based on previous studies [44], and contact between matrix
and BNNTs was predicted to be perfectly bonded, and 100% load interchanging occurred.
After generating the RVE, all the required data (Table 2) for an elastic analysis was attached
to the engineering data of the analysis system. The generated RVE model was exported as
static structural into ANSYS software for analysis of mechanical properties.
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Figure 1. The RVE model and its details: (a) BNNTs; (b) polymer matrix; and (c) the combination of
polymer matrix and BNNTs.

Table 2. Material properties of the scaffold.

Young’s modulus X-direction 0.14 MPa

Young’s modulus Y-direction 0.12 MPa

Young’s modulus Z-direction 0.16 MPa

Poisson’s ratio 0.33

2.3. Finite Element Analysis (FEA)

The RVE and scaffold model (Figure 2a) with characteristics listed in Table 3 were
imported into the ANSYS as material designer and geometry. The material designer was
connected to the engineering data in the FEA analysis system. The homogenous isotropic
properties with the scaffold model were related to the geometry of the FEA analysis.
Therefore, a scaffold featuring randomly distributed BNNTs was generated to analyse the
mechanical properties.

Figure 2. (a) 3D scaffold designed for analysis; (b) applied boundary condition on scaffold model;
(c) 3D-bioprinted lattice structured scaffold of BNNTs reinforced alginate and gelatin.

2.4. Boundary Conditions

The investigation was carried in static load conditions with increase in load for each
second up to 5 s on the scaffold. For the simulation, a transient plugin in ANSYS was used
for the tension test. The displacement rate was kept at 2 mm/min based on a typical quasi-
static loading rate for testing bone and biomaterials for tissue-engineering applications.
The Poisson’s ratio was kept constant throughout the FEA. To predict the tensile properties,
one end of the scaffold was fixed (blue arrow, Figure 2b), and the other end (green arrow,
Figure 2b) was applied with load. The maximum von Mises stress required for deformation
of the scaffold was calculated.
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Table 3. Characterisation of the scaffold.

Parameter Scaffold

Cell size L = 2 mm d = 2.82 mm

Pore area (mm2) 8

Porous volume (mm3) 4

Total volume (mm3) 100

Surface area (mm2) 240

Porosity (%) 84
L, length of a pore area; d, diameter of the square pore.

The porosity of the scaffold was calculated using Equation (1) as follows:

Porosity = (porous volume/total volume)× 100% (1)

2.5. Experimental

According to previous report [48], the alginate, gelatin, and BNNTs hydrogel compos-
ite scaffolds were produced. Briefly, alginate (5 w/v%) and gelatin (6 w/v%) were mixed
in deionised water through constantly stirring for 1 h. Later, BNNTs (1 w/v%) was slowly
added into the alginate and gelatin solution and stirred for another 1 h at 60 ◦C. The
obtained solution was loaded into a 3-mL syringe with attached 22-gauge nozzle. The
syringe was fixed to a 3D bioprinter (Cellink INKREDIBLE+, Sweden). Afterwards, the
scaffold was printed with 105 ± 5 kPa pressure (Figure 2c). The obtained grid-like, porous
scaffold was crosslinked with 100 Mm calcium chloride solution and freeze-dried prior to
the tension test. The freeze-dried samples were tested according to Oladapo et al.’s [49]
described method for universal testing machine. The test was carried out in the tensile
test method using INSTRON 5982 (INSTRON, USA) with a constant displacement of 0.5
mm/min at room temperature. The engineering stress and strain values obtained in the
experiment were transformed into the true stress and true strain values corresponding to
Equations (2) and (3).

σtrue = σengineering ×
(
1+ ∈engineering

)
(2)

∈true= ln
(
1+ ∈engineering

)
(3)

where σ and ∈ represent the stress and strain of the material. The deformation rate was
kept to be the same as in the simulation. However, the mesh relevance and element size
were modified to obtain the most precise results.

3. Results

3.1. Mesh Generation

Mesh convergence is one of the concerns in the simulation process, as it can affect the
accuracy of the results. Therefore, Solid 95 soft mesh was selected to mimic the scaffold
structure, as it creates a smooth mesh and avoids simulation stress-convergence errors.
The soft mesh automatically generates higher node elements in higher curvature areas
without the need for mesh control. The element size of 0.2 mm (Figure 3) was used to
obtain accurate results closer to the mechanical test results.
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Figure 3. Meshing of the scaffold model.

3.2. Mechanical properties

The von Mises distribution was shown in Figure 4a. The maximum (red arrows) and
minimum stress (yellow arrows) concentration on the scaffolds when it was stretched are
shown in Figure 4a. It is vital to recognize the stress concentration of a structure, as it will
aid in suggesting areas of failures within the structure. The FEM results demonstrated
that the scaffold underwent maximum stress at 2.7 MPa (Figure 4a). The corresponding
moderate equivalent strain (Figure 4b) in the scaffold was shown at a higher rate of 6%.

Figure 4. (a) von Mises stress distribution on the scaffold model; maximum stress (red arrows),
minimum stress (yellow arrows); and (b) elastic strain on the scaffold model.

Additionally, the stress-strain curves were compared with the experimental data. The
plot graph of stress and strain in Figure 5 demonstrated the maximum experimental stress
compared to the FEA predictions. However, both practical and simulation showed the
maximum stress rate was attained at approximately 6%. Both FEA and experimental results
showed the elastic region corresponding to the pore edge bending or face stretching. The
second region was a plastic region corresponding to the progressive pore collapse due
to the load applied. The fracture region corresponds to the pore’s failure at maximum
stress of 2.7 MPa for FEA and 2.8 MPa for experimental data. The FEA and experimental
plots showed a variation in plastic and fracture regions due to the variation of the load.
Furthermore, in FEA, the material was considered isotropic. The percentage of error for
FEA and experimental was approximately 4%. Li et al. [50] demonstrated sodium alginate,
gelatin, and carbon nanotubes mechanical testing of circular scaffolds mechanical strength
of 1.24 MPa. Serrano-Aroca et al. [51] reported alginate-graphene oxide composite hydrogel
maximum stress at 8.98 ± 0.35 MPa. Similarly, the BNNTs-reinforced alginate and gelatin
showed 2.8 MPa maximum stress. Additionally, the maximum strength of human soft
tissues and hard tissues range between 0.01 MPa to 150 MPa [52–54]. Thus, it was evident
that BNNTs-reinforced gelatin and alginate could be a potential scaffold for regenerating
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tissue with good pore interconnectivity as well as a good agreement between experimental
and analysis.

Fracture

Plastic region

Elastic region

Figure 5. Stress-strain curve comparison of FEA with experimental.

According to studies conducted by Ambu et al. [55], Smith et al. [56], and Maskery
et al. [57], the smaller pore areas are adequate for FEA simulation compared with larger
pore size. Hence, in this study, 2 × 2 mm2 pore areas were considered for simulation.
The BNNTs-reinforced gelatin and alginate scaffold results indicated that the stress in
the scaffold showed a homogeneous distribution at the fixed end and heterogeneous
distribution at the pore area. The areas close to the pores have higher stress (Figure 6a, red
arrows) concentration by default due to soft spots. The areas at the edges and corners have
less stress concentration (Figure 6a, yellow arrows). The fracture occurred at the maximum
stress point, as shown in Figure 6b (red arrow). The porous BNNTs-reinforced gelatin
and alginate scaffold with the smallest pore size was an excellent combination to produce
a scaffold with high mechanical properties while providing an excellent porosity (84%).
Furthermore, an adequate pore size and porosity are important factors to the scaffold’s
properties because the pores aid in cell proliferation and differentiation as well as encourage
development of tissue structures [17,58,59].

(a) (b)

Figure 6. (a) Total deformation of the scaffold model and (b) fractured area (red arrow) of the
scaffold model.
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4. Conclusions

In this paper, a FEM model combined with geometry and RVE was developed to
analyse the mechanical behaviour of the porous scaffold for tissue-engineering applica-
tions. The scaffold was designed with regular pore interconnectivity and strand distance.
Additionally, the analysed data were validated with experimental results of a 3D-printed
scaffold. The simulation results showed that 2 × 2 mm2 pore size was found to play a
significant role in determining the maximum stress region. The higher stress concentration
areas were observed at the soft zones close to the pore area, considered default stress
regions. The analysed maximum strength was obtained at 2.7 MPa and experimental at
2.8 MPa. The FEA and experimental stress-strain curves corresponded to each other and
displayed analogous slopes and trends within the range. In addition, the investigation of
lattice models with a random distribution of BNNTs in gelatin and alginate is both novel
and helpful to the designer of 3D bioprinting, particularly in discovering the biomechanical
properties. However, the findings are limited to uniform strand and pore size. Further
work will focus on evaluating a widening type of pore sizes, strand directions, and widths
with FEA and experiments.
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Microstructure-Free Finite Element Modeling for Elasticity
Characterization and Design of Fine-Particulate Composites
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Department of Mechanical Engineering, University of Manitoba, Winnipeg, MB R3T 2N2, Canada;
Yunhua.Luo@umanitoba.ca

Abstract: The microstructure-based finite element modeling (MB-FEM) of material representative
volume element (RVE) is a widely used tool in the characterization and design of various composites.
However, the MB-FEM has a number of deficiencies, e.g., time-consuming in the generation of a
workable geometric model, challenge in achieving high volume-fractions of inclusions, and poor
quality of finite element mesh. In this paper, we first demonstrate that for particulate composites the
particle inclusions have homogeneous distribution and random orientation, and if the ratio of particle
characteristic length to RVE size is adequately small, elastic properties characterized from the RVE
are independent of particle shape and size. Based on this fact, we propose a microstructure-free finite
element modeling (MF-FEM) approach to eliminate the deficiencies of the MB-FEM. The MF-FEM
first generates a uniform mesh of brick elements for the RVE, and then a number of the elements,
with their total volume determined by the desired volume fraction of inclusions, is randomly selected
and assigned with the material properties of the inclusions; the rest of the elements are set to
have the material properties of the matrix. Numerical comparison showed that the MF-FEM has a
similar accuracy as the MB-FEM in the predicted properties. The MF-FEM was validated against
experimental data reported in the literature and compared with the widely used micromechanical
models. The results show that for a composite with small contrast of phase properties, the MF-
FEM has excellent agreement with both the experimental data and the micromechanical models.
However, for a composite that has large contrast of phase properties and high volume-fraction of
inclusions, there exist significant differences between the MF-FEM and the micromechanical models.
The proposed MF-FEM may become a more effective tool than the MB-FEM for material engineers to
design novel composites.

Keywords: particulate composite; microstructure; finite element modeling; representative volume
element; elastic property; microstructure-based; microstructure-free

1. Introduction

Particulate composites are widely used in industrial products and engineering struc-
tures due to their merits, such as ease-of-manufacturing and great design flexibility. At the
length scale of material representative volume element (RVE), the behavior of a particulate
composite can be usually considered as homogeneous and isotropic if (1) the geometric
aspect ratio of inclusions is small, (2) both the distribution and orientation of inclusions are
statistically homogeneous, and (3) the characteristic dimension of inclusions is adequately
small compared with the size of RVE. An important task in the design of composites is to
predict their elastic properties based on phase properties and volume fractions. A number
of methods is available for the prediction, and they are often classified into experimental,
analytical, and numerical categories. Experimental methods are direct and reliable, but
they are also expensive and time consuming. Analytical solutions developed from mi-
cromechanics models are convenient and efficient; however, they have various limitations
in application because they are based on special assumptions regarding composite mi-
crostructure. Numerical methods, mainly represented by finite element modeling of RVE,
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have a number of advantages over the other two categories of methods. They are more
efficient than experimental methods, and they do not make any special assumption about
composite microstructure. The microstructure-based finite element modeling (MB-FEM)
of material RVE has played an important role for material engineers to understand the
micromechanics of composite cracking and debonding, which often initiate and develop in
the phase materials or at their interfaces [1–3]. An accurate representation of the composite
microstructure is critical in the finite element analysis of microscopic damage.

However, for the design of a novel composite, the main interest is in the elastic
properties at the macroscopic level, rather than the interactions of phase materials at the
microscopic level. The commonly considered design variables are elastic properties and
volume fractions of phase materials. The design process is often iterative and involves a
large number of finite element analyses of intermediate designs; the conventional MB-FEM
has a number of deficiencies for this purpose. First, the creation of a workable geometric
model for the RVE microstructure is often tedious and time-consuming. A number of
algorithms has been developed to generate RVE of particulate composites, e.g., [4–13]
among others. These algorithms either have difficulty to accommodate a high volume-
fraction of inclusions [7–9,13], or have to use a time-consuming iterative process to achieve
a high volume-fraction with the sacrifice of microstructure randomness [10–12]. It should
be mentioned that the majority of the algorithms are developed for simple inclusion shapes
such as sphere, ellipsoid, and cylinder. Inclusion shapes in actual composite materials are
often irregular, which would further complicate the creation of valid RVE geometric models.
Geometric models of such composites usually contain a large number of degenerated and
small geometric entities. Therefore, even with the success of creating an RVE geometric
model, there are still challenges in the generation of valid and high-quality finite element
meshes, because the degenerated and small entities in the geometric models either prevent
the generation of finite element meshes or result in poor-quality elements. Iterative mesh
adaptation algorithms usually have to be used to improve mesh quality, but a satisfactory
quality is still not guaranteed.

To eliminate the limitations of the conventional MB-FEM for the characterization
and design of fine-particulate composites, we first demonstrate that if the size ratio of
inclusion to RVE is adequately small, elastic properties of RVE computed by finite element
modeling are independent of inclusion shape and size. Based on this fact, we propose
microstructure-free finite element modeling (MF-FEM). We validate the MF-FEM against
experimental data reported in the literature and compare the MF-FEM with the widely
used micromechanical models.

2. Effect of Inclusion Shape and Size on Elastic Properties of Particulate Composites

To study the effect of inclusion shape and size on the elastic properties of particulate
composites, the following assumptions are made: (1) the materials of the matrix and the
inclusions are homogeneous, isotropic, and perfectly bond to each other; (2) the distri-
bution and orientation of inclusions of small aspect ratio are statistically homogeneous;
(3) the applied loading only introduces elastic deformation. Under the above assumptions,
we hypothesize that for a fixed volume-fraction of inclusions, if the ratio of inclusion
characteristic length to RVE size is adequately small, composite elastic properties such as
Young’s modulus, Poisson’s ratio, and shear modulus are independent of inclusion shape
and size, and also independent of loading orientation. To verify the above hypothesis, a
series of particulate-composite RVE models, which are different from each other only by
their inclusion shape and size, are constructed and analyzed. The models are described
as follows:

• All RVE models are in a cubic shape, and the sides have a length of 100 units. Since
inclusion-to-RVE size ratio is of interest, the unit can be in any length from nanometer
to meter.
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• The composite is a particulate-filled glassy polymer [14]. The matrix material has
Young’s modulus Em = 2.68 GPa and Poisson’s ratio Vm = 0.394, and the inclusion
material has Young’s modulus Ei = 70.0 GPa and Poisson’s ratio Vi = 0.23.

• The volume fraction of inclusions in all models is fixed at 30%.
• The inclusions in a model have the same shape, i.e., either spheroid, almond-shaped,

or pill-shaped.
• The inclusions in a model have the same size. The inclusion-to-RVE size ratio is gradu-

ally reduced from 0.8 to 0.02 in the series of models, by decreasing inclusion sizes.

A set of such models is shown in Figure 1.

  
 

(a) 

   

(b) 

   

(c) 

Figure 1. Composite RVEs with inclusions of different shapes: (a) spherical inclusions; (b) almond-
shaped inclusions (aspect ratio = 2); (c) pill-shaped inclusions (aspect ratio = 2).
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RVE Young’s modulus, Poisson’s ratio, and shear modulus are characterized by the
conventional MB-FEM. The coordinate system used in the finite element modeling is
illustrated in Figure 2. Boundary conditions for characterizing the elastic properties are
listed in Table 1.

Figure 2. RVE of particulate composite.

Table 1. RVE boundary conditions for characterization of composite elastic properties.

RVE Surface

Young’s Modulus (Ei, i = x, y, z) and Poisson’s Ratio
(νij, i, j = x, y, z)

Shear Modulus (Gij, i, j = x, y, z)

Ex, vxy, vxz Ey, vyx, vyz Ez, vzx, vzy Gxy Gyz Gzx

x = 0 ux = 0 ux = 0 ux = 0 ux = uy = uz = 0 Free Free

y = 0 uy = 0 uy = 0 uy = 0 Free ux = uy = uz = 0 Free

z = 0 uy = 0 uy = 0 uz = 0 Free Free ux = uy = uz = 0

x = 100 ux = 1 ux (coupled
DOFs)

ux (coupled
DOFs)

uy = 1, ux
(coupled DOFs) Free Free

y = 100 uy (coupled
DOFs) * uy = 1 uy (coupled

DOFs) Free uz = 1, uy
(coupled DOFs) Free

z = 100 uz (coupled
DOFs)

uz (coupled
DOFs) uz = 1 Free Free ux = 1, uz

(coupled DOFs)

* Homogeneous boundary condition, i.e., all nodes on the surface y = 100 are forced to have the same
displacement uy.
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Based on the mean-field homogenization theory [15], RVE Young’s modulus (Ei), shear
modulus (Gij), and Poisson’s ratio (νij) are determined from RVE average stresses (σi, τij)
and average strains (εi, γij):

Ei =
σi
εi

, (i = x, y, z) (1)

Gij =
τij

γij
, (i, j = x, y, z) (2)

νij = −
εj

εi
, (i, j = x, y, z) (3)

The average stresses and strains are calculated as

σi =
1
V

∫
V

σi dV, εi =
1
V

∫
V

εi dV,τij =
1
V

∫
V

τij dV, γij =
1
V

∫
V

γij dV, (i, j = x, y, z) (4)

In Equation (4), σi, εi, τij, and γij are, respectively, the normal stress, normal strain,
shear stress, and shear strain that are determined by the finite element modeling; V is the
volume of the RVE.

All finite element analyses in this study were conducted using commercial software,
ANSYS Mechanical APDL (2020 R1). For each model, the mean value (P) and standard
deviation (σ) of Young’s moduli, shear moduli, and Poisson’s ratios characterized from the
three loading orientations were calculated, i.e.,

P =
Px + Py + Pz

3
, σ =

√(
Px − P

)2
+
(

Py − P
)2

+
(

Pz − P
)2

3
(5)

where P represents one of the three elastic properties. Variations of the mean values and
standard deviations with the inclusion-to-RVE size ratio are shown in Figure 3.

The following observations can be made from the results shown in Figure 3:

• With the inclusion-to-RVE size ratio approximately smaller than 0.04, the RVE elastic
properties are almost not affected by the inclusion shape and size.

• Anisotropy in the RVE elastic properties, which is measured by the error bars in
Figure 3, is gradually reduced and then disappears with the decreased inclusion-to-
RVE size ratio.

It is not surprising that the hypothesis is valid, because it is the fundamental as-
sumption adopted in the continuum mechanics of composite materials, and it has been
demonstrated to be true in a large number of previous studies, which were conducted on
different inclusion shapes and phase properties, e.g., [16–23] among others. The threshold
of inclusion-to-RVE size ratio referred in the above is equivalent to the critical RVE size
used in other studies. Trias et al. [21] reported that for a typical unidirectionally carbon-
fiber-reinforced polymer, to properly represent the random distribution of fibers in the
transverse plane, the minimum size of RVE should be 50 times the fiber radius. Harper
et al. [16] showed that for a planar model of discontinuous carbon fiber composites, the
convergence of results from multiple realizations (i.e., models of the same volume fraction)
is achieved at RVE edge lengths that are four times the fiber length, irrespective of fiber
volume fraction; however, if only one realization is allowed, the ratio of fiber length to RVE
size must be reduced to 0.03. The studies show that the averaging of multiple realizations
has the effect of reducing anisotropy and thus underestimating the effect of RVE size or
inclusion-to-RVE size ratio. For this reason, averaging of multiple realizations of the same
volume fraction is not used in this study, and the results in Figure 3 were produced from
one realization. It should be pointed out that the critical size of particulate-composite
RVE can be significantly different in different regimes, for example, linear vs. nonlinear
properties [22].
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(a) 

(b) 

(c) 

Figure 3. Variations of RVE elastic properties with inclusion-to-RVE size ratio: (a) Young’s modulus;
(b) shear modulus; (c) Poisson’s ratio.
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3. Microstructure-Free Finite Element Modeling of Particulate-Composites

The validity of the hypothesis demonstrated in the previous section justifies the idea
of microstructure-free finite element modeling (MF-FEM) for particulate composites. Now
that RVE properties are independent of inclusion shape and size if the inclusion-to-RVE
size ratio is adequately small, theoretically we can consider any inclusion shape and
size that are convenient for the finite element modeling. In this section, we propose a
microstructure-free finite element modeling procedure for the characterization and design
of two-phase particulate composites. The procedure is similar to the conventional MB-FEM.
The only difference is in the representation of inclusions. A geometric model of the RVE
microstructure is not needed; instead, the inclusions are represented by finite elements.
The procedure is described below.

• A cubic RVE with side length of 100 units is constructed. The unit can be at any length
scale from nanometer to meter, depending on the composite material to be studied.

• The RVE is meshed with brick elements of the same size, which is determined by
the critical inclusion-to-RVE size ratio, i.e., 0.04 to 0.02 times the RVE side length,
as discussed in the previous section. All the elements are first assigned with the
properties of the matrix material.

• Then, a number of the elements is randomly selected and re-assigned with the proper-
ties of the inclusion material. The number of the selected elements is determined by
the desired volume fraction of inclusions and the volume of each element. Samples of
such microstructure-free finite element models are shown in Figure 4.

• Then, the boundary conditions described in Table 1 are applied, and finite element
analyses are conducted.

• RVE properties such as Young’s modulus, shear modulus, and Poisson’s ratio are
calculated using Equations (1)–(4).

  
(a) (b) (c) 

Figure 4. Microstructure-free finite element models of different element-to-RVE size ratios (a) 1/10;
(b) 1/25; (c) 1/50 (The volume fraction of inclusions is 30%).

The effect of element-to-RVE size ratio on elastic properties predicted by the MF-FEM
was studied using the same composite described in the previous section, with the volume
fraction of inclusion elements set to 30%. The variations of RVE properties, averaged in the
three loading orientations, with element-to-RVE size ratio, are shown in Figure 5. Similar
to those computed by the MB-FEM, RVE properties predicted by the MF-FEM also show
anisotropy if a large element-to-RVE size ratio is used; the degree of anisotropy is indicated
by the error-bar length in the figure. With the element-to-RVE size ratio decreased, the
anisotropy disappears, as shown in Figure 5. By comparing Figures 3 and 5, one can observe
that the variations of properties with element-to-RVE size ratio shown in Figure 5 are much
smaller than those in Figure 3, indicating that even with a relatively larger element-to-RVE
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size ratio, and thus a smaller number of elements, the MF-FEM is still able to predict RVE
properties with reasonable accuracy.

(a) 

(b) 

(c) 

Figure 5. Variation of RVE properties with element-to-RVE size ratio: (a) Young’s modulus; (b) shear
modulus; (c) Poisson’s ratio.
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Comparison of RVE properties computed by the MF-FEM and the MB-FEM is dis-
played in Figure 6. With the inclusion-to-RVE (or element-to-RVE for the MF-FEM) size
ratio of 0.02, differences in RVE properties computed by the two types of finite element
models are negligible, suggesting that the MF-FEM is able to replace the MB-FEM in the
prediction of effective properties of particulate composites.

(a) 

(b) 

(c) 

Figure 6. Comparison of RVE properties computed by the MF-FEM and the MB-FEM: (a) Young’s
modulus; (b) shear modulus; (c) Poisson’s ratio.
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4. Validation of MF-FEM against Experimental Data and Comparison with Popular
Micromechanics Models

In this section, the MF-FEM was validated against experimental data previously
reported in the literature and compared with popular micromechanics models. Two
representative cases of experimental data were selected for the validation. One is WC–
cobalt alloy, where the phase properties are close to each other [24], and the other is glass
particulate reinforced polyester, where the phase properties have a large contrast [25].
Using a dynamic resonance method, Doi et al. [24] measured the Young’s modulus, shear
modulus, bulk modulus, and Poisson’s ratio for a series of WC–cobalt alloys, with volume
fractions of WC varying from 0.55 to 0.91. Properties of WC and cobalt used in the study
are listed in Table 2.

Table 2. Properties of WC and cobalt phases [24].

Phase
Young’s Modulus

(GPa)
Shear Modulus

(GPa)

Cobalt 206.99 79.00
WC 700.43 293.31

Richard [25] conducted a series of tensile tests on specimens of glass microsphere filled
polyester composites to measure their Young’s modulus and Poisson’s ratio; the composites
had volume fractions of glass microsphere varying from 0.0 to 0.464. The phase material
properties used in Richard’s study are listed in Table 3. Bulk modulus and shear modulus
of the composites and phase materials were calculated using the elasticity relationships.

Table 3. Properties of glass microsphere and polyester [25].

Phase
Young’s Modulus

(GPa)
Poisson’s Ratio

Polyester 1.69 0.45
Glass microsphere 68.95 0.21

Although there exists a large number of micromechanics models available for com-
parison [23,26,27], we selected the models that have explicit analytical solutions, explicitly
developed for particulate composites and widely used in the current literature. Based on
the above considerations, we chose Voigt–Reuss (V–R) bounds, Hashin–Shtrikman (H–S)
bounds, the generalized self-consistent (GSC) scheme, the Mori–Tanaka (M–T) method,
and the Voigt–Reuss–Hill (V–R–H) average for comparison.

Figures 7 and 8 show the results of validation and comparison. As it can be observed
from Figure 7, for the WC–cobalt alloys, all the properties computed by the MF-FEM, except
Poisson’s ratio, had excellent agreement with the experimental data and the predictions by
the GSC and the M–T methods.

For the glass–polyester composites, as can be seen from Figure 8a,b, at low volume
fractions, the MF-FEM predictions were well congruous with the experimental data and
the predictions of GSC and M–T methods. However, a deviation trend occurred among the
curves with the increase of glass volume fraction. Unfortunately, experimental data of high
volume-fraction of glass were not available for the validation. Experimental data of bulk
modulus and Poisson’s ratio, as displayed in Figure 8c,d, showed much greater scatterness,
and the agreement between the experimental data and the MF-FEM predictions was not as
good as in the Young’s modulus or shear modulus.

It should be pointed out that the specific loading and constraint conditions used in
the experiments are not available in the literature, which may be considerably different
from those described in Table 1 and used in the MF-FEM. This may explain the differences
between the experimental data and the MF-FEM predictions.
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From Figures 7 and 8 it can be noticed that compared with the experimental data,
micromechanics models such as GSC and M–T underestimate composite Young’s modulus,
shear modulus, and bulk modulus, which may become even more significant for composites
with a large contrast of phase properties and a high volume-fraction of inclusions. On the
other hand, the predictions of MF-FEM are generally higher than the experimental data; the
possible reason is that porosity may exist in the experimental materials, while the MF-FEM
considers the materials as non-porous.

 
(a) (b) 

 
(c) (d) 

Figure 7. Validation and comparison against experimental data of WC–cobalt alloy [24]: (a) Young’s
modulus; (b) shear modulus; (c) bulk modulus; (d) Poisson’s ratio.
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(a) (b) 

 
(c) (d) 

Figure 8. Validation comparison against experimental data of glass–polyester [25]: (a) Young’s
modulus; (b) shear modulus; (c) bulk modulus; (d) Poisson’s ratio.

5. Discussion

Although there exist differences between the MF-FEM predictions and the experi-
mental data, composite properties computed by the MF-FEM are in excellent agreement
with those produced by the MB-FEM, as shown in Figure 6. The MF-FEM will become
a more powerful and more efficient tool than the conventional MB-FEM in the design of
particulate composites.

The MF-FEM has a number of advantages over the MB-FEM for the prediction of
composite properties. There is no need to create a geometric model for the composite
microstructure, which is usually tedious and time-consuming. There is no need to deter-
mine the size of RVE. Mesh quality is always guaranteed, and the number of elements
does not change with the complexity of the composite microstructure. Once a universal
element-to-RVE size ratio is determined, even a convergence study is not required, which
is always necessary for the conventional MB-FEM. A high volume-fraction of inclusion can
be easily achieved in the MF-FEM.

However, limitations of the MF-FEM are also obvious. The MF-FEM is not able
to predict stress distribution in the phase materials, because the microstructure is not
represented. If the inclusion-to-RVE size ratio is not adequately small, composite properties
predicted by the MF-FEM will have low accuracy.

374



J. Compos. Sci. 2022, 6, 35

6. Conclusions

Based on the study results, it can be reasonably concluded that the MF-FEM is able
to replace the conventional MB-FEM for the prediction of composite properties at the
macroscopic level, but the MF-FEM is not effective for the study of composite damage at
the microscopic level.
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Abstract: This work introduces a finite element model of a steel cable-reinforced conveyor belt to
accurately compute stresses in the splice. In the modelled test rig, the belt runs on two drums and
is loaded with a cyclic longitudinal force. An explicit solver is used to efficiently handle the high
number of elements and contact conditions. This, however, introduces some issues of dynamics in
the model, which are subsequently solved: (a) the longitudinal load is applied with a smooth curve
and damping is introduced in the beginning of the simulation, (b) residual stresses are applied in
regions of the belt that are initially bent around the drums, and (c) supporting drums are introduced
at the start of the simulation to hinder oscillations of the belt at low applied forces. To accurately
capture the tensile and bending stiffness of the cables, they are modelled by a combination of solid
and beam elements. The results show that numerical artefacts can be reduced to an acceptable extent.
In the region of highest stresses, the displacements are additionally mapped onto a submodel with
a smaller mesh size. The results show that, for the investigated belt, the local maximum principal
stresses significantly increase when this region of highest stresses comes into contact with, and is
bent by, the drum. Therefore, it is essential to also consider the belt’s bending to predict failure in
such applications.

Keywords: Finite Element Method; conveyor belts; steel cables; submodelling

1. Introduction

Conveyor belts are used in a wide range of applications such as supermarkets, logistic
centres, and mining. The conveyor belts in mining are reinforced with steel cables to reach
the high strengths required. Such conveyor belts can have lengths of several kilometres.
They consist of belt segments that are connected on site. In this connection, which is
called splice, the steel cables are arranged in a specific laying scheme. The strength of this
splice limits the belt’s strength in cyclic loading and is thus of great interest to engineers.
The splice strength is experimentally determined in a test rig where a conveyor belt with
one splice runs on two drums and is cyclically loaded [1], see Figure 1. The failure of
the belt can be caused by cable–rubber debonding, tearing of the rubber, and the rupture
of cables.

To certify a belt for a tensile force, a certain number of cycles must be reached in the
test rig without failure. To better understand the failure mechanisms, some effort has been
put into monitoring the evolution of damage during the test [2,3]. This could be an initial
debonding of cables from the rubber, which, at higher cycle numbers, leads to the rupture
of individual cables, which ultimately leads to failure of the belt. The large variety of
belt damage mechanisms has been illustrated in a study of damage due to objects such as
rocks falling on a conveyor belt [4]. This complex damage behaviour indicates that it is not
trivial to predict this failure which depends on the cable and rubber properties, the splice
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geometry, and the debonding strength of the cable–rubber interface [5]. For conveyor belts
of lower strength classes, which are reinforced with textiles, Finite Element Method (FEM)
models that compute the stress-distribution in belts that are loaded in tension exist [6,7].
The steel cables, on the other hand, pose a challenge in such models due to their complex
stiffness: steel cables have high tensile stiffness but very low bending stiffness, and can
feature tension/torsion coupling [8]. This can play a role in the failure of splices.

Figure 1. Belt test rig to determine the cyclic strength of a belt splice following [1]: (a) Setup of the
test rig and (b) applied load curve.

Various research groups have developed numerical models to predict the strength of
a splice, putting the emphasis on different aspects of the complex conveyor belt system.
Nordell et al. [9,10] presented a very detailed FEM model of a splice, which even accounts
for the tension/torsion coupling of cables. Similar to Keller [11], they argued that simpler
specimens can be designed to show damage behaviour similar to that observed in the belt
splice, which can then be used to study the damage behaviour in detail, where the influence
of belt-drum contact and bending was also discussed. Another research group introduced
similar FEM models to study a range of rubber materials and introduce an automated
tool for investigating splice schemes [12,13]. In more recent work, other groups such as
Li et al. [14] and Wheatley and Keipour [15] presented similar models, focusing on simpli-
fied specimens loaded in tension. None of those models account for bending of the belt
on the drums in the test rig. Usually, the splice optimisation is carried out according to
evaluated stresses in the FEM models. The bending of the belt, however, can affect the
local stress fields in the splice in a nonlinear way. This can shift the damage mechanisms
compared to a belt loaded purely in tension.

This work introduces a conveyor belt test rig model that fully accounts for contact
and bending of the belt on the two drums. The computed stress fields can be used as an
indicator of the belt’s strength (Li et al. [16] use a stress-based criterion for damage initiation
that agrees well with experimental results of failure). It can, thus, predict the influence of
bending on the tested strength of a belt. Note that this work computes static stresses and
could be extended towards fatigue models that are based on those stresses, as described by
Carraro et al. [17] and Ferdous et al. [18]. Since all steel cables of a belt need to be modelled
to capture the stress variations in the splice, a full 3-d model including drums contact is
very challenging in terms of computational time. For this reason, a two-scale approach
using an explicit full-scale test rig model and a finer-meshed implicit submodel of the
region of highest stresses is taken. The models are used to assess whether the bending
of the belt at the drums introduces additional stresses in the splice. This work, which is
the first full 3-d splice model with bending, can thus answer the question of whether the
bending loads are relevant for the mechanical design of conveyor belts. Challenges such
as obtaining an initial state of movement and stresses in the belt and coping with initial
dynamic artefacts are solved in the explicit model.

2. Methods

In this section, the modelling of the conveyor belt setup and the splice scheme used
are explained. Additionally, the setup of the global test rig model and the submodel is
presented. The belt is stress-free and flat after production. In the global test rig model, the
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initially-bent regions are applied with residual stresses. Furthermore, specific techniques
are described to avoid unwanted dynamic effects in the explicit global test rig model.

2.1. Material Models and Splice Geometry

This work uses a simple conveyor belt with nine cables and only one rubber material.
This belt, which can be simulated much faster, can be assumed to feature similar effects of
the bending to realistic belts. The setup of a conveyor belt is shown in Figure 2a with the
longitudinal direction, the out-of plane direction, and the lateral direction, defined as x, y,
and z-directions, respectively. Such a steel cable-reinforced conveyor belt can consist of
several reinforced and non-reinforced rubber layers. The belt considered in this work is
made up of only one rubber material reinforced by parallel steel cables and no additional
transverse reinforcement, see Figure 2b. The belt has a total thickness of h = 42.5 mm with
h1 = 16.75 mm and h2 = 25.75 mm. The rubber is modelled as a hyper-elastic material
using the Mooney-Rivlin formulation. The strain energy function is given by

U = C10(I1 − 3) + C01(I2 − 3) +
1
D
(J − 1)2, (1)

where C10, C01, and D are material parameters, and I1 and I2 are the first and second
invariant of the left Cauchy—Green deformation tensor, respectively. J is the determinant
of the deformation gradient. The material parameters are listed in Table 1. The parameters
C10 and C01 are taken from Froböse et al. [12] for a rubber material with a shear modulus
of G = 1.7 MPa. The rubber density is not given and is assumed as ρrubber = 1000 kg/m3.
To use a typical Poisson’s ratio for rubber of ν very close to 0.5 would introduce high-
frequency noise in the explicit simulation, as described in [19], suggesting an upper limit of
ν = 0.495. Therefore, the parameter D is set to reach a Poisson’s ratio of ν = 0.485.

Table 1. Material parameters.

C10 [MPa] C01 [MPa] D [1/MPa]

0.7083 0.1417 0.03565

Figure 2. General structure of a conveyor belt with possible rubber layers and reinforcements (a) and
cross-section of the conveyor belt used in this work (b).

Due to their inherent structure, the steel cables cannot be modelled accurately by a
simple solid material model. Steel cables feature high tensile stiffness and low bending
stiffness compared to a solid material of the same diameter. Also, they can feature a
tension/torsion coupling, which requires special modelling in FEM. In this work, the
steel cables are modelled so that they reach accurate tensile and bending stiffness. To this
end, the volume of the cylindrical steel cables is meshed with solid elements and, in the
cable’s axis, additional beam elements are introduced. This setup is illustrated in Figure 3.
The mechanical response is assumed to be linear elastic. The beam elements share nodes
with the solid elements. It should be mentioned that the volume elements are not affected
by the rotations of their connected nodes. The steel cables in this work have a radius of
rcable = 6.75 mm.

A very small radius of the beam is chosen so that the solid elements account for the
whole bending stiffness of the cable. To determine the Young’s modulus for the solid

379



J. Compos. Sci. 2022, 6, 34

elements Esolid, a three-point-bending test of a rubberised steel cable with a bending length
lbend = 110 mm has been performed. From the linear region at the beginning of the force-
displacement curve, a bending stiffness Sbend = 95 N

mm is obtained and yields a Young’s
modulus for the solid elements as

Esolid =
Sbend l3

bend

12 r4
cable π

= 1615.68 MPa. (2)

To determine the average Young’s modulus of the cable, a tensile test of a sin-
gle cable with a test length of ltensile = 200 mm has been performed. A tensile stiff-
ness stensile = 25 kN/mm is obtained from the linear region at the beginning of the force-
displacement curve and yields a Young’s modulus for the cable:

Ecable =
stensile ltensile

r2
vol π

= 34,931.13 MPa. (3)

In order to not induce any additional bending stiffness by the beam, the area ratio of
the solid and the beam cross-sections is set to ξvolbeam = 1000. This results in a beam radius
of rbeam = 0.214 mm. The Young’s modulus of the beam Ebeam needs to be adjusted to
reach the total cable stiffness by the combination of the beam and solid elements. Therefore,
Ebeam has to account for the tensile stiffness that has not been accounted for by the solid
elements as

Ebeam = ξvolbeam(Ecable − Esolid) = 33,300 GPa. (4)

The density of the steel cable ρcable is computed from the density of the rubber ρrubber,
the density of steel ρsteel = 7850 kg/m3, and an assumed volume ratio of steel in the rub-
berised cables ξst = 0.6. Therefore, the density of the steel cable is given by

ρcable = ξst ρsteel + (1 − ξst)ρrubber = 5110
kg
m3 . (5)

The Poisson’s ratio of the solid and the beam elements is assumed to be 0.3.

Figure 3. Steel cable modelling: (a) Solid elements that account for bending stiffness, (b) beam
elements that account for tensile stiffness, and (c) the combination of solid and beam elements.

The splice scheme used for the splice is shown in Figure 4 and the corresponding
parameters of the splice are listed in Table 2. Outside the splice, the steel cables are arranged
in parallel with an equal distance between the cable axes of sbelt. Within the splice, the
steel cables are rearranged to a lateral distance between the cables of ssplice. Cubic splines
are used to describe the lateral change in the steel cable axes between outer regions and
the splice.
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Figure 4. Geometry of the splice: (a) full view of the splice and (b) closer view of one part of the
splice. Note that the lateral cable distance is smaller within the splice compared to outside the splice.

Table 2. Parameters of the splice.

Parameter Name Symbol Value Unit

belt width wbelt 190 mm
splice length lsplice 4.7 m
cable positions xi 0.2, 0.7, 2, 3, 4, 4.5 m
outer steel cable spacing sbelt 20 mm
inner steel cable spacing ssplice 17 mm
gap between cable ends lgap 70 mm

2.2. Test Rig Model

In this section, the global FEM model of the conveyor belt test rig is described. In the
test rig [1], the belt is cyclically loaded in tension as it is running on the drums. This
work considers the quasi-static case of the conveyor belt running around the drums with a
constant applied load F. For reasons of efficiency, an explicit solver is used. This means
that dynamic effects in the model are considered as artefacts and have to be reduced to
a small extent. To be able to start the simulation with a belt running on the two drums,
the bending stresses of the belt on the drums have to be considered. This is reached by
the application of residual stresses. Additionally, the application of the load is optimised
and additional drums are introduced that avoid belt oscillations in the beginning of the
simulation. The model is used to determine stress and strain fields for the conveyor belt
running in the test rig. The validity for the quasi-static case is examined. The region of
highest stresses in the belt running around the drum is determined and investigated further
in a submodel.

2.2.1. Model Setup

The conveyor belt test rig shown in Figure 1 is represented as a quasi-static FEM
model. The belt geometry, splice scheme, and materials of the model are taken from above.
The left end of the splice is initially positioned right above the centre of the left drum. All
model parameters are listed in Table 3. To handle the non-linearities in the material, the
contact between the belt and drums and a high number of elements, an explicit solver is
used, which is much more efficient for such models. Velocities in the model, thus, have no
physical meaning and dynamic effects are considered as artefacts.

The drums are modelled as rigid discrete surfaces with reference points in each of their
axes. In the x- and y-axes, the drum’s rotation is fixed. The displacement of the drum’s
reference points is also constrained in y- and in the z-direction. An additional reference
point P for applying the tensile load of the belt F is introduced, see Figure 5a. The reference
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point P is coupled to the reference points of the left drums Pld and right drum Prd in the
x-direction:

ux + ηc uldx = 0 and

ux − ηc urdx = 0,
(6)

with ux as the displacement of P, uldx as the displacement of Pld, urdx as the displacement
of Prd, and ηc as the weight factor for the coupling. Since F should be applied in the belt,
the weight factor for the coupling is set to ηc = 4. The contact between the drums and the
belt is modelled with penalty contact. The friction coefficient between rubber and steel μrs
for the dry condition is between 0.6 to 1.1 according to Cruz Gómez et al. [20]. Therefore,
μrs = 0.8 is assumed.

Table 3. Parameters of the test rig.

Parameter Name Symbol Value Unit

distance of the drum axes lda 7 m
diameter of the drums ddrum 1.25 m
velocity of the belt Equation (7) vbelt 6.454 m/s

number of circulations per load cycle [1] ncplc 18 1
time period of one load cycle [1] tlc 50 s
angular velocity of the drums Equation (8) ωdrum 9.987 rad/s

point mass of the drum Equation (9) mdrum 1502 kg
moment of inertia of the drums Equation (10) Iz drum 429 kg m2

tensile load in the belt Equation (12) Fbelt 655.2 kN

The explicit simulation starts with a running belt with the initial velocity of the belt
vbelt, which can be calculated from the number of circulations per tensile load cycle ncplc
and the time period of one load cycle tlc, as defined in [1]:

vbelt =
ncplc(dd π + 2 lda)

tlc
. (7)

Note that this means that the belt is running with the actual speed stated in Table 3,
even though the model is developed for a quasi-static analysis. The angular velocity of the
drums ωdrum that corresponds to the belt speed calculates as

ωdrum =
2 vbelt

ddrum + h
, (8)

where the neutral axis is assumed to be in the middle of the belt thickness. Since the right
drum is the driving drum, this angular velocity is applied to the right drum continuously
throughout the simulation and to the left drum as an initial condition only.

A point mass mdrum is applied at the reference points of the drums. For the mass,
a hollow cylinder of steel with an external diameter of douter = ddrum, an internal di-
ameter dinner = ddrum − 2 · 200 mm, and a height of hdrum = wbelt + 2 · 50 mm is assumed.
The point mass mdrum is then given by

mdrum = ρsteel π hdrum
d2

outer − d2
inner

4
. (9)

A moment of inertia Iz drum for rotation in the drum axis is specified for the left drum,
which is given for a hollow cylinder by

Iz drum =
1
2

mdrum

(
d2

outer + d2
inner

4

)
. (10)
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The tensile load F is applied smoothly enough and slowly enough so that dynamic
effects do not alter the results and, therefore, the displacement caused by the load appli-
cation increases smoothly. The tensile force on the belt is applied to point P in a way so
that oscillations in the belt are minimised: it was discovered that starting with a force
F = Fbelt/8 at t = 0 and then using a polynomial with the smooth-step option of Abaqus to
increase it to Fbelt at t = t1 works well, see Figure 5b. Additionally, the reference point P is
connected to a damper in the x-direction, which has a damping coefficient d of 100 Ns/mm.
The time t1 is chosen such that the constant applied force is reached before the splice runs
into the bent region on the drum:

t1 =
lda − lsplice

vbelt
= 0.3564 s. (11)

Figure 5. Setup of the conveyor belt test rig model (a) and applied test load vs. time curve (b).

The applied load is selected to be 60% of the nominal strength per width kN of 7.8 kN
mm

of such a steel cable-reinforced belt. The width in the nominal strength is taken as the
number of cables in the splice nsc (here nsc = 7) times their distance sbelt. The force Fbelt
thus calculates as

Fbelt = 0.6 nsc sbelt kN. (12)

The belt is meshed with a global mesh size of 3 mm. Four elements are used over the
gap length of the rubber gaps between cables. Outside the splice region, a mesh size of
10 mm is used along the running direction of the belt. To avoid hour glassing, eight-noded
fully-integrated hexahedral elements are used for the volume except for the regions near
the steel cable ends, where it is not possible to mesh this geometry change using purely
hexahedral elements. Thus, those regions are meshed using six-noded wedge elements
with reduced integration and four-noded tetrahedral elements. The beams of the steel
cables are modelled using two-noded Thimoshenko beam elements. The cables and the
rubber are perfectly connected (shared nodes), except for the end faces of the cables, where
an initial debonding is assumed. This is because the necessary surface modification of
the steel cables to increase the adhesion to the rubber is not present at the ends that have
been cut. The drums are meshed with a global mesh size of 10 mm and four-noded rigid
quad elements.

To solve the model, the nonlinear explicit solver of the commercial FEM code Abaqus [19]
is used where large deformations are considered. A simulation time of 0.80638 s is sufficient
for about 60% of the splice running into the bent region of the drum, and the region of
highest stresses is located in the middle of the bent region. Mass scaling is used to achieve a
stable time increment of Δt = 1.75 · 10−6 s with a total change in the model’s mass of 4.46%.
The test rig model has a total of about 3,250,000 elements and takes 92 h to run on 72 cores.

2.2.2. Applying Initial Stresses in Bent Belt Regions

Whenever the conveyor belt is bent, it contains some bending stresses in the cables and
the rubber regions. In FEM models, the geometry is usually considered stress-free at the
start of the computation. For the regions of the belt that are initially not straight but are bent
around the drums, the stresses that correspond to bending with a curvature of 2/ddrum need
to be applied as initial stresses. Since the bending stress in a cable-reinforced rubber belt is
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not trivial, a small implicit simulation is carried out to obtain those stresses. This model
contains the belt in its bent shape and straightens it, where the bent shape corresponds to
the shape it will initially have in the test rig model (see Figure 6a,b). The stresses in the
cable direction are evaluated and their inverse values are applied element-wise in the initial
step of the test rig model. It has been verified that this procedure yields an approximately
stress-free state in the segment, see Figure 6c,d.

Figure 6. Procedure to determine and apply the residual stresses in the initially bent regions: (a) bent
belt, (b) straightened belt and resulting stress distribution, (c) bent belt with applied residual stresses,
and (d) approximately stress-free belt after straightening.

2.2.3. Avoiding Belt Oscillations Using Support Drums

Due to the internal stresses in the initially bent regions, the belt tends to deform as
shown in Figure 7a, particularly if only low tensile forces are applied to the drums. In a
dynamic model, this induces initial oscillations. To avoid such oscillations, additional
support drums are used, but only during the first phase until the final loading state is
reached, see Figure 7b. Note that these drums are only introduced to avoid numerical
artefacts and are not part of the test rig. The horizontal distance of the support drum axes
lsda is set to 6.8 m, therefore they lie 100 mm closer together than the test rig drums. The
diameter of the support drums is the same as the test rig drums, and the vertical distance
of the support drum axes wsda is set to 2.585 m. The support drums initially have the same
angular velocity ωdrum as the test rig drums; however, their rotational velocity is free to
change during the simulation. Apart from rotation around the z-axis, where an inertia
of Iz drum is applied as in the left drum of the test rig, all translations and rotations of the
drums are constrained. The support drums use the same mesh and contact conditions
to the belt as the test rig drums. Once the maximum applied load is reached at t1, their
contact condition between the support drums and belt is switched off in order to effectively
remove them from the simulation.

Figure 7. To avoid oscillations with belt deformations schematically shown in (a), four support drums
are introduced (b).
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2.3. Submodel

In this work, the region with the highest stresses in the rubber is modelled in the
submodel with a finer mesh to investigate this region in more detail. This region is defined
in Figure 8, where the same belt geometry and the same material models as the test rig
model are used. The submodel length lsub and the submodel width wsub are set to 135 mm
and 51.5 mm, respectively. The displacements of the test rig model are mapped to the
lateral surfaces and the bottom surface of the submodel, see Figure 8. The displacements
are mapped separately for the steel cable and the rubber nodes. The nodes at the steel
cable/rubber interface use the displacement field of the cable elements in the global model.
To avoid convergence issues, the rotational degree of freedom around the beam axes of the
beam nodes belonging to the left lateral surface is fixed.

Figure 8. Sketch of the submodel, which is located in the splice. Additionally, the surfaces are defined
for boundary conditions.

The submodel uses eight-noded fully-integrated hybrid hexahedral elements and is
meshed with a global mesh size of 1.5 mm. Eight elements are used in the rubber gap
between the steel cables. The beams of the steel cables are modelled using two-noded Thi-
moshenko beam elements, as in the global model. For computation, the nonlinear implicit
solver of the commercial FEM code Abaqus [19] is used, considering large deformations.
For verification of the submodelling approach, the stresses of the global model and the
submodel are compared to see if the submodelling approach is valid for that case.

3. Results and Discussion

Before showing the results of the test rig model and the submodel, this section starts
with an evaluation of the test rig model. It is discussed whether the strategies for avoiding
dynamic artefacts have been successful in reaching a quasi-static loading in the model.
Figure 9a shows the force applied to point P in the x-direction as well as the computed
velocity and displacement at this point as a function of simulation time. After reaching a
constant force (t > 0.3564 s), a small delay occurs before reaching a displacement plateau.
Therefore, the used values for damping and applying the initial tensile force, as well as
the used support drums, yield accurate steady-state stress fields for t > 0.48 s, where
the deviation from the maximum value umax = 327.5 mm is less than 1.5%. The residual
stresses remaining after straightening the initially bent belt are shown in Figure 9b. Only
slight artefacts are visible in the stresses, which confirms that the residual stresses have
been applied in a valid manner. The increased stresses in the bent region for t = 0.05 s
compared to t = 0 s occur due to the applied loading at this time in the simulation.
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Figure 9. (a) Evolution of velocity, displacement, and tensile force in the x-direction of the refer-
ence point P and (b) validation of the applied residual stress in the initially bent regions of the
conveyor belt.

The results of the global model for t = 0.806 s are shown in Figure 10. The maximum
principal stress σI is plotted for the plane of the steel cable centre axes in Figure 10a, where
σI is computed at the element centre. A small schema shows the position of the splice at
the time of the stress evaluation. The highest maximum principal stress σI max occurs at the
cable end of the third and seventh cable from the left-hand side, counted from the bottom.
These regions feature σI max in all time steps. One of these regions is plotted in more detail
and is indicated by a red frame. This region’s stress field is plotted for t = 0.556 s, when it
lies in the flat part of the test rig, in Figure 10b. The σI max occur at the cable end since, in the
model, the cable end face is detached from the rubber. This means that, at the front surface,
all nodes except the outer nodes are duplicated. Here, σI max occurs at the bottom of the
cable due to shear load between a cable from the left and the right-hand side of the splice.
The influence of bending at the drums can be seen in Figure 10c, where the same region is
plotted for t = 0.806 s, where it lies in the bent region of the belt. In the flat and in the bent
region σI max, values of 38.9 MPa and 45.7 MPa are reached, respectively. This indicates that
the bending of a belt in the test rig can have a significant influence on arising stresses and
is not negligible. It is obvious that the mesh in Figure 10 only roughly approximates the
stress field; therefore, a study with a finer mesh is relevant.

The results of the submodel are shown in Figure 11, where the same times and regions
as in Figures 10b,c are plotted. Due to the finer-meshed submodel, the stress field can be
approximated better and the σI are higher. For the flat and the bent region σI max, values
of 61.0 MPa and 69.7 MPa are obtained, respectively. In the submodel, the σI values at
locations which are not close to the stress concentrations at the cable ends are similar to the
σI values in the global model. This indicates the validity of this submodel.

The σI max results of the global model and submodel are plotted over time in Figure 12.
For t < 0.65 s, the investigated region is located in the flat region, and for t > 0.65 s, the
investigated region is located in the bent region of the test rig. The σI values in the belt in
the bent case are higher than in the flat case by 17.5% and 14.3% in the global model and
the submodel, respectively. For t < 0.65 s, first a pronounced increase in σI max occurs due
to bending, followed by a slight increase in both models. This slight increase at the end of
the curve can be observed more clearly in the submodel.
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Figure 10. Stress results of the splice determined in the global model: (a) Top view of the splice with
a general view where the splice location is shown, (b) detail of the splice for straight condition, and
(c) detail for the splice for bent condition.

Figure 11. Stress results of the splice determined in the submodel: (a) Detail of the splice for straight
condition, and (b) detail for the splice for bent condition.

Figure 12. Time series of highest maximum principal stress values evaluated in the test rig model
and the submodel. At t = 0.65 s, the point of highest stress runs into the bent region of the belt.

4. Conclusions

This work introduces a modelling approach using FEM to predict the stress and strain
fields of a conveyor belt in a test rig, where the influence of the bending of the belt around
the test rig drums is also considered. It is shown how a quasi-static loading can be achieved
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for an explicit FEM-simulation using suitable modelling techniques such as smooth load
application with damping and added support drums. A computational cost of 3.8 days
using 72 CPUs on a cluster is obtained for the investigated seven-cable splice belt. This
means that larger belts with more steel cables can also be computed in an acceptable time
frame. Existing conveyor belt models from the literature only consider tensile loading of
the belt, therefore one key question addressed in this work is how much the stresses are
influenced by the bending. The test rig model and an additional submodel of the region of
highest stresses show that

• The region of highest stresses in the used splice scheme occurs at two cable ends due
to shear stresses to the neighbouring cables;

• The test rig model computes by 17.5% higher maximum principal stresses while the
critical position of the splice is bent at the drums compared to in the flat region;

• The submodel, where eight instead of four elements are used between the steel cables,
computes higher stresses than the global model. The maximum principal stresses
reach 14.3% higher values in the bent region than in the flat region.

The developed modelling approach shows a significant influence of bending on the
local rubber stresses in the used test rig setup. Therefore, the influence of bending is essen-
tial for further fatigue modelling, where accurate stress fields are required. The submodel
illustrates how, at a smaller scale, more accurate fracture mechanic concepts such as damage
criteria can be used. Other researchers and engineers can benefit from this work by seeing
the significance of bending loads on splices and being presented with a modelling approach
that can compute this.
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2. Kirjanów-Błażej, A.; Jurdziak, L.; Burduk, R.; Błażej, R. Forecast of the remaining lifetime of steel cord conveyor belts based on
regression methods in damage analysis identified by subsequent DiagBelt scans. Eng. Fail. Anal. 2019, 100, 119–126. [CrossRef]
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Abstract: In industrial applications where contact behavior of materials is characterized, fretting-
associated fatigue plays a vital role as a failure agitator. While considering connection, it encounters
friction. Biomaterials like polytetrafluoroethylene (PTFE) and ultra-high-molecular-weight polyethy-
lene (UHMWPE) are renowned for their low coefficient of friction and are utilized in sophisticated
functions like the hip joint cup and other biomedical implants. In addition to the axial stresses, some
degree of dynamic bending stress is also developed occasionally in those fretting contacts. This
research investigated the fracture behavior of a polymer PTFE under bending fretting fatigue. Finite
element analysis justified the experimental results. A mathematical model is proposed by developing
an empirical equation for fracture characterization in polymers like PTFE. It was found that the
bending stiffness exists below the loading point ratio (LPR) 3.0, near the collar section of the specimen.
Along with fretting, the bending load forces the specimen to crack in a brittle-ductile mode near
the sharp-edged collar where the maximum strain rate, as well as stress, builds up. For a loading
point ratio of above 3, a fracture takes place near the fretting pads in a tensile-brittle mode. Strain
proportionality factor, k was found as a life optimization parameter under conditional loading. The
microscopic analysis revealed that the fracture striation initiates perpendicularly to the fretting load.
The fretting fatigue damage characteristic of PTFE may have a new era for the biomedical application
of polymer-based composite materials.

Keywords: biomedical implants; mathematical modeling; loading point ratio; strain proportionality
factor; polymer materials

1. Introduction

Fretting fatigue is a type of wear process that takes place in contact pairs, joints under static
or dynamic cyclic stresses [1]. Based on shear stress distribution (uniformly/unidirectional)
over the cross-sectional area, dynamic bending fatigue can be classified as reciprocating
and rotating bending fatigue [2]. When bending fatigue is carried out under the effect
of fretting action, wear as well as surface deterioration occurs. Polytetrafluoroethylene
(PTFE) is a fluoropolymer or tetrapluoroethyelene consisting of carbon and fluorine. It is
solid at room temperature and has one of the lowest coefficients of friction of any solid.
Tanaka [3] studied the wear process of PTFE. Experimental and electron microscopy results
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revealed the wear mechanism. Instead of crystallizing, the width of bands affected the wear
rate. However, both of the factors affected friction. The tensile deformation of PTFE by
Fourier analysis determined the effect of crystallization in [4]. There exist distinguishable
differences between the fatigue behavior of polymers and metals. Where the metal fatigue
process includes crack initiation, propagation, and rupture, a polymer’s fatigue behavior
is significantly affected by viscoelastic effects. At the same time, frequency has a greater
impact on polymer fatigue due to melting by generated heat, unlike the metals [5]. Blanchet
and Kennedy [6] investigated PTFE under the mild-severe transition where sliding speed
and temperature were the functions. A fracture-based model demonstrated severe wear
and secondary changes in debris formation. It was concluded that fillers decrease wear
by obstructing debris formation as well as crack propagation. Figure 1 shows the electron
image (1A) and strip formation of PTFE (1B) under sliding friction. Aglan, H., et al. [7]
proposed an MCL model to demonstrate the fatigue crack propagation (FCP) and fracture
resistance behavior of PTFE. Figure 1C shows the micrographs for PTFE at 100× and 500×.
Ductile tearing features are shown in Figure 1D. In both magnification’s fracture surface is
covered by micro fibrils and drawn ligaments.

  
(A) (B) 

  
(C) (D) 

 
 

(E) 

Figure 1. (A) Electron image of strip formation and (B) schematic drawing of crack [6], and micro-
graph of damage species on the fracture surface within the stage of stable crack propagation for
the virgin polytetrafluoroethylene (PTFE) (C) 100×, (D) 500× [7], Deformation and indentation of
PTFE [8] (E).
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Joyce and James [9] showed that at slightly below ambient temperature (20 ◦C) quick
fracture resistance degradation takes place. This can be compensated by rapid loading.
Rae [10,11] demonstrated the effect of the relationship between crystallinity and microstruc-
ture with fatigue behavior, both in tension and compression. A temperature-induced
transition based relationship was established between failure behavior and microstruc-
ture. A mixed-mode-I/II fracture in polytetrafluoroethylene (PTFE) was studied in [12].
Mode-I fracture in PTFE 7C showed strong phase dependence with a brittle-to-ductile
transition. Nunes studied the mechanical behavior of PTFE in [13]. In this research, the
authors showed the tensile properties of Teflon under different strain rates. They derived
a mathematical model to determine the stress–strain curve of PTFE under different con-
ditions. Gao, Yang, et al. [14] proved the higher the loading of PTFE fiber the better the
tribological properties. The wear mechanism was derived from the thin film of PTFE
formed on the contact-surfaces during sliding. A constitutive mathematical model was
proposed in [15] that derived the compressive properties of PTFE at different strain rates.
Sonne and Hattel [16] modeled a micro-scale deformation of PTFE. Frictional behavior
between PTFE and steel on micro-scale proved the importance of PTFE stamps. Stress-cycle
(S-N) behavior was determined by the crack growth mechanism in [17] for mechanical
fatigue of a polymer. Brownell [8] investigated the deformation and mechanical failure of
PTFE using molecular dynamics (MD). A coarse-grained model was developed to observe
the mechanical properties at the micro-scale. Typical deformation and indentation of PTFE
are shown in Figure 1E [8].

By using DIC and FEM, Sawada [18] characterized the mechanical properties of
PTFE under bending and tensile tests. A unique fracture criterion was presented by an
exponential function. Bending test results for a loading ratio of 1.0 mm/s are shown in
Figure 2A. Shah et al. [19] studied the effect of friction on the fatigue strength of PTFE.
However, there remain almost no data on the fretting fatigue behavior of Teflon. Depending
on the friction types, both static and sliding friction is applicable in polymer design.
Deviated angled eccentric loading components can be found in [20,21] where bending
takes place in parallel with tension and compression. Biological implants like the hip joint
and femur occasionally experience bending fatigue [22]. Along with the hip-cup joint,
PTFE can also be used in bone/shaft implants. When it is in contact with bone, slow
erosion occurs as no fibrous reaction seals it off from the bone [23]. Many more examples of
PTFE use in biomedical implants are available in [24] where recent trends of such research
(temperature/lubrication) can be found in [25–27]. In Figure 2B, green arrows show the
compressive load while red arrows show bending loads on the bone as well as joint. In
the cup-joint frictional zones, PTFE is used. However, continuous frictional bending stress
causes failure (Figure 2C) that should be given importance for increasing the lifetime.

Polymeric materials have long repeating chains of molecules. They can be both natural
such a hemp, shellac, amber, wool, silk, natural rubber and synthetic such as polyethylene,
polypropylene, polystyrene, polyvinyl chloride, synthetic rubber, phenol formaldehyde
resin, neoprene, nylon etc. Synthetic polymers are made by step-growth polymerization and
chain polymerization methods. These materials show superior mechanical performance and
that is why their applications are seen in transportation, medicine and construction [28–32].

PTFE is a high thermally stable material. It is hydrophobic, stable in most types of
chemical environment, and generally considered to be inert inside the body. Study shows
that PTFE-based composite material reinforced with glass fibers found good behavior
in vitro but poor performance in vivo. After 1 year of implantation the composite devel-
oped a pasty surface that could easily be worn away. Moreover, the filler acted abrasively
and lapped the metal counter face. Furthermore, compared to other material, the composite
showed a higher rate of infection and loosening.

The materials those will be used as hip implant must be highly non-toxic, and should
not cause any inflammatory or allergic reactions in the human tissues or cells, high
corrosion- and wear resistant, should have excellent thermal conductivity, high strength,
high fracture toughness, hardness, biocompatibility, and high stiffness [33].
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In this research, a mathematical model is developed for describing the fracture mecha-
nism of a polymer, PTFE. Based on the experimental observations, an empirical equation is
proposed to predict the fracture location under bending fretting fatigue. A FE method is
used to verify the model. Path stress analysis and the fractographic observation conclude
some remarkable findings on the fretting fracture of PTFE.

 
(A) 

(B) (C) 

Figure 2. (A) Bending test results of PTFE under quasi-static loading [18], (B) hip joint cup and
(C) biological implants showing PTFE components [22].

2. Mathematical Modeling

2.1. Loading Point Ratio

Figure 3A presents a cantilever beam of length L. It is loaded by a point load F at
the free end and two fretting pads at l distance from the other end. The rest of this end is
considered as a fixed support.
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(A) 

 
 

(B) 

  
(C) (D) 

  
(E) (F) 

Figure 3. (A) cylindrical cantilever beam under bending fretting fatigue. (B) Designed specimen
(dimensions are in mm). (C) Meshed geometry (D) conditional loading, (E) rotating bending fatigue
setup, and (F) fretting proving ring.

Let us consider the first case i.e., the beam without fretting pads. From the curvature
of the neutral surface, the relation can be expressed by:

M
I

=
E
ρ

(1)

Here,
M = Moment,
E = Young’s modulus,
I = Inertia,
ρ = Radius of curvature,
This can be rewritten as,

M
EI

=
1
ρ

(2)
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From the curvature of a point Q(x, y), the radius of curvature can be expressed as,

1
ρ
=

d2y
dx2 (3)

M
EI

=
d2y
dx2 (4)

Successive integration yields,

dy
dx

=
1

EI

∫
Mdx + C1 (5)

EIy =
∫ ∫

Mdx dx + C1x + C2 (6)

where, C1 and C2 are constants that can be calculated from the boundary conditions.
Applying boundary conditions (At the fixed end, x = L; y = 0) for a cantilever beam

yields the values of C1 and C2, and thus putting values of C1 and C2 in the equation yields,

y1 =
FL3

3EI
(7)

where, F and L are point load and the distance from the fixed end, respectively. (M = FL).
In the second case, when fretting ring is positioned about l distance from the fixed

end, let us consider a new shorter cantilever beam at the fretting position where the new
cantilever’s length is (L − l).

From Equation (7) we obtain,

y2 =
F(L − l)3

3EI
(8)

thus, the deflection as well as the loading point ratio can be shown as the ratio of deflection
of the original (L) cantilever beam to the deflection of the fretting ring shortened (L − l)
cantilever beam, i.e.,

Loading Point Ratio, LPR =
y1

y2
(9)

=
FL3

3EI
F(L− l)3

3EI

(10)

∴ Loading Point Ratio, LPR =
L3

(L − l)3 (11)

This is absolutely a geometry-dependent parameter. This aspect could be researched
in greater scope in the future. It is just an interpretation of fretting failure characterization
of biomedical implants under variable loading point and stain ratios. It is a new idea, and
thus may require more research in the laboratory.

2.2. Strain Proportionality Factor

Let us consider the strains for bending and fretting point loading as ε1 and ε2 respectively.
Strain due to the bending load,

ε1 =
σb
E

Here,
σb = Bendingstress

E = Young′smodulus
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Strain due to the fretting load, ε2 =
(D − d)

D
(12)

[D = Unde f ormed diameter and d = de f ormed diameter]

Similarly, strain proportionality factor can be defined as the ratio of strain due by
fretting to the strain by bending, i.e.,

k = ε2
ε1

=
(D−d)

D
σb
E

(13)

∴ Strain Proportionality Factor, k =
E(D − d)

σbD
(14)

This depends on the strain factor due to the fretting fatigue load, thus more attention
should be given to the loading condition than the geometry/design.

3. Methodology

3.1. Experimental Design

As an experimental setup, a general rotating bending fatigue test rig was considered
here. It mainly includes a motor, coupling, and control board with VFD, cycle counting
scheme, chuck, specimen and load bearing shaft with wheel supports mounted on a fixed
vibration free base. In order to imply normal bulk stress on the end of specimen, the top
wheel is turned in the clockwise direction. A cut-off switch, located near the load bearing
stops the motor once the specimen fails. A cycle can be counted from the frequency of
the VFD and stop watch and, alternatively, from the auto cycle counting scheme, as well.
Cylindrical Teflon bars were machined through a CNC lathe machine to shape into the
designed specimens. Mechanical properties and technical dimensions are provided in
Table 1 and Figure 3B, respectively.

Table 1. Mechanical properties.

Material Density (g/cc) Youngs Modulus, E (GPa)
Poisson’s

Ratio
Yield Tensile Strength,

YTS (MPa)
Ultimate Tensile

Strength, UTS (MPa)

Teflon
(PTFE) 2.3 0.5 0.46 30 43

In order to create the fretting phenomenon, an 8 mm bolted proving ring was prepared
as shown in Figure 3D. Screwing the flat bolt through the ring, on the cylinder surface
induces fretting action. Details of such a comprehensive experimental procedure are
available literally and can be referred in [34,35].

3.2. Numerical Model

An FE model was developed by using ANSYS 17. For contact pair surfaces, CONTA
174 and TARGE170 were used as contact and target elements, respectively. Adaptive mesh
refinement was used for mesh convergence. In order to optimize mesh refinement by
saving CPU runtime at the same time, the refining process was carried out unless the stress
convergence arrives within a reasonable gap. Ideally, a consecutive stress level difference
of 2% was found as an acceptable range. Refinement optimization yields element size-
independent results. Displacement condition was determined as Ux = Uz = 0, Uy = free.
Figure 3E,F shows mesh convergence and loading sequence for fretting fatigue.

4. Results and Discussion

As expected, fretting affects the fatigue life of PTFE considerably. Based on the loading
point ratio, fracture behavior was characterized. However, from a different angle of view,
results can be evaluated differently.
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4.1. Effect of Loading Point Ratio

Two cases were observed for fracture failure locations. For the fretting point at the
loading point above 70 mm of the bending load side, the specimen cracks near the collar
that experiences few fatigue cycles due to the higher strain rate [18] by the combined effect
of fretting and notch. For the loading point below 70 mm, it cracks near the fretting pad
location that faces more cycles for the same identical conditions for the loading point at
above 70 mm from the free end, as shown in [28].

From Equation (3),
For fretting at 75 mm from the free end, LPR = 2.744, fractures near the collar.
For fretting at 70 mm from the free end, LPR = 3.375, fractures near the fretting pads.
For fretting at 68 mm from the free end, LPR = 3.68, fractures near the fretting pads.
Thus, it can be said that, the bending stiffness of PTFE lies below the LPR 3.0, i.e.,

below 3.0, resistance to the bending is high and the stress and strain accumulate [18] near
the non-filleted collar section.

Figure 4 shows that even for a diametric strain of 1
2 , it cracks near the collar.

  

Figure 4. Cracked specimen for fretting ring distance above 70 mm (left), and deformed diameter (right).

4.2. Fractography Analysis

Figure 5A shows the typical collars of PTFE samples after a fracture. If it were metals,
the fracture would occur just at the sharp edge collar with a plain surface. However, a
small amount of debris is left at the collar. This suggests the tearing action of the polymer
at the neck. An interesting observation is that the self-weight and rotation of the fretting
pad induce or try to induce a moment that creates slippage over the specimen body. Once
the fretting pad locates near the collar, due to the dual effect of fretting and sharp neck
a striped surface is observed as shown in Figure 5B,C (blue colored). Such striped fibers
can be compared at the microscopic level with the ductile tearing fibers [7] presented in
Figure 1C,D. The PTFE samples fractured just near the collar section, which implies that
the stress concentration factor does not have significant effects on the failure of polymers.

Figure 6 shows debris formation and striation on the fractured surface. PTFE shows
both brittle and ductile manners of fracturing. A ductile fracture causes slant lip formation
while a brittle fracture shows a plain cracked surface [36]. Due to the ductile shear near
the collar neck of the specimen, a crescent-type fracture with slant shear lip at 45◦ occurs
with prominent debris. On the other hand, for LPR above 3.0, a relatively plain surface (90◦

brittle, tensile mode) with striation is found as shown in Figure 6b.
In order to create a simple illustration, a cracked surface schematic is shown in Figure 7.
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(A) 

  
(B) (C) 

Figure 5. (A) Typical fractured heads showing debris of the cylindrical body, fresh specimen (B),
tested specimen after certain cycle’s period (C).

 

Figure 6. (a) Crescent shaped edge. (b) fractured surface for lower fretting depth.
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Figure 7. Schematic diagram of fractured PTFE surface.

For normal fatigue, no naked eye irregularities are found in the fractured surface.
The core of the specimen exists in the middle surrounded by almost regular and smooth
surfaces like a nucleus (Figure 7a). Gradual and comparatively slow crack initiation occurs
at the external diameter of the body that steadily propagates towards the center. It is rough
at the center because of the inability of the imbalanced body at the critical cross-sectional
point to cope with the applied stress any more. However, the crack nucleates at the corner
for loading greater than 70 mm and propagates like striation-benchmark/concentric rings
outwards (Figure 7b). Relatively spaced striation suggests the up-gradation of stress that
discontinues smoother propagation. Here, the granular-rougher rapid failed surface is
found at the corner in a circular shape. Unlike normal fatigue, fretting fatigue (less than
70 mm from the free end) causes a nearly oval-shaped rough center that is perpendicular
to the direction of the applied fretting load (Figure 7c). Constant rubbing of the cracked
surface causes a smoother surface than the fast-growing rougher nucleus. Macroscopic
lines, sometimes known as a chevron, are found in the propagation passage.

Typical fractured surfaces of PTFE, if the LPR is below 3.0, are shown in Figure 8A.
Because of the fretting pressure, the polymer deforms, and is compressed (Figure 1E), hence
becoming more solid through the central passage line. It becomes rougher and catastrophic
failure occurs here. Striation and debris formed near the canal type rupture are shown in
Figure 8B. Interestingly, this manner looks like the sliding wear condition as shown in Figure 1.
If observed, it will be clear that cracks, as well as fractures, occur perpendicularly to the
fretting action. A schematic drawing demonstrated the phenomenon as shown in Figure 9.

Figure 10 demonstrates a better distinguishable view for various mode of fractures
on the thermal LUTs (look up tables). The maximum stressed zone is specified by the red
zone. For plain fatigue, the cross-sectional area under the neck collar bears the maximum
stress uniformly (Figure 10a). Under ductile fracture mode, tearing in a 45◦ crescent shape
is obvious in Figure 10b. For brittle mode, the crack initiates at the corner in 90◦ that
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incorporates maximum stress (Figure 10c). The trough section, along with striations, is
obvious for higher fretting loading when it is fractured near the fretting ring (Figure 10d).

  
(A) 

  
(B) 

Figure 8. (A) Typical fractured surface cracked near the fretting zone. (B) Debris and striations near
canal type rupture.

Figure 9. Schematic demonstration of fracture failure.
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(a) (b) 

 
(c) (d) 

Figure 10. Typical thermal LUTs (look up tables) on fractured surfaces, (a) normal mode (plain fatigue),
(b) crescent (ductile) mode, (c) brittle mode (initial order fretting), (d) trough mode (high order fretting).

4.3. Impact of Strain Proportionality Factor

Responses of strain proportionality factor, k with the diametric strain, and longitudinal
strain are shown in Figure 11A,B. Here, a similarity was found between stress concentration
factor and strain proportionality factor that acts linearly to the stress and strain, respec-
tively [37]. Even so, it also shows similarity with the relation between KI and displacement
of the crack tip [38]. Interestingly, the significance of this factor may be observed for
LPR > 3.0. Figure 11C shows that, for lower and middle order loading, fatigue life increases
for incremental diametric strain up to a pre-intermediate level. After reaching the extreme
point, it decreases again with the increment in diametric strain. Due to the mutually op-
posed force actions of fretting and bending loads, the shaft tries to be straightened to some
degree. Thus, stress concentration, as well as strain range, is minimized that holds the
fatigue life until the optimal point. After the optimal level, counterbalance of the opposite
forces becomes imbalanced, hence, life degradation occurs. However, for higher-order
bending load, the influence of the factor, k almost vanishes.

 
(A) (B) 

Figure 11. Cont.
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(C) 

Figure 11. Relationship between (A) k and diametric strain, (B) k and longitudinal strain, (C) rela-
tionship between fatigue life and strain proportionality factor.

4.4. Finite Element Model (FEM) Analysis

As found earlier [28], when fretting pressure acted on more than 70 mm from the free
end of the specimen, it failed at the collar section, not at the fretting zone. Stress distribution
along the contact paths for both the initial and optimal fretting load steps [28] justified the
way it failed. This shows that maximum higher stress concentrates at the collar edge side
of the specimen. The stress distribution is shown for 30 mm distance along the contact path
of the fretting pad and cylindrical specimen. Thus, the expected fracture occurs at the edge
corner. However, when fretting pressure, as well as the penetration depth, is increased
up to the optimal point, and fluctuating stress crest and trough limit extend at the fretting
zones. On the other hand, stress upper range decreases down at the edge collar section,
although it does not lie below the fretting zone side stress level to fail at that section. Thus,
it develops a higher fatigue life by reducing the edge corner stress intensity/concentration.

To predict the consequence as well as observe the overall effect of variable parameters
on the fatigue life of PTFE, surface graphs were created. As the frequency increases,
negligible heat generation in bending fatigue is considered to accelerate the fracture failure
of Teflon. Such concepts are demonstrated in the surface graphs of Figure 12. Fatigue life
decreases with the increase of bulk stress as well as bending load. RPM increment shows
the same results for fatigue life decrement. As found earlier, fretting pressure, as well as
penetration depth, optimize the fatigue life up to a definite point.

(A) 

Figure 12. Cont.
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(B) 

(C) 

Figure 12. (A) Relationships for bending stress, (B) relationships for RPM, penetration and fatigue
life and (C) fatigue life and penetration relationships for bending stress, RPM and fatigue life.

5. Conclusions

Although well known, about 90% of fatigue life is reduced by fretting action. The
aspect of fretting phenomena on fatigue strength is still being researched as well as being
discovered day by day. However, for a polymer, comparatively less attention has been paid
to the fretting fatigue behavior of PTFE. In this research, a new horizon has been unveiled
by introducing the fracture mechanism of a polymer, PTFE, under the bending fretting
fatigue phenomenon. Some measurable outcomes can be summarized as follows:

(1) Fretting action depends on the loading point ratio. Location of fretting within 70 mm
from free end causes the sample fracture near the fretting zone while for loading
greater than 70 mm it causes failure near the neck point or collar due to the combined
effect of fretting and notch. A mathematical model is developed and an empirical
equation is derived for the loading point ratio. For LPR > 3.0, the specimen fractures at
the fretting zone, otherwise at the collar section. Stress distribution along the fretting
contact path supports the results obtained. Thus, it suggests a point of influence for
fretting action that should be avoided while designing.

(2) The strain proportionality factor, k, increases up to a certain (optimal) value, and
improves fatigue life due to the counterbalance of the reversed (or negative) contact
pressure and opposite (positive) bending stress. From finite element stress distribution,
it was found that fretting compensates the excess bulk stress at the edge corner that
improves fatigue life. However, once it reaches that optimal value, fatigue life starts
to yield because of the loss in strength due to imbalanced necking.

(3) From geometrical aspects and schematic demonstrations, fretting acts perpendicular
to the formation of cracks. Rapid rupture occurs at an angle of 90◦ to the direction of
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fretting pressure. PTFE shows both the ductile and brittle behavior in the fractured
zone. For LPR < 3.0, slant lips at 45◦ were found for a crescent-type fracture near the
collar section. Therefore, not only the fretting quantities but also fretting qualities
affect fatigue life badly.

According to the above discussion, it can be said that along with the geometric aspects,
failure characteristics of PTFE depends on the loading and strain ratio with location. This
could help us to develop new polymer-based biomaterial composites.
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Abstract: In tape placement process, the laying angle and laying sequence of laminates have proven
their significant effects on the mechanical properties of carbon fibre reinforced composite material,
specifically, laminates. In order to optimise these process parameters, an optimisation algorithm is
developed based on the principles of genetic algorithms for improving the precision of traditional
genetic algorithms and resolving the premature phenomenon in the optimisation process. Taking
multi-layer symmetrically laid carbon fibre laminates as the research object, this algorithm adopts
binary coding to conduct the optimisation of process parameters and mechanical analysis with
the laying angle as the design variable and the strength ratio R as the response variable. A case
study was conducted and its results were validated by the finite element analyses. The results
show that the stresses before and after optimisation are 116.0 MPa and 100.9 MPa, respectively,
with a decrease of strength ratio by 13.02%. The results comparison indicates that, in the iterative
process, the search range is reduced by determining the code and location of important genes, thereby
reducing the computational workload by 21.03% in terms of time consumed. Through multiple
calculations, it validates that “gene mutation” is an indispensable part of the genetic algorithm in the
iterative process.

Keywords: composite materials; genetic algorithm; important genes; strength ratio; finite ele-
ment analysis

1. Introduction

Carbon fibre reinforced composite materials (CFRP) are widely used in the fields of
aviation equipment structures [1], fuselages and wings manufacturing due to their high
corrosion resistance, high strength and lightweight [2,3]. As a typical representative of
the practical application of composite materials, laminates have a direct impact on the
mechanical properties of CFRPs, which depend highly on their laying angle and laying
sequence. Hence, many investigations have been conducted in-depth on exploring the
influence of these two variables and searching for their optimal combinations.

A genetic algorithm (GA) is a random search method abstracted by simulating gene
selection and genetic mechanisms in the natural environment. It can not only solve linear
problems but also can be used to solve nonlinear problems; and genetic algorithm is
sensitive to the problem of discretization, so it has attracted the attention of scholars [4],
and it has been applied to many occasions. At present, scholars worldwide favor the use of
genetic algorithms to optimise the design of the mechanical properties of laminates, and
certain research results have been obtained. Wang et al. [5] applied a multi-island genetic
algorithm to optimise the damage of different loads to the laminate during low-velocity
impact and optimised the laminate sequence. Strain energy was taken as the optimisation
objective and the laying angle as the design variable. Their results show that the impacted
area was reduced by 42.1%, and the residual compression strength increased by 10.79%. It
is notable that the laying angle was optimised as a continuous variable rather than discrete
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as in the other investigations mentioned above. Chen et al. [6] aimed at optimising the fibre
laying angle to achieve the minimum stress of the laminate, and used a genetic algorithm
to obtain the best laying angle and minimum stress of the laminate. Their method realised
the optimisation of the laying angle of two-layer laminates and three-layer laminates by
taking the design variable as a continuous variable.

In order to improve the reliability, some optimisation strategies were proposed by Xiu
and Cui [7], which took the buckling load of laminate as the optimisation objective, and
the laying angle of laminate as constraint condition, and used the neural network model
and genetic algorithm to optimise the ratio of laying angle to the buckling load of the
laminate. The optimisation method proposed in their investigation is capable of producing
a better laying sequence with the same material weight under the condition that the laying
angles are given and the number of layers is a constant; nevertheless, the critical process
parameter, laying angle, cannot be optimised by this method and is just taken as a given
constant. Feng et al. [8] took the strength of laminate as the optimisation objective, and
the laying angle of laminate as the constraint condition. In order to obtain a reasonable
laying angle and ply number, Jin et al. [9] proposed a two-step optimisation strategy and
developed a three-level optimisation model with embedded genetic algorithm and Tsai-Wu
failure criterion. The concept of sublayer was introduced into the optimisation method for
the optimisation of the location of layers, geometric dimensions, number of layers, and
laying sequence. The authors claimed that the introduction of this concept improved the
manufacturability of laminates, however, the laying angle was not optimised in this work.
By embedding the Tsai-Hill failure criterion, Park et al. [10] used genetic algorithms to
apply different loads to the symmetrical composite laminates under different boundary
conditions to perform mechanical optimisation design. Tournament selection and uniform
crossover methods were adopted in the optimisation process. The laying angle was taken
as the design variable as a continuous variable, and a low failure index was obtained. The
results showed that the modified genetic algorithm was capable of identifying a global
optimal solution for the parameter’s optimisation of laid laminates.

Furthermore, new encoding approaches and operators have been developed for ge-
netic algorithms to accelerate the convergence speed and computational accuracy. A genetic
algorithm was used to calculate the fibre laying angle and validated that the calculation
results can effectively improve the strength of the laminate. This work improved the genetic
algorithm by modifying the encoding approach and the integer encoding was embedded in
the iteration process for the laminate parameters optimisation. The advantage of this modi-
fication is that integer encoding has the potential to avoid unnecessary iterations of floating
number, thereby improving the computational efficiency theoretically. The laying angle in
this optimisation was specified to 0◦, ±45◦, and 90◦, leading to weakening the designability
of laminates to some extent. By designing a new mutation operator and crossover operator,
Wang et al. [11] adopted a symbol encoding method for the development of a self-adaptive
genetic algorithm with the bending stiffness parameter as the fitness function. They deeply
explored the influence of the adaptively changing crossover operator and the mutation
operator on the genetic algorithm and further optimised the laying order. Compared with
the traditional genetic algorithm, their modification enhanced the reliability, convergence
speed, and computational efficiency of the optimisation process. Another self-adaptive
genetic algorithm was proposed by Yang et al. [12] through the automatic change of the
mutation rate and crossover rate according to fitness value. This algorithm took the maxi-
mum deformation of laminate as optimisation objective, the laminate angle as constraint
condition, and called ABAQUS to analyse the stress of the laminate. The results show that
this algorithm is easier to get convergence than the traditional genetic algorithm. Hwang
et al. [13] designed an elite comparison operator for the genetic algorithm to accelerate the
iteration process for the optimisation of laminates. This elite comparison operator was used
to identify the differences in the design variables from two different generations, thereby
maintaining the similar ones and changing the different ones to find their possible values.
Two optimisation problems were solved by this modified genetic algorithm and the results
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indicate that the designed operator has the potential to speed up the convergence of the
optimisation process.

The above investigations mainly focus on the change of optimisation parameters,
design of encoding methods, and improvement of operators in the application of traditional
genetic algorithms. However, in order to improve the precision of traditional genetic
algorithms and eliminating the premature phenomenon in the optimisation process, this
article improves the genetic algorithm (improved genetic algorithm, referred as IGA below)
on the basis of the principles of traditional genetic algorithms through the application
of binary coding to explore important gene codes and their locations. In this IGA, the
laying angle is set as the constraint condition, and the minimum stress as the optimisation
objective, which customised this algorithm for the optimisation of process parameters of
laminates tape placement. Based on the Tsai-Wu failure criterion [9], the laying angle and
laying sequence were optimised; and the obtained stress was compared with that of the
traditional genetic algorithm to validate the IGA. In addition, the optimal solutions were
further validated by a finite element analysis of a laminate with the same geometry, loading,
and boundary conditions.

2. Mathematical Model of Laminate and the IGA

2.1. On- and off-Axis Stress Conversion of Laminates

Generally speaking, a multi-layer laminate can be formed by stacking multiple mono-
layer boards at different laying angles. According to the designability of composite materi-
als and the theoretical basis of elastic mechanics, the on-axis direction of the monolayer
boards can be laid at different angles and in different orders according to the loading
conditions to meet the requirements of strength and stiffness design of the structural parts
under the load conditions.

Research for the classical laminate theory (CLT), the establishment and derivation of
formulae are mainly based on the following assumptions:

• The layers of the laminate need to be firmly bonded so that the deformation between
the layers is consistent, and relative slippage between the layers can be avoided;

• Laminates are thin plates with an invariable thickness, and their strength in the
thickness direction is relatively small to negligible in respect to that in other directions;

• The bending deformation of the laminate needs to be in a small deflection range, and
the straight line perpendicular to the midplane must be maintained before and after
the bending deformation while the length of the straight line remains unchanged (viz.
γxz = γyz = 0; εz = 0);

• It is considered that each monolayer of the laminate is in a plane stress state, that is,
the theory of plane stress is suitable for the analysis of the laminate structure of thin
planes, curved surfaces, or shells.

For simplification of the formula derivation process, the median plane of the laminate
is taken as the reference plane, viz. the plane perpendicular to the z-direction at the middle
point of the thickness of the laminate. According to the above assumptions, let the stress
function x and y be ϕ, then the corresponding stress components σx, σy, τxy, are given in
Equation (1) as below:

σx =
∂ϕ2

∂y2 , σy =
∂ϕ2

∂x2 , τxy =
−∂ϕ2

∂x∂y
(1)

Since the classic laminate theory only considers plane stress and ignores the existence
of interlayer stress in the iterative process, the stiffness coefficient of each layer of the
laminate is different so that the internal force of the laminate can only be integrated layer
by layer. Assuming that the stress of the kth layer of the laminate is

{
σk
}

, the internal force
of the laminate can be expressed as:
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The stress–strain relationship of the kth layer of the laminate is as follows:⎧⎪⎪⎨⎪⎪⎩
σk

x
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y
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x
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Substituting Equation (2) into Equation (1), and through integration, the stress–strain
relationship of the laminate can be obtained as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
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A61 A62 A66 B61 B62 B66
B11 B12 B16 D11 D12 D16
B21 B22 B26 D21 D22 D26
B61 B62 B66 D61 D62 D66

⎤⎥⎥⎥⎥⎥⎥⎦

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ε0
x

ε0
y

γ0
xy

kx
ky
kxy

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(4)

where, Aij, Bij, Dij are

Aij = ∑n
k=1
∫ zk

zk−1
Qk

ijdz = ∑n
k=1 Qk

ij(zk − zk−1)

Bij = ∑n
k=1
∫ zk

zk−1
Qk

ijzdz = 1
2 ∑n

k=1 Qk
ij
(
z2

k − z2
k−1
)

Dij = ∑n
k=1
∫ zk

zk−1
Qk

ijz
2dz = 1

3 ∑n
k=1 Qk

ij
(
z3

k − z3
k−1
)

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
(5)

where, i, j = 1, 2, 6; Aij is the in-plane stiffness coefficient, Bij is the coupling stiffness
coefficient, and Dij is the bending stiffness coefficient.

The flexibility matrix of the laminate is

S′ =
[

A′ B′

H′ D′

]
(6)

where, A′ = A−1 + A−1B(−BA−1B + D)
−1BA−1; B′ = B−1 − A−1BD; H′ = B−1 −

D−1BA−1; D′ = (−BA−1B + D)
−1.

As the presence of the matrix [B] indicated, the laminate is prone to the coupling
of bending deformation and tension and compression deformation when subjected to
force; in addition, in-plane deformation is relatively easy to occur when subject to bending
stress, and further leads to the warpage of the laminate after curing (that is, Bij �= 0, which
means it is hard for the calculation of laminates). For this reason, the composite material
laminates generally used in engineering should be symmetrically laid (Bij = 0) to avoid the
calculation difficulties caused by the coupling stiffness [14]. Note that symmetry is assumed
in this study to make sure the laminate only subject to tensile strain but no flexure [14],
though it is difficult to always keep symmetry exactly in industry. Therefore, the flexibility
matrix S of the laminate at this time can be simplified as:

S′ =
[

A−1 0
0 D−1

]
(7)

At the same time, through the stress conversion matrix [Tσ], the off-axis stress of each
layer can be converted into the on-axis stress. The specific conversion formula is shown in
Equation (8):
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⎧⎨⎩
σ1
σ2
τ12

⎫⎬⎭ =

⎡⎣ m2 n2 2mn
n2 m2 −2mn

−mn mn m2 − n2

⎤⎦⎧⎨⎩
σx
σy
τxy

⎫⎬⎭ (8)

where, m = cos θ, n = sin θ, and θ is the laying angle of each layer of fibres.

2.2. Failure Criterion for Laminates

After comprehensively considering the advantages and disadvantages of multiple
strength criteria, Tsai and Wu [15] proposed a new strength criterion based on the tensor
form. That is, the matrix breaks based on Tsai-Wu criterion, as below:

F11σ2
1 + F22σ2

2 + F66σ2
6 + 2F12σ1σ2 + F1σ1 + F2σ2 = 1 (9)

where, σ1 is the longitudinal stress, σ2 is the transverse stress, σ6 is the shear stress, XT is
the longitudinal tensile strength, XC is the longitudinal compressive strength, YT is the
transverse tensile strength, YC is the transverse compressive strength, S is the shear strength;
F1, F11, F2, F22, and F66 are strength parameters as shown below in Equation (10).

F1 = 1
XT

− 1
XC

F11 = 1
XCXT

F2 = 1
YT

− 1
YC

F22 = 1
YTYC

F66 = 1
S2

⎫⎪⎪⎬⎪⎪⎭ (10)

The value of F12 here has little effect on the calculation of the strength criterion, and
this is validated by the investigation cited here [16]. Then let F12 = 0, the calculation result
of Equation (9) and that of the Hoffman strength criterion are relatively close with an error
of 10%. Hence, Equation (9) is improved as below in Equation (11).

F11σ2
1 + F22σ2

2 + F66σ2
6 + 2F12σ1σ2 + 2F16σ1|σ6|+ 2F26σ2|σ6|+ F1σ1 + F2σ2 = 1 (11)

The value of F16, F26 here is obtained by a semi-empirical formula [17], and the value
of F12 is the value when the Tsai-Wu strength criterion and the Hoffman criterion are the
same. See Equation (12) for details.

F16 = 1
5S

√
XT XC

F26 = 1
5S

√
YTYC

F12 = − 1
2 F11

⎫⎬⎭ (12)

Note that the value of F12 here is not −1/2
√

F11F22 because:

• The absolute value of Equation (12) is relatively not very large, and it is a negative
value, which is reasonable;

• When part of the curves in Figure 1 [15] is under the 0 MPa line, there is a situation
where the value of σ1 is greater than 2XC; and this situation does not exist in reality
because when greater than, fracture has already appeared for composite materials.

Figure 1. Strength curve of Tsai-Wu failure criterion [15].

From Equation (11), when the calculated value on the left side of the equation equates
1, it indicates that the material has just reached the critical failure state; when the left side
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is greater than 1, it indicates that damage has begun; when the left side is less than 1, it
indicates that the material is in a safe state, and there is still a certain safety margin.

In order to obtain better calculation speed and expected values in genetic algorithms,
a suitable. fitness value is generally specified. Here, the strength ratio is applied to the
laminate, namely

R =
σi
σ

(13)

where R is the ratio of a certain component of the ultimate stress to the corresponding
component of loading stress, and i = 1, 2, 6.

The meaning of “correspondence” here [18] assumes that the loading is linear, that is, the
stress components increase simultaneously in a certain proportion, and this situation is in line
with the actual application in industrial production. Transforming Equation (13) to get Rσ = σi,
substitute this into Equation (11) and after simplification to produce Equation (14) below.(

F11σ2
1 + F22σ2

2 + F66σ2
6
)

R2 + 2(F12σ1σ2 + F16σ1|σ6|+ F26σ2|σ6|)R2

+(F1σ1 + F2σ2)R = 1
(14)

This is a quadratic equation in one variable. It is easy to get Equation (15) as below.

R =
−b +

√
b2 + 4a

2a
(15)

where:
a = F11σ2

1 + F22σ2
2 + F66σ2

6 + 2(F12σ1σ2 + F16σ1|σ6|+ F26σ2|σ6|)
b = F1σ1 + F2σ2

(16)

Equation (15) is called the strength ratio equation. From the definition of the strength
ratio, it can be seen that when R > 1, the material has not failed; when the applied stress
is increased to (R − 1) times, the material fails. R cannot be less than 1 because this is
mathematically meaningless; on contrast, R < 1 in engineering applications still has a
certain reference value, that is, it indicates that the applied stress must be reduced or the
size of the structure must be increased to ensure that the structure is not damaged.

2.3. Genetic Algorithm and Its Improvement

Genetic algorithm is based on the natural law of survival of the fittest by simulating
the theory of genetics and biological evolution proposed by Darwin, thereby retaining the
excellent genes and individuals [19].

The core content of genetic algorithm mainly includes four parts, namely selection,
crossover, mutation, and fitness evaluation. The optimisation process is shown in Figure 2.

 

Figure 2. Iteration process of genetic algorithm.
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At present, the improvement of genetic algorithm mainly focuses on self-adaptive
genetic operators, that is, generating a certain number of individuals, improving the
crossover rate and genetic probability between individuals during genetic operations,
and using average fitness to improve calculation efficiency. The method proposed in this
paper is to start from the population; when generating the population, only one individual
is generated. Then the genes of this individual mutate later in the evolution process,
and the gene mutation means gene transfer from one vertex to another according to the
definition of the hyperplane. The calculation is performed by gene mutation; the better
genes and positions are selected through fitness, and negative feedback adjustment is used
to generate individuals with important genes, and then identify the corresponding laying
angle through decoding. The basic mathematical theory mentioned above is:

For the full set space composed of individuals whose gene length is l [20], that is, the
individual space is given in Equation (17)

Ssp = {0, 1}l (17)

where we regard this as the spatial vertex set with the dimension l. When l = 3, it becomes
a three-dimensional cube.

As Figure 3 indicated, for three-dimensional individual space, the genes at each vertex
can be connected by 12 straight lines. It can also be seen that in a straight line, we only need
to change the value of one of the genes, then the gene can be converted into the gene at the
other end of the same line; in any plane, as long as the values of two genes are changed, the
genes at the four vertices can be switched to each other. Therefore, in a three-dimensional
individual space, the straight line and the plane are called the “hyperplane”, and the
interconnection between them constitutes the “subspace” in the space.

Figure 3. Three-dimensional individual space.

Therefore, according to the above definition of “hyperplane”, for the i-th gene, if

f ((x1, · · · xi−1, 1, xi+1, · · · xl)) ≥ f ((x1, · · · xi−1, 0, xi+1, · · · xl)) (18)

for any xk = 0, 1(k �= i) holds, or

f ((x1, · · · xi−1, 0, xi+1, · · · xl)) ≥ f ((x1, · · · xi−1, 1, xi+1, · · · xl)) (19)

for any xk = 0, 1(k �= i) holds, the gene i is taken as an important gene. When Equation (18)
is established, important gene 1 is the better choice; while when Equation (19) is established,
important gene 0 is the better choice.
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Once the “hyperplane” is determined, it is possible to locate the gene value of the
corresponding position after confirming that the gene value of some gene position is valid,
thereby reducing the search range and further reducing the computational workload. The
specific process of the IGA is shown in Figure 4.

Figure 4. Flow chart of the IGA.

3. IGA Applied to Composite Laminate Design

3.1. Ply Design Requirements for Laminates

For the ply design of laminates, the coupling effect caused by stretching and bending
during the curing process should be avoided since it causes resin cracking, warping
deformation and even delamination for laminates. Therefore, a design generally complies
with the following process design rules [21].
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• Standard laid layers should be adopted, which is supposed to include four angle
values of 0◦, ±45◦, and 90◦, respectively;

• Adjacent 4 monolayers cannot be formed at the same laying angle so as to prevent the
substrate from cracking, and simultaneously a full 90◦ ply should be avoided;

• The proportion of 0◦ laid layers is between 20% and 40%, ±45◦ layers between 40%
and 60%, and 90◦ layers must be between 10% and 30%.

3.2. Genetic Algorithm Coding

In the process of searching optimal solutions, the genetic algorithm generally uses
a finite length string code to define the solution to be solved, such as a binary code. The
layup of a laminate is a matter of discrete variables, so the choice of variables affects the
length of the code string to some extent. Since the other encoding schemes, such as integer
encoding and floating-point number encoding, are not unique in the subsequent mutations,
they are not conducive to genetic operations such as crossover and mutation. Therefore,
traditional binary encoding is selected hereof. The concrete corresponding method is:

00: 0◦; 01: −45◦; 10: 45◦; 11: 90◦

Since the initial population generates randomly, there must be a certain number
of initial individuals that do not meet the requirements of the laminate layup design;
these individuals must be eliminated, and the others that meet the requirements should
remain. The subsequent operations conduct all the above operations for each subsequent
generation, thereby ensuring that the population individuals are suitable. The operation is
like a “human intervention” in nature.

3.3. Fitness Function

In the genetic algorithm, fitness is used to evaluate the goodness of individuals adapt-
ing to the “environment”, thereby further weighing the degree to which individuals can
reach or approach the optimal solution in the process of genetic evolution [22]. Therefore,
the fitness function selected for this calculation is

Rs = R − (5n1 − 10n2) i = 1, 2 . . . n (20)

where, n is the total number of laminates, R(i) is the strength ratio of each layer of fibre,
n1 is the number of adjacent four layers with the same laying angle, n2 is the number of
layers that do not meet the requirements of the layup ratio, 5n1 + 10n2 is the penalty factor.
Because the initial individuals generated may not all meet the design requirements of the
laminate, as mentioned above, a certain high penalty is required for the fitness factor in
the searching process. Hence, through reduction of the fitness function value of unsuitable.
Individuals, the probability of being selected in selection replication is further reduced. In
actual operations, there may be a phenomenon that a high penalty makes Rs a negative
value, and such a value is not conducive to the calculation of the subsequent results.
Therefore, when it is a negative value, set Rs = 0.05, thereby forcing it to become a small
positive value by “human interference” to facilitate subsequent calculations. According
to the equations above, the optimisation process of the strength of laminate by the IGA
algorithm is the process of analysing and calculating the best strength ratio of the single
layer in the population.

3.4. Relevant Parameters Selection

In this paper, T300/5228 epoxy carbon fibre with good specific strength is selected,
and the material parameters are shown in Table 1.
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Table 1. Mechanical properties of T300 epoxy resin carbon fibre.

E1/Gpa E2/Gpa XT/MPa XC/MPa G12/Gpa YT/MPa YC/MPa S/MPa μ1 ρ/(kg/m3)

144 9.3 1633 1021 4.68 53.8 232 90 0.312 1610

In an optimisation process, the communication of individuals between populations
is not a complete fusion, but on the basis of absorbing each other’s excellent genes and
simultaneously ensuring that their own excellent genes are preserved. Therefore, indi-
viduals need to use different crossover rates PC and mutation rates Pm. Furthermore, the
values of PC and Pm also affect the global and local search capabilities and lead to different
optimisation results; empirically, researchers recommend to adopt a large value of PC and
small value of Pm. Here in this article, the two probability factors are specified as 0.95 and
0.005, respectively. The specific parameter settings related to the genetic algorithm are
detailed in Table 2.

Table 2. Parameter settings of genetic algorithm.

PC Pm Population Size Maximum Number of Iterations

0.95 0.005 20 500

At the same time, in order to speed up the optimisation process, the evaluation
parameters of the adaptive genetic operator are introduced [23], namely

U =
Rmax − Ravg

Ravg − Rmin + ε
(21)

where, Rmax is the maximum fitness value in each generation of individuals; Ravg is the
average fitness value in each generation of the population; Rmin is the minimum fitness
value in each generation; ε is an infinitesimal with the main purpose to prevent the extreme
case of 0 in the denominator.

Through Equation (21), the value of PC and Pm in the two cases of U > 1 and U < 1 is
further derived so as to speed up the calculation speed.

4. A Case Study

4.1. Relevant Parameters Selection

Given that a rectangular composite laminate beam with four sides simply supported
is designed, the size of the laminate is, length b = 2l with the value of 1300 mm, width
a = 132 mm, thickness h = 2.25 mm, and the bearing pressure perpendicular to the surface
q = 0.5 MPa. The design adopts a symmetrical 18-layer layup scheme. The geometric model
of the laminate is illustrated in Figure 5.

Figure 5. Structure and geometric dimensions of the laminate model.
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The schematic diagram of the simply supported laminate beam is shown in Figure 6,
as below.

 
Figure 6. Loading diagram of simply supported laminate beam.

Since σy is caused by the lateral load q, and q is a fixed value, which means that σy is a
function of y, here we can set (See the detailed derivation process of the equations in this
section at the Appendix A.)

σy = f (y) =
∂2 ϕ

∂x2 (22)

Then integrating Equation (22) it becomes

σy =
1
2

x2 f (x) + x f1(x) + f2(y). (23)

Substituting Equation (23) into compatibility Equation (26) it becomes

x2

2
d4 f (y)

dy4 S11 +
(

d4 f1(y)
dy4 S11 − 2 d3 f (y)

dy3 S16

)
x + (2S11 + S66)

d2 f (y)
dy2 − 2 d2 f1(y)

dy2 S16

+ d4 f2(y)
dy4 S11 = 0

(24)

where, the balance equation and compatibility equation are shown in Equations (25) and
(26), and the stress function ϕ is shown in Equation (1) above

∂σx
∂x +

∂τxy
∂y = 0

∂σy
∂y +

∂τxy
∂x = 0

⎫⎪⎬⎪⎭ (25)

∂σx
∂x +

∂τxy
∂y = 0

∂σy
∂y +

∂τxy
∂x = 0

⎫⎪⎬⎪⎭ (26)

If for any x, Equation (23) holds, then all the coefficients of Equation (24) need to be 0,
that is

S11
2

d4 f (y)
dy4 = 0

d4 f (y)
dy4 S11 − 2 d3 f (y)

dy3 S16 = 0

(2S11 + S66)
d2 f (y)

dy2 − 2 d2 f1(y)
dy2 S16 +

d4 f2(y)
dy4 S11 = 0.

(27)

Hence, it can set f (y) as

f (y) =
A1

6
y3 +

A2

2
y2 + A3y + A4 (28)
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According to the principle of Saint-Venant it gives

τxy = 0 y = ± h
2

σy = q y = + h
2

σy = 0 y = − h
2

} ⎫⎬⎭. (29)

At the same time, the component force according to the shear stress is Q, namely

Q = −ql x = l . (30)

Substituting Equation (28) into boundary condition Equations (29) and (30), and
according to the axial component force in the axial direction is 0, the stress expression of
σx, σy, τxy can be derived as [24]

σx = 12q
h3

(
2S12+S66

6S11
y3 − 1

2 x2y
)
+
(

6ql2

h3 − 3q
10h

2S12+S66
S11

)
y

σy = − 2q
h3 y3 + 3q

2h y + q
2

τxy = x
(

6q
h3 y2 − 3q

2h

) (31)

In order to conduct optimisation, R is first obtained by combining Equations (31) and
(15) according to the above requirements, and then it is substituted into Equation (20) to
produce the penalty fitness function; and the MATLAB script was written. For speeding up
the convergence process, here the adaptive operator of Equation (21) was introduced, then
the size of the crossover rate PC was calculated and so was the mutation rate Pm between
individuals, thereby further obtaining the target value. The compiled calculation program
was conducted on a PC with the CPUs (AMD Ryzen 71700 Eight-Core Processor, 2.99 GHz);
and the important gene was 0 with 2 important gene positions, which were the 1st and 5th
genes, respectively. In order to avoid contingency caused by one or two cycles, the program
for finding important genes was run repeatedly and the important genes generated after
each cycle were counted and sorted, and then through counting the number of occurrences
and position numbers, finally it got the important gene positions as the 1st and 5th genes.
Then injecting the obtained important genes into new individuals randomly generated,
the strength ratio R was obtained during the evolution process. It needs to run multiple
times to prevent local convergence that may occur accidentally and fail to reach the global
convergence value.

4.2. Results Discussion

The optimisation diagram of final strength ratio R is shown in Figure 7. It suggests that
after multiple runs, almost all optimisation curves had fluctuated in the fitness value in the
early stage. This is because it is necessary to determine whether the population individual
meets the requirements of the layup design after each iteration; if not, eliminate them
and introduce new individuals. Therefore, in the continuous genetic evolution process,
individuals that did not meet the requirements were eliminated, and new individuals
that meet the requirements were added in thereby ensuring that the original design layup
criteria were always met.

This value always changed in the optimisation process in the later stage. As indicated
by the first, fourth, fifth, and seventh optimisation curves in Figure 7, the best strength
ratio appeared at a certain genetic stage, and the genetic generation number was kept short.
The “best value” is produced by “gene mutation” and is not the global optimal solution.
Simultaneously, the 4th and 7th optimisation curves gradually increase with the number of
iterations. Although the optimal strength ratio was found due to the “gene mutation”, the
final optimisation curve converges locally, which also indicates that the genetic algorithm
has the disadvantage of local convergence, and thus, unable to find the global optimal
solution smoothly.
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Figure 7. Ratio of number of iterations of the IGA (n) to strength ratio (R).

In order to determine whether the curve is reasonable and whether the calculation
result meets the initial design requirements, the curve was processed through polynomial
data fitting. The seven strength ratios were averaged in the fitting process, and the final
fitting result is shown in Figure 8.

Figure 8. The fitted curve of the number of iterations of the IGA (n) to strength ratio (R).
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The expression of the red curve in Figure 8 is given below as,

R = A4n4 + A3n3 + A2n2 + A1n + A0 (32)

where
A4 = −6.5604e − 13 A3 = −7.3372e − 10

A2 = −2.4327e − 7 A1 = 3.0651e − 5
A0 = 3.8198

(33)

According to statistics, Goodness of fitting T2 is the indicator to evaluate the degree of
fit [25]. It is expressed in Equation (34) below.

T2 =
∑N

i=1
(

R̂i − R
)2

∑N
i=1 (Ri − R)2 (34)

where, R̂i is the fitted value; R is the average value of the initial data; Ri is the i-th initial
data. Putting the average of the strength ratios of the IGA algorithm into Equation (34),
it becomes T2 = 0.943. The value range of T2 is 0 to 1. The closer to 1, the better the
fitting effect is. In order to further determine the reliability of this improved algorithm, the
number of iterations was increased up to 550 generations, and the optimisation iteration
was performed three times with their results averaged. At the same time, the calculation
result of the fitted curve was substituted for comparison, as shown in Figure 9.

Figure 9. The curve of reliability of the IGA.

Figure 9 shows that after 550 generations with the maximum difference ratio of 0.1%,
the minimum difference ratio of −0.18%, the maximum difference range of 0.208%, and T2

of 0.943 at the same time; hence, it can be considered that the IGA algorithm and the fitted
curve are reliable.

It can be seen from Tables 3 and 4 and Figure 7 that when the number of iterations
evolves to 52 generations at the earliest stage, the strength ratio R reaches the maximum
value of 3.825, suggesting a significant improvement with the increase rate of 48.83%, and
further, in the iterative process, the laying angle ±45◦ gradually approaches the outermost
layer, which can also effectively improve the impact resistance and stability of the laminate.
At the same time, through decoding the optimised layering scheme inversely, it suggests
that the number of genes 0 is gradually increasing. This gradual increase also shows that
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0 is an important gene, which is consistent with the initial calculation results. Compared
with the traditional genetic algorithm, in order to ensure a single variable, the population
initially formed by the IGA was retained, and simultaneously ensuring that other initial
settings remained unchanged; then optimisation iterations were performed. The calculation
results are shown in Figure 10 and Table 5.

Table 3. Calculation data for searching for the optimal solution.

Earliest Number of Iterations Converging Globally? Strength Ratio/R

321 Y

3.825

374 Y
52 Y

467 N
311 Y
372 Y
242 N

Table 4. Comparison before and after layup optimisation.

Strength Ratio/R Layup Scheme/◦

Before optimisation 2.57 [0/+45/90/−45/0/+45/−45/90/−45]S *
After optimisation 3.825 [−45/+45/−45/+45/0/90/0/0/90]S *

* The small “s” next to the right bracket denotes symmetric layup hereof.

Figure 10. The curve of traditional genetic algorithm number of iterations N-strength ratio, R.
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Table 5. Calculation results of traditional genetic algorithm.

Earliest Number of Iterations Strength Ratio R Layup Scheme/◦

12/22/172/41/22/24/25 8.819 [9]S *
* “[9]” denotes there are nine layers with a laying angle of 0◦.

Figure 10 presents that the strength ratio R obtained by the GA algorithm mainly
shows an increasing trend at the beginning, and the maximum strength ratio R is 8.819. At
the same time, Table 5 shows that the laying angles are all 0◦ at this stage, and then the
strength ratio R fluctuates. This can be attributed to the “gene mutation” due to mutation
during the evolution process. From Table 4, it is known that the “gene mutation” has
produced Gene 1; however, as indicated by the layup scheme in Table 4, the laying angle
does not meet the original design criteria, which led to the phenomenon of “prematurity”.

At the same time, through the comparison between Figures 7 and 10 it results that:

• Due to the existence of “gene mutation”, the IGA algorithm identifies the optimal
strength ratio, but due to the existence of local convergence, it is necessary to rely on
“gene mutation” to find the optimal strength ratio. Hence, “gene mutation” cannot
be removed in actual operation. At the same time, in order to avoid contingency, it is
necessary to run multiple times to ensure the unity of the results, thereby preventing
local convergence produced by a single run. The GA algorithm has an “unreasonable”
maximum strength ratio in the 149th generation, and this reversely indicates the
occurrence of the “premature” phenomenon.

• The average running time of the IGA algorithm is 217.41 s, while the traditional genetic
algorithm is 275.293 s. It is obvious that the IGA algorithm has a certain improvement
in its iterative operation efficiency, with an increase of 21.03%.

5. FEM Validation

In order to validate the proposed IGA, a finite element model of a laminate was
developed with a length of 1200 mm, a width of 130 mm, and thickness of 2.25 mm.
The laminate has a total of 18 monolayers with a thickness of each layer of 0.125 mm.
The Laminate plate was constrained by fixed the x, y, and z directions on all four sides
(U1 = U2 = U3 = 0). That is to say, the laminate plate was set as a simply supported beam.
Then the plate was meshed with hexagonal shell elements with eight nodes (SC8R) and
reduced integration. A uniform load of 0.5 MPa was applied perpendicular to the x–y
plane of the laminate plane. Finally, the finite element analysis was conducted through the
commercial software ABAQUS and the simulation results before and after optimisation
were obtained, as shown in Figure 11.

As indicated by Figure 11a,b, the maximum stress in the fibre direction before op-
timisation is 116.0 MPa, and the maximum stress after optimisation is 100.9 MPa. The
stress value is greatly reduced, and the reduction ratio reaches 13.02%, indicating that the
optimisation results meet the initial requirements. The stresses at the other two directions,
namely s22 and s12 changed from 8.57 MPa and 8.80 MPa to 5.464 MPa and 11.11 MPa,
respectively. These two directions are not the directions mainly subject to applied forces
and the corresponding stresses are also relatively small to s11. At the same time, it can be
found from the figures that the maximum stress is mainly concentrated on the two long
sides of the laminate. This is because the use of four-sided simple support leads to stress
concentration.

422



J. Compos. Sci. 2022, 6, 21

 
Figure 11. Stress contour of the laminate before and after optimisation: (a) Stress contour before
optimisation; (b) Stress contour after optimisation.

6. Conclusions

Through the development of an IGA, the laying angle and laying sequence of laminates
were optimised and the optimal results were compared with those of traditional genetic
algorithms. The reliability of the optimisation was further validated by comparison with
the finite element analysis results and the conclusions are drawn as below.

• Based on the genetic algorithm, this paper optimised the layering angle of laminate,
and adopted the identification of important genes to determine the important genes
and their positions and reduced the query range so that the calculation cost in terms
of time was reduced by 21.03%.
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• In the process of genetic evolution, the operation “gene mutations” is essential and
indispensable, and it proves that the “gene mutation” has the potential to facilitate the
identification of global optimal solutions.

• Through the development of MATLAB script, it found the important genes were the
first and fifth genes. The optimisation results show that the improved strength ratio is
3.825, and the optimal laying angle is sequentially [−45◦/+45◦/−45◦/ 45◦/0◦/90◦/0◦/
0◦/90◦]s.

• The stresses before and after the optimisation were 116.0 MPa and 100.9 MPa, respec-
tively, with a decrease of 13.02%. This comparison validates the IGA and the optimal
results can provide a reference for engineering design.
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Nomenclature

Qk
ij off-axis modulus of row i and column j

R̂i the fitted value
σk

x the stress of kth layer along x direction
σk

y the stress of kth layer along y direction
τk

xy the shear stress of kth layer in x–y plane
A′ in-plane flexibility matrix
Ai polynomial coefficients, i = 0 . . . . . . 4
Aij in-plane stiffness of row i and column j in matrix
B′ coupling flexibility matrix
Bij coupling stiffness of row i and column j in matrix
D′ bending flexibility matrix
Dij bending stiffness of row i and column j in matrix
Fi, Fij strength parameter, i, j = 1, 2, 6 respresnting x, y, and x–y direction, respectively
R the average value of the initial data
Ravg mean fitness values of individuals in each generation
Ri the i-th initial data
Rmax maximum fitness in each generation of individuals
Rmin minimum fitness value in each generation of individuals
Rs fitness function
S′ flexibility matrix
S′

11 flexibility coefficients
S′

16 flexibility coefficients
S′

66 flexibility coefficients
S′

ij flexibility coefficient of row i and column j in matrix
Ssp individual space
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XC longitudinal compressive strength
XT longitudinal tensile strength
YC transverse compressive strength
YT transverse tensile strength
n1 number of same layering angles for four consecutive layers
n2 number of layers that do not meet the ratio requirement
xi the kth gene
PC crossover probability
Pm mutation probability
γ0

xy the shear strain of middle plane in x–y plane
γk

xy the shear strain of kth layer in x–y plane
ε0

x the strain of middle plane along x-direction
εk

x the strain of kth layer along x-direction
ε0

y the strain of middle plane along y-direction
εk

y the strain of kth layer along y-direction
σ1 the stress of kth layer along fibre direction
σ2 the stress of kth layer along the vertical fiber direction
σ6 the shear stress of layer in-plane
τ12 the shear stress of kth layer in-plane
a width of laminate
b length of laminate
E1 longitudinal modulus of elasticity
E2 transverse modulus of elasticity
G12 shear modulus of elasticity in the plane of the lamina
h thickness of laminates
k kth layers
Mx the bending moment of x-direction
Mxy the torque of x–y plane
My the bending moment of y-direction
n total number of layers
Nx the force of x-direction
Nxy the shear force of x–y plane
Ny the force of y-direction
Q shear stress
q uniform loading pressure
R the ratio of a certain component of the ultimate stress to the corresponding

component of loading stress.
S the shear strength in x–y plane
T the indicator to evaluate the degree of fitting
x the fiber direction
y the vertical fiber direction
Zk the z coordinate of kth layer
Zk−1 the z coordinate of k − 1th layer
μ1 poisson’s ratio in the x-direction
ρ density
ϕ stress function
U genetic operator evaluates parameters
l half-length of laminate
ε an infinitesimal value

Appendix A

Considering a composite beam with simply supported ends, it has{
σz = 0

τyz = τzy = τzx = τxz = 0
(A1)

Here, only σx, σy, τxy are not zero. Then according to statics, it obtains the following
expressions.
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• Balance equation (ignoring body stress)

⎧⎨⎩
∂σx
∂x +

∂τxy
∂y = 0

∂σy
∂y +

∂τxy
∂x = 0

(A2)

Let stress ∅ be a function of x, y, the following relationship holds:

σx =
∂2∅

∂y2 , σy =
∂2∅

∂x2 , τxy = − ∂2∅

∂x∂y
(A3)

• Geometric compatibility equations

∂2εx

∂y2 +
∂2εy

∂x2 =
∂2γxy

∂x∂y
(A4)

• Physical equations

S = A−1 (A5)

⎧⎪⎪⎨⎪⎪⎩
εx = S′

11σx + S′
12σy + S′

16τxy

εy = S′
12σx + S′

22σy + S′
26τxy

γxy = S′
16σx + S′

26σy + S′
66τxy

(A6)

• Substituting (A3) into (A6) and then into (A4), it can obtain the equation below,

S′
22

∂4∅

∂x4 − 2S′
26

∂4∅

∂x3∂y
+
(
2S′

12 + S′
66
) ∂4∅

∂x2y2 − 2S′
16

∂4∅

∂x∂y3 + S′
11

∂4∅

∂y4 = 0 (A7)

The expressions of σx, σy, τxy from (A7) as below
1© Since σy is caused by the constant shear force q, and its value does not depend on x,

it is a function of y. Therefore, we can set σy = f (y)

∂2∅

∂x2 = σy = f (y) (A8)

Through integral formula (A8), it can produce:

∅ =
1
2

x2 f (y) + x f1(y) + f2(y) (A9)

2© Therefore, substituting (A9) into the compatible equation, each item of (A7) can be
obtained as follows:

∂4∅
∂x4 = 0, ∂4∅

∂x3∂y = 0

∂4∅
∂x2y2 = d2 f (y)

dy2

∂4∅
∂x∂y3 = x d3 f (y)

dy3 + d3 f1(y)
dy3

∂4∅
∂y4 = x2 d4 f (y)

2dy4 + x d4 f1(y)
dy4 + d4 f2(y)

dy4

(A10)

Substituting into the compatible Equation (A4), it becomes

(
2S′

12 + S′
66
)d2 f (y)

dy2 − 2S′
16

(
x

d3 f (y)
dy3 +

d3 f1(y)
dy3

)
+ S′

11

(
x2 d4 f (y)

2dy4 + x
d4 f1(y)

dy4 +
d4 f2(y)

dy4

)
= 0 (A11)
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If it holds for any x of the above formulas, then it gets

S′
11
2

d4 f (y)
dy4 = 0 (A12a)

S′
11

d4 f1(y)
dy4 − 2S′

16
d3 f (y)

dy3 = 0 (A12b)

(
2S′

12 + S′
66
)d2 f (y)

dy2 − 2S′
16

d3 f1(y)
dy3 + S′

11
d4 f2(y)

dy4 = 0 (A12c)

If (a) holds, then

f (y) =
A1y3

6
+

A2y2

2
+ A3y + A4 (A13)

If (b) holds, then

f1(y) =
A1

12
S′

16
S′

11
y4 +

B1

6
y3 +

B2

2
y2 + B3y + B4 (A14)

Because B4 is not used in next equation, it can be omitted.
If (c) holds, then

f2(y) =

[
1
30

A1

(
S′

16
S′

11

)2

− A1

120

(
2S′

12 + S′
66
)

S′
11

]
y5 +

[
1
12

B1
S′

16
S′

11
− A2

24

(
2S′

12 + S′
66
)

S′
11

]
y4 +

C1

6
y3 +

C2

2
y2+C3y + C4 (A15)

Because (C3 y + C4) is not used in next equation, it can be omitted.
Finally, through combining the Equations (A13)–(A15), it obtains stress function as

below,

∅ = 1
2 x2 f (y) + x f1(y) + f2(y) = 1

2 x2
(

A1y3

6 + A2y2

2 + A3y + A4

)
+

x
(

A1
12

S′
16

S′
11

y4 + B1
6 y3 + B2

2 y2 + B3y
)
+

[
1

30 A1

(
S′

16
S′

11

)2
− A1

120
(2S′

12+S′
66)

S′
11

]
y5+[

1
12 B1

S′
16

S′
11
− A2

24
(2S′

12+S′
66)

S′
11

]
y4 + C1

6 y3 + C2
2 y2

(A16)

Through the expression of ∅, here it obtains its stress component σx, σy, τxy

σx = ∂2∅
∂y2 =

[
2
3 A1

(
S′

16
S′

11

)2
− A1

6
(2S′

12+S′
66)

S′
11

]
y3 +

[
A1

S′
16

S′
11

x + B1
S′

16
S′

11
− A2

2
(2S′

12+S′
66)

S′
11

]
y2+[

A1
2 x2 + B1x + C1

]
y +
[

A2
2 x2 + B2x + C2

]
σy = f (y) = A1y3

6 + A2y2

2 + A3y + A4

τxy = −
(

∂2∅
∂x∂y

)
= −
[

x
(

A1
2 y2 + A2y + A3

)
+ A1

3
S′

16
S′

11
y3 + B1

2 y2 + B2y + B3

]
(A17)

1. When the upper and lower boundaries y = ±h/2, τxy = 0 (this holds for any x),
through the above equation, the relational expressions of A2, A3, B1, B2, B3, and A1
can be derived.⎧⎪⎪⎨⎪⎪⎩

x
(

A1
2

h2

4 + A2
h
2 + A3

)
+ A1

3
S′

16
S′

11

h3

8 + B1
2

h2

4 + B2
h
2 + B3 = 0

x
(

A1
2

h2

4 − A2
h
2 + A3

)
− A1

3
S′

16
S′

11

h3

8 + B1
2

h2

4 − B2
h
2 + B3 = 0

(A18)
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Because τxy = 0 holds for any x, the first items of the Equation (A18) can produce:⎧⎨⎩
A1
2

h2

4 + A2
h
2 + A3 = 0

A1
2

h2

4 − A2
h
2 + A3 = 0

(A19)

Solving the Equation (A19), A2 = 0 A3 = − h2

8 A1 can be obtained. The other items of
the Equation (A18) can produce:⎧⎪⎨⎪⎩

A1
3

S′
16

S′
11

h3

8 + B1
2

h2

4 + B2
h
2 + B3 = 0

− A1
3

S′
16

S′
11

h3

8 + B1
2

h2

4 − B2
h
2 + B3 = 0

(A20)

Solving the Equation (A20), B3 B2 can be obtained⎧⎨⎩ B3 = − h2

8 B1

B2 = − h2

12
S′

16
S′

11
A1 =

S′
16

S′
11

q
h

(A21)

When the upper and lower boundaries the y = ±h/2, the equations of{
y = + h

2 , σy = q
y = − h

2 , σy = 0
,σy = f (y) = A1y3

6 + A2y2

2 + A3y + A4 hold. Then the relational ex-

pression of A2, A3, A4 and A1 can be derived. The derivation process is shown as below⎧⎨⎩
A1
6

h3

8 + A2
2

h2

4 + A3
h
2 + A4 = q

− A1
6

h3

8 + A2
2

h2

4 − A3
h
2 + A4 = 0

(A22)

Solving the Equation (A22), A3 A4 can be obtained⎧⎨⎩ A3 = q
h − h2

24 A1

A4 = q
2 − h2

8 A2 = q
2

(A23)

From the Equations (A19) and (A23), A1 A3 can be obtained⎧⎨⎩ A1 = −12 q
h3

A3 = 3q
2h

(A24)

2. With the boundary of x = l, the shear force Q = −ql,

h
2∫

− h
2

{
−
[

x
(

A1

2
y2 + A2y + A3

)
+

A1

3
S′

16
S′

11
y3 +

B1

2
y2 + B2y + B3

]}
dy = −ql (A25)

Then the relational expression of A2, A3, B1, B2, B3 and A1 can be derived. The deriva-
tion process is shown, as below

(
− A1

2
l
1
3

y3 − A2l
1
2

y2 − A3ly − A1

3
S′

16
S′

11

1
4

y4 − B1

2
1
3

y3 − B2
1
2

y2 − B3y
)∣∣∣∣

h
2

− h
2

= −ql (A26)

Integration of the above formula, it produces

lA1 + B1 =
24ql − 24hlA3 − 24hB3

h3 (A27)
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Because A3 = 3q
2h as shown in Equation (A24) and B3 = − h2

8 B1 in Equation (A21),
B1 and B3 can be obtained here as below.{

B1 = 0

B3 = − h2

8 B1 = 0
(A28)

3. Since the σx at the x-axis direction is zero; the moment is also zero. Hence, it gives⎧⎪⎪⎨⎪⎪⎩
∫ h

2
− h

2
(σx)x=ldy = 0 (A29a)∫ h

2
− h

2
(σx)x=lydy = 0 (A29b)

Through this Equation (A29), the relational expression of A2, B1, B2, B3, C1, C2, and A1
can be derived. From (a) of (A29), it gets C2 = 0; and from (b) of (A29), it gets C1 =

6
5

q
h

(
S′

16
S′

11

)2
+ 6 ql2

h3 − 3
10

q
h
(2S′

12+S′
66)

S′
11

Finally, here the coefficients, A1, A2, A3, A4, B1, B2, B3, C1,
C2 are all been obtained, the following equation holds:

∅ = 1
2 x2
(
− 2q

h3 y3 + 3q
2h y + q

2

)
+ x
(
− q

h3
S′

16
S′

11
y4 +

S′
16q

2S′
11h

y2
)
− 2q

5h3

[(
S′

16
S′

11

)2
−
(

2S′
12+S′

66

)
4S′

11

]
y5+

1
6

[
6q
5h

(
S′

16
S′

11

)2
+ 6ql2

h3 − 3q
10h

2S′
12+S′

66
S′

11

]
y3

(A30)

Finally, σx, σy, τxy can be obtained through Equation (A30) as below.

σx =
−12q

h3

{[
2
3

(
S′

16
S′

11

)2
− 2S′

12+S′
66

6S′
11

]
y3 +

S′
16

S′
11

xy2 + 1
2 x2y

}
+[

6q
5h

(
S′

16
S′

11

)2
+ 6ql2

h3 − 3q
10h

2S′
12+S′

66
S′

11

]
y +

S′
16

S′
11

q
h x

σy = − 2q
h3 y3 + 3q

2h y + q
2

τxy = −
[

x
(
− 6q

h3 y2 + 3q
2h

)
− 4q

h3
S′

16
S′

11
y3 +

S′
16

S′
11

q
h y
]

(A31)
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Abstract: Lack of cost information is a barrier to acceptance of 3D woven preforms as reinforcements
for composite materials, compared with 2D preforms. A parametric, resource-based technical cost
model (TCM) was developed for 3D woven preforms based on a novel relationship equating manufac-
turing time and 3D preform complexity. Manufacturing time, and therefore cost, was found to scale
with complexity for seventeen bespoke manufactured 3D preforms. Two sub-models were derived
for a Weavebird loom and a Jacquard loom. For each loom, there was a strong correlation between
preform complexity and manufacturing time. For a large, highly complex preform, the Jacquard loom
is more efficient, so preform cost will be much lower than for the Weavebird. Provided production
is continuous, learning, either by human agency or an autonomous loom control algorithm, can
reduce preform cost for one or both looms to a commercially acceptable level. The TCM cost model
framework could incorporate appropriate learning curves with digital twin/multi-variate analysis
so that cost per preform of bespoke 3D woven fabrics for customised products with low production
rates may be predicted with greater accuracy. A more accurate model could highlight resources such
as tooling, labour and material for targeted cost reduction.

Keywords: 3D woven fabrics; preform; complexity; cost model; learning; Weavebird; Jacquard

1. Introduction

3D woven composites have promising growth prospects in a wide range of mar-
kets [1,2]. They possess superior mechanical properties in some respects compared with
conventional 2D preforms, for example a composite made from a non-crimp 0, 90 2D
reinforcing fabric of interlacing orthogonal sets of warp and weft tows, with the warp tows
at 0 degrees running along the length of the weaving loom and the weft tows at 90 degrees
to the warp tows [3]. However, acceptance of 3D woven composites has been difficult in
sectors such as aerospace which increasingly demand lower-cost materials with mechanical
performance at least the same or greater than for 2D laminates. Table 1 compares a 0, 90 2D
non-crimp fabric composite and a 3D woven composite.

At high production rates, for most manufacturing operations, material cost dominates
other resources such as tooling, capital and labour, while tooling and labour costs dominate
for bespoke manufacturing [4,5]. Dry 3D preforms are highly complex materials. There are
two types of 3D woven preform: multi-axial and interlock. Interlock preforms are multi-
layered fabrics produced by interlacing three sets of fibre tows in a specialised weaving
machine. A general definition of a 3D warp interlock fabric was proposed to better describe
the position of the various yarns located inside the 3D woven structure [6].

Alternate layers of warp and weft are placed in cross-layers at 0 degrees and 90 de-
grees, respectively, in the plane of multi-layered weave. The warp and weft layers are
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interlocked/interlaced by a third set of tows called binder tows. The binder tows are also
called warp weavers because interlocking is generally achieved through warp tows [5,7].
Interlock preforms can be categorised as follows:

a. Angle-interlock orthogonal composites: through-the-thickness interlock weave.
b. Layer-to-layer interlock or multi-layer weave found in both orthogonal interlock and

angle interlock weaves.

Table 1. Comparison of 2D and 3D woven composites.

2D Woven Composite 3D Woven Composite

Fabric Manufacture Conventional loom for weaving a fabric with
interlacing tows in X and Ydirections

Specialist loom for weaving a fabric with
interlacing tows in X, Y and Z directions.

Fabric Structure
Warp tows run along the length of the weaving
loom or X direction andweft tows run in the cross
direction of the loom, or Y direction.

Warp, weft and binder tows run in X, Y and Z
directions.

Properties
Higher in-plane-specific stiffness and strength.
Lower delamination resistance.
Lower out-of-plane stiffness andstrength.

Lower in-plane-specific stiffness and strength.
Higher delamination resistance due to z-binder.
Higher out-of-plane stiffness andstrength.

Examples of angle interlock layer-to-layer and orthogonal interlock architectures are
shown in Figures 1 and 2.

Figure 1. Layer-to-layer weave architecture.

Figure 2. Orthogonal weave architecture.

Due to the inherent complexity of the preform manufacturing process, 3D woven tex-
tiles can be expensive [8]. Therefore, knowledge of fabric manufacturing cost is essential for
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devising strategies to reduce cost and enable successful competition with long-established
2D materials. However, while 3D preform commercial cost models are alluded to [9,10],
they are not normally available in the public domain.

The aim of this study was to develop a model to estimate the cost of a hypothetical
3D preform. Data werederived from 17 bespoke 3D preforms manufactured on Weavebird
and Jacquard weaving looms. A resource-based modelling approach [11] was developed
that took account of the bespoke production of each preform. The model was based on
the principles that cost is determined by resources such as material, tooling, labour and
general overheads [4], and that manufacturing time, and therefore cost, increases with
part complexity [12–14]. Data for resource inputs such as materials, equipment, labour
and energy are approximate values for commercial sensitivity reasons. Technical cost
modelling (TCM) was added as a further refinement in the form of a sub-model detailing
how weaving equipment, labour and energy costs scale with part features such as part
shape and complexity.

Manufacturing cost is not simply the addition of cost elements. How they interact with
each other is a function of learning, which can be either by human agency (for example,
the combination of textile designer and production operative) or an autonomous machine
control algorithm The study included a description of how preform manufacturing cost
can be reduced once a certain level of learning is attained. For future work, research into
digital twin and/or multi-variate analysis for enhanced learning is proposed as a strategy
for reducing the manufacture cost of bespoke preforms made singly or in small batches.

Two cost models were developed, one for a Weavebird loom (centre closed dobby shed-
ding mechanism) and another for a Jacquard loom (mechanised production of patterned
textiles). In both cases, there was a high correlation, measured by correlation coefficient r2,
between manufacturing time and preform complexity for preforms woven on each loom.
Constants derived from time–preform complexity curves for both looms were input to the
model to estimate and compare the cost of a large bespoke 3D preform to be woven on
both looms. Weave tooling and labour accounted for approximately 80% of preform cost
for the bespoke preform. The Jacquard loom is more automated and hence much more cost
effective for large preforms compared to the Weavebird. Learning through experience will
significantly reduce manufacturing weave time and cost per preform.

1.1. Literature Review

There are a wide variety of cost models for composite parts by market sector. Hu-
ber [11] proposed three categories for cost modelling of aerospace composites: analogous,
parametric, and bottom-up cost estimation. Two possible cost estimation scenarios exist:

• Some historic cost data/experience exists for a top-down cost estimation.
• Design and process knowledge for a bottom-up, detailed cost calculation.

Essentially, all models are either one of these scenarios or a combination of them. This
generalisation applies equally to cost models in other sectors such as automotive, marine
and construction. The proprietary nature of fundamental data and equations leave most
developed models unusable for third parties.

1.1.1. Manufacturing Cost Models

Esawi [4] provided a comprehensive summary of manufacturing cost model ap-
proaches. The required output of a model will depend on the context. In competitive
bidding, the model must deliver a precise, absolute cost as an error of a few percent can
make the difference between profit and loss. When predicting the approximate part cost
where historical data arenot readily available, for example in the early stages of design, a
cost accurate to within a factor of two is acceptable.

Function-costing or parametric methods extrapolate the cost of a part that is a variant
of an existing family for which historic cost data already exist. In this case, two conditions
must be met. The part must be a member of a closely related family. Secondly, the family
must have many members with established historical cost data. Similar empirical or cost
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scaling methods can be used for part costing which are based on correlations using historical
data for estimating the manufacturing cost of a part with given features. The cost of a
new part having certain features made by a given process can be estimated by analysing
cost correlations between previous parts with these features against their size, shape and
complexity and then locating the new part in this cost field. Activity-based costing methods
calculate and sum the cost of each unit operation involved in the manufacture of a part.
However, a large amount of pre-existing input data arerequired.

Resource-based modellingaccounts for materials, energy, equipment and infrastructure
capital, time, and information resources required for part manufacture. The method is
approximate as values for these inputs are often unknown. TCM is a further refinement
of resource modelling and includes sub-models for how equipment, tooling cost, and
production rate scale with part features such as part mass, size and complexity. Costs can be
approximate and are isolated, giving TCM flexibility, scalability and adaptability. As more
data become available, detail can be added to the model to improve predictive power [4].

For TCM calculations based on established data and discussions with experts, Esawi [4]
assumed a complexity factor varying from 1 (minimum complexity) to 5 (maximum com-
plexity), with a value of 2 assumed for an average complexity factor in calculations of
tooling cost, capital cost and production rate for injection moulding, extrusion and casting
operations. For these operations, tooling cost, capital cost and production rate scale with
part mass and complexity. Tooling and capital vary non-linearly, with exponents for mass
and complexity varying between 0 and 1, implying an economy of scale with increasing
part mass and complexity. Production rate decreases with increase in mass and complex-
ity, so values of exponents for mass and complexity are negative for injection moulding,
extrusion, and casting operations.

Hagnell and Akermo [15] describe a TCM for a generic aeronautical wing in which
costs scale with part features for a given production method. An integrated top-down
and bottom-up approach was employed, depending on available cost data. For a generic
aeronautical wing, hand layup is normallythe most cost-effective method of those studied
for annual volumes of less than 150 structures per year. For higher production volumes,
automatic tape layup (ATL) followed by hot drape forming (HDF) are the most cost-effective
choices. For all production methods, cost per part fell as production rates increased until
material cost dominated at a minimum production rate.

Gutowski et al. [16] derived a series of cost equations incorporating variables and
constants to estimate composite part manufacturing costs for an aircraft structure. The
estimated results fit well with the Advanced Composite Cost Estimating Manual (AC-
CEM) model [11]. However, the system does not account for quality inspection processes.
Verrey et al. [17] studied two resin transfer moulding (RTM) processes for automotive
body-in-white (BIW) structures. An epoxy system was compared with a novel reactive
polyamide 12 (PA12) via characterisation of reaction kinetics and the production of carbon
thermoplastic (TP) fibre floor pan quadrant demonstrators incorporating typical geometri-
cal features. Parametric TCM tools were used to compare the two RTM variants for full
floor-pan production at volumes of 12,500–60,000 parts per year. TCM offered flexibility
together with easy manipulation of processing and economic factors for sensitivity studies.
A 22% increase in cost occurred for the standard TP-RTM cycle versus the epoxy system.
In-mould cycle time was dominated by thermal cycling of the tool which was required to
reduce component temperature below Tg before demoulding the thermoplastic part. A
study of alternative strategies showed that a reduction in non-crimp fabric scrap gavemajor
cost savings. Cost per part reduced with increase in production volume, with carbon non-
crimp fibre (NCF) material cost accounting for 66% of part cost at a minimum production
volume of 60,000 parts year. At this volume, carbon fibre becomes economic at a maximum
price of €10/kg compared with glass fibre and steel.

Schubel [18] employed TCM to compare the cost of making a 40 m wind turbine blade
by handlayup, prepreg, vacuum infusion and resin transfer moulding with automated
manufacturing techniques such as automated tape laying (ATL), automated fibre placement
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(AFP) and overlay braiding. ATL and AFP reduced manufacturing costs by up to 8% despite
the high capital costs of automated equipment. Part size, production volume, material cost
and tooling cost were accounted for. Cost centres were isolated and clearly indicated the
dominance of materials and labour. For the manufacture of a large wind turbine blade,
material deposition in the tool is only one of a string of labour-intensive processes. A holistic
automated blade manufacturing approach is required to see true labour saving benefits.

3D woven fabrics are promising materials for growing market sectors, e.g., wind tur-
bine blades for renewable energy generation [10]. However, high cost is still a major obstacle
for uptake of high-performance materials such as carbon fibre. Ennis et al. [19] assessed
the commercial viability of cost-competitive carbon fibre composites specifically suited for
the unique loading conditions experienced by wind turbine blades. The wind industry is
costdriven while carbon fibre materials have been developed for the performance-driven
aerospace industry. Carbonfibre has known benefits for reducing wind turbine blade mass
due to significantly improved stiffness, strength and fatigue resistance per unit mass com-
pared to fibreglass. Novel carbon fibre reinforcements derived from the textile industry, and
characterised using a validated material cost model and mechanical testing, were studied
as potentially more optimal materials for wind turbine blades.

A novel heavy tow textile carbon fibre was compared [19] with commercial carbon
fibre and fibreglass materials in representative land-based and offshore reference wind
turbine blade models. Some advantages of carbon fibre spar caps are observed in reduced
blade mass and improved fatigue life. The heavy tow textile carbon fibre has improved
cost performance over the baseline carbon fibre and performed similarly to commercial
carbon fibre in wind turbine blade design at a significantly reduced cost. The novel carbon
fibre was observed to outperform fibreglass when comparing material cost estimates for
spar caps optimised to satisfy design constraints. The study outlined a route for broader
carbon fibre usage by the wind industry to enable larger rotors that capture more energy
at a lower cost. Heavytow textile carbon fibre cost is estimated at €9.46/kg for an annual
production volume of 2400 tonnes per year, reducing by 43% to €6.88/kg for an increased
annual production volume of 6000 tonnes per year.

Fibre-reinforced composites play a key role in automotive applications because of
their high strength to weight and stiffness to weight ratios compared with metals [20]. An
integrated assessment of the durability, reliability and affordability of these materials is crit-
ical for facilitating their inclusion in new designs. A method to develop this assessment is
described for fabricating sheet moulding compound (SMC) parts, together with the concept
of Preform Insert Assembly for improved affordability in composite part manufacture.

A computer-aided material selection tool was developed for selecting the most suitable
carbon fibre-reinforced composite configuration for aircraft structures [21]. The procedure
is based on technical, economic and environmental performance objectives for a given
design, in a multi-disciplinary and multi-objective optimisation scenario.

Carbon-fibre-based composite manufacturing processes have been considered for
automotive body panel applications [22]. A full-scale front wing–fender component was
produced using two composite manufacturing processes, a semi-impregnated (semi-preg)
system and a novel directed fibre preforming–resin transfer moulding process. Both pro-
cesses were compared with an existing stamped steel component for mechanical properties,
weight saving and cost, using a TCM procedure. Mechanical testing demonstrated that the
carbon fibre composite solutions provided 40–50% weight saving for an equivalent bending
stiffness compared to steel panels and greatly improved dent resistance. For the part
studied, carbon fibre semi-preg systems offered the lowest-cost process at approximately
500 parts/annum and directed fibre preforming technologies were cheaper, between 500
and 9000 parts/annum. The steel component was seen to be more cost effective at volumes
above 9000 parts/annum.

A study was conducted to estimate the manufacture cost of a simple component in a
number of different composite materials and by different manufacturing routes [23]. The
materials and routes selected span the range of composites appropriate from general engi-
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neering to aerospace applications. A simple methodology is introduced for a comparison
on the basis of cost-performance efficiency. It is demonstrated that more economic solutions
may often be realised by the choice of ‘expensive’ carbon rather than ‘cheaper’ E-glass as
the reinforcing fibre.

The majority of 3D woven preforms currently commercially available are formed by a
2D weaving process to build a preform with fibres oriented in three dimensions. Multiple
insertion 3D differs from traditional weaving and involves 3D fabric formation with each
process cycle, i.e., multi-layers at one time. The successful development and application
of 3D woven composites will depend on an accurate understanding of the cost drivers
in the manufacturing process. The costs associated with textile preforming are not as
straightforward. A cost model was developed for multiple insertion 3D weaving [24]
focusing on the effects of fabric design, fabric size (thickness and width) and fibresize
(linear density) on setup cost, running production cost and conversion cost.

Despite the limited number of commercial 3D preform weave technologies, the design
window for this class of materials is very broad. Even for one 3D weaving technology,
and restricting fibre inputs to selected standard carbon and glass tows, design flexibility
is still almost limitless. Process modelling, cost modelling, and performance modelling
must all be applied to the design in terms of material, preform and performance in the final
application so that development cycle times can be reduced. A concurrent engineering
approach is described [25] for designing 3D woven fabrics that accounts for manufacturing
and performance in addition to cost. A case study was presented to demonstrate that
relatively minor design changes can result in very different performance and costs.

The cost-effective manufacture of carbon fibre-reinforced parts in high-wage economies
is a major research goal for industry. An initiative is described [26] to develop a software
tool for cost prediction in the early design stage to assist optimum process selection and
highlight potential cost reductions.

While advanced composites can significantly reduce aircraft structural weight com-
pared to conventional metal structures, the aerospace industry was reluctant to introduce
them to new aircraft. The US Air Force Composites Affordability Initiative [27] found that
the key to affordability in composites was to reduce assembly costs through the integration
and bonding of parts. A partnership between various aerospace companies, the US Air
Force Research Laboratory, and the US Office of Naval Research, was created to develop
the materials and technologies required to fly large integrated and bonded structures. A
multi-disciplinary approach was highlighted: maturation of materials and processes, an
understanding of the structural behaviour of bonded joints, and quality assurance and
non-destructive testing to ensure joints remain bonded throughout an aircraft’s service life.
The result was that technologies for large integrated and bonded composite structures were
successfully developed across the fixed and rotary wing industrial base.

A design framework for cost analysis of a wind turbine blade made of variable
stiffness composite laminates was outlined [28], consisting of design optimisation, time-
variant reliability analysis, structural performance analysis, and life-cycle cost evaluation
phases. Design optimisation will maximise stiffness via the material properties of the
fibre-reinforced composites and correct orientation of the composite plies. Different volume
constraints of carbon fibre-reinforced polymer (CFRP) are imposed on composite laminates
in the load-carrying component. Structural performance and service lifetime of the blade
designs were estimated based on a time-variant reliability assessment, which was evaluated
using an out-crossing asymptotic method. Wind speed and material properties are consid-
ered as the random parameters during the reliability assessment. Maintenance cost of the
various designs was determined by combining the estimated structural performance with
an analytical method. The final designs are selected according to their cost-effectiveness
using different discount rates and undiscounted costs.
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1.1.2. Complexity, Organisational Learning

Organisational Learning is defined as a conscious attempt by organisations to improve
productivity, effectiveness and innovation in complex economic and technological market
conditions. Learning enables quicker and more effective responses to a complex and
dynamic environment. Increasing complexity requires greater learning [29–32]. 3D woven
preform manufacture is a highly complex process with numerous stepscarried out in a
required sequence for successful manufacture [5]. If there is a delay in completing a given
step, the time required to complete the overall preform will increase thereby increasing
preform cost.

Wright [33] observed that as aircraft production increased, the cost in terms of direct
labour hours fell. For a new component which has not been manufactured before, the
learning required and therefore the cost to make the part will initially be high. As more
units are made, there is a steep drop in direct labour hours per part until the rate of decrease
in direct labour hours per part becomes smaller.

Klenow [34] and Baloff [35] reviewed various studies investigating learningby doing
for a single defined production process across a variety of industrial sectors that showedes-
timates for a learning rate of approximately 20%, which is the rate at which productivity
rises with a doubling of cumulative output. Lee [36] summarised learning rates from
the literature by manufacturing sector and activity. Even in one overall activity, in this
case manufacturing, learning rates will vary considerably by individual sector. Yelle [37]
and ArgotteandEpple [38], observed that productivity rose across a variety of industries
through a process of learningby doing.

A key assumption with learning in a manufacturing context is that production be
continuous so that learning is reinforced and cost decreases. However, production may
be discontinuous, leading to unlearning or forgetting [39]. Another assumption is the
use of Wright’s learning curve model [33] to estimate the cumulative number of preforms
produced, based on the estimated time to make one preform and an assumed learning rate.
The model yields production times equal to zero [40] after a high number of repetitions,
which is impossible. Furthermore, it does not account for workers’ prior experience [41],
nor the influence of machinery in the learning process [42].

1.1.3. Jacquard and Dobby Looms

The cost model is based on the cost structure for 3D preform manufacture, which is
split between loom setup and weaving (Section 3.3). In a Jacquard loom, Figure 3, harness
cords extend down from a control head. Each harness cord is connected to one, two or
sometimes four warp yarns which can be moved individually, allowing for weaving of
much more intricate, complex and longer length 3D fabrics [43]. In the setup phase, fibre
is wound onto bobbins. PTFE tubes glued to an eyeboard will prevent movement of
tubing through the eyes and provides fibre tension. The bobbins with wound fibre are then
mounted onto creels followed by fibre being thread through the tubing. Fabric is woven in
a similar fashion to that described for a Weavebird except that each fibre is individually
controlled by the Jacquard head.

The Weavebird (www.weavebird.com accessed on 20 September 2019), Figure 4, is
a dobby loom. In setup, warp yarns are taken from a beam mounted on the back of the
Weavebird loom and fed though the eyeboard. The eyeboard controls the warp ends as
they enter eyelets on heddles sitting on loom shafts. The eyeboard houses PTFE tubing
which protects the fibre and provides tension during the weaving process. The heddles
are in a sequence determined by the required architecture. The heddles sit inside shafts
or frames, which can lift the warp threads up or down, one warp thread for each heddle.
During weaving, each time a group of heddles is lifted, a “shed” is created. The shed is
the opening between the lifted and stationary warp threads. The weft is held in a shuttle
or rapier, which passes the weft through the shed to the other side. The shed then closes,
and a different set of heddles will be lifted, creating a new shed, effectively completing the
interlacement of warp and weft.
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Figure 3. Jacquard loom.

Figure 4. Weavebirdloom.

The warp ends are then threaded through the reed, a long, comb-like instrument that
keeps the warp at the correct width and density and helps pack or beat the weft down
into place. Beat up is the motion of weaving that compacts the weft/stuffer yarns with a
consistent force ensuring an even density in the fabric. The woven fabric is wound on the
take-up beam on the front of the loom until the warp on the back beam runs out.

Gurkan [7] notes that while dobby mechanisms work together with harnesses, there are
harness cords for each warp yarn in a Jacquard loom. Therefore, the capability of Jacquard
looms to make highly complex patterns is the highest among shedding mechanisms such
as dobby, crank or cam.Stewart [43] observed that the main difference between a dobby
and a Jacquard loom is how the warp yarns are moved up and down to form gaps or sheds
through which the weft yarns are drawn by a shuttle to form the weave pattern. In the
case of a dobby loom, the warp yarns can only be controlled in groups moved by harnesses
attached to shafts or frames. When a harness goes up or down, all attached warp yarns
move with the harness. As the loom can only hold a certain number of harnesses, this
means that there is a limit on weave complexity. Dobby looms are best used for making
simple geometric patterns and short fabric lengths because of harness limitations.

2. Methodology and Experimental

2.1. Methodology

Data for this study came from 17 bespoke 3D woven preforms manufactured by a
Northern Ireland-based company. A resource-based modelling approach was developed
that took account of the bespoke production of each preform utilising the principles that
cost is determined by resources such as material, capital, tooling, energy and labour
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(MCTEL), and that cost increases with part complexity. Data for MCTEL resource inputs
were supplied as approximate values for commercial sensitivity reasons. TCM was added
as a further refinement and included a sub-model for how weaving equipment, labour and
energy costs scale with part features such as part shape and complexity.

Dedicated costing for one-off and batch manufacturing
The cost of a 3D fabric preform is the sum of certain cost resources (Equation (1)):

Cost = Material + Tooling Cost + Labour + Overheads (1)

There are two possible production scenarios. In a one-off production scenario, a single
bespoke part with unique features will be manufactured in a defined time followed by man-
ufacturing another bespoke part with a different set of unique features in a different time.
In batch production, a given amount of identical parts are manufactured in equal times.

2.1.1. Costing Methodology for Batch Manufacturing

In batch manufacturing, cost resources for a set of identical parts are defined as follows.
Material
Material cost for one part of mass m (Equation (2)):

C1 = mCm/(1 − f) (2)

where Cm is the cost per unit mass of material, m is mass of material, and f is the scrap rate.
Dedicated Tooling Cost
Dedicated tooling cost Ct for a production run of a part is wholly assigned to the

production run of that part. For a production rate of nr parts, this cost is written off against
nr and is Ct/nr. Tool life nt is the number of parts that a tooling set can make before it must
be replaced. Each time tooling is replaced, there is a step up in the total cost to be spread
over the whole batch. This extra cost is captured by a smoothing factor (1 + nr/nt) which
is multiplied by the tooling cost (Equation (3)):

C2 = Ct/nr(1 + nr/nt) (3)

Capital Cost
Capital Cost Cc is for equipment used to make different parts and associated infras-

tructure such as land and buildings. Capital cost is converted into an overhead by a capital
write-off time, two. The resulting quantity, Cc/two is cost per unit time provided equipment
and infrastructure are used continuously. Cc/two is divided by a load factor L, the fraction
of time for which the equipment is productive. The contribution of capital to cost per unit
is cost per unit time divided by the production rate nr to give cost per part (Equation (4)):

C3 = 1/nr(Cc/Ltwo) (4)

Labour and Utilities
Overhead Coh is labour, energy, R&D and administration. Dividing by production

rate nr (Equation (5)):
C4 = Coh/nr (5)

Therefore, the total manufacturing cost per part Cmc is the sum of C1 to C4, or
(Equation (6)):

Cmc =
mCm

(1 − f)
+

Ct

n

(
1 +

nr

nt

)
+

1
nr

(
Cc

Ltwo
+ Coh

)
(6)

Note: Equations (1)–(6) are taken from “Materials: Engineering, Science, Processing &
Design” [44].

2.1.2. Cost Methodology for One-Off 3D Woven Preform Manufacturing

Cost resources for a unique 3D woven preform are defined as follows.
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Material Cost
The material cost for one 3D woven preform of mass m is mCm, and is multiplied by

1/(1 − f) where f is the scrap fraction.

Cmaterial =
mCm

(1 − f)

Tooling Cost
Tooling or capital cost Ct is the cost of the weaving loom, creels, bobbins and associated

weaving equipment. This cost is not dedicated to a given preform as the loom can weave
different preforms of varying fibre architectures. Data for other capital costs such as land
and buildings were not provided. Tooling cost is converted into an annual overhead by
dividing by a capital write-off time, two, (e.g., 5 years) over which it is recovered. The
resulting quantity, Cc/two is the annual cost.

Ctooling =
Ct

two

A unique preform will be manufactured in a defined time which will be different from
the time required for another preform. If the annual production time is T hours and the
time taken to make a preform pi is ti, the proportion of the annual production time for this
preform is

ti

T
Therefore, the proportion of the annual tooling cost assigned to this preform (Equation (7)) is:

Ctooling =
ti

T

(
Ct

two

)
(7)

Labour Cost
Labour is the sum of annual salary costs of a weave manager, technician, and other

staff costs:
Csalaries = ∑ Ctotal annual salaries

The proportion of the annual labour cost assigned to this preform (Equation (8)) is:

Csalaries =
ti

T ∑ Ctotal annual salaries (8)

General Overhead Cost
Finally, general overhead cost is the sum of energy, building rental and administration

costs (Equation (9)):
Coverhead = ∑ Cgeneral annual overhead (9)

The proportion of the annual overhead cost assigned to this preform (Equation (10)) is:

Coverhead =
ti

T ∑ Cgeneral annual overhead (10)

A smoothing factor would be included for a dedicated production run of the same
preform. In this study, individual preforms were manufactured on a one-off basis so
that a smoothing factor would be required to account for the replacement cost of the
weave machine after several production runs for each preform. To simplify the analysis, a
smoothing factor for each preform was not included as only one preform was manufactured
at a time.
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Therefore, the total manufacturing cost Cpi
for a unique preform pi is the sum of each

cost resource:

Cpi
=

mCm

(1 − f)
+

ti

T
Ct

Ltwo
+

ti

T ∑ Ctotal salaries +
ti

T ∑ Cgeneral overheads

Simplifying:

Cpi
=

mCm

(1 − f)
+

ti

T

(
Ct

Ltwo
+ ∑ Ctotal salaries + ∑ Cgeneral overhead

)
(11)

2.1.3. Relationship between Manufacturing Time and Preform Complexity

Preform cost will scale with part complexity [12–14]. Time can be a surrogate for cost,
so preform complexity will scale with preform manufacturing time. Therefore, for a range
of preforms of increasing complexity, manufacturing time, t will increase with increasing
preform complexity, R:

t ∝ R

Time ti is the manufacturing time for the simplest 3D woven preform, called the
baseline preform, and complexity Rb is the baseline preform complexity. If ti for a preform
pi is expressed relative to tb for the simplest preform and Ri is expressed relative to Rb, then:

ti

tb
= m

(
Ri

RB

)n
(12)

where m is a constant of proportionality and n is a power factor index assuming a non-
linear relationship between t and R. As preform complexity Ri increases, the time taken ti
to make Ri increases compared to a baseline preform RB with time tb. ti/tb is the relative
manufacturing time factor for a preform pi and Ri/Rb is the relative feature factor for a
preform pi.

2.1.4. Feature Factor: Quantifying Preform Complexity

Fagade et al. [12–14] define part complexity in terms of features such as the number of
holes, corners, and dimensions. In this study, complexity is a function of the number of
fibre tows (warp andweft) in a preform, and preform shape:

Warp Stuffer—Total number of warp stuffers along the preform width
Weft Filler—Total number of fillers along the preform length
Warp Binder—Total number of through-thickness binders along the width

Plus additional sub—featuressuch as the number of holes. For example, a typical 3D
preform has a fibre architecture as shown (Figure 5).

For given preform pi, the feature factor is assumed to be a function of two overarching
preform features which together make up the preform complexity Ri: the total number
of warp stuffers, weft fillers and warp binders Ai, and sub-features such as holes and
the sum of preform structural elements ∑ SEi which is a measure of the preform shape
(Equation (13)):

Ri = ∑(Ai + sub − features)
(
∑ SEi

)
(13)

The simplest structural elementis assumed to be a flat profile, Figure 6, and isnumbered
as 1. Therefore, the number of structural elements reduces to 1 and the baseline complexity
simplifies to:

Rb = ∑(Ab)
(
∑ SEi

)
or Rb = ∑(Ab) (14)

The cross-sectional preform shape is determined by the number of structural elements.
A T- piece is assumed as 3 flat profiles as shown in Figure 7, therefore the shape is given
the number 3.
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A pi section (Figure 8) will have 5 structural elements as it has 5 flat profiles each of
number 1. If the pi preform has 700 fibre tows (the total number of warp stuffer, weft filler
and warp binder tows), and has no holes or corners, the complexity is:

Rb = (700)(5) = 35, 000

Figure 5. Unit cell, orthogonal 3D woven architecture: 7 warp layers, 8 weft layers, 28 fibre ends per
unit cell, and 5 warp binder ends.

Figure 6. Baseline structural element.

Figure 7. T section, 3 structural elements.
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Figure 8. Pi section, 5 structural elements.

2.1.5. Estimating the Cost of a New 3D Woven Preform

For a new preform not yet manufactured and whose manufacturing time, ti is un-
known, the cost can be estimated as follows. Rearranging Equation (12), time ti to weave a
given preform pi is:

ti = m
(

Ri

RB

)n
tb (15)

Substituting for ti in Equation (11), the cost of the preform is:

Cpi
=

mCm

(1 − f)
+ m
(

Ri

RB

)n tB

T

(
Ct

Ltwo
+ ∑ Ctotal salaries + ∑ Cgeneral overhead

)
(16)

If ti and Ri are known for a range of 3D preforms, together with tb and RB for a baseline
preform, the feature factor coefficient m and power factor n can be found by plotting
ti/tb against Ri/RB (Figure 9). Therefore, the cost of a new preform can be estimated.
Alternatively, the cost of a new preform can be estimated from Equation (11).

Figure 9. Manufacturing time against preform complexity.

Equation (16) is the basis of the Excel resource technical cost model, a series of linked
spreadsheets each named for a given resource, e.g., preform fabric material, capital tooling
cost, and general overhead.

2.2. Experimental: 3D Woven Preform Manufacturing

Seventeen unique preforms were manufactured on either a Jacquard or Weavebird
loom, with a variety of architectures ranging from single layer, layerto layer and orthogonal
(Tables 2 and 3). Nine preforms were woven on the Weavebird, a detailed example of which
is an orthogonal T-piece profile with an architecture of 7 warp, 8 weft and 1 warp binder
tows per cm (Figure 5). The fibre type for each preform is included in Tables 2 and 3. Binder
or Z tows run over the top weft tow then orthogonally through warp and weft layers which
are orthogonal to each other. The binder warp comes out at the bottom then runs under the
lowest weft and back up to the top of the preform to repeat the sequence. Warp tows run in
the loom machine direction, so are counted across the fabric width. Weft tows run at right
angles to warp tows, so are counted along the fabric length.
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Table 2. Preforms woven on Jacquard loom.

Preform Fibre Type
Weave

Machine
Architecture

Manufacturing
Time (Hours)

Ri/Rb ti/tb

3 E-Glass
HYBON 2002 Jacquard Orthogonal

flat profile 252 137 28.0

9 Carbon
T 700 50C Jacquard Layer to layer

flat profile 58 2.00 6.44

10 Carbon
T 700 50C Jacquard Orthogonal

flat profile 108 5.48 12

12 Carbon
T 700 50C Jacquard Orthogonal

T-piece profile 77 3.53 8.56

13 Carbon
T 700 50C Jacquard Orthogonal

T-piece profile 116 11.25 12.89

14 Carbon
T 700 50C Jacquard Orthogonal

T-piece profile 154 14.92 17.11

15 Carbon
T 700 50C Jacquard Orthogonal

flat profile 73 2.33 8.11

16 Carbon
T 700 50C Jacquard Orthogonal

flat profile 130 5.65 14.44

Table 3. Preforms woven on Weavebirdloom.

Preform Fibre Type
Weave

Machine
Architecture

Manufacturing
Time (Hours)

Ri/Rb ti/tb

1 Carbon
T 700GC Weavebird Single layer

flat profile 9 1.0 1.0

2 Carbon
T 700GC Weavebird Layer to layer

flat profile 130 9.75 14.44

4 Carbon T
700GC Weavebird Orthogonal

T-piece profile 99 11.5 11.0

5 E-Glass
HYBON 2002 Weavebird Orthogonal

T-piece profile 49 5.18 5.44

6 E-Glass
HYBON 2002 Weavebird Orthogonal

T-piece profile 43 5.50 4.78

7 E-Glass
HYBON 2002 Weavebird Layer to layer

flat profile 35 6.80 3.89

8 E-Glass
HYBON 2002 Weavebird Layer to layer

flat profile 92 10.42 10.22

11 Carbon
T 700 50C Weavebird Orthogonal

T-piece profile 79 3.79 8.77

17 Carbon
T700 50C Weavebird Orthogonal

T-piece profile 82 9.57 9.11

Table 4 records design and fabric processing step times using Preform 4 as an example,
the sum of which is the total manufacturing time. The preform was designed on the
Scotweave CAD package and then transferred to the Proweave software package on
the loom, which instructs the loom to weave the preform fabric according to the design
architecture. The total manufacturing time (loom setupandweaving) was itemised as
follows (Table 4).
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Table 4. Preform 4 setup and weave manufacturing times.

Stage Loom Setup, Design and Weave Time Required (h)

1 Winding of bobbins 16
2 Bobbins insertion on creel 8
3 Tubing preparation time, 315 tubes 24
4 Passing 315 carbon tows through PTFE Tubing and loom 24
5 Weave time 3
6 Design on Scotweave 24

Total Manufacturing Time: 99

3. Results

Each preform is unique in terms of complexity. In this study, the key metric for
complexity is the product of the total number of fibre tows or warp stuffers, weft fillers and
warp binders, any sub-features such as holes and the sum of preform structural elements
∑ SEi, which is a measure of the preform shape. Complexity is expressed by Equation (13).

Each preform complexity and manufacturing time is compared to a baseline preform
complexity and manufacturing time, and expressed as the relative feature factor Ri/Rb and
relative manufacturing time factor ti/tb, respectively. Tables 2 and 3 summarisepreforms
woven on the Jacquard and Weavebird looms, respectively.

3.1. Calculation of ti/tb and Ri/Rb

The baseline fabric is the simplest in terms of woven architecture compared with the
other fabrics and has the shortest manufacturing time tb. Rb is complexity of Preform 1,
(Equation (14)).

As the baseline is a single simple flat profile, ∑ SEb is equal to 1, Ab is 360, the total
number of fibre tows. As Ri is the same as Rb for Preform 1, Ri/Rb for Preform 1 is 1.
Manufacturing time ti for Preform 1 is 9 h. As ti is the same as tb for Preform 1, ti/tb
for Preform 1 is 1. Values of ti/tb and Ri/Rb were found as follows for Preform 4, which
is a fabric woven in the shape of a T-piece. A T-piece is assumed to be treated as 3 flat
profiles (Figure 7), therefore the shape is given the number 3 or 3 structural elements. For
Preform 4, the total number of fibre tows is 1380. Therefore, complexity R4 for Preform 4
is: R4 = (1380)(3) = 4140 so R4/Rb is 4140/360 = 11.5 (Table 3). t4 for Preform 4 is 99 h,
while tb is 9 h. Therefore, t4/tb is 99/9 = 11.

Values of ti/tb and Ri/Rb for the remaining profiles were calculated by the model,
summarised in Tables 2 and 3 and plotted (Figure 10a–c) to validate Equation (12).

3.2. Data Analysis by Loom Type and Preform Architecture

Nine preforms were made on the Weavebird loom, and eight on the Jacquard loom.
Figure 10a has 17 data points, one for each 3D woven preform, and shows a trend of
increasing manufacturing time with increasing preform complexity. Each preform varies
in complexity and architecture in terms of the number of weft and warp tows, preform
shape and whether orthogonal or layerto layer. Figure 10a includes Preform 3 which took
252 h to produce a profile 20 m in length. The complexity value for Preform 3 was 36,901,
the product of the total number of fibre tows (36,901) and one structural element as it is a
flat profile with no extra features such as T sections. Production times for the remaining
preforms ranged from 9 to 130 h. Correlation coefficient r2 is 0.56.

In Figure 10b, Preform3 has been removed. Correlation coefficient r2 is 0.51. Corre-
lation between two variables will either be “weak” [45] or “well related” [46], depending
on sector context. For example, correlation between two variables may be judged either
“weak” in a manufacturing [45] context or “well related” in a public sector context [46].
Two outliers in Figure 10b are due to Preforms 7 and 16. If these are removed, Figure 10c
for 14 profiles gives a significantly improved trend of increasing ti/tb with Ri/RB, with
r2 = 0.62 compared with 0.51. Figure 10b,c show a tendency for preforms to separate out by
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loom type, with Jacquard preforms tending to group above the trendline and Weavebird
preforms grouping below. Figure 11a is a plot of nine preforms from the Weavebird loom.
Figure 11b is a plot of eight preforms from the Jacquard loom. Table 2 (Jacquard) and
Table 3 (Weavebird) include the weave architecture for each preform.

Figure 10. The (a) 17 preforms, (b) 16 preforms, and (c) 14 preforms.

Figure 11. (a) The ninepreforms, Weavebirdloom. (b) The eightpreforms, Jacquard loom.

Figure 11b indicates a strong correlation between manufacturing time and preform
complexity for the Jacquard preforms as shown by correlation coefficient r2 = 0.89, while
Figure 11a shows a moderately strong correlation with r2 = 0.78 for nine Weavebird pre-
forms. Additionally, Figure 11b shows a pronounced tendency for manufacturing time to
level off with increasing preform complexity, i.e., the rate of change of ti/tb decreases with
increasing complexity, Ri/RB. For both Jacquard and Weavebird preforms, Tables 2 and 3
indicate that the relationship between ti/tb and Ri/RB is independent of preform architecture.

3.3. Preform Cost Modelling for a Commercial Quote

The cost of a preform estimated by a local manufacturer was compared with the
model-estimated preform cost. A Republic of Ireland-based manufacturer of resin transfer
moulded 3D woven composites buys 3D fabrics from a US supplier, and requested a quote
from the local manufacturer. Fabric profile data supplied by the ROI 3D woven composite
manufacturer is shown in Table 5. The cost structure in 3D preform manufacturing is split
between the proportion of costs due to loom setup and weaving, so Table 5 details the
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total number of warp and weft tows in the setup and weave phases. For example, fabric
width is 1270 mm (both setup and weave). The number of warp layers is 3. The number of
warp tows is 280/m, so the total number of warp tows in the preform will be 1.27 × 280
× 3 = 1067 tows. The preform length to be woven is 454 m. The number of weft tows is
190/m and the number of weft layers is 4, so the total number of weft tows in the woven
preform will be 190 × 454 × 4 = 345,040 tows. The total number of tows, warp and weft, in
the woven preform is 1067 + 345,040 = 346,107 tows.

Table 5. Hypothetical 3D woven preform fabric.

Fabric Materials

100% E-glass
Fibre content: warp stuffer: 98%, Weft filler, warp binder: 2%

Material cost, E-glass: £1/kg

Warp tow: Setup and Weave

Warp tows/cm/layer: 2.8
Warp tows/cm/layer/total: 2.8 × 127 = 356

Number of warp layers in preform: 3
Total number of warp tows in preform, set andweave = 356 × 3 = 1068

Warp andWeft: Setup Warp andWeft: Weave

Setup length (cm): 2000 Length (cm): 45,400
Width (cm): 127 Width (cm): 127

Weft tows/cm/layer: 1.9 Weft tows/cm/layer: 1.9
Number of preform weft layers: 4 Number of preform weft layers: 4

Weft tows/cm/layer/total: 1.9 × 2000 = 3800 Weft tows/cm/layer/total: 1.9 × 45,400 = 86,260
Weft tows, preform setup: 3800 × 3 = 15,200 Weft tows, weave: 86,260 × 4 = 345,040
Total number of tows: 1068 + 15,200 = 16,267 Total number of tows: 1067 + 345,040 = 346,107

Material Cost

Setup fabric area (m2): 1.27 × 20 = 25.4 Weave fabric area (m2): 1.27 × 454.27 = 577
Areal weight (g/m2): 5200 Areal weight (g/m2): 5200

Weight of woven fabric (kg): 5.2 × 25.4 = 132 Weight of woven fabric (kg): 5.2 × 577 = 3000
Cost: £1/kg × 132 = £132 Cost: £1/kg × 3000 = £3000

Total Material Cost: 3000 + 132 = £3132

Using constants y and m from Figure 10c (14 (Jacquard andWeavebird preforms),
Figure 11a (9 Weavebird preforms) and Figure 11b (8 Jacquard preforms), manufacturing
costs for the new preforms were estimated and compared for each set of constants. These
plots were chosen as they have the highest correlation between manufacturing time and
preform complexity as shown by correlation coefficient r2.

Manufacturing cost based on constants derived from 14 preforms
The following equation was derived from Model—estimated data (Figure 10c):

ti

tb
= 2.4704

(
Ri

Rb

)0.6926

where y is ti
tb

and x is
(

Ri
Rb

)
.

Feature Factor Calculation
Fabric manufacturing cost was estimated from Equation (16), which includes the

relative feature factor since ti for the fabric is unknown, with the feature factor is given by
Equation (12).

Resource Cost Example: Proportion of Tooling Cost for Quoted 3D Fabric
The cost structure in 3D fabric manufacturing is split between the proportion of costs

due to the loom setup and costs due to weaving. These costs are labour, capital and
overheads. In the setup phase, 20 m of warp and weft tows will be woven while in the
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weave phase, 454 m will be woven. Two feature factors for complexity were calculated, one
for setup, the other for weaving. The proportion of the capital tooling cost for setup and
weaving is found from:

Proportion of capital tooling cos t = 2.4704
(

Ri

Rb

)0.6926 tB

T
Ct

0.7two

where two is the write-off time for capital equipment, 5 years, and Ct is capital tooling cost.
A load factor of 0.7 is assumed for the Jacquard loom on which the fabric would

be woven.
Fabric complexity is a function of the total number of fibre tows and sub-features,

e.g., holes, in the fabric and the shape of the fabric or number of structural elements
(Equation (13)):

Ri =
(
∑ Ai + sub − features

)(
∑ SEi

)
where Ai is the total number of fibre tows and ∑ SEi is the number of structural elements.
This fabric is a flat profile with no sub-features, so ∑ SEI = 1 and

Ri =
(
∑ Ai

)
Setup Feature Factor:
Fabric complexity Ri= 16,267 tows or 16k (Table 5). Baseline complexity RB = 360 tows.
Therefore Ri

Rb
= 16,000/360 = 45

Weave Feature Factor
Fabric complexity I = 346,107 tows (Table 5). Baseline complexity Rb = 360 tows, so

Ri

Rb
= 346, 107/360 = 962

The company runs one shift per day, so total annual production time is 1840 h based
on 8 h per day at 5 days per week for 46 weeks per year. The baseline setup time tb is
9 h, which was the total time over two days, and the baseline weave time is 1 h, so tB/T
is 8/1840 = 0.004348 for the baseline setup time and 1/1840 = 0.000543 for the baseline
weave time. The capital cost amortised over 5 years is £200,000/5. From Figure 10c, m is
2.4704 and n is 0.6926. A key variable is load factor L or machine utilisation. A load factor
of 70% was agreed with the manufacturer. Using these values and approximate cost data
for tooling, labour and overheads (Table 6), the proportion of annual capital tooling cost
Ctooling was calculated by the model for both setup and weave phases:

Loom setup: tooling cost = 24,704 × 45.20.5209 × 0.00435 × 200,000/5 × 0.7 = £8595
Weaving: tooling cost = 24,704 × 9620.5209 × 0.000543 × 200,000/5 × 0.7 = £8934
Proportion of capital tooling cost, setup and weave = £8595 + £8934 = £17,529

Table 6. 3D preform resource costs.

Resource Cost (£)

Material, 3132 kg, E-glass at £1/kg 3132
Labour, £30,000 for two operatives 60,000

Capital Tooling

Jacquard loom 70,000
Four creels: 80,000

Bobbins: 20,000
Feed/Transport: 10,000

Other items: 20,000
Total 200,000

Overheads 25,000
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In the same way, the proportion of labour and overhead costs for setup and weaving
was calculated and summed to give an overall manufacturing cost of £46,736 for the fabric
at a width of 127 cm and a total length of 454 m (Table 7). Using the same methodology,
costs were estimated with constants derived from 8 Jacquard and 9 Weavebird preforms, as
shown in Tables 8 and 9.

Table 7. Estimated cost of 3D woven fabric, 14 preforms.

Cost Element Loom Setup Weaving Total %

Capital Tooling (£) 8595 8934 17,529 37.5
Labour (£) 9025 9381 18,406 39.4

Overheads (£) 3760 3909 7669 16.4

3D woven fabric material (£) 3132 6.7

Total Cost (£) 46,736 100

Table 8. Estimated cost of 3D woven fabric, eight Jacquard preforms.

Cost Element Loom Setup Weaving Total %

Capital Tooling (£) 5393 1826 7218 34.2
Labour (£) 5662 1917 7579 35.9

Overheads (£) 2359 799 3158 15.0

3D woven fabric material (£) 3132 14.9

Total Cost (£) 21,087 100

Table 9. Estimated Cost of 3D woven fabric, nineWeavebird preforms.

Cost Element Loom Setup Weaving Total %

Capital Tooling (£) 10,317 22,355 32,671 38.4
Labour (£) 10,833 23,472 34,301 40.3

Overheads (£) 4514 9780 14,924 17.6

3D woven fabric material (£) 3132 3.7

Total Cost (£) 85,028 100

Table 10 shows the variation in quoted preform cost with values of constants n and
m. Data for n and m from Figures 10c and 11a,b gave cost estimates of £46,736, £85,028
and £21,087, respectively. The biggest cost contributors are Labour and Tooling. The
lowest value of exponent n is 0.3258 as all eight preforms in this case were made on the
Jacquard, while n = 0.9328 when nine preforms were woven on the Weavebird. Figure 12
shows a steep rise in manufacturing cost for the quoted 3D fabric as weave manufacturing
conditions change from those on the more efficient Jacquard to the less efficient Weavebird
and complexity exponent n approaches 1, i.e., linearity.

Table 10. Quoted preform cost: cost breakdown (%) and total cost.

Numberof Preforms n m Cost Breakdown (%) Cost (£)

Tooling Labour Overhead Material

8 J 0.3258 6.2714 34.2 35.9 15.0 14.9 21,087
14 J and W 0.6926 2.4707 37.5 39.4 16.4 6.7 46,736

9 W 0.9328 1.1872 38.4 40.3 17.6 3.7 85,028

J = Jacquard; W = Weavebird.
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Figure 12. Manufacturing cost vs. complexity exponent.

The relationship between preform manufacturing cost Ci and exponent n (Figure 12)
as a measure of decreasing loom efficiency from Jacquard to Weavebirdas n approaches 1 is:

Ci = 77, 181n1.3203 (17)

Although sample size is 3, r2 = 0.90, implying a very strong correlation between
preform manufacturing cost and complexity exponent n. More preform manufacturing
data areneeded to fully validate this relationship and show whether the curve intercepts
the y-axis or goes through the origin.

4. Discussion

4.1. Correlation of Preform Manufacturing Time and Complexity

Production of 17 individual preforms of varying fibre architecture and shape started
in June 2017 and finished in June 2019. No data for other profiles wereavailable, so costs
(capital, labour and overheads), profile complexity and time data for the 17 preforms
wereemployed to develop a resource-based TCM to enable estimation of manufacturing
cost for a new bespoke preform yet to be made. The working hypothesis is that preform
production time, and therefore cost, scales with preform complexity. Increasingly accurate
estimation of preform manufacturing cost is possible as more data become available [5].

Figure 10b shows a clear distinction between preforms manufactured on the Jacquard
and Weavebird looms, with seven of the eight Jacquard preforms either on or above the
trendline and seven of the nine Weavebird preforms below the line. In Figure 10c, which
showed the same trend by loom, two outliers were removed resulting in an r2 value of
0.62, indicating either a moderate or strong correlation between manufacturing time and
complexity [46]. Although sample sizes were below 12, Figure 11a,b show strong and very
strong correlations [45], 0.78 and 0.89, for nine and eight preforms made on the Weavebird
and Jacquard looms, respectively (Table 11). The lower values of r2 and greater scatter
of data observed in Figure 10a–c can be explained by the presence of both Jacquard and
Weavebird data points on the same plots. For a sample size comparison, Fingersh et al. [47]
used sample sizes varying from 6 to 13 when determining r2 for the dependence of wind
turbine tower mass on blade swept area and blade hub height.

Significant variation across all 17 preforms was present according to profile shape and
weave architecture. The Weavebird is suitable for weaving short length profiles while the
Jacquard is suitable for longer preforms such as Preform 3, Table 2. The preforms were a
variety of flat and T-section shapes with weave architecture varying from single layer, layer
to layer and orthogonal. All 17 preforms were woven for the first time with loom setup
issues such as fibre clumping, contact with loom framework and fibre breakage causing
significant time delays. The time recorded for each preformincluded these time delays
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(Tables 2 and 3, pp. 16–17). In Section 4.3, a reduction in manufacturing time as learning
increases is discussed in detail (Equation (24), p. 29, Table 12, p. 26).

Table 11. Correlation coefficient and number of preforms by loom.

Number of Preforms Correlation Coefficient r2, ti
tb

vs. Ri
Rb

17 Jacquard and Weavebird 0.56
16 Jacquard and Weavebird 0.51
14 Jacquard and Weavebird 0.62

8 preforms woven on Jacquard 0.89
9 preforms woven on Weavebird 0.78

Table 12. Representative learning rates by industrial sector.

Sector Representative Learning Rates

Aerospace 15%
Shipbuilding 15–20%

Machine Tools (new models) 15–20%
Electronics (repetitive) 5–10%

Electrical Wiring (repetitive) 15–25%
Machining 5–10%

75% Manual Assembly + 25% Machining 20%
50% Manual Assembly + 50% Machining 15%
25% Manual Assembly + 75% Machining 10%

Punch Press 5–10%
Raw Materials 5–7%

Purchased Parts 12–15%
Welding (repetitive) 10%

Jacquard looms can make long complex fabrics much more efficiently than dobby
looms, e.g., the hypothetical fabric (454 m). This is shown clearly in Figure 11b for eight
Jacquard preforms, in which manufacturing time increases at a decreasing rate with com-
plexity and length, i.e., the loom becomes more efficient at weaving longer, more complex
fabrics. Conversely, where all the preforms were made on a Weavebird loom, manufactur-
ing time increases almost linearly with complexity, Figure 11a, and weaving efficiency does
not increase with preform complexity.

4.2. Costing of the Hypothetical 3D Woven Preform

For nine Weavebird preforms, constants from Figure 11a gave a cost of £85,028, while
for eight Jacquard preforms, constants from Figure 11b gave a preform cost of £21,087.
Therefore, a less efficient Weavebird will give a much higher manufacturing cost for a
large, complex preform compared to the cost when woven on a more efficient Jacquard.
Values of complexity exponent n between 0 and 1 in Equation (12) for the feature fac-
tor imply an economy of scale for 3D woven preform manufacturing with increasing
preform complexity:

ti
tb
= m

(
Ri
RB

)n

0 < n < 1

Esawi [4] found a similar relationship for injection moulding, extrusion and casting
operations in which tooling cost and capital cost scale with complexity exponents yt and
yc, respectively. Values for yt and yc vary between 0 and 1, implying greater economy
of scale as tooling and capital equipment, for example a plastics injection press, become
more complex:

0 < yt < 1, 0 < yc < 1

The analysis for preforms woven on the Jacquard and Weavebird looms indicates that
as manufacturing conditions change from the more efficient Jacquard to the less efficient
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Weavebird, as indicated by the increasing value of complexity exponent n, economy of
scale will decrease and manufacturing cost increase for a large, complex preform (Table 10,
Figure 12). In conclusion, Jacquard costs alone should be used to estimate costs for a
large, complex preform intended to be made on the Jacquard loom. Therefore, £21,087
for the commercial preform is judged the most accurate estimate. Assuming a non-linear
relationship between manufacturing time and complexity based on the available data
and observed correlation coefficient for Jacquard and Weavebird manufactured preforms
(Table 11), two feature factor sub-models are proposed for 3D preform weaving, one for the
Jacquard and one for the Weavebird:

Jacquard feature factor: Weavebirdfeature factor:

ti

tb
= 6.2714

(
Ri

Rb

)0.3258
(18)

ti

tb
= 1.1872

(
Ri

Rb

)0.9328
(19)

which in turn leads to two cost models for preform manufacturing cost, Ci:
Jacquard cost model

Ci =
mCm

(1 − f)
+ 6.27

(
Ri

Rb

)0.3258 tb
T

(
Ct

Ltwo
+ ∑ Ctotal salaries + ∑ Cgeneral overheads

)
(20)

Weavebirdcost model

Ci =
mCm

(1 − f)
+ 1.19

(
Ri

Rb

)0.9328 tb
T

(
Ct

Ltwo
+ ∑ Ctotal salaries + ∑ Cgeneral overheads

)
(21)

The cost estimate of £21,087 is approximately three times that for the same preform
supplied by a US manufacturer, or £7500. The lower cost may be due to a higher production
rate coupled with a more efficient loom leading to lower preform cost and greater experience
from embedded learning.

4.3. Cost Reduction by Learning

Organisational Learning is defined as a conscious attempt by organisations to improve
productivity, effectiveness and innovation in complex economic and technological market
conditions. Learning enables quicker and more effective responses to a complex and dy-
namic environment. The greater the complexity, the greater the need for learning [29–32].
3D woven preform manufacture is a highly complex process with numerous stepscarried
out in a required sequence for successful manufacture. If there is a delay in completing
agiven step, the time required to complete the overall preform will increase thereby increas-
ing preform cost. In this study, 17 preforms were made for the first time with no previous
3D preform manufacturing experience. Wright [33] observed that as aircraft production
increased, the cost in terms of direct labour hours fell as shown in Figure 13, which is a
learning curve (LC).

In general, learning curves (LC) can be described by Equation (22) [33]:

y = C1xb (22)

where y is the average time (or cost) per unit required to produce x units;
C1 is the time (cost) to produce the first unit; parameter b (−1 < b < 0), the slope of the

LC, which describes the worker’s learning rate.
For a new component not previously manufactured, the learning required and there-

fore the cost to make the part will initially be high as shown by the start of the slope on the
left of Figure 11. As more units are made, there is a steep drop in labour hours per part
until the rate of decrease in direct labour hours per part becomes smaller.
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Figure 13. Generalrelationship, component cost and production volume.

Klenow [34] reviewed various studies investigating learning by doing for a single
defined production process across a variety of industrial sectors, observing estimates of
approximately 20% for the learning rate. Baloff [35], and Garg and Milliman [48] showed
that 20% is the rate at which productivity rises with a doubling of cumulative output.
Lee [36] summarised learning rates by manufacturing sector and activity (Table 12) and
showed that even in one overall activity, in this case industrial manufacturing, learning
rates will vary considerably by individual sector. In several studies, Yelle [37] and Argotte
and Epple [38], observed that productivity rose across a variety of industries through a
process of learning by doing.

In preform manufacture, direct labour hours are associated with activities such as
bobbin winding and insertion, tube preparation time, loom maintenance and operation,
and stoppage time due to issues encountered during weaving, e.g., damage to carbon and
glass fibres from contact with the loom framework. Manufacturing time in this study is the
time taken to complete these activities. With increased preform production, manufacturing
time ti and manufacturingcost should decrease with increased learning. The estimated
manufacturing time ti for one preform is found from Equation (12),

ti

tb
= m

(
Ri

RB

)n

from which

ti = m
(

Ri

Rb

)n
tb

3D fabric manufacturing cost is split between the proportion of costs due to loom setup
and costs due to weaving, therefore there are two manufacturing times for a given preform:
ti weave and ti setup. The estimated cost of the commercial preform was £21,087 (Table 10) for
weaving on the Jacquard loom. The company has no experience of making this preform.
Setup time and weave time tb for the baseline preform was 8 and 1 h, respectively. Using
values for constants m and n (Table 10), the estimated setup and weave times for the
hypothetical preform are:

Setup time: ti setup = 6.2714(45.19)0.3258 8 = 174 h
Weave time: ti weave = 6.2714(962)0.3258 1 = 59 h
Total manufacturing time: ti setup + Iti weave = 174 + 59 = 233 h

No data werepublicly available for 3D preform learning rates. The total estimated
manufacturing time is 233 h. Setup time is the manual labour time involved in activities
such as bobbin winding, bobbin placement on the creel and taking fibre tow onto the
loom. The setup time is 174/233 or 74.7% while the weave or machine time is 25.3%.
From Table 12, a learning rate of 20%, in which manufacturing time decreases by 20%
for each doubling of cumulative production, corresponds to a manufacturing activity in
which manual operations are 75% and machine time is 25% of total activity. Since manual
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setup time (74.7%) and weave time (25.3%) are closest to 75% manual assembly and 25%
machining, 20% was the assumed learning rate for the new preform. Based on this rate, a
learning curve (Figure 14) and an equation (Equation (23)) was derived by the model from
Equation (22), to estimate a competitive manufacturing cost for the new preform.

ti = 233b−0.32 (23)

where ti = preform manufacturing time; b = number of preforms.

Figure 14. Learning curve for commercial preform i.

The model estimated a manufacturing time ti of 98 h per preform after a cumulative
production of 15 preforms. Therefore, setup time and weave time will have decreased with
increased cumulative production. Insertion of this value for ti in Equation (11) together
with resource costs for tooling, salaries, overhead, write-off time (Table 6) and load factor
0.7 gave an estimated cost of £8002, approximately one third of the first-time preform cost
of £21,087 and in line with the US supplier’s cost of £7500. More manufacturing data will
be required to clarify learning rates for 3D woven preforms to fully validate Equation (23)
and provide a more accurate estimate of preform cost.

Cpi
=

mCm

(1 − f)
+

ti

T

(
Ct

Ltwo
+ ∑ Ctotal salaries + ∑ Cgeneral overhead

)

= 3132 +
98

1840

(
200, 000
0.7 × 5

+ 60, 000 + 25, 000
)
= £8002

Various issues were encountered during first-time preform manufacture:

• Fibre catching on the edges of the bobbin.
• Fibres splitting at the tensioning bars.
• Weight of bobbins causing tension problems.
• Damage to carbon and glass fibres due to contact with loom framework.
• Crossing fibres forming balls of carbon at the heddles.
• Weft insertion forming fibre clumps and splitting.

These issues accounted for the observed manufacturing times for each preform
(Tables 2–4) due to low embedded learning and first-time preform manufacture. A key
assumption underlying this analysis is that the commercial preform will be continuously
manufactured so that unlearning or forgetting [49], due to discontinuous production is
avoided. Another assumption is the use of Wright’s learning curve model [33] to estimate
the cumulative number of preforms produced from the estimated time to make one pre-
form and an assumed learning rate. The model yields production times equal to zero [40]
after a high number of repetitions, which is impossible. Furthermore, it does not account
for workers’ prior experience [41], nor the influence of machinery in the learning pro-
cess [42]. However, workers’ prior experience does not apply in this case as all seventeen
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preforms were made for the first time, while no data exist for the influence of weaving
loom machinery on learning. Finally, Wright’s model has been used successfully in various
manufacturing sectors [41]. Therefore, the choice of this LC model is justified.

Irwin and Klernow [50] pointed out that productivity growth from learning by doing
diminishes as experience accumulates with a technology. Even though learning by doing is
largely specific for a given technology, a review of the literature showed that this same pat-
tern holds for a wide variety of industries. An alternative visual representation of learning
is a plot which shows learning increasing as a function of decreasing manufacturing time
against the number of manufactured preforms. This relationship can be expressed as:

Learning =

[
1 −
(

ti

T

)]
= nc (24)

Figure 15 represents Equation (24) using the same learning rate of 20% and a manufac-
turing time of 233 h for initial manufacture of the commercial preform.

Figure 15. Learning as a function of manufacturing time and number of preforms.

Figure 15 shows a sharp initial increase in learning as a function of manufacturing
time and the number of preforms produced, followed by a levelling off until there is no
discernible increase in learning after a cumulative production of 80 preforms. Correlation
coefficient r2 is 0.96, denoting a strong correlation between manufacturing time ti and b,
the cumulative production of preforms. Exponent c has a value of 0.0234.

An alternative to continuous production of 15 preforms of the same complexity and
size as the commercial preform is to acquire a more efficient Jacquard loom so that manufac-
turing time, and therefore cost, is reduced. Russell [51], and Pegels [52] observed that while
productivity will initially fall with technology updates, it will gradually rise to overtake the
level achieved with the old technology. However, Lee [36] and Hill [53] pointed out that
reduced manufacturing cost through learning will not happen unless there is a willingness
to learn, an ability to learn and, in many cases, an investment in learning. Many factors
were identified that determine the learning curve for a given individual, team, factory or
industry, including

Management styles and actions
Corporate culture
Organisation structure
Technology
Capital investment
Engineering
Product design
Direct and indirect labour efficiency
Economy of scale
Plant layout
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Process improvement

To maximise learning, productivity and competitiveness, Skinner [54] emphasiseda
limited, manageable set of products and markets for lowering costs, especially overhead.
Therefore, to maximise learning and hence productivity in preform manufacture, the focus
should be on a manageable set of 3D woven preform designs.

A summary of equations for cost, complexity and learning, from the literature and
derived by the author, is presented in Table 13.

Table 13. Equation summary.

Equation Attribution No.

Cost = Material + Tooling Cost + Labour + Overheads MA 1

C1 = Cm/(1 − f) MA 2

C2 = Ct/nr(1 + nr/nt) MA 3

C3 = 1/nr(Cc/Ltwo) MA 4

C4 = Coh/nr MA 5

Cmc = mCm/(1 − f) + Ct/n(1 + nr/nt) + 1/nr(Cc/Ltwo + Coh) MA 6

Ctooling = ti/T(Ct/two) JC 7

Csalaries = ti/T ∑ Ctotal annual salaries JC 8

Coverhead = ∑ Cgeneral annual overhead JC 9

Coverhead = ti/T ∑ Cgeneral annual overhead JC 10

Cpi
= mCm/(1 − f) + ti/T

(
Ct/Ltwo + ∑ Ctotal salaries + ∑ Cgeneral overhead

)
JC 11

ti/tb = m(Ri/RB)
n JC 12

Ri = ∑(Ai + sub − features)(∑ SEi) JC 13

Rb = (Ab)(∑ SEi) JC 14

ti = m(Ri/RB)
ntb JC 15

Cpi
= mCm/(1 − f) + m(Ri/RB)

ntB/T
(

Ct/Ltwo + ∑ Ctotal salaries + ∑ Cgeneral overhead

)
JC 16

Ci = 77, 181n1.3203 JC 17

ti/tb = 6.2714(Ri/Rb)
0.3258 JC 18

ti/tb = 1.1872(Ri/Rb)
0.9328 JC 19

Ci = mCm/(1 − f) + 6.27(Ri/Rb)
0.3358tb/T

(
Ct/Ltwo + ∑ Ctotal salaries + ∑ Cgeneral overheads

)
JC 20

Ci =
mCm
(1−f) + 1.19

(
Ri
Rb

)0.9328 tb
T

(
Ct

Ltwo
+ ∑ Ctotal salaries + ∑ Cgeneral overheads

)
JC 21

y = C1xb JC 22

ti = 233b−0.32 JC 23

Learning = [1 − (ti/T)] = nc JC 24

JC—James Clarke.MA—Michael Ashby.

5. Conclusions and Recommendations for Further Work

3D woven preforms are promising materials for composite parts in numerous appli-
cations, for example wind turbine spar caps. They have unique mechanical properties
and have the potential to reduce composite manufacturing costs due to near net-shape
resin transfer moulding. At present, they are not widely used due to a perception of high
cost and demanding safety protocols in market sectors such as aerospace. A predictive
resource-based technical cost model (TCM) for bespoke manufacturing of 3D fabrics was
developed based on the principles that cost is determined by resources such as tooling,
labour and other overheads and that manufacturing time, and therefore cost, will scale with
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preform complexity. An expression for a cost scaling feature factor was introduced relating
preform manufacturing time to preform architectural complexity, defined as a function of
the number of fibre tows and preform shape.

The model is based on Equation (16) (Table 13) for costing the manufacture of 3D
preforms and utilises two principles. Firstly, the manufacturing time for a single bespoke
preform will depend on the unique complexity of that preform. Secondly, the resource cost
for a given preform, for example tooling cost, will be a function of the time required to make
that preform as a proportion of total annual production time (Equations (7), (8) and (10),
Table 13). Loom tooling is not dedicated for a given preform. Plotting manufacturing
time against preform complexity for seventeen preforms enabled derivation of constants m
and n in Equation (12). Inserting these values into Equation (16) enables estimation of the
manufacturing cost of a new 3D preform with a given architecture Ri:

Cpi =
mCm

(1 − f)
+ m

(
Ri

Rb

)n tB

T

(
Ct

Ltwo
+ ∑ Ctotal salaries + ∑ Cgeneral overheads

)
Approximate resource costs for tooling, labour and overheads together with manufac-

turing times for seventeen unique preforms with varying architectures such as single layer,
layerto layer and orthogonal were provided by a 3D preform manufacturer. The preforms
were made on either a Weavebird handloom or a Jacquard loom. A hypothesis was pro-
posed that preform manufacturing time will increase non-linearly with preform complexity.

Table 10 summarised model-estimated costs based on differing values for constants
derived from separate plots for Jacquard and Weavebird preforms, and a plot with both
Jacquard and Weavebird preforms. Eight preforms were woven on the Jacquard and nine
on the Weavebird. Manufacturing time was plotted against preform complexity to derive
separate plots for the Jacquard and Weavebird looms. For the separate looms, manufactur-
ing time for a preform was shown to have a strong correlation with preform complexity.
Analysis of the plots (Table 11) showed that those with nine Weavebird and eight Jacquard
woven preforms gave the strongest positive correlation with preform complexity, as mea-
sured by correlation coefficient r2, 0.78 and 0.89, respectively. Therefore, the hypothesis of
preform manufacturing time increasing non-linearly with preform complexity is consid-
ered valid based on the cost information and preform data provided. More data from a
wider range of preforms of varying complexity arerequired to fully validate the non-linear
relationship between manufacturing time and complexity.

A composite parts manufacturer received a quote for a single large, complex preform
currently made by a US manufacturer for £7500. The cost of the new preform was compared
with cost estimates for the preform based on data from preforms made on either the
Jacquard or Weavebird looms. Analysis of the plots showed that the Jacquard weaves large,
complex preforms more efficiently than the Weavebird. Therefore, the estimated cost for the
preform, £21,087 based on data derived from the plot for eight Jacquardwoven preforms,
was judged the most realistic although almost three times that of the US-supplier’s cost of
£7500. Based on a weight of 3132 kg, the cost per kg for the US fabric is £2.4/kg. The raw
fibre (E-glass) cost is £1/kg, so the material cost proportion for the fabric is 42%. For one-off
preform manufacture, the material cost proportion varied from 3.7% to 4.9%, depending
on whether the preform is to be made on a Weavebird or Jacquard loom. A recent cost
modelling study of mass-produced wind turbine spar caps made with glass fibre composite
{5} showed material proportions ranging from 35% to 52%, similar to a cost proportion of
42%, implying that the US-supplied fabric has been similarly mass produced, resulting in a
cost per preform of £7500 compared to a one-off manufacturing cost of £21,087. A learning
curve was derived based on a learning rate from the estimated labour and machine time
proportions of total preform manufacturing time. From the learning curve, continuous
production of 15 preforms resulted in a cost per preform of £8001, assuming no reduction
in other costs such astooling and infrastructure.

In concluding, the results imply that it is possible to make unique 3D woven preforms
competitively on a suitable loom machine, provided that sufficient learning is embedded
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in the manufacturing organisation coupled with greater automation. Although studies
have indicated that cost per part will initially increase following machine installation, cost
per part will fall below the level present before machine installation as new learning is
embedded for successful machine operation. This should encourage increased uptake of
suitably designed 3D woven composites in a wider range of applications.

Further work could investigate mass customisation, where short manufacturing runs
for a part of given size and complexity are coupled with fast turnaround times and tool
changes for another part. This can be very expensive owing to a lack of embedded learning
in a fast-changing production environment. Short runs of bespoke 3D woven preforms
could be modelled more accurately if extensions of traditional learning curve models
incorporating multi-variate analysis can be developed. Multi-variate learning curves are
based on two or more independent variables and are required when quantitative and
qualitative factors run in tandem, e.g., when fast tool changes are required for a run of new
preforms. To date, development of multi-variate analysis tools for constantly changing
scenarios has been sparse, a key issue being lack of real time manufacturing process data.
However, recent advances in digital twin technology enabling real time imaging of a
manufacturing operation based on worker performance and process data should encourage
the development of multi-variate learning curves for improving worker learning so that
the cost of short production runs of 3D woven preforms is reduced.

Author Contributions: Conceptualisation, J.C.; data curation, J.C.; formal analysis, J.C.; investigation,
J.C.; methodology, J.C.; project administration, A.M. and E.A.; resources, A.M. and E.A.; software, J.C.;
validation, G.S. and R.B.; visualisation, J.C.; writing—original draft, J.C.; writing—review andediting,
J.C., A.M., J.S. and D.D. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The author would like to thankTomas Flanagan or Eire Composites for providing
valuable advice and guidance in cost modelling for wind turbine spar cap manufacture.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. The Aerospace Composites Market, 2012–2022. 2012. Available online: www.visiongain.com (accessed on 20 September 2019).
2. O’Dea, N. Global Outlook for the Composites Industry, Presentation, Advanced Engineering, Composites Forum; NEC: Birmingham,

UK, 2018.
3. Stig, F.; Hallström, S. Assessment of the mechanical properties of a new 3D woven fibre composite material. Compos. Sci. Technol.

2009, 69, 1686–1692. [CrossRef]
4. Esawi, A.M.K.; Ashby, M.F. Cost estimates to guide pre-selection of processes. Mater. Des. 2003, 24, 605–616. [CrossRef]
5. Clarke, J. A Cost Model Framework for 3D Woven Composites. Ph.D. Thesis, Ulster University, Belfast, UK, 2020.
6. Boussu, F.; Cristian, I.; Neumann, S. Generaldefinition of 3D warp interlock fabric architecture. Compos. Part B Eng. 2015, 81,

171–188. [CrossRef]
7. Gurkan, P.; Namak, U. 3D Woven Fabrics. Woven Fabrics 2012, 4, 91–120.
8. Van Mourik, A. Why Conversion Costs of Composites in Aerospace are Still Way too High. LinkedIn Article. 16 July 2018.

Available online: https://www.linkedin.com/pulse/why-conversion-costs-composites-aerospace-still-way-too-mourik-van/
(accessed on 20 September 2019).

9. McClain, M.; Goering, J. Rapid assembly of fiber preforms using 3D wovencomponents. Sampe J. 2013, 49, 24–31.
10. Mohamed, M.; Wetzel, K. 3D Woven Carbon/Glass Hybrid Spar Cap for Wind Turbine Rotor Blade. J. Sol. Energy Eng. 2006, 128,

562–573. [CrossRef]
11. Hueber, K.; Schledjewski, R. Review of cost estimation: Methods and models for aerospace composite manufacturing. Adv.

Manuf. Polym. Compos. Sci. 2016, 2, 1–13. [CrossRef]
12. Fagade, A.A.; Kazmer, D.O. Early cost estimation for injection moldedparts. J. Inject. Molding Technol. 2000, 3, 97–106.
13. Fagade, A.A.; Kazmer, D.O. Modelling the effects of complexity on manufacturing costsand time-to-market of plastic injection

molded products. In Proceedings of the Tenth Annual Conference of the Production and Operations Management Society,
POM 99, Charleston, SC, USA, 20–23 March 1999.

14. Fagade, A.; Kazmer, D.; Kapoor, D. A Discussion of Design and Manufacturing Complexity; Department of Mechanical and Industrial
Engineering, University of Massachusetts: Amherst, MA, USA, 2000. Available online: http://citeseerx.ist.psu.edu/viewdoc/
download?doi=10.1.1.495.2899&rep=rep1&type=p (accessed on 20 September 2019).

458



J. Compos. Sci. 2022, 6, 18

15. Hagnell, M.K.; Akermo, M. A Composite Cost Model for the Aeronautical Industry: Methodology and Case Study. Compos. Part
B Eng. 2015, 79, 254–261. [CrossRef]

16. Gutowski, T.G.; Neoh, E.T.; Polgar, K.C. Adaptive Framework for Fabrication Time of Advanced Composite Manufacturing Processes;
Technical Report; Laboratory for Manufacturing and Productivity, Massachusetts Institute of Technology: Cambridge, MA,
USA, 1995.

17. Verrey, J.; Wakeman, M.D.; Michaud, V.; Manson, J.A.E. Manufacturing Cost Comparison of Thermoplastic and Thermoset RTM for an
Automotive Floor Pan; École Polytechnique Fédérale de Lausanne (EPFL), Laboratoire de Technologie des Composites etPolyme’res
(LTC): Lausanne, Switzerland, 2005.

18. Schubel, P. Cost Modelling in polymer composite applications. Case study:Analysis of existing and automated manufacturing
processes for a large windturbine blade. Compos. Part B 2012, 43, 953–960. [CrossRef]

19. Ennis, B.L.; Kelley, C.L.; Naughton, B.T.; Norris, R.E.; Das, S.; Lee, D.; Miller, D.A. Optimized Carbon Fibre Composite in a Wind
Turbine Blade Design; Sandia Report, SAND 2019-14173; Sandia National Laboratories: Albuquerque, NM, USA, 2019.

20. Cabrera-Ríos, M.; Castro, J.M. The balance between durability, reliability and affordability in structural composites manufacturing.
Polym. Compos. 2007, 28, 233–240. [CrossRef]

21. Calado, E.; Leite, M.; Silva, A. Selecting composite materials considering cost and environmental impact in the early phases of
aircraft structure design. J. Clean. Prod. 2018, 186, 113–122. [CrossRef]

22. Turner, T.; Harper, L.; Warrior, N.; Rudd, C. Low-cost carbon-fibre-based automotive body panel systems: A performance and
manufacturing cost comparison. Proc. Inst. Mech. Eng. Part D J. Automob. Eng. 2008, 222, 53–63. [CrossRef]

23. Bader, M. Selection of composite materials and manufacturing routes for cost-effective performance. Compos. Part A Appl. Sci.
Manuf. 2002, 33, 913–934. [CrossRef]

24. Dickinson, L.; Mohamed, M.; Lienhart, B. Cost modeling for 3D woven preforming process. In Proceedings of the International
SAMPE Symposium “Bridging the Centuries”, Long Beach, CA, USA, 21–25 May 2000; Volume 45, pp. 127–140.

25. Dickinson, L.; Salama, M.; Stobbe, D. Design approach for 3D woven composites: Cost vs. performance. In Proceedings of the
International SAMPE Symposium “2001: A Materials and Processes Odyssey”, Long Beach, CA, USA, 6–10 May 2001; Volume 46,
pp. 765–778.

26. Horejsi, K.; Noisternig, J.; Koch, O.; Schledjewski, R. Cost-based process selection for CFRP aerospace parts. JEC Compos. Mag.
2013, 81, 60–62.

27. Russell, J. Composites Affordability Initiative: Successes, failures—Where do we go from here? Sampe J. 2007, 43, 26–36.
28. Sohouli, A.; Yildiz, M.; Suleman, A. Cost analysis of variable stiffness composite structures with applications to a wind turbine

blade. Compos. Struct. 2018, 203, 681–695. [CrossRef]
29. Fredendall, L.D.; Gabriel, T. Manufacturing Complexity: A Quantitative Measure. In Proceedings of the POMS Conference,

Savannah, GA, USA, 4–7 April 2003.
30. Klir, G.J. Complexity: Some General Observations. Syst. Res. 1985, 2, 131–140. [CrossRef]
31. Simon, H. The architecture of complexity. Proc. Am. Philos. Soc. 1962, 106, 467–482.
32. Gell-Mann, M. What is complexity? Remarks on simplicity and complexity by the Nobel Prize-winning author of The Quark and

the Jaguar. Complexity 1995, 1, 16–19. [CrossRef]
33. Wright, T.P. Factors Affecting the Cost of Airplanes. Presented at the Aircraft Operations Session, Fourth Annual Meeting,

Curtiss-Wright Corporation. J. Aeronaut. Sci. 1936, 1, 122–128. [CrossRef]
34. Klenow, P.J. Learning Curves and the Cyclical Behaviour of Manufacturing Industries. Rev. Econ. Dyn. 1997, 1, 531–550. [CrossRef]
35. Baloff, N. Startups in machine-intensive production systems. J. Ind. Eng. 1966, 14, 25–32.
36. Lee, Q. Learning & Experience Curves in Manufacturing. Strategos 2014, 1, 1–15.
37. Yelle, L.E. The learning curve: Historical review and comprehensive survey. Decis. Sci. 1979, 10, 302–328. [CrossRef]
38. Argotte, L.; Epple, D. Learning curves in manufacturing. Science 1990, 24, 920–924. [CrossRef]
39. Argote, L. Organizational Learning: Creating, Retaining and Transferring Knowledge; Springer: New York, NY, USA, 1999.
40. Hurley, J.W. When are we going to change the learning curve lecture? Comput. Oper. Res. 1996, 23, 509–511. [CrossRef]
41. Teplitz, C.J. The Learning Curve Deskbook: A Reference Guide to Theory, Calculations and Applications; Quorum Books: New York, NY,

USA, 1991.
42. De Jong, J.R. The Effects of Increasing Skill on Cycle Time and its consequences for time standards. Ergonomics 1957, 1, 51–60.

[CrossRef]
43. Stewart, G. Introduction to Weaving; Presentation; NIACE Centre: Belfast, UK.
44. Ashby, M.; Shercliff, H.; Cebon, D. Materials: Engineering, Science, Processing & Design, 2nd ed.; Butterworth-Heinemann:

Burlington, MA, USA, 2010; pp. 438–441.
45. Kent, R. Energy Management in Plastics Processing: Strategies, Targets, Techniques and Tools, 2nd ed.; Plastics Information Direct:

Bristol, UK, 2013; pp. 28–29.
46. Hawkes, P.; Svensson, C. Joint Probability: Dependence Mapping and Best Practice R&D; Interim Technical Report FD2308/TR1;

Defra/Environment Agency, Flood and Coastal Defence R&D Programme.Seacole Building, 2 Marsham Street: London, UK, 2003.
47. Fingersh, L.; Hand, M.; Laxson, A. Wind Turbine Design Cost and Scaling Model; National Renewable Energy Laboratory: Golden,

CO, USA, 2006; pp. 1–43.
48. Garg, A.; Milliman, P. The aircraft progress curve modified for design changes. J. Ind. Eng. 1961, 12, 23–27.

459



J. Compos. Sci. 2022, 6, 18

49. Jaber, M.; Kher, H.; Davis, D. Countering forgetting through training and deployment. Int. J. Prod. Econ. 2003, 85, 33–46.
[CrossRef]

50. Irwin, D.A.; Klenow, P.J. Learning-by-doing spillovers in the semiconductor industry. J. Polit. Econ. 1994, 102, 1200–1227.
[CrossRef]

51. Russell, J.H. Progress function models and their deviations. J. Ind. Eng. 1968, 19, 5–11.
52. Pegels, C.C. On startup or learning curves: An expanded view. AIIE Trans. 1969, 1, 216–223. [CrossRef]
53. Hill, T. Manufacturing Strategy; Macmillan: London, UK, 1985.
54. Skinner, W. The Focused Factory. Harv. Bus. Rev. 1974, 52, 113–122.

460



Citation: Drvoderic, M.; Pletz, M.;

Schuecker, C. Modeling Stiffness

Degradation of Fiber-Reinforced

Polymers Based on Crack Densities

Observed in Off-Axis Plies. J. Compos.

Sci. 2021, 6, 10. https://doi.org/

10.3390/jcs6010010

Academic Editor: Stelios K.

Georgantzinos

Received: 7 December 2021

Accepted: 23 December 2021

Published: 29 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Article

Modeling Stiffness Degradation of Fiber-Reinforced Polymers
Based on Crack Densities Observed in Off-Axis Plies

Matthias Drvoderic, Martin Pletz and Clara Schuecker *

Chair of Designing Plastics and Composite Materials, Department of Polymer Engineering and Science,
Montanuniversitaet Leoben, 8700 Leoben, Austria; matthias.drvoderic@unileoben.ac.at (M.D.);
martin.pletz@unileoben.ac.at (M.P.)
* Correspondence: clara.schuecker@unileoben.ac.at

Abstract: A model that predicts the stiffness degradation in multidirectional reinforced laminates
due to off-axis matrix cracks is proposed and evaluated using data from fatigue experiments. Off-axis
cracks are detected in images from the fatigue tests with automated crack detection to compute
the crack density of the off-axis cracks which is used as the damage parameter for the degradation
model. The purpose of this study is to test the effect of off-axis cracks on laminate stiffness for
different laminate configurations. The hypothesis is that off-axis cracks have the same effect on the
stiffness of a ply regardless of the acting stress components as long as the transverse stress is positive.
This hypothesis proves to be wrong. The model is able to predict the stiffness degradation well for
laminates with a ply orientation similar to the one used for calibration but deviates for plies with
different in-plane shear stress. This behavior can be explained by the theory that off-axis cracks
develop by two different micro damage modes depending on the level of in-plane shear stress. It is
found that besides influencing the initiation and growth of off-axis cracks, the stiffness degradation is
also mode dependent.

Keywords: crack detection; fiber-reinforced polymers; fatigue damage model; composite fatigue;
off-axis cracks

1. Introduction

Components made from multidirectional fiber-reinforced composite laminates experi-
ence several distinct damage mechanisms when exposed to fatigue loads. The macroscopic
damage mechanisms are matrix cracks, delamination, and fiber failure. This sequence of
damage mechanisms during fatigue loading can be categorized into characteristic damage
states [1]. The first fatigue-damage state of multi-axial laminates is matrix cracking in
off-axis plies where multiple matrix cracks develop and grow in number and length. These
so-called off-axis cracks typically span the whole thickness of a ply and propagate along the
fiber direction. One of the main effects of off-axis cracks is a significant stiffness reduction
of the laminate but not immediate failure of the component [2–8].

Since multiple similar cracks form under fatigue loading, the crack density is used
as a measure for the amount of damage in the material in many progressive damage
models [9–17]. These models describe the evolution of off-axis cracks as well as their
effect on the stiffness of a laminate. Therefore, off-axis crack densities are often used
in the development and calibration of these models or to compare their predictions to
experimental data. Transmitted or transilluminated white light imaging (TWLI) can be
used for transparent composites like glass fiber-reinforced polymers (GFRPs). It is an
efficient, reliable and relatively simple method to capture off-axis cracks [2,10,18–20]. TWLI
uses a light source placed behind a transparent specimen and a camera on the other side.
An undamaged specimen appears bright as it only absorbs a small portion of the light.
Cracks, on the other hand, scatter the light and therefore appear as dark lines in the images.
For non-transparent laminates, more sophisticated techniques like computed tomography
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may be used [21]. Up to now, a few methods have been developed to compute the crack
density from TWLI images. The simplest is to count all cracks along a straight line normal
to the fiber direction and divide the number of counted cracks by the length of the line.
This method only takes the number of counted cracks and not their length into account
and the results are influenced by the selection of the path. As shown in Refs. [17,22,23],
including the crack length results in an improved description of the average damage state
of the material. A better approach that includes some information of the crack length is
the weighted crack density used by Quaresimin et al. [7]. It clusters the cracks into eight
groups of crack lengths and then computes a weighted average. Still, manually counting
and categorizing the cracks is labor intensive and prone to human errors. An automated
algorithm that takes the images as input and detects all cracks in a given direction has
been developed by Glud et al. [24]. Based on this algorithm, we have developed CrackDect,
an open-source package for evaluating crack densities [25]. With this package, even large
fatigue test series can be evaluated efficiently. Figure 1 qualitatively shows the evolution of
off-axis cracks and the associated stiffness degradation as well as examples of images taken
during fatigue tests. CrackDect takes these images and computes the crack density.

Figure 1. Evolution of off-axis cracks during fatigue tests. The stiffness stays constant as long as there
are no cracks (1). After the onset of matrix cracking (2), the cracks grow in number and size and the
stiffness starts to decrease due to the damage. (3) The last stage of matrix damage in composites is
crack saturation and finally total failure usually due to other damage mechanisms like fiber failure
and delamination.

Many fatigue models have been developed to describe the effect of fatigue damage in
composite laminates. Degrieck and Van Paepegem [26] sorted them into three categories:
fatigue life models, phenomenological models, and progressive damage models. To accu-
rately describe the effect of distinct damage modes, progressive damage models are the
most promising candidates since they take the actual cause of the degradation of a mechan-
ical property—the damage—into account. Usually, this is done in a two step approach. In
the first step, a damage model describes the evolution of a damage variable with respect to
the undamaged material. The second step computes the effect of this damage on mechan-
ical properties. Many models have been developed that establish a connection between
off-axis cracks and laminate stiffness [9–17,27]. Often, the Finite Element Method (FEM) is
used to compute the elastic response of a laminate. One widely-used approach is to model
a representative volume element of the laminate with cracks in one or more plies [17,19].
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Resolving the laminate into its plies and computing the effect of cracks on the ply-level has
the advantage that the elastic response of any laminate can be computed. The drawback of
FEM is that it is time-consuming when implemented as a sub-model for evaluation of large
composite structures. Carraro et al. [9] further compared several modeling techniques and
developed an analytical model based on shear lag analysis with the capability to compute
the elastic response of any symmetric laminate. One drawback of this model is that the
laminate must be symmetric and the elastic response is computed for cracks in both sym-
metric plies. This means that bending loads which yield unsymmetrical stress distributions
in the laminate cannot be accounted for. Schuecker et al. [27] proposed a static damage
model that computes the stiffness degradation based on the Mori-Tanaka method. The
Mori-Tanaka method is a micro-mechanical approach to compute homogenized material
properties of a material consisting of a matrix and an embedded inclusion [28]. This allows
to compute the stiffness degradation for each ply separately and then combine all plies
using classical laminate theory to compute the overall stiffness of the damaged laminate.
In Schuecker’s approach, the effect of crack-like void inclusions on the stiffness of a ply is
computed. Even though this model has been developed for static load cases, it should also
be applicable to fatigue since the stiffness degradation is only dependent on the amount of
cracks. The main advantages of this model are:

1. The Mori-Tanaka homogenization scheme computes the effect of damage on the
stiffness. The resulting stiffness tensor is positive, definite and symmetric. Therefore it
meets the thermodynamic limits of the engineering constants of the damaged material
without having to develop individual correlations for all the independent engineering
constants [29].

2. The model can be calibrated easily to a new material. All data to calibrate the model
can be obtained with standard static and fatigue tests.

3. The stiffness degradation is ply-based. Classical laminate theory is used to compute
the overall stiffness of the laminate. Therefore, stress-redistribution to other plies
is automatically accounted for. The model builds on well-established methods and
focuses on efficiency.

Naturally, the model has limitations and prerequisites arising from classical lami-
nate theory and the Mori-Tanaka method, but it has proven to provide an overall rela-
tively simple yet effective approach to compute stiffness degradation of laminates due to
cracks. Also, it does not consider delaminations or other damage mechanisms of composite
laminates [27,30].

In this work, Schuecker’s degradation model is combined with crack detection by
replacing the evolution function for static loads by the crack evolution detected from
experimental data. Based on the off-axis crack density from experiments, the stiffness
degradation computed by the degradation model is compared to experimental stiffness
data. Opposed to other works like [31], where crack densities of similar specimens have
been averaged, we take the crack density of each individual test and compute the result-
ing stiffness degradation. This enables a comparison of experimental stiffness data and
predictions based on experimental crack density data for individual specimens. Also, a
mostly-automated procedure to fit experimental crack density data from the automated
crack detection is presented.

2. Methods

2.1. Experimental Fatigue Data

Experimental data from fatigue tests of ±θs GFRP laminates from [32] is used for
comparison with computations of the damage model. The specimens with a gauge length
of 100 mm, a width of 20 mm, and a thickness of 2 mm (12 layers) had been cut from
GFRP laminate plates produced from a unidirectional glass fiber weave and epoxy resin.
The plates had been produced by vacuum pressing manually-impregnated glass fiber
layers. The stacking sequence of the laminates is [+θ3/ − θ3]s. For the fatigue tests, stress-
controlled sinusoidal load cycles with an R-ratio of 0.1 and a frequency of 5 Hz had been
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periodically interrupted to perform displacement-controlled quasi-static tensile tests. The
servo-hydraulic material testing system MTS 810 by MTS Systems Corporations had been
used for all tests with an optical displacement measurement system (CV-X100 by Keyence)
to provide a free field of few for the images taken during the tests. This procedure allows
to track the change in stiffness as a function of the number of cycles and take images for
the crack detection. For a more detailed description of the experimental setup, the reader is
refered to [32]. In addition to the stiffness of the laminates, the crack density is evaluated
from TWLI images with crack detection. For this work, the results of the fatigue tests for
±45°, ±60°, and ±75° laminates are used. Laminates with a ply orientation of less than
±45° show delamination as the main damage mode and only little off-axis cracks. The
unidirectional 90° laminates show hardly any cracks before final failure.

For each laminate type, two fatigue tests had been conducted. Table 1 lists the static
stiffness, transverse strength R2, and in-plane shear strength R12 of the material. In the
referenced data from [32], a miscalculation had happened in the evaluation of the in-plane
shear strength and in-plane shear modulus G12, which is corrected in this work. Addition-
ally, the static ply properties are corrected with respect to the fiber volume fraction of the
individual specimens. The procedure is described in Appendix A. The aforementioned
miscalculation does not effect the validity of the tests since only the evaluation had to
be redone. The load level of the fatigue tests, which is the ratio of the maximum load
in the fatigue test to the static strength of the laminate, is computed by the Puck failure
criterion [33]. The exact computation is given in Appendix B. The load levels of the tests are
75% for ±45°, 78% for ±60°, and 74% for ±75° laminates. The slight differences between
load levels arise from the corrections done in the evaluation.

Table 1. Elastic constants of the composite ply material from static tests.

E1 [GPa] E2 [GPa] ν12 [−] G12 [GPa] R2 [MPa] R12 [MPa]

35.6 10.9 0.27 3.2 57.9 58.3

2.2. Crack Detection

The Python package CrackDect is used to to automatically evaluate the crack density
from the TWLI images [25]. This package includes a sightly modified crack detection
algorithm compared to [24]. Example pictures of a specimen at the beginning, during,
and at the end of the fatigue test prior to image processing are shown in Figure 2. The
processing pipeline of the images is as follows:

1. Shift correction: Since the individual images from a fatigue test are not aligned
perfectly due to increasing strain and unavoidable inaccuracies of the test rig (see
Figure 2), the shift of the specimen in the images must be corrected.

2. Region of interest: Only the area of the specimen without edges or other features like
the black line that is used for optical strain measurement (see Figure 2), is evaluated
by the crack detection since they might cause false detections.

3. Crack detection: Cracks are detected in a cumulative way. Cracks detected in the nth
image are added to the n + 1st image.

The exact procedure of this processing pipeline is explained in [25] where the open-
source code of all functions can be obtained. The input parameters are listed in Table 2 for
each test series. It is observed that the crack width of the first major visible cracks varies
slightly with the fiber orientation. Cracks in the ±45° specimens appear to be thinner than
in ±75° specimens. Therefore, the average width of cracks that should be detected by the
crack detection is set individually for each test series to get comparable results between
the test series. To avoid artifacts in the crack detection or false detection due to inherent
noise in the images, cracks of less than 50 pixels (0.7 mm) in length are excluded from the
evaluation. The crack density is defined as

ρc =
∑n

i=1 Li

A
, (1)
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with Li as the length of crack i and A as the area of the region of interest (evaluation area).
Since the crack detection only computes the crack density based on pixels, the conversion
from pixel to millimeter is also listed in Table 2.

Table 2. Input parameters for CrackDect. The coordinates of the region of interest x0 to y1 are given
in pixel.

Test Ply Angle [◦] Crack Width [px] Pixel per mm x0 x1 y0 y1

±45° T1 45 8 69.2 200 1500 0 900
±45° T2 45 8 70.3 200 1500 0 950
±60° T1 60 8 68.8 100 1400 0 850
±60° T2 60 10 70.2 100 1400 0 1000
±75° T1 75 15 69.6 200 1400 0 1000
±75° T2 75 12 70.2 200 1450 0 900

(a) (b) (c)

Figure 2. Example of TWLI images taken from a ±45° specimen with a load level of 75% before the
test (a), after 254 cycles (b), and and after 4013 cycles (c). In (a), the evaluation area is shown for the
crack density (region of interest) marked with the blue rectangle. In (b), a typical crack pattern for a
±45° is laminate shown and (c) shows the last image taken before failure. The shift of the specimen
can easily be observed by the drift of the black line at the bottom from (a–c). In (c), delamination
between the plies can be spotted as dark areas.

Instead of using the extracted densities directly, a crack density function is defined by
fitting a cumulative Weibull distribution function to the experimental crack density data.
The Weibull function is used since it has a form similar to the experimental crack density
plotted over the number of cycles in logarithmic space. A direct fit of such a crack density
function to the experimental data resulted in convergence problems, even with non-linear
least squares algorithms (scipy.optimize.curve_fit) [34]. Therefore, a two-step approach
was used to achieve a satisfactory quality of the fit. This fitting process is qualitatively
illustrated in Figure 3. The first step is a linear regression in the region where the crack
density increases linearly. For experiments that reach crack saturation, the linear fit is done
from 30% to 85% of the maximal crack density. If crack saturation is not reached because
the specimen fails prior to that, the region for the linear regression extends to 100%. In
the second step, the following three-parameter cumulative Weibull distribution function is
fitted to the linear regression

ρ
f it
c (n) =

[
1 − exp

(
−
(

n − n0

λ

)k
)]

· ρsat
c , (2)

with λ and k as scale and shape parameters respectively, and n0 to shift the fitted curve
along the x-axis. Note that n0 is a fitting parameter and does not correlate with the cycles to
damage initiation ninit defined later in Section 3.1. Since the Weibull distribution function
has a span of 0–1, the fitted crack density function is scaled with the saturation crack
density ρsat

c .
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Figure 3. The experimentally obtained crack densities are fitted with a two-step approach. The first
step is a linear regression from 30% to 85% of the saturation crack density. In the second step, a
cumulative Weibull distribution function is fitted to the linear regression.

2.3. Damage Model

To compute the stiffness degradation of a laminate for a given damage state, Schuecke’s
damage model is used [27]. Like most progressive damage models, it consists of a part that
describes the evolution of a damage variable and a part that computes the effect of this
damage on the stiffness of the material. The first part computes the damage variable as
a function of the loads for each ply. Then, in the second part, the degradation of stiffness
based on the damage variable is computed using the Mori-Tanaka method. Here, only the
second part of the model is used since the evolution of the damage variable is obtained by
calibration to the fitted crack density functions. The damage variable in the model represents
the volume fraction of crack-like inclusions in the Mori-Tanaka formulation, which for void
inclusions, is given by

EMTM,void = E(m)

[
I +

V
1 − V

(I − S)−1
]−1

, (3)

where V is the inclusion volume fraction, I is the identity tensor, E(m) is the initial stiffness
tensor of the ply, and S is the Eshelby tensor [35,36]. To compute the Eshelby tensor for
transversely isotropic materials, the numerical computation scheme by Gavazzi et al. [37]
is used.

The Eshelby tensor for an inclusion depends on the surrounding material and the
shape of the inclusion. It is assumed that the inclusion geometry is the same for all cracks
and independent of the orientation of the ply. Often, an extremely sharp or disk-like
inclusion geometry is used when the effect of cracks in a material is computed by the Mori-
Tanaka method. Experimental evidence shows that off-axis cracks are often not straight but
have a crooked path since the crack has to find the way of least resistance between the fibers.
Cracks sometimes even split and merge on the way through the ply [20,38]. Here, the
introduction of an orientation tensor to give idealized penny shaped cracks an orientation
distribution similar to the crooked paths of the real cracks is avoided. Instead, one oblate
ellipsoidal pore that represents the homogenized effect of these cracks qualitatively is used.
It has been reported in [39,40] that this approach gives satisfactorily results. In this work, an
aspect ratio of 100,1,10 in the 1,2,3-direction of the ply is chosen. The reasoning is as follows:
The cracks are substantially longer in fiber direction than in out of plane direction so the
1-direction is set to 10 times the 3-direction. Also, cracks are relatively flat compared to the
thickness of the ply so the 3-direction is 10 times the 2-direction. A schematic representation
of this idealized inclusion is shown in Figure 4a and its effect on the ply properties is shown
in Figure 4b. The curves of E1, E2, ν12 and G12 as function of to the inclusion volume show
that E2 is reduced the most relative to its initial value. The stiffness in fiber direction E1 is
reduced only slightly up to an inclusion volume fraction of 0.1. This behavior qualitatively
agrees well with the stiffness degradation of a ply due to off-axis cracks. The degradation
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of E1, E2, ν12 and G12 could be fine-tuned by adjusting the aspect ratios if additional data
from static tensile tests were available that allows to relate the engineering constants of a
ply directly to off-axis cracks.

(a) (b)
Figure 4. Representation of off-axis cracks in one ply (a) looking in fiber direction. The crack path
is often not straight and can branch or merge. Therefore, an oblate ellipsoid is chosen as a single
inclusion shape to compute the homogenized effect of these cracks. The effect of this inclusion is
shown in (b) with the aspect ratios of 100,1,10 in 1,2,3-direction, respectively.

2.4. Calibration

The Mori-Tanaka method uses inclusion volume fractions to compute the effect of an
inclusion in a surrounding matrix material, but since the crack density is analyzed, the
model needs to be calibrated to experimental data. A link between the crack density and
the inclusion volume fraction for the analyzed stiffness degradation must be established.
For this, the ±45° tests are used to calibrate the model. The following equation links the
crack density (ρc) to the inclusion volume fraction (V) with a simple correlation factor (μ).

V = μ · ρc (4)

The calibration process is illustrated in Figure 5. First, the experimental stiffness data
is smoothed to reduce scatter using a lowess filter [41] with a window length of 40% the
range of cycles. Then, the stiffness degradation relative to its initial value up to crack
saturation (see Table 3) is calculated from this smoothed curve. Parallel to this, a model of
the laminate is built with classical laminate theory. For each ply, the stiffness is reduced
according to the damage model (see Equation (3)) as a function of the inclusion volume
fraction. The inclusion volume fraction to reach the experimental stiffness degradation is
optimized with the minimization algorithm from SciPy (scipy.optimize.minimize) [34]. From
this, the correlation factor μ can easily be computed from Equation (4). This procedure is
carried out for the two ±45° tests and the average is used as the global calibration constant
for the material.

Table 3. Results of the crack detection. The cycle number to damage initiation ninit, saturation nsat,
and crack density growth rate in semi-logarithmic space dρc/d(log(n)) are listed to compare the
laminates.

Test ρsat
c [mm−1] ninit nsat dρc/d(log(n)) [mm−1]

±45° T1 3 140 4000 2.8
±45° T2 3 30 1500 2.7
±60° T1 2.1 304 2100 3.2
±60° T2 1.7 487 2200 2.3
±75° T1 1.3 93,086 - 2.9
±75° T2 1.3 68,314 - 2.7
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Figure 5. A schematic representation of the correlation process. The stiffness and crack density is
evaluated in fatigue tests. The needed inclusion volume fraction is optimized to yield the same
stiffness degradation as observed in the experiment. With Equation (4), the correlation constant is
then computed from the experimental saturation density.

3. Results and Discussion

3.1. Crack Detection Results

The results of the crack detection are shown in Figure 6. An example of the cracks
detected in +60° direction for the ±60° T1 specimen after 759 load cycles is shown in
Figure 6a. At this state, the crack density is 0.8 mm/mm2. The bigger cracks are detected
well while cracks smaller than 50 pixel or 0.7 mm in length are filtered out. Since the
laminate consists of 12 plies, cracks in the bottom layer will appear fainter and not as
sharp as cracks in the top layer. Therefore, the detection is less reliable for cracks in the
bottom layer. Cracks in negative fiber-direction are not included because the noise, blur and
overlap with cracks in positive fiber direction from the top plies resulted in too many false
detections. Since the plies in negative direction develop approximately the same amount of
cracks as in positive direction (see Figure 2), only the positive direction is analyzed.

(a) (b)
Figure 6. Results of the crack detection. An example of the detected cracks for ±60° T1 is shown at
759 cycles (a). Cracks are only detected in the chosen direction of +60°. (b) shows the crack density
results for all tests and the crack density functions.

Figure 6b shows the evolution of the crack density over loading cycles and the corre-
sponding fitted crack density functions for all specimens. In the ±45° laminates, off-axis
cracks initiate earlier than in ±60° and ±75° laminates. The ±45° laminates also show
the highest crack saturation density. The ±75° laminates do not reach the state of crack
saturation because they fail before. The growth rate of the crack density seems to be
approximately constant for all tests when plotted on a logarithmic scale.
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The results of the crack detection are listed in Table 3. The point of damage initiation
ninit, crack saturation nsat and the crack density growth rate of the linear region are used
to compare the crack detection results. The saturation density ρsat

c is taken manually at
the point where the crack accumulation reaches a plateau. Since the ±75° laminates do
not reach crack saturation, the maximum crack density of ±75° T1 is used for the fitted
curves. In the ±45° tests, the crack density increases again after reaching a first plateau due
to delaminations that cause problems with the crack detection. Therefore, the saturation
density is taken at the first plateau. The point of damage initiation ninit is defined as the
first point with a crack density above 0.1 mm−1 and the point of crack saturation nsat are
the cycles needed to reach the saturation crack density ρsat

c . For ±75° tests, crack saturation
is not reached. The crack density growth rate is the slope of the linear regression, the first
step of the fitting process.

These results show that the automated crack detection is suited to efficiently obtain
off-axis crack densities of multidirectional GRFP laminates. Damage initiation is easily
detected and the crack density function can be modeled by a three-parameter cumulative
Weibull distribution by fitting it to the linear regression of the region of constant crack
density increase in semi-logarithmic space (see Figure 6b). The number of cycles until the
saturation density is reached are also captured by the crack detection. It should be noted
that the accuracy of the crack detection decreases when approaching saturation due to
delamination and merging of cracks (see Figure 2c). From our experience, almost all cracks
are detected up to approximately 80 percent of the saturation level. From there on, the
merging of side-by-side cracks into one black line and delamination leads to misses and
false detections. To improve the accuracy of the crack detection near saturation, image
differencing techniques that allow to see only changes from one image to the next could be
used (see [24]). The prerequisite to this is an extremely precise shift correction. This can be
achieved with position markers on the images that allow a precise tracking of image shift
and distortion. Since our images did not have these markers, a simpler version of the shift
correction had to be used.

3.2. Stiffness Degradation Model

The calibration of the damage model for the material from [32] yields a correlation
constant of 0.011 mm for the chosen inclusion aspect ratios of 100,1,10. Note that the
correlation constant depends on the chosen aspect ratios. The results of the computed
stiffness degradation are shown in Figure 7 along with experimental data for all laminates.
The comparison between model and experiments for the ±45° laminates and ±60° T2
shows good agreement. Since the calibration constant is computed from the ±45° tests,
good agreement of the stiffness drop is expected for ±45° specimens. Nonetheless, the
curves follow the same shape as the experiments which is determined by the inclusion
geometry. This indicates that the chosen inclusion geometry describes the effect of off-axis
cracks for this laminate and our assumptions on the inclusion geometry are reasonable. For
±60° T1, the detected crack density is higher than for ±60° T2. Therefore, the computed
stiffness degradation is also higher compared to ±60° T2. The trend of experimental data
and the shape of the curves from the degradation model for ±45° and ±60° laminates is
similar. Contrary to the ±45° tests, the experimentally observed stiffness degradation does
not stop at the saturation of the off-axis cracks for the ±60° laminates (see Figure 7). As
listed in Table 3, crack saturation is reached at around 2000 cycles for the ±60° tests. The
computed stiffness of the ±75° laminates drops earlier than the experimental curves. It
seems that off-axis cracks in ±75° laminates do not have the same effect at the local ply
coordinate system as for ±45° laminates.
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The error of the model increases from the ±45° laminates, where the calibration is
carried out to the ±75° laminates. Carraro et al. [42] have shown that the macroscopic
damage initiation is driven by two damage modes that depend on the level of in-plane
shear stress. For plies with mostly in-plane shear stresses σ12 in the ply coordinate system
shown in Figure 4a, the driving force for damage evolution at the micro scale is local
maximum principal stress (LMPS). For plies with mostly positive in-plane transverse stress
σ22, local hydrostatic stress (LHS) is the driving force. The shift between LMPS and LHS
in GFRP occurs at a fiber direction of around 60° [42]. Fractographic images also show
different crack patterns for off-axis cracks depending on the in-plane shear stress. It has
also been found that shear stress significantly reduces the number of cycles for damage
initiation [7,43]. With differences in the micro-structure of the fracture plane between
the two damage types, the effect of cracks on the ply stiffness can also be expected to be
different for the LMPS/LHS damage types. For our model, this would require a separate
correlation for the ±45° and ±75° tests, since these tests correspond to LMPS and LHS
type damage, respectively. The presence of these two separate damage types would also
explain the large difference in the number of cycles to damage initiation from ±45° to ±75°
laminates (see Figure 6). The ±45° and ±60° tests show damage initiation at less than 500
cycles with ±45° being a bit lower than ±60°. On the other hand, the ±75° tests show
damage initiation at more than 50,000 cycles, although the fatigue load level for all tests has
been set to about 75% of the static strength. These findings back the theory of two distinct
microscopic damage types controlled by in-plane shear stresses.

Figure 7. Stiffness degradation for the individual tests and damage model results. Comparison for
(a) ±45° tests, (b) ±60° tests, and (c) ±75° tests.

In Figure 8, the experimental stiffness is plotted over crack density up to saturation.
At the beginning, a small drop in stiffness without an increase in the crack density is visible
for some specimens. After this initial drop in stiffness, all curves except ±75° T1 show a
linear correlation up to saturation. Note that this does not conclude that the degradation of
stiffness is linear since the crack density follows a S-shaped curve. For ±75° T1, a distinctive
kink compared to the linear regression is visible. Also, the scatter of the experimental data
for ±75° T1 (see Figure 7) is higher at the beginning. At around 200,000 cycles, this scatter
nearly vanishes. This could be an indication of a problem in the evaluation or experimental
procedure for this specimen. The linear relation between crack density and stiffness shows
that the crack density is a good choice as a damage parameter.
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Figure 8. Relationship of the experimentally determined stiffness and crack density up to saturation.
For the ±45° and ±60° specimen, the stiffness degradation correlates linearly with the crack density.
Note that the fact that the stiffness for the ±75° specimen is higher compared to ±60° is a result of
the given ply material properties and in accordance with classical laminate theory.

4. Conclusions

In this work, the effect of off-axis cracks in GFRP laminates is studied by using test
results of the crack density and computing the effect of these cracks on the stiffness of the
laminate. It is shown that crack detection can be used to efficiently evaluate images of
off-axis cracks from fatigue tests and the fatigue crack density function can be modeled
by a three-parametric cumulative Weibull distribution function. A mostly-automated
scheme is presented for the calibration of the crack density functions from experimental
data. Furthermore, the stiffness degradation model for multidirectional fiber-reinforced
polymer laminates from Schuecker, which uses Mori-Tanaka homogenization on the ply-
level, is tested against experimental fatigue data. The results suggest that it is necessary to
distinguish the effect of off-axis cracks on the stiffness of a ply depending on the microscopic
crack type. This requires a separate calibration for cracks formed under LMPS and LHS
conditions, respectively. This observation agrees well with the theory by Carraro and
Quaresimin which also distinguishes the evolution of off-axis fatigue cracks based on the
micro-damage mechanisms driven by LMPS and LHS. A distinct jump in cycles to damage
initiation is also found where the micro-damage mechanisms change. A new test campaign
is under way to further test the damage model for both microscopic damage types.
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Appendix A. Quasi-Static Material Parameters

The basic characterization of the quasi-static material parameters is done with UD0°
specimens for E1 and ν12, UD90° specimens for E2 and ±45° specimens for G12. In the
referenced data set [32], a miscalculation has happened in the evaluation of the in-plane
shear modulus G12 which is corrected here according to DIN EN ISO 14129. Additional
measurements of the fiber volume fraction revealed differences between the specimens.
Therefore, the ply stiffness of each laminate is corrected to a fiber volume fraction of
45%. For this, the semi-empirical Chamis model is used to approximate the engineering
constants as a function of the fiber volume fraction since it showed good agreement with
experimental data for GRFP [44]. This modified rule of mixture (ROM) replaces the fiber
volume fraction in the iso-stress model (Reuss) for Ec

2 and Gc
12 with the root of the fiber

volume fraction. The iso-strain model (Voigt) for Ec
1 and νc

12 is not altered. For isotropic
matrix and fibers, this leads to the following set of equations:

Ec
1 = (1 − V f )Em + V f E f

1

Ec
2 =

[
1 −

√
V f

Em
+

√
V f

E f
2

]−1

νc
12 = (1 − V f )νm + V f ν f

Gc
12 =

[
1 −

√
V f

Gm
+

√
V f

Gf

]−1

(A1)

For the correction, the elastic constants of the matrix Em and νm must be known. Since
the elastic constants for each laminate at a certain fiber volume fraction are tested, the
elastic constants of the fibers can be estimated. This estimate is then reinserted in the same
equations to obtain the elastic constants of the composite as a function of the fiber volume
fraction. In Table A1, the fiber volume fractions for each laminate and the tested elastic
constants are listed. With this data, the elastic constants at a fiber volume fraction of 45% in
Table 1 are computed. In the degradation model, the stiffness is corrected for each laminate
individually.
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Table A1. Fiber volume fractions of the laminates and the quasi-static elastic constants in ply-
coordinates determined from tests.

Laminate Fiber Volume Fraction [−] Elastic Constant

0° 42.2 Ec
1: 33.6 GPa, νc

12: 0.28
90° 42.4 Ec

2: 10.3 GPa
±45° 52.8 Gc

12: 3.7 GPa
±60° 41.8 -
±75° 45.7 -

Matrix - Em: 3.55 GPa, νm: 0.43 GPa

Appendix B. Fatigue Load Level

The fatigue load level of laminates is computed by Puck´s failure criterion [33]. A
load level of 75% means that the laminate is loaded in the fatigue tests up to 75% of its
static strength. In Figure A1, the stress space for Puck mode A with the stress vectors of the
tests is shown. In the ±45° laminates used to test the in-plane shear strength according to
DIN EN ISO 14129, significant transverse stresses σ22 are present. The shear strength R12
for the material is therefore corrected using Puck´s failure criterion based on the strength of
the ±45° and UD90° laminates. With this corrections, the fatigue level of the tests are 75%
for ±45°, 78% for ±60° and 74% for ±75° laminates. As a comparison, the stress vector for
a typical carbon fiber-reinforced laminate is also shown. The higher ratio of fiber stiffness
to transverse stiffness yields nearly no transverse stress so no correction is necessary for
carbon fiber-reinforced composites.

Figure A1. Puck mode A failure area (red) with stress vectors of the tests. In the ±45° laminate,
significant transverse stress σ22 is present. Therefore, the in-plane shear strength R12 is corrected
with Pucks failure criterion (black arrow). As a comparison, the stress vector for a typical ±45° CFRP
laminate is also shown (red arrow).
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Abstract: The mechanical and ring stiffness of glass fiber pipes are the most determining factors for
their ability to perform their function, especially in a work environment with difficult and harmful
conditions. Usually, these pipes serve in rough underground environments of desert and petroleum
fields; therefore, they are subjected to multi-type deterioration and damage agents. In polymers
and composite materials, corrosion is identified as the degradation in their properties. In this study,
tension and compression tests were carried out before and after preconditioning in a corrosive agent
for 60 full days to reveal corrosion influences. Moreover, the fracture toughness is measured using a
standard single edge notch bending. Ring stiffness of such pipes which, are considered characteristic
properties, is numerically evaluated using the extended finite element method before and after
preconditioning. The results reported that both tensile and compressive strengths degraded nearly
more than 20%. Besides the fracture toughness decrease, the stiffness ring strength is reduced, and
the finite element results are in good agreement with the experimental findings.

Keywords: composite; pipe; fracture toughness; damage; ring stiffness infrastructure industries

1. Introduction

Polymer-based composite materials have several important properties, such as lightweight,
specific Young’s modulus, and specific impact resistance, making them suitable for use
in a wide range of industrial and aerospace applications [1,2]. In various environments,
the stress corrosion and failure caused by these reinforced plastics were investigated [3–6].
Glass fiber reinforced plastic is a structural material made of short or long glass fibers and
a thermosetting resin. Quartz particles are sometimes used as reinforcement by combining
them with epoxy resin, forming the composite matrix. This matrix and numerous laminates
of glass fiber reinforced polymer are used to make glass fiber reinforced pipes. Plastic
composite pipes are a cost-effective alternative to metallic pipes. Metallic pipes are not
permitted in applications where corrosion, weight, and environmental impact are critical.
Fiberglass reinforced pipes have many applications, including pressure piping and water
transfer above and below ground [7–10].

Farshad [11] performed compression tests on the fiberglass pipes and conditioned
the pipe materials before running the tests in water at room temperature. Throughout the
test, sample deflection was measured in relation to time. The findings indicated that the
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conditioned environment reduces the strength of these materials. In a related study by
Nishizaki [12], the effect of water on durability was investigated. It was determined that the
flexural strength of GRP is lower when immersed than when only at atmospheric humidity.
Bergman [13] was able to handle plastic corrosion for chlorine dioxide, sodium chlorate,
and chlorine in various environments. The differences between metal and plastic corrosion
were compared to obtain typical reasons for using plastics in the processing industry and
specific environments for plastic applications. Furthermore, after reviewing the corrosion
behavior of GRP pipes, Hojo et al. [14] identified three types of corrosion: surface reaction,
formation of a corrosive layer, and penetration-induced corrosion. Farshad and Nicola [15]
tested unsaturated fiberglass reinforced polyester (GRP) pipe rings for long-term stress
corrosion. In the lower region of the ring, these specimens were treated with 5% sulfuric
acid. Compared to the non-acidic section of the same sample, the deformability of the
tested section in the acidic environment was reduced by approximately 75%.

It was discovered that there is a direct relationship between specimen densities and
dimensional accuracy with orientation [16]. In addition, the angular orientation caused
significant anisotropy in the fracture toughness of single edge notch samples. The effects of
seawater aging and curing on polymer composite cylinders used as marine structures were
studied. Fully cured composite cylinders outperformed partially cured composite cylinders
in terms of mechanical properties. Furthermore, aging in seawater improved hoop strength
and stiffness but had no effect on radial strength. Similarly, the hardness and density of the
same cylinders were investigated in the presence of salty water and found to change [17].
In addition, the effect of seawater on steel pipes rehabilitated with layers of fiberglass and
epoxy was studied [18]. The hoop strength of the pipes being repaired increased before
and after immersion, indicating that a thicker composite repair is required for complete
rehabilitation. The association between the structural properties of the shell and the end
bearing capacity (UBC) of fiberglass-reinforced mortar pipes (GRP) was simulated [19].
In a growing pipeline, the proportion of the size of the fibers and the ratio of the volume
of the spirally wound layer increased, but UBC increased with the layers of tubules. It
has been reported that the fracture and mechanical properties of GRP pipes degrade after
immersion in a corrosive medium (solution of sodium chloride in water) [20,21]. This
deterioration was attributed to corrosion caused by the use of a corrosive medium. On
the other hand, the effect of thermal aging on the compression behavior of interlocking
polymer network composites reinforced with fiberglass was discussed. As the temperature
rose and the aging period progressed, the strength of these pipes decreased slightly.

It is observed that all previous work did not deal with fracture toughness and impact
strength, besides the ring stiffness properties under a harsh underground environment.
Therefore, the main objectives of this study are to investigate and fully comprehend the
behavior of glass fiber reinforced epoxy pipes during service in the harsh underground
environment of the petroleum field. Consequently, tensile, compression, single edge notch
bending, and Charpy impact tests were performed before and after preconditioning in drag
water of a petroleum environment field. The ring stiffness properties were numerically
measured using an extended finite element method and compared to other experimental
work to validate the model with one before preconditioning.

2. Experimental Work

It is well established that standard tests are performed on samples with standard
dimensions when determining mechanical or fracture properties. When evaluating the
behavior and properties of materials under specific operational conditions, tests are carried
out under the same conditions and concerning previous similar experiments. In our case,
the test was performed on a portion of the material composed under the same harmful
and/or harsh operating conditions to demonstrate the extent of the condition’s effect on
those materials. entire domain [15,22–24].
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2.1. Materials and Methods

According to the values shown in Figure 1 and listed in Table 1, the present study
used glass fiber-reinforced polymer pipes with a heterogeneous structure consisting of
random matt, roving, unsaturated polyester resin, and sand. Unsaturated polyester resin is
environmentally and chemically resistant, and it also bonds the fiber in the pipe structure.
Unsaturated polyesters are less expensive than other resins used to produce GRP pipes, but
they offer only a slight increase in strength and chemical resistance. It is frequently a cost-
effective option for less demanding, low-pressure service. The glass fiber composite pipes
were created using the widely used filament winding technology. GRP has a complicated
structure with inner and outer surface layers. The barrier and chop layers are followed
by the structure layers in the outer and inner surfaces, with quartz sand placed between
for a complete description of the manufacturing process, refer to [18]. The composite
material is primarily determined by fiber geometry, lay-up thickness, fiber pretension, and
manufacturing process quality. These constituent compositions were obtained using the
ASTM D3171-99 standard [25] and the ignition removal technique. These pipes are used
in chemical wastewater pipelines in the petroleum industry. The elastic properties of the
glass fiber composite pipes (GRP) are listed in Table 2. the pipes used in the present study;
are taken from situ and were in service for some time.

In Figure 1b, it is noted that the percentage of chlorine gas in petroleum wastewater
is greater than that of solid impurities (S, Ca, Br, and Ag). The presence of Cl gas in
wastewater increases corrosion [14] and erosion because it acts as an active agent by
chemically reacting with the organic components of the composite pipe, such as resin, glass
fiber, and quartz particles.

Table 1. Composition of GFR pipes [20,26].

Constituents Average % Viscosity/cp.25 ◦C
Thermal Deformation

Temperature/◦C
Tensile Strength

/MPa
Specific Density

(g/cm3)

Thermosetting
unsaturated
polyester (Matrix)

30.2% 400 70 65 1.12

Roving 11.8 ———– ———–
3100–3400 2.5matt 13.5 ———— ————

sand 44.5 ————- ————- ———- 2.66

Table 2. Elastic properties of GRP [24].

Properties E1 (GPa) E2 (GPa) ν12 G12 (GPa) G13 (GPa) G23 (GPa)

value 100 9 0.3 3.2 3.2 4

2.2. Preconditioning Procedures

The conditioning procedures are performed by immersion the test samples into a
corrosive agent of wastewater taken from the petroleum field. The specimens were put in a
wide container, as shown in Figure 2, in a field with sewage. The composition, illustrated
previously in Figure 1, of a high amount of chlorine gas, is responsible for corrosion. They
had a lousy effect on the pipe’s material in a harsh environment. The specimens were left
in the corrosive solution for 60 days at a room temperature range. Then the sample was
left to dry from water then testing was carried out.
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Figure 1. GRP wastewater system; (a) GRP schematic [20] and (b) chemical analysis of a wastewater
petroleum sample.

 

Figure 2. Chemical treatment to preconditioning the GRP pipes material.
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2.3. Mechanical Testing

Tension and compression tests were carried out on specimens made from glass fiber
reinforced polymer pipe wall thicknesses (DN = 520.7 mm and 13 mm). These tests
were performed in accordance with ASTM D3039 [27] and ASTM D3410 [28] standards
for tension and compression, respectively, on a computer control electromechanically
universal testing machine (machine model WDW-100- Jinan Victory Instrument Co. Ltd,
China) [29] with a load capacity of 100 kN and a controlled speed of 2 mm/min. The
standard specimen geometry for tension and compression is shown in Figures 3 and 4,
respectively. The compressive load was applied in both the longitudinal and transverse
directions (see Figure 4a) and (see Figure 4b), respectively). These tests were repeated for
specimens immersed into a petroleum field of wastewater for 60 days at room temperature.
Each test required the use of five samples for measuring their average.

Figure 3. Geometry of tensile test specimens.

Figure 4. Compression loading direction is either (a) transverse or (b) longitudinal.

2.4. Fracture Toughness Test

The fracture toughness of these composite materials is emphasized because, in the
event of a crack, it allows water to infiltrate and absorb into GRP pipes, causing harmful
corrosion and deterioration of mechanical properties. As a result, fracture toughness
has emerged as an essential and determining factor of pipe properties, and it must be
measured. According to Anderson et al. [30], only one type of fracture toughness test is
used to accomplish this. Measuring crack resistance is critical to halt deterioration and
achieve good fracture toughness values. The single edge notch test specimen, shown
in Figure 5b, was cut from the wall according to the dimensions specified in the ASTM
D5045-14 standard [31], as shown in Figure 5a. The specimen has a thickness of 13 mm and
a scaled mark on the face of the crack. A notch of about 45 percent of the beam width is
formed in the middle of the beam span. After sharpening the root of the notch with a razor
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blade, the samples were pre-prepared to produce typical incisions 3–5 mm in length. The
load-point is plotted against displacement as well.

Figure 5. (a) specimen geometry, (b) test setup for single edge notch bending (SENB).

After the maximum load record, the fracture toughness (KIC) can be measured [32]
using the following Equations;

KIC
PS

BW3/2 f (a/w) (1)

where f (a/w) is the correction factor and can be calculated as following [32];

f (a/w) = 2.9
( a

w

)0.5
− 4.6

( a
w

) 3
2
+ 21.8

( a
w

) 5
2 − 37.6

( a
w

) 7
2
+ 38.7

( a
w

) 9
2 (2)

where (a) is a crack length, (w) is specimen width, (p) is bending load, (B) is specimen
thickness, and (s) is beam span.

Dynamic fracture toughness or impact fracture toughness can be measured using an
ASTM D6110 [33] Charpy standard test pattern consisting of a metal (or other material) bar
(55 × 10 × 10 mm ) with a notch driven through one of the larger dimensions (see Figure 6a).
There are five specimens used. The pendulum impact tester is shown in Figure 6b.

 

Figure 6. Charpy Impact test: (a) specimen geometry, (b) test setup.

2.5. Finite Element Method of Compression Stress (Stiffness Ring of Cylinder Test)

The stiffness ring of a cylinder is a physical characteristic of the pipe; it measures the
resistance to ring deflection under external load. The following expression defines the
stiffness ring of a pipe:

S =
EI
d3

m
(3)

where (S) is ring stiffness, (E) is young modulus, (I) moment of inertia of pipes, and (dm) is
mean pipe diameter.

Belytschko and Black [34] recently developed XFEM, the main idea of which is based
on Melenk and Babuska [35], who used the concept of division of finite element units and
the enrichment function. XFEM is distinguished because no network update is required to
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trace the crack path [36], reducing the need to interlace and re-interlace complex interrup-
tion surfaces. Because the crack extends around the tip of the fracture without reconnection
or refinement, fracture analysis can be performed with high numerical precision; for a
detailed description, see [37].

The 3D nonlinear elastic FEM is based on the primary, extended fracture method.
A cylindrical domain (520.7 mm diameter × 500 mm) was created as a solid part (see
Figure 7a). The reaction force and corresponding deflection are measured using extended
finite element analysis. As shown in Figure 7a, the load is used as a constant displacement
control for the upper surface of the cylinder while it is fixed at the two asymmetric ends of
the cylinder. The 3D stress element type has an 8-node linear brick linear shape, reduced
integration, and hourglass control (C3D8R) elements with an approximately hexagonal
shape with a global size of 10 for region B were used in the domain. The total number of
elements is 38,412; this is the best number chosen from three mesh densities investigated
for mesh convergence (see Figure 7b). The maximum principal stress theory of failure
was implemented with the mean stress of 30 MPa and 8 MPa for composite pipes without
and with preconditioning in wastewater for 60 days. The damage evaluation criterion is
the maximum fracture energy and the independent mixed mode that is applicable. The
material used for the composite cylinder was based on DN 500 and SN 1000 [24].

Moreover, to create the failure propagation during the loading, a planar crack of
(10 mm length) is inserted in the center of the cylinder region (A) (see Figure 7c). The
element size in this region is defined as 5. These two values are derived from the standard
tensile test results of the specimen of the curved pipe’s layers before and after precondi-
tioning. The equivalent young moduli are 35 GPa and 10.5 GPa, and the fracture energy
with linear softening was 185 kJ/m2 and 129 kJ/m2 for after and before, respectively. The
study considers the load only over the outer surface, and there are no internal pressures
applied. This study is to simulate the ring stiffness test introduced by Ref. [24].

Figure 7. (a) Boundary condition, (b) mesh shape finite element domain, (c) domain with crack.

3. Results

3.1. Mechanical Properties

Figure 8 depicts the stress–strain relationship for tension test specimens before and
after preconditioning. After preconditioning in corrosive water with increasing amounts
of chlorine gas, the average tensile strength drops by nearly 50%. It is approximately
18 MPa with STDV equals 2 MPa; CV equals 11% before preconditioning and almost
8 MPa with STDV 1 MPa and CV equals 11.7% after preconditioning. This is due to hydro
stress caused by moisture expansion coefficients in the polymer composite. Because of
the material’s thermoelastic and hydroelastic inhomogeneity and anisotropy, interlaminar
and intralaminar stresses form. The net tension failure mode is depicted in Figure 9.
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Preconditioning also affects the material’s Young’s modulus, resulting in a decrease of
nearly 70%. The fracture behavior, as seen in microstructure examination, includes fiber
pullout (Figure 10a) and fiber breakage, as well as matrix carking (Figure 10b). The fracture
is ductile, as evidenced by the presence of pores in the matrix. A uniform corrosion attack
may be used to attack the performance of such fiber-reinforced polymer (FRP) in a chlorine
dioxide environment.

Figure 8. Effect of preconditioning on the stress and strain curves of composite pipes.

 

Figure 9. Tensile specimen fracture mode.

 

Figure 10. GRP SEM images: (a) fiber, (b) matrix.

As shown in Figure 11, the precondemning and corrosive agents affect the average
compressive strength. A focus observation is made on the compressive behavior of glass
fiber composite pipes in the transverse direction (see Figure 11a); it is discovered that
there are two line slopes. Initially, the curve slope is nearly equal to 463.2 MPa and
501 MPa for after and before preconditioning in a chlorine dioxide solution, respectively,
before changing to 1.4 GPa and 1.2 GPa. This might be attributed to the compressive
load being resisted at the first stage by the exterior and interior curved glass fiber layers.
The curvature acts like a spring to overcome compressive stress. The entire specimen
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resists the compressive load after this curvature of the internal layer straightness over
the compressive lower platen; thus, the slope and stiffness increase until failure occurs
(see Figure 12a). After preconditioning, compressive strength drops by nearly 5.9 percent.
Figure 11b depicts the compressive stress and strain curve for compression loading in
the longitudinal direction. It is demonstrated that the effect of preconditioning reduces
compressive strength and young compressive modulus by nearly 21.5 percent, owing to the
hygrothermal impact of moisture and the chemical reaction that occurs between chlorine
gas CL and the polymer matrix [14]. Compressive stress steps correspond to the movement
of quartz particles under compressive load; these steps were shifted back in the case of
preconditioning, which could be attributed to the amount of water absorbed through the
sand. Failure modes observed included serve damage and deeply cross cracks in the quartz
phase, with no cracks in the exterior or interior layers. Delamination was also observed
between glass fiber layers and quartz sand, which occurred because of the sand particles
debonding from one another (see Figure 12b).

Figure 11. Composite pipe compressive behaviors; (a) transverse, (b) longitudinal.

485



J. Compos. Sci. 2021, 5, 264

 

Figure 12. Compression failure mode; (a) transverse, (b) longitudinal.

Figure 13 depicts the load and displacement curve of a SENB specimen. It is observed
that no softening occurred (red color line), and the curve was smooth, owing to the stress
concentration near the blunt crack face, which is more sensitive. The load increases as the
crack propagate through the material [32] due to the glass fiber layer resisting the load
and the crack tip facing sand particles, which increases the crack tip and relieves stress;
this explanation can be seen in the fracture mode. Figure 14 depicts the fiber bridging
and the straight direction of the crack. When the maximum load (P) is read and then
entered Equation (1). The fracture toughness is 283.4 MPa

√
m with a standard deviation

of 21.5 MPa
√

m. The material fracture behavior changed dramatically (see blue line), as
the behavior softened after the critical value was reached, then decreased as the crack
propagated through the material. This can be attributed to the amount of corrosive water
with chlorine gas deeply absorbed by the sand and reach with the polymer, resulting in
weak debonding between the sand particles, resulting in a decrease in fracture toughness,
which is measured at 182.5 MPa

√
m. with a standard deviation of 15.5 MPa

√
m. (red color

line). This is because the second specimen’s crack takes a long time to propagate through
the material due to the high debonding strength between the particles, whereas the first
specimen’s debonding strength is low.

Figure 13. SENB specimen load-displacement curve.
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Figure 14. SENB’s fracture mode.

3.2. Charpy Impact Test

The shape of the sample significantly influences the fracture toughness of existing
materials during the impact test. After immersion in chemically wasted petroleum water,
the loading of the sample is much lower (see Figure 15), and the material softens. In
contrast, the sample before immersion solidifies, and the quartz particles can absorb water
through the thickness. As a result, any fine cracks or crevices on the surface are magnified.
The inside of the GRP pipes can cause water leakage on the quartz particles, resulting
in dangerous degradation, as illustrated in Figure 15. The corrosion effect resulted in a
deterioration between the sand and epoxy layers in a proportion of approximately 50%,
and Table 3 lists the impact toughness per joule before and after immersion.

Table 3. Impact energy of Charpy test.

Impact Toughness of Specimen Unit (Joule)

Before immersion in wastewater 8.5

After immersion in wastewater 5

 

Figure 15. Within the photo of an impact fracture, the mode of failure can be seen.

3.3. Ring Stiffness Characteristic

Figure 16 depicts the initial ring stiffness of composite pipes, based on the values
of three specimens from the experimental work of [24]. The average reaction force was
23 kN, while the FE analysis required 26.5 kN; thus, the prediction error was 15.2 percent,
acceptable [38–41]. This error was a cumulative number of errors due to damage through
used pipes, manufacturing defects, and so on. The numerical FE model assumes no
delamination or damage between the glass fiber composites layers themselves or with the
sand at interfaces, so the FE model data fit the initial portion of deflection very closely. As
a consequence, the elastic behavior is prolonged until a sudden failure occurs. Moreover,
this difference is most likely due to an incomplete adhesion in experimental specimens,
resulting in higher stress concentration factors and premature failure [39]. Figure 17 depicts
the stress distribution through the pipe wall; it is observed that a region of increasing
stress concentration (red and orange color) around the crack (see Figure 17a,c), which
corresponds to the fracture planes in experimental image Figure 17b [24], where surface
cracks are located around the fracture plan. The precondemning affects the initial ring
stiffness, as shown in Figure 16. (red dash lines). The hygrothermal effect of water
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absorption by the sand in the pipe’s core reduces the strength of the pipe’s material. The
experimental findings will be used to validate the FE model.

Figure 16. Validation of prediction ring stiffness load with experimental results of Ref. [24].

Figure 17. Failure mode prior to preconditioning; (a) FE prediction, (b) drawing based on experimental [24],
(c) Von-Mises stress.
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4. Conclusions

The mechanical properties of glass fiber composite pipes and the initial ring stiffness
were investigated before and after preconditioning in a petroleum wastewater chlorine
dioxide corrosive solution. Pipes of this type are considered the primary infrastructure in
the petroleum field industry. Current assessments show that the preconditioning action
harms the mechanical properties studied, such as compression and tensile strengths. These
pipes were typically subjected to preconditioning steps in the aggressive environment of the
petroleum field while transporting wastewater saturated with corrosive chlorine dioxide,
which is the primary cause of the material’s high degradation. Furthermore, both dynamic
and static fracture toughness are significantly reduced by this action. These corrosive
solutions also affect the ring stiffness properties. The compressive strength of pipe wall
material is considerably higher in the transverse direction than in the longitudinal direction.
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Abstract: This research uses EBSD data of two thermo-mechanically processed medium carbon
(C45EC) steel samples to simulate micromechanical deformation and damage behavior. Two samples
with 83% and 97% spheroidization degrees are subjected to virtual monotonic quasi-static tensile
loading. The ferrite phase is assigned already reported elastic and plastic parameters, while the
cementite particles are assigned elastic properties. A phenomenological constitutive material model
with critical plastic strain-based ductile damage criterion is implemented in the DAMASK framework
for the ferrite matrix. At the global level, the calibrated material model response matches well with
experimental results, with up to ~97% accuracy. The simulation results provide essential insight
into damage initiation and propagation based on the stress and strain localization due to cementite
particle size, distribution, and ferrite grain orientations. In general, it is observed that the ferrite–
cementite interface is prone to damage initiation at earlier stages triggered by the cementite particle
clustering. Furthermore, it is observed that the crystallographic orientation strongly affects the stress
and stress localization and consequently nucleating initial damage.

Keywords: spheroidized steel; local ductile damage; crystal plasticity; numerical simulation; local
deformation behavior; DAMASK

1. Introduction

The critical factor in the exponential growth of the mobility, mechanization, and
infrastructure sectors in the last six to seven decades is the improvement in the existing
and development of novel steel materials [1]. On average, about 1.8 billion tons of raw
carbon steel is produced annually around the world. More than 83 million tons (approx.
5%) of steel are used by the automobile industry as a raw material in the form of different
grades [1]. Therefore, the demand for high strength and lightweight steel is inevitable
for technological, environmental, and economic progress. For instance, on average, 60%
of the fuel in the automobile industry is consumed due to the vehicle’s body weight
itself [2]. Better steels can not only improve fuel consumption, minimize the detrimental
carbon footprint, and assist in making aesthetically lucrative vehicle body shapes, but also
increase collision safety. This motivates researchers and manufacturers to explore and use
lightweight, highly deformable, and extended energy-absorbing steels in the front and rear
sections of the vehicle body [3].

The industrial applications of carbon steels with multiple phases have expanded
in the last decade due to their versatile microstructural configurations and consequent
mechanical response [4]. Pearlitic-ferritic steels after spheroidization annealing with ferrite
as the ductile phase and cementite particles as reinforcement elements have made their
place in the automotive industry for components that need extended elongation during
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forming [5–7]. However, harder and stronger lamellar cementite present within the pearlite
phase is a major limitation during the forming process, which undergoes brittle fracture
without considerable plastic deformation [8]. A critically designed spheroidization heat
treatment process can convert these challenging 3D cementite plates into globular cementite
particles [9–11]. The resulting microstructure presents a remarkable combination of strength
and ductility suitable for cold forming techniques [12]. In addition to the better formability,
it also offers a margin in weight reduction by down-gauging the allowable thickness of the
sheets in the automotive industry [13–15].

Researchers have used macroscopic techniques to explore the plasticity of these mate-
rials with simplifications and approximations which ignore the actual underlying plasticity
mechanisms [16–19]. The difference in the microstructural attributes of ferrite matrix
and cementite particles in these steels produces heterogeneous local stress and strain re-
sponse [20]. To confidently predict the deformation behavior of spheroidized medium
carbon steels, it is critical to understand the influence of cementite particles’ size and
distribution in the ferrite matrix at the microstructural level [15,21].

Virtually constructed RVEs used by Qayyum et al. [22] for the numerical simulations
provided a clear correlation for stress and strain localization for 2D and 3D RVEs. However,
both possess assumptions and limitations, and therefore lack an outlook of the actual
material. Tasan et al. [20] published their work on the full phase numerical simulations of
multi-phase steels and provided detailed insights influenced by the microstructure based
on individual grain size, position, orientation, and morphology. This work provided an
admirable comparison of numerical simulation and experimental results, yet it lacked
ductile damage criteria.

Diehl et al. [23] comprehensively studied the influence of microstructural features
of the second phase in a ductile ferrite matrix. They concluded that crystallographic
orientation of the individual grains also contributes towards stress and strain localization.
The absence of damage criteria resulting in an overestimation of plastic behavior of ferrite
was reported by Umar et al., and Qayyum et al. [8,24–27]. It was concluded by Zhang et al.,
that the material insight is relatable to the actual material behavior at low strains with
virtual RVEs, while for higher strains, the damage consideration is inevitable [28].

The present study continues the previously published work [8,25,29], and it is per-
formed to overcome the described challenges. In this research, the real RVE consideration
with actual crystallographic orientation and grain morphological attributes is carried out
with EBSD-based data. To avoid the overestimation of global plastic flow of the material,
the ductile damage criterion based on critical plastic strain energy dissipation is incorpo-
rated into the phenomenological material model with the Düsseldorf Advanced Material
Simulation Kit (DAMASK) [30] to gain a comprehension of material behavior influenced by
actual microstructure. Furthermore, a recently developed EBSD-based microstructural data
cleaning technique is used to observe the actual interactive behavior of crystalline grains
with distinct phases in C45EC medium carbon steel. This work is focused on implementing
the improved material model to make the response of simulations more relatable.

For easier understanding, the work is divided into sections, where Section 1 contains
the background of the study, the need for advanced steels, and the problem addressed in
this study. Section 2 deals with the details of the methodology adopted to evaluate the
numerical simulations modeling. It also contains a brief description of the phenomeno-
logical material model with ductile damage criterion implemented in this study. Section 3
contains results and their discussion to obtain meaningful inferences from them. Finally,
Section 4 contains the conclusions of the study and the future outlook.

2. Methodology and Numerical Simulation Modelling

2.1. Experimental Data

To carry out the detailed study on the effect of microstructural constituents dis-
tributed in the ferrite matrix, thermo-mechanically processed C45EC steel samples with
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two spheroidization states, i.e., 83% and 97%, were prepared. The chemical composition of
the steel sample in weight percentage is shown in Table 1.

Table 1. Chemical composition of the investigated C45EC steel in weight percentage.

Element C Si Mn P S Cr Mo Ni Al Cu

Percentage 0.44 0.10 0.75 0.007 0.017 0.04 0.011 0.04 0.03 0.03

The input steel samples with 0.44% carbon with notable traces of silicon and man-
ganese were produced at an industrial scale. The steel then passed through hot rolling
and was spheroidized in two different regimes. For S-83, the hot rolled steel sample was
subjected to cold rolling and then spheroidization annealing. The elongated ferrite grain in
the X-direction can be attributed to the cold rolling. The resulting microstructure converted
the lamellar cementite from pearlitic microstructure into the globular particles, but they are
not well distributed; rather, it can be seen in the form of bands at various places in the RVE.

For S-97, the hot rolled steel sample first goes went the first stage of spheroidization
annealing to convert the pearlitic-interlayer cementite into free globular particles. The
samples were then subjected to cold rolling with heavy mechanical deformation, resulting
in the elongation of the ferrite grains with cementite particles in close vicinity. At the final
stage, this material went through the spheroidization annealing process. As a result, the
material attained very fine recrystallization with new ferrite grains and demonstrated a
homogenous distribution of the cementite particles in the whole RVE instead of clustering.

The EBSD based microstructural analysis was performed using a Scanning Electron
Microscope (SEM) Merlin Gemini II (ZEISS), at International center of electron microscopy
for material science, AGH Krakow, Poland. Necessary crystallographic, morphological,
and statistical grain information was recorded for appropriately prepared material sam-
ples according to the standard procedure in ASTM E3-11 [30]. In addition, the standard
procedure of grinding and polishing the surface before etching with 3% nital solution was
followed. Further details about the process of sample production, performance for EBSD
analysis, and workflow of activities have been given in detail elsewhere [31].

To determine the global stress–strain curves, monotonic tensile tests were carried out
at quasi-static state on dog-bone shaped samples according to ASTM E8 [30] standard test
methodology. The integrated material testing system was used for applying a strain rate of
0.001 per second. The output data were recorded and presented in the form of engineering
stress–strain curves in global results section. Spheroidization states of steel and ferrite
matrix grain data considered for micromechanical crystal plasticity finite element method
(CPFEM) simulations are mentioned in Table 2.

Table 2. The nomenclature and ferrite phase information for two spheroidization cases of C45EC steels.

Sample Case
Spheroidization

Degree, %

Mean Ferrite
Equivalent

Diameter, μm

Max Ferrite
Equivalent

Diameter, μm

Global Strain at
Damage

Initiation, %

S-83 83 15.03 69.86 3.78
S-97 97 11.96 38.43 5.69

Inverse pole figure (IPF) maps of both samples at different spheroidization degrees
are displayed in Figure 1, showing the ferrite grains and their crystallographic orientation
distribution function (ODF) with reference to the directions given in legends.

2.2. Numerical Model Definition

Two-dimensional EBSD data obtained from SEM were usually in the raw form, and
they needed some intelligent post-processing. In the present study, MTEX [32,33] was used
for post-processing of the EBSD data as used by other researchers previously [34]. The
clean EBSD data were used to attain the geometry description files on MATLAB to serve
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as an input for the material model implemented in DAMASK [30]. More details about
the model are provided in Section 2.3, with very prominent local and global governing
equations. The 2D RVE considered for the study had dimensions of 85 μm × 85 μm.
The size and dimensions of real RVE depend upon the region of the sample selected for
microstructural analysis. These values of region and resolution are chosen based on the
particles to be studied, i.e., the cementite in this case. This specific resolution is chosen to
ensure that the magnification and step size are large enough to assign multiple pixels to the
individual cementite particles. The size is big enough to comprise multiple ferrite grains
necessary for a polycrystalline RVE. It should not be large enough to make the simulations
computationally too expensive to run with the available resources.

Figure 1. Post-cleaning EBSD-based RVEs with different grain morphologies depending upon
the degree of spheroidization and thermo-mechanical processing route. The cementite particles
are shown with the help of red color distributed heterogeneously in S-83 (a). After intermittent
spheroidization treatment in S-97, the cementite particles are homogenously observable as red color
in (b).

Researchers have shown various flow charts of activities performed during a numer-
ical analysis for optimal usage or resources [35–39]. Similarly, the hierarchy of activities
performed while implementing the micromechanical simulation model is in Figure 2 as a
flow chart. It is shown that a complete description of the material to be simulated is fed
in the form of input values containing information comprising phase positions, crystallo-
graphic orientation, elastic and/or plastic phase parameters, and damage description of all
the phases present in the RVE.

The first step during numerical simulation is the implementation of the boundary
conditions for all the calculation points defined in the material configuration file for a
2D RVE. Next, coupled crystal plasticity equations are solved numerically to reach an
approximate solution. Due to computational complexity, if the solution is not converged
under the error threshold of 1.0, the solution is reiterated until the value of the maximum
allowed iterations is reached. In this case, a primary cut back is applied to the deformation
gradient, and the process of finding an approximate solution is repeated. Once the solution
converges and the result output file is obtained, the next step is to use this major repository
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of results into meaningful presentable outcomes, and various frames of RVE at various
intervals during deformation are recorded and visualized using Paraview software [40].

Figure 2. Flow diagram of the activities performed when solving the crystal plasticity-based phe-
nomenological material model implemented in DAMASK. The input, output, process, and terminal
points are shown as a parallelogram, rhombus, rectangle, and ellipse, respectively.

2.3. Numerical Model Definition

To observe the micromechanical response during deformation in the spheroidized
medium carbon steels, the crystal plasticity and continuum mechanics-based numerical
simulation model was used. The elastic, plastic, and ductile damage criteria were imple-
mented in the phenomenological crystal plasticity model in DAMASK [30]. The ferrite
phase is given elastic and calibrated plastic properties, while the hard cementite phase is
assigned elastic properties due to its comparatively higher strength. The details about the
process of calibrating the material model in DAMASK have been given elsewhere [41,42].

.
Fij and Pij represent (Equations (1) and (2)) the deformation gradient tensor and first

Piola–Kirchhoff stress tensor, respectively. “0” and “*” in the 3 × 3 matrix for both tensors
show the complementary boundary conditions as “fix” and “free,”, respectively.

.
Fij =

⎡⎣ 1 0 0
0 ∗ 0
0 0 ∗

⎤⎦× 10−3 . s−1 (1)
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Pij =

⎡⎣ ∗ ∗ ∗
∗ 0 ∗
∗ ∗ 0

⎤⎦ Pa (2)

Quasi-static uniaxial tensile load is applied during numerical simulation in the X-
direction. The strain rate during the application of load was set to be 0.001 s−1.

The most fundamental concept in CP phenomenological constitutive law is the slip
resistance on every slip plane (Equation (3)). The plastic deformation is calculated based
on plastic velocity gradient Lp, which is also dependent on the relative resistance of the
slip planes (Equation (4)). The localized deformation at any point is calculated based on
the availability of slip planes, ease of slip, and critically resolved shear stress.

.
γ
α
=

.
γ0

∣∣∣∣ταSα

∣∣∣∣nsgn(τα), α = 1, 2, 3 . . . , Nslip (3)

The value of Nslip is 24 for bcc ferrite

Lp =

Nslip

∑
α=1

.
γ
α

mα ⊗ nα (4)

The multistate model implemented in the DAMASK framework [30] calculates the
global plastic behavior of the C45EC steel during virtually applied load using the mutual re-
lationship between local and global stresses and strains, as given in Equations (3) and (4) [43].
The global flow curves are obtained based on the mean stress and strain of the entire field
at each time interval during deformation in response to the applied load. The given model
uses Equations (5) and (6) to calculate the average response of the stress and strain.

εRVE =
∑n

i=1 εivi

∑n
i=1 vi

(5)

σRVE =
∑n

i=1 σivi

∑n
i=1 vi

(6)

where

εRVE = equivalent plastic strain of the whole RVE
εi = equivalent plastic strain of an element
vi = volume of an ith element in the RVE
n = total number of elements in the RVE
σRVE = equivalent stress of the whole RVE
σi = equivalent stress of an element.

The full-phase numerical simulation with the phenomenological model implemented
in DAMASK [30] is a computation-intensive model. Furthermore, the complex damage
phenomena make the simulation process crash at specific tensile load increments due
to multiple unsuccessful attempts to converge the numerical solution to a pre-defined
minimum threshold of error, i.e., 1.0. Therefore, the local results are observed and discussed
after damage initiation but before the final rupture of the sample.

The critical plastic strain-dependent ductile damage criterion is also defined for the
ferrite phase (refer to Equation (7)). As the primary mode of plastic deformation in the
ferrite phase is dense plane slip, the phenomenological material model is employed to
calculate the local deformation behavior of the spheroidized medium carbon steel at hand.

CPFEM uses individual elastic and/or plastic phase parameters to calculate the
interactive response in a polycrystalline aggregate. The influence of the grain size, mor-
phology, crystallographic orientation, and the respective position of the matrix grains and
reinforcement-intended hard phase particles can be studied well using this methodology.
The elastic and plastic phase parameters for ferrite are defined, while for cementite, elastic
properties are used in this simulation, as detailed in Table 3. Strain energy-based ductile
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damage parameters are utilized in this model as given in Table 3 to observe the stress and
strain evolution, consequently reaching damage. A minimum threshold of critical plastic
strain (εcrit) is set as 0.5. ϕl = 0 represents the material point with 100% degradation, while
ϕl = 1 represents 0% degradation of the material at a local point.

ϕl = min
(

1,
εcrit

∑nss
a=1 γα

)
(7)

Table 3. Elastic, plastic, and damage parameters for the ductile ferrite matrix and elastic phase
parameters for the hard cementite phase. Data adapted from previously published work [8,25] with
the kind permission of Wiley and MDPI, respectively.

Elastic and Plastic Phase Parameters [8]

Parameter Description Values for Ferrite Unit

C11, C12, C44 233.3, 235.5, 128.0 GPa
C11, C12, C44 (Cementite) 375.0, 161.0, 130.0 GPa

.
γ0 5.6 × 10−4 ms−1

S0[111], Ss[111] 95, 222 MPa
S0[112], Ss[112] 96, 412 MPa

ho, hαβ 1, 1 GPa
n, w 3, 2.0 -
Nslip 12, 12 -
Ntwin 0 -

Ductile Damage Parameters [25]

Interface Energy (g0) 1.0 Jm−2

Damage mobility coefficient (M) 0.001 s−1

Critical plastic strain (εcrit) 0.5 -
Damage rate sensitivity coefficient (P) 10 -

Damage diffusion (D) 1.0 -
Damage type Local -

3. Results and Discussion

3.1. Global Results

The real microstructure-based RVEs of two differently spheroidization-annealed
C45EC steel samples are modeled and subjected to monotonic quasi-static tensile load.
The global material flow behavior is calculated by taking the local stress and strain av-
erage for each increment of load during numerical simulation (refer to Figure 3) as per
Equations (5) and (6).

Generally, the plastic flow trends for both cases during simulation match well with
the experimental results. For example, in Figure 3 (zone A), the experimental results show
the actual material behavior. After the elastic region, both materials experience elastic
to plastic transition where dislocation movement and pinning take place until a point is
reached where the material starts to flow plastically. During simulation, this process of
flow behavior is not observed similarly because the material model is meant to predict the
plastic behavior, especially after zone A.

The trend for S-83 is obtained with less than 1% error in Figure 3, zone B involving the
plastic flow region. For the S-97 sample, there is a maximum of 3.2% difference compared
to experimental results. This accurate match suggests that the material model implemented
is appropriately calibrated with experimental results globally. Therefore, it can be used to
analyze and predict the local results of the RVE.
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Figure 3. Comparison of experimental and simulation flow curves and damage trend lines of S-83
and S-97 samples with different spheroidization states based on actual RVEs. The three zones in the
graph, A, B, and C, represent elastic, plastic, and extended plastic regions, respectively.

Figure 3, zone C has global results for the S-97 sample only, which undergoes compar-
atively more plastic flow during numerical simulations because of cementite particles’ fine
distribution due to the extended intermittent spheroidization-annealing.

It is observed that the global material response for the S-83 sample with damage
exhibits more strain hardening. A similar trend can be seen in the case of S-97 at the
beginning, with comparatively reduced strength. Local ductile damage initiates in both the
cases represented by Dam S-83 and Dam S-97, at a difference of ~2% global strain. Slight
differences at the starting point of damage can be attributed to the unique microstructural
architecture, which will be discussed in detail later.

After the first incidence of damage, strain hardening continues with experimental
results from 3.7% to about 9% global strain for the S-83 material sample. For S-97, due to the
homogenous distribution of hard and fine cementite particles, the damage is initiated later,
i.e., 5.7% global strain, and continues until ~10% (Figure 3, zone B). Stiffness degradation is
observed in the S-97 case after 9% of global strain in zone C, and damage incidents increase,
represented in Figure 3, with Dam S-97 dashed green trend line.

3.2. Local Results during Mechanical Deformation of S-83

Local maps for IPF, strain, stress and damage for the S-83 case are shown from
top to bottom, respectively, in Figure 4 at increasing global strain, i.e., 2.5%, 5.3%, and
8.5%. Analyzing the local results at various critical points during the evolution of plastic
deformation is very interesting to predict the initiation and high local concentration of
stress and strain regions. Furthermore, the influence of cementite particle size, distribution,
and clustering in the ductile ferrite matrix has a decisive effect on the overall mechanical
behavior of the material. Therefore, this information is essential to understand and to
improve the working of spheroidized C45EC steels.

Only ferrite phase is shown in all the local maps, while the cementite particles are
represented by white dots (empty spaces) in local damage maps and by black dots in all
the maps otherwise. This is because the substantial difference in the stresses and strains in
both phases develops during deformation. For instance, the local stress points in cementite
are observed as high as ~10GPa, while the average local stress shown for ferrite in the
RVE for the S-83 sample is ~500 MPa. This difference distorts the scale and makes the
simultaneous representation very challenging.

IPF map of the RVE can be seen to evolve due to applied strains. This evolution of the
crystallographic orientation during deformation is interesting to note because the adjacent
crystals shift their behavior according to the modified crystals’ orientation after every step
of load increment. Not all ferrite grains change their orientation simultaneously, yet their
individual locality contributes very highly to deciding their modified orientation.
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Figure 4. Local maps (from top to bottom) for IPF, strain, stress, and damage for the S-83 sample
with respective legends/scales. Local maps at global strains, i.e., 2.5%, 5.3%, and 8.5%, are shown
from left to right for local behavior insight during the evolution of mechanical deformation.

The local strains are heterogeneously distributed in the RVE due to varying cementite
particle sizes and distributions and the random orientations of the ferrite grains. It is worth
mentioning here that the local strain distribution map of S-83 at 8.5% global strain shows
substantial heterogeneity at various positions. This difference in heterogeneity is attributed
to the considerable difference in the strength of both phases. The local strains start to
develop first at the ferrite–cementite interface. Then, they continue to grow in the oblique
directions compared with the direction of application of the quasi-static tensile load.

Although local stress distribution maps show lower stresses at the 2.5% global strain,
a significant contrast is observed during evolution up to 8.5% global strain. A few ferrite–
ferrite grain interfaces are observed where local stresses start to appear at 2.5% and continue
to grow until 8.5% global strain. Even the individual grains at some points develop
local equivalent stresses near to 650MPa. Damage incidents, on the other hand, are not
observed until 5.3% global strain. The initial micro cracks captured in the local damage
map at 8.3% global strain demonstrate that the multiple sites have their unique history and
circumstances for the initiation of the local damage. Further explanation and investigation
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of micro-cracks indeed demand postmortem analysis of the RVEs to predict the rationale
of the specific observation.

A profound analysis of the local stress, strain, and damage maps of S-83 at 8.5%
global strain is presented in Figure 5. It gives an obvious idea about the dependence of
the stress and strain localization influenced by crystallographic orientations of the ferrite
grains. The resulting damage maps suggest that initial micro-cracks in the RVEs develop
due to noticeable orientation differences in ferrite grains. The influence was studied by
highlighting three zones on the RVE as shown in Figure 5, i.e.,

• Zone A is defined to study the local stress, strain, and damage behavior of similarly
orientated adjacent ferrite grain without any cementite particle inclusion.

• To analyze the effect of the different orientations of one ferrite grain on its neighboring
grain, zone B is marked on three local maps in Figure 5. This zone does not contain
cementite particles; therefore, the significant behavior difference is influenced by the
orientation of the ferrite grains.

• The different orientations and the clustered cementite particles are highlighted in zone
C, which is of utmost importance.

Figure 5. Comparison of local stress, strain, and damage maps of the S-83 sample at 8.3% global
strain with zone A, B, and C pointing out crystallographic orientation that is similar, dissimilar, and
dissimilar to the cementite particle cluster, respectively. (a) Local strain map with overlaid ferrite
grain actual crystal orientation recorded during EBSD analysis, (b) local damage map of the S-83
RVE, and (c) local stress map.

To understand the influence of the crystallographic orientation, all three zones need to
be discussed one by one. Zone A, with similar crystallographic orientations of adjacent
ferrite grains, shows similar local strain distribution across the grain boundary. This
suggests the idea that a similar effect of local strain is shifted to the adjacent ferrite grain.
A limitation of the material model must be considered here because grain boundary
consideration is neglected in the present model. Zone A, having almost no cementite grain,
provides the perfect area to study the complete phenomenon observation due to variation
in crystallographic orientation. A local stress map can be seen in zone A with no substantial
local stresses across the grain boundary. In the damage map, there can be seen a thin
black-colored line showing local damage developed due to local strains. Ferrite, a ductile
phase, undergoes extended deformation in the large grains, and similarly, oriented ferrite
grains further aggravate this plastic flow.

Conversely, in Zone B, the orientation of the adjacent ferrite grains is dissimilar, giving
rise to the local stress development across the grain boundary due to blockage of slip
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planes. On the other hand, local strains are not observed with a substantial difference, and
consequently, no local damage incident is observed in zone B in the local damage map.

In Figure 5, Zone C is of utmost importance because the combination of different
orientation and cementite clustering effects in the RVE with 83% spheroidization degree
creates multiple damage sites in the close vicinity. It is also observed in Figure 5b zone
C that the cementite clusters are even more prone to the generation of multiple damage
initiation sites as compared with the cementite bands present in the right lower corner
of the RVE. This synergetic effect of the microstructure combined with highly dissimilar
crystallographic orientations and cementite particle clusters gives rise to the sharp oblique
strain band formation. Once the initial cracks appear at the ferrite–cementite interface
and they start to coalesce in proximity to each other, the sharp damage lines start to
appear at various locations in the very close vicinity, making this region a highly local
damage-affected zone.

3.3. Local Results during Mechanical Deformation of S-97

The local results in the form of evolving IPF, local strain, stress, and damage maps for
the case of S-97 are displayed in Figure 6. Generally, the evolution of the crystallographic
orientation shows a slight difference, as in the case of S-83, due to random orientation.

Figure 6. Local maps (from top to bottom) for IPF, strain, stress, and damage for the S-97 sample
with respective legends/scales. Local maps at global strains, i.e., 2.5%, 5.3%, and 8.5%, are shown
from left to right for local behavior insight during the evolution of mechanical deformation.
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The evolution of local strains in the microstructure of S-97 with finely distributed
cementite particles is comparatively more homogenous, and the stresses are also distributed
in the whole RVE at 8.5% global strain. Due to extended spheroidization, fine and well-
distributed cementite particles in the whole RVE, the damage incidents are less frequent
than the S-83 samples at the same global strain. The first damage incident in the S-97
sample is observed at about 5.5% global strain, i.e., 2% later than S-83.

The effect of evolving crystallographic orientation with reference to crystal shapes is
displayed in Figure 7. It is observed that the crystal oriented towards the [001] direction
initially tends to shift its orientation slightly towards the [011] direction during deformation.
This evolution in orientation from 2.5% to 11.2% global strain is shown in the top inset
images labeled as Figure 7a. Furthermore, the changing texture of the specific grain
represented by 1 in Figure 7b in the unique neighborhood of all the differently oriented
ferrite grains numbered from 2 to 6 in the same image suggests the strong influence of the
orientation of surrounding grains during deformation.

Figure 7. Crystallographic orientation evolution of ferrite grains for the S-97 sample shown (a) at mul-
tiple global strain values, i.e., 2.5%, 5.3%, 8.5%, and 11.2%. (b) Close look at the ferrite grain labeled
with 1 and orientation distribution of neighboring grains labeled with numbers 2 to 6. Corresponding
legends for the IPF map and crystal shapes are given for clear understanding and reference.

The evolution in crystallographic orientation during deformation largely depends on
the alignment feasibility of adjoining ferrite grains. A higher conformity in the form of
similar orientation can lead to greater ease in plastic flow, and a lower similarity can lead
to enhanced slip resistance in the form of slip locking. This can further give rise to the
local stress concentration at a local material point. The triple points also play a role here by
enhancing the vulnerability of crack initiation and the strain concentration in local regions.

A profound analysis of the damage growth in the spheroidized medium carbon steel
sample after 97% spheroidization is explained with the help of various constructions in
Figure 8. During mechanical deformation evolution, local damage maps are shown from
9.5% to 11.2% in Figure 8a–c, respectively, in the S-97 sample during micromechanical
simulation. It is observed in Figure 8a that local cracks first appear as independent sites
with a single element in damage at various places. They start to grow immediately as the
deformation progresses from 9.5% to 11.2% global strain.
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Figure 8. Local damage maps for the S-97 sample at different global strains, i.e., (a) 9.5%, (b) 10.4%,
and (c) 11.2%. Zone 1 is selected to show the damage initiation sites at the ferrite–cementite interface
magnified in zone 3 and 4. Zone 2 is marked and magnified to show the damage propagation lines at
45◦ with the direction of the application of the tensile load.

Zone 1 contains the sample area to study the initiation of the micro-cracks, with a
magnified zone 3 and 4. The micromechanical model implemented in this study predicted
the damage initiated at the ferrite–cementite interface, as shown in magnified zone 3 and
zone 4. The process of the initiation of the micro-crack in areas with multiple cementite
particles in close proximity causes severe strain localization, and the threshold of damage
(i.e., εcrit = 0.5) is reached at multiple points in close vicinity.

Various local damage incidents join together, and the crack line appears to propagate
in the oblique direction compared to the load direction. Moreover, it is observed that
the damage incidents occur at the ferrite–cementite interface. For example, in zone 3,
the damage incidents occur at the interface on both sides of the cementite particle, and
afterwards, the damage propagates in a specific direction. Similarly, for zone 4, the hard
cementite phase particles do not carry on the usual deformation in the ductile ferrite matrix,
and they start to dissociate from the matrix.

Upon further investigating the propagation of the cracks, it is observed in Figure 8,
zone 2, that the angle of the crack growth lines is approximately equal to the 45◦ compared
with the uniaxial tensile load direction.
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4. Discussion

The micromechanical material behavior of spheroidized medium carbon steels is
evaluated using two cases of differently heat-treated samples with the same ferrite and
cementite phase fraction. The varying microstructure-based real RVEs were subjected
to the virtual monotonic quasi-static tensile load. After implementing the calibrated
phenomenological material model with DAMASK, the global and local results are presented
and analyzed to gain valuable insights. These insights are found to be in compliance with
the previously published findings and conclusions for similar materials.

The numerical simulation for the S-83 case terminated during computation at ~9% of
global strain. This is probably due to computational complexities involved due to multiple
damage sites initiated within the clustered cementite particles at various places in the RVE
(refer to Figures 1 and 2).

Local damage initiation with a 2% delay in global strain for the S-97 sample suggests
that the greater the homogeneous distribution of cementite particles, the lower the proba-
bility of starting damage incidents earlier. The S-83 sample is 83% spheroidized. It contains
newly formed heterogeneously clustered cementite particles (~15 μm mean diameter).
Within these clusters, the inter-particle spacing is small. During deformation, due to high
local strains (refer to Figures 4 and 6, local strain maps), these zones are more susceptible
to interface dissociation. It is supported by the already reported similar findings for ferrite
and martensite aggregates by Habibi et al. [44] and Pathak et al. [45]. In addition, it has
been reported by Tasan et al. [20] that the hard-phase particles in the ductile ferrite matrix
lead to the matrix–particle decohesion and local micro-crack initiation.

Contrary to this, the S-97 sample, having the same volumetric phase fraction and
instead more homogeneously distributed fine (~11μm mean diameter) cementite particles,
performs better in delaying the damage incident. Umar et al. [8] previously reported similar
results for ferrite and cementite aggregate with a virtual microstructure subjected to tensile
load under crystal plasticity-based numerical simulation.

This study has provided significant insights into the changing orientations of the
ferrite grains during mechanical deformation (refer to Figures 5 and 7). It is reported
that the evolving texture during mechanical deformation potentially changes the material
behavior in crystalline materials [27,46]. It is observed that damage initiation depends on
the second particle grain size and their distribution. At the same time, the crack propa-
gation and void coalescence in the ductile ferrite matrix are governed by the orientation
distribution of the surrounding grains. Similar observations have already been reported
for the ferrite and martensite combination in steels [44,47]. As shown in Figure 7, grain
rotation can have detrimental effects on local formability. Panin et al. [48] showed that the
extent of rotation energy accumulation determines the starting point for crack opening
in the heterogeneously distributed aggregate. It has been observed that microstructural
heterogeneity may influence the crystallographic texture evolution and plastic strains
during deformation. Sidor reported a similar observation for aluminum alloys [49].

The propagation of the damage lines at a ±45◦ angle to the applied tensile load
is observed in this ferrite–cementite aggregate of medium carbon C45EC steel. This
suggests of the generation of strain bands or lüder bands in the ductile ferrite matrix.
The information obtained from the present study can be implemented on the dual-phase
aggregates, with a comparable difference in flow properties in the phases. The mechanism
of the local stress concentration in two-phase systems—evaluated by crystal plasticity
models—has already been reported by researchers to behave in a more or less similar
manner. The experimental results presented with the help of micro digital image correlation
(μDIC) by Weidner et al. [50] and Tasan et al. [51] also present a detailed overview of similar
growth line propagation in a martensite–ferrite combination during tensile loading. This
information and development in model calibration and implementation with micro-scale
material input can be used for modern generations of advanced high strength steels.
Qayyum et al. [52] concluded their work on the heterogeneous aggregated steels with
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ductile austenite and hard martensite phase as the damage in ductile matrix propagates at
45 degrees to the loading direction.

An important observation in Figure 8 is that the most susceptible damage site in the
whole aggregate is the ferrite–cementite interface. Therefore, it is critical to strengthen
the weakest point in the RVE for better local formability of the steels. Similarly, it was
concluded by Weidner et al. [53] that in multi-phase steels, the interface of the ductile ferrite
and the hard second-phase particles is the most susceptible to damage initiation. This work
also shows that the early start of damage at ~6% global strain in S-97 restricts the load shift
from ductile ferrite to the cementite particles, not fully utilizing the latter’s strength.

The following limitations are incorporated in the material model used for this study.

• The grain boundary is considered ideally akin to the grains, and its intrinsic effect has
been ignored.

• The absence of a definition of ferrite–cementite interface-specific effects and properties.

In the near future, a consideration of the grain boundary and ferrite–cementite inter-
face effects needs to be implemented in the material model. These additions can better
predict stress and strain localization during crystallographic plane slip during adjacent
grains interaction.

5. Conclusions

The microstructure dependence of differently spheroidized medium carbon steels is
analyzed using calibrated phenomenological and micromechanics-based material model
implemented in DAMASK. A methodology is presented which can be used to predict stress–
strain localization and damage dynamics based on ferrite grain orientation and cementite
particle size and distribution. After careful observation of results and correlating them
with the similarly processed material behavior, as discussed in Section 4, the following
conclusions are drawn for this study:

• It is shown that the presented methodology and numerical simulation model can
be used to study the global flow trends that match, with greater than 99% and 97%
accuracy between the simulation and experimental results for the S-83 and S-97 sa
mples, respectively, achieved for plastic flow region in zone B. Furthermore, the
minimum error suggests that the local results presented in this study can be attributed
to the actual material’s behavior.

• The S-83 sample with cementite particle clusters has shown multiple damage incidents
earlier than the S-97 sample, having fine and homogeneously distributed cementite
particles. In addition, the first damage incident in the same material is delayed until
2% global strain only because of the well-designed heat-treatment process.

• Contrary to the engineering (macroscopic) scale, the crystal plasticity-based simulation
methodology can help us to understand the texture development and evolution during
mechanical deformation. The crystallographic orientation of neighboring grains
influences the grain orientation during thermo-mechanical deformation, changing the
material behavior at the micro-level, and consequently at the component scale.

• Within the presently taken 2D RVEs under monotonic tensile load, the damage initia-
tion occurs at the ferrite–cementite interface and propagates at ±45◦ in relation to the
direction of the applied load.
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Abstract: During construction works, it is advisable to prevent strong thawing and an increase in the
moisture content of the foundations of engineering structures in the summer. Since the density of
water and ice differ, due to the difference bulging of the foundation sections can occur when it freezes
back in winter. In this work, the effect of fiber-reinforced piles on the thermal field of the surrounding
soil is investigated numerically; that is, the study of the influence of aggregates with high and low
thermal-physical properties on the temperature of frozen soils is conducted. Basalt and steel fiber
reinforcement are compared. The difficulty of this work is that the inclusions inside piles are too
small compared to the pile itself. Therefore, to solve the Stefan problem, a generalized multiscale
finite element method (GMsFEM) was used. In the GMsFEM, the usual conforming partition of the
domain into a coarse grid was used. It allowed reducing problem size and, consequently, accelerating
the calculations. Results of the multiscale solution were compared with fine-scale solution, the
accuracy of GMsFEM was investigated, and the optimal solution parameters were defined. Therefore,
GMsFEM was shown to be well suited for the designated task. Collation of basalt and steel fiber
reinforcement showed a beneficial effect of high thermal conductive material inclusion on freezing of
piles in winter.

Keywords: Stefan problem; multiscale; generalized multiscale finite element method; composite pile;
thermal conduction

1. Introduction

Thermal calculations are important in the construction of engineering geotechnical
structures and buildings in the permafrost zone. The temperature regime (a set of sequential
temperature fields in the soil mass corresponding to any given points in time from the
beginning of the calculation) is calculated as the forecast of the thermal effects on the
upper and lower boundaries of the structure foundation set for the entire calculation
period [1]. The most characteristic feature of these processes is the previously unknown
(“free”) boundaries between various thawed and frozen states of the soil. Due to this
feature, their mathematical models are non-linear and difficult to analyze. The results
of calculations of climatic phenomena, which are critical for geotechnical structures on
permafrost foundations (in the permafrost zone), show a continuous repetition of the same
constant seasonal cycle. This determines periodic harmonic oscillations of all quantities that
determine the state of the foundation of a geotechnical structure, including temperature.
However, cyclic harmonic changes in the foundation state caused by constantly repeating
influences also occur during other processes. The course of temperature change during one
period can have a different character. For example, the temperature can change abruptly,
continuously increase or decrease, etc.

During construction works, it is advisable to prevent strong thawing and an increase
in the moisture content of the foundations of engineering structures in the summer. Since
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the density of water and ice differ, due to the difference bulging of the foundation sections
can occur when it freezes back in winter. Repetition of this phenomenon for many years
causes the destruction of engineering structures and buildings. In the regions of the Far
North, it leads to catastrophic emergencies.

In this work, the effect of fiber-reinforced piles on the thermal field of the surrounding
soil is numerically investigated [2], that is, the study of the influence of aggregates with high
and low thermal-physical properties on the temperature of frozen soils is conducted [3,4].

Basalt fibers are produced from molten basalt rock. They have very low thermal
conductivity, good strength properties and, at the same time, are relatively cheap. Due to
these characteristics, they are used in concrete [5–7]. However, in addition to the chemical
and mechanical properties of basalt fibers, their cost varies, depending on the type and
quality of the raw material and the production process of these fibers [8]. Nevertheless, the
characteristics mentioned above and an environmentally friendly manufacturing process [9]
might determine their application in high performance concrete structures instead of the
most commonly used steel and polypropylene fibers. The length-to-diameter aspect for
basalt fibers is about 1000.

As for steel fiber hybridization, industrial or recycled steel fibers can be used [10–13].
According to results available in the scientific literature [14,15], they show similar me-
chanical responses, both in terms of tensile strength and matrix-to-fiber bond. Recycled
steel fibers are derived from waste tires. Their geometrical characterization can be highly
variable: they are generally characterized by a nominal diameter ranging between 0.1 and
2 mm with a corresponding average aspect ratio (i.e., length-to-diameter ratio) ranging
between 20 and 150. These variations mainly depend on both the original source (i.e., tires
typology) and recycling processes.

The volume concentration of fibers is equal to 10%. In our article, we use the length-
to-diameter ratio for both types of fibers equal to 32 for structured and 10 for random
distribution of fibers for calculation convenience. Fibers’ mechanical properties are pre-
sented in Table 1.

Table 1. Mechanical properties of fibers.

Fiber Type Steel Basalt

Density (kg/m3) 7800 2700
Volume content (kg/m3) 780 270

Elastic modulus (GPa) 200 70
Tensile strength (MPa) >1060 >1700

One of the topical problems of mathematical physics is the Stefan problem, which is
an initial–boundary value problem for a parabolic differential equation with discontinuous
coefficients, and serves as a mathematical model of the change in the phase state of a
substance with unknown interfaces [16,17]. The phase transition boundary is represented
as a smearing zone when the phase transition occurs in a given temperature range [16,18].

The difficulty of this work lies in the pile inclusions that are too small compared to
the solution area. For such geometrically complex problems, reduction techniques such as
multiscale methods are preferred [19,20]. Multiscale methods are becoming very popular at
this time [21–23]. Paper [24] develops a multiscale eigenvalue method based on multiscale
substructure technology for multiscale analysis of periodic composite structures. This
provides a comparative study from a user’s viewpoint for multiscale methods, including the
mathematical homogenization method, heterogeneous multiscale method, and multiscale
finite element method. The article [25] studies the multiscale finite element method for
solving elliptic problems arising from composite materials. The influence of production
porosity, diameter [26], and density of structures on the thermal conductivity of a composite
are considered using multiscale finite element modeling [27]. In [28,29], mathematical
modeling is applied for the thermodynamic analysis and design of composite structures.
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This article is organized as follows. Section 2 presents the formulation of a mathe-
matical model that describes the dynamics of the temperature distribution with the phase
transitions taken into account. In the third, finite element approximation is given. In the
fourth, a generalized multiscale finite element method (GMsFEM) is considered. Section 5
presents the numerical results in a two-dimensional setting.

2. Mathematical Model

Let us consider a mathematical model describing the dynamics of the temperature
distribution, taking into account the phase transitions of pore moisture into ice and back,
at a certain given temperature of the phase transition T∗ in area Ω = Ω− ∪ Ω+. Where
Ω+(t) = {x|x ∈ Ω, T(x, t) >T} is the area occupied by the thawed soil, where the tem-
perature exceeds the phase transition temperature and Ω−(t) = {x|x ∈ Ω, T(x, t) < T} is
an area occupied by the frozen ground. A phase transition occurs at the interface between
thawed and frozen soils S = S(t) (Figure 1).

Figure 1. Phase transition.

To simulate heat transfer processes with phase transitions, the Stefan model is used.
It describes thermal processes accompanying phase transformations of the medium with
absorption and release of latent heat:

(cρ(T) + mρl Lδ(T − T∗))
∂T
∂t

− div(λ(T)T) = f , x ∈ Ω, t ∈ (0, tmax], (1)

where L is the specific heat of phase transition, m is a porosity, δ(T − T∗) is Dirac delta function.
For the coefficients of the equation, there are following relations:

cρ(T) =
{

c−ρ−, T < T∗,
c+ρ+, T ≥ T∗,

λ(T) =
{

λ−, T < T∗,
λ+, T ≥ T∗,

where c+, ρ+, λ+ and c−, ρ−, λ− are the specific heat, density, and thermal conductivity of
thawed and frozen soil, respectively.

Since the process of heat propagation is considered in a saturated porous medium,
there are following thermal-physical characteristics:

c−ρ− = (1 − m)cscρsc + mciρi, c+ρ+ = (1 − m)cscρsc + mcwρw,

where m is a porosity. The subscripts sc, w, i denote the skeleton of the porous medium,
water, and ice, respectively. For the coefficients of the thermal conductivity in the thawed
and frozen zones, there are similar relations:

λ− = (1 − m)λsc + mλi, λ+ = (1 − m)λsc + mλw,
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In practice, phase transformations do not take place instantly and can proceed in a
small temperature range [T − Δ, T + Δ]. The discontinuous coefficients of Equation (1) are
replaced by sufficiently smooth functions of temperature:

(cρ)Δ(T) = c−ρ− + m
(
c+ρ+ − c−ρ−

)1
2

(
1 + erf

(
T − T∗
√

2Δ2

))
+

1√
2πΔ2

e−
(T−T∗)2

2Δ2 ,

λΔ(T) = λ− + m
(
λ+ − λ−)1

2

(
1 + erf

(
T − T∗
√

2Δ2

))
.

Thus, the following equation for the temperature is obtained:

(cρ)Δ(T)
∂T
∂t

− div(λΔ(T)T) = f , x ∈ Ω, t ∈ (0, tmax], (2)

Thus, Equation (2) is a multidimensional quasilinear parabolic equation with smooth
coefficients.

For piles and fibers the following is true: (cρ)Δ = (cρ)p, f and λΔ = λp,f, where
cp, f , ρp, f , λp,f are specific heat, density, and thermal conductivity of piles and fibers. That is,
there is no phase transition in the pile and fiber areas, respectively.

Equation (2) is supplemented with the initial and boundary conditions

T(x, 0) = T0,

− λ
∂T
∂η

= α(T − Tair), x ∈ Γt,

− λ
∂T
∂η

= 0, x ∈ Γ
Γt

.

Here η—normal vector.

3. Fine-Scale Approximation

The quasilinear parabolic Equation (2) with the corresponding boundary and initial
conditions is approximated using the finite element method in combination with a purely
implicit linearized finite difference approximation in time. This means that during dis-
cretization, the coefficients depending on the desired function are taken from the previous
time layer. Let us write down the variational problem statement for each time layer: find
T ∈ H1 such that:

a
(

Tn+1, v
)
= L(v), ∀ ∈ H1

0 ,

where

a
(
Tn+1, v

)
= 1

τ

∫
Ω(cρ)σ(T

n)Tn+1wdx +
∫

Ω λσ(Tn)Tn+1·wdx +
∫

Γt αTn+1ds,

L(v) = 1
τ

∫
Ω(cρ)σTnwdx +

∫
Γt αTairds.

To solve the problem numerically, it is necessary to pass from a continuous variational
problem to a discrete one. For this, finite-dimensional spaces Vh ∈ H1, V̂h ∈ H1

0 are
introduced and the following problem is defined on them: find Th ∈ Vh such that:

a
(

Tn+1
h , v

)
= L(v), ∀ ∈ V̂h,

where

a
(
Tn+1, v

)
= 1

τ

∫
Ω(cρ)σ(T

n)Tn+1whdx +
∫

Ω λσ(Tn)Tn+1
h ·whdx +

∫
Γt αTn+1ds,

L(v) = 1
τ

∫
Ω(cρ)σTn

h whdx +
∫

Γt αTairds.
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4. Generalized Multiscale Finite Element Method (GMsFEM)

Construction local reduction of a model on the snapshot space is described by solving
several local spectral problems using GMsFEM. In the GMsFEM the usual conforming
partition of domain into finite elements is used. This partition is called the coarse grid TH .
The coarse grid is partitioned into coarse-grid blocks. That is, TH is a coarse grid in domain
Ω, such that TH = ∪Nc

i=1Ki, where Ki is coarse cell. The Th is a fine grid with H ≥ h ≥ 0,
where h is size of fine grid. Each coarse-grid block (Ki) consists of the connected union
of fine-grid blocks. Furthermore, a certain domain for this is constructed and denoted
by Nc the coarse nodes number, by {xi}Nc

i=1 the vertices of the coarse mesh and define the
neighborhood of the node xi:

ωi = ∪
{

Ki ∈ TH ; xi ∈ Ki
}

The following steps need to be implemented for GMsFEM realization:

1. Coarse grid generation TH ;
2. Offline space construction;
3. Construction of snapshot space that will be used to compute an offline space;
4. Construction of a small dimensional offline space by performing dimensional reduc-

tion in the space of local snapshots;
5. Solution of a coarse-grid problem for any force term and boundary condition.

In the first step of GMsFEM (Offline stage), the “snapshots” space must be constructed,
a large dimensional snapshots space of local solutions. In the “snapshots” space, the
following is considered:

− div
(
kα∇ψj

)
= 0, x ∈ ωi,

ψj = δj(x), x ∈ ∂ωi,

where kα are the coefficients of the thermal conductivity, δj(x) are certain set of function
defined on ∂ωi, here j = 1, Jω. The Jω is a number of fine grid edges on ω. Therefore,
following is defined:

Vsnap = span{ψ
snap
j : 1 ≤ j ≤ Jω}, and Rsnap =

[
ψ

snap
1 , . . . , ψ

snap
Jω

]
This allow reducing the snapshot space to offline space via some spectral proce-

dure. Offline space is constructed using the following local spectral problems in the
snapshots space:

Aoff Ψoff
k = λkSoff Ψoff

k ,

where Aoff = RsnapART
snap, Soff = RsnapSRT

snap, and

A = [amn] =
∫

ωi

(kα∇ϕm,∇ϕn)dx, S = [smn] =
∫

ωi

(kα ϕm, ϕn)dx.

To generate the offline space, the smallest Mωi
off eigenvalues are chosen and the cor-

responding eigenvectors ψoff
k = ∑

m
Ψoff

mk ϕoff
m are found for k = 1, 2, . . . , Mωi

off. The found

eigenvectors must be multiplied by the partition of unity functions χi:

ϕ
ωi
k = χiψ

off
k for 1 ≤ i ≤ N and 1 ≤ k ≤ Mωi

off,

where Mωi
off denotes the number of eigenvectors that are sampled for each local ωi.
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After this procedure, conforming basis functions can be obtained in the space:

Voff = span
{

ϕ
ωi
k , 1 ≤ k ≤ Mωi , 1 ≤ i ≤ N

}
.

Further, the projection matrix RT =
[

ϕ
ωi
1 , . . . , ϕ

ωi
Mωi

]
is defined.

Using constructed multiscale space, the coarse-scale system is solved:

M
(

∂Tc

∂t

)
+ AcTc = Fc,

where Ac = RA f RT and Fc = RFf .
After solving the coarse-scale solution, a solution on the fine grid Tms = RTTc can

be calculated.

5. Numerical Results

In this section, the effect of fibers in a pile made of different materials on the temperature
field of the soil is calculated. Thus, the melting effect of the pile is numerically simulated.

Conditions for the impact of piles on the temperature regime of the soil:

• Cement-sand mortar for filling the sinuses between the soil and the pile with a tem-
perature of +20

◦
C;

• Piles with a cross section of 40 × 40 cm, pile deepening is 10 m from the ground surface.

The computational domain consists of several soil layers; it has one composite pile
(Figure 2).

Figure 2. Computational domain (a) is structured, (b) is randomized.
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There are 4 cases which were considered:

1. Fibers from basalt arranged in a structured manner;
2. Fibers made of steel arranged in a structured manner;
3. Fibers from basalt located randomly;
4. Fibers made of randomly located steel.

Soil temperature is 1.5 ◦C. Thermal-physical characteristics are taken from SP
25.13330.2012 and presented in Table 2. Calculations were performed for 365 days with a
time step τ = 1 day (24 h).

Table 2. Thermal-physical characteristics of soils.

Elements

Volumetric Heat
Capacity

cρ ∗ 10−6 (J/m3/K)

Thermal Conductivity
k (W/m/K)

Phase Transition
Heat

L ∗ 10−3 (J/m3)
Thawed Frozen Thawed Frozen

Clay loam 3.17 2.41 2.67 2.84 101,600
Sand 2.31 2.14 2.15 2.37 114,800
Sand 2.78 2.26 2.26 2.62 101,600

Concrete 2.22 1.86 -
Basalt fiber 1.4 0.033 -
Steel fiber 368.8 53 -

The temperature of the daylight surface of the structure base was set considering
the amplitude of the air temperature fluctuations taken from the data of the Yakutsk
meteorological station. Figure 3 demonstrates the changes in the air temperature. It shows
the distribution of the air temperature during one year.

Figure 3. Air temperature.

Here are the results of numerical calculations. Figures 4 and 5 show the soil tempera-
ture distributions for different points in time. These results were obtained by the GMsFEM
method for eight basis functions.
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Figure 4. Temperature distribution for different time layers (t = 50, 200, 250, 365 days) when the fibers
are structurally located. From left to right. (white line is isocline of zero of steel, black is isocline of
zero of basalt).

Figure 5. Temperature distribution for different time layers (t = 50, 200, 250, 365 days) when the
fibers are randomly located. From left to right. (white line is isocline of zero of steel, black is isocline
of zero of basalt).

For numerical comparison of the fine-scale and multiscale solutions, relative L2 and
energy errors are used.

‖ e ‖L2
=

√√√√∫Ω(Th − Tms)
2dx∫

Ω Th
2dx

,‖ e ‖a =

√
aφ(Th − Tms,Th − Tms)

aφ(Th, Th)
,

where Th and Tms are the fine-scale and multiscale solutions.
Tables 3 and 4 show the relative errors of L2 and energies for different number of

multiscale basis functions and corresponding degrees of freedom (DOF). Degrees of free-
dom for fine scale mesh is denoted as DOFf. Here are the uncertainties for fibers arranged
in structured order. When using basalt fibers, you can limit yourself to using 2 multi-
scale basis functions, and when using steel fibers, you need to use at least 4 multiscale
basis functions.
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Table 3. Relative L2 and energy errors (%) for different number of multiscale basis functions
(DOFf = 172,681). Case 1: structured basalt fibers.

M DOF ‖e‖L2
‖e‖a

t = 50 days

2 744 0.86 7.48
4 1488 0.38 6.04
8 2976 0.15 3.21

t = 200 days

2 744 0.79 8.28
4 1488 0.39 6.63
8 2976 0.12 3.32

t = 250 days

2 744 0.27 5.64
4 1488 0.17 4.93
8 2976 0.05 2.84

t = 365 days

2 744 0.58 12.55
4 1488 0.28 10.35
8 2976 0.11 4.91

Table 4. Relative L2 and energy errors (%) for different number of multiscale basis functions
(DOFf = 172,681). Case 2: structured steel fibers.

M DOF ‖e‖L2
‖e‖a

t = 50 days

2 744 2.86 22.43
4 1488 0.92 9.97
8 2976 0.47 7.28

t = 200 days

2 744 2.89 20.76
4 1488 0.86 9.41
8 2976 0.40 6.64

t = 250 days

2 744 2.16 21.31
4 1488 0.45 7.04
8 2976 0.21 5.34

t = 365 days

2 744 2.95 23.65
4 1488 0.42 13.82
8 2976 0.20 8.77

Tables 5 and 6 show the relative errors of L2 and energies for different number of
multiscale basis functions for case, when fibers are located randomly. It can be seen that
using four multiscale basis functions leads to good accuracy.
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Table 5. Relative L2 and energy errors (%) for different number of multiscale basis functions
(DOFf = 207,599). Case 3: random distribution of basalt fibers.

M DOF ‖e‖L2
‖e‖a

t = 50 days

2 744 1.56 39.13
4 1488 0.57 12.36
8 2976 0.30 10.05

t = 200 days

2 744 1.66 39.74
4 1488 0.59 12.71
8 2976 0.31 10.27

t = 250 days

2 744 1.06 37.96
4 1488 0.32 10.65
8 2976 0.17 8.79

t = 365 days

2 744 1.07 42.13
4 1488 0.35 16.69
8 2976 0.17 12.96

Table 6. Relative L2 and energy errors (%) for different number of multiscale basis functions
(DOFf = 207,599). Case 4: random distribution of steel fibers.

M DOF ‖e‖L2
‖e‖a

t = 50 days

2 744 2.40 14.64
4 1488 0.81 9.62
8 2976 0.37 6.13

t = 200 days

2 744 2.38 14.28
4 1488 0.80 9.49
8 2976 0.35 5.89

t = 250 days

2 744 1.30 11.41
4 1488 0.48 8.40
8 2976 0.18 4.78

t = 365 days

2 744 1.09 18.42
4 1488 0.49 13.36
8 2976 0.18 7.94

A comparison was also made for different fiber arrangements (Figures 6 and 7). As
the figures show, random arrangement of the fibers is better. However, this may be due to
the fact that they are located horizontally.
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Figure 6. Temperature distribution for different time layers (t = 50, 200, 250, 365 days) in case of steel
fiber reinforcement. From left to right. (red line is isocline of zero for structure locations, black is
isocline of zero for random locations).

Figure 7. Temperature distribution for different time layers (t = 50, 200, 250, 365 days) in case of
basalt fiber reinforcement. From left to right. (red line is isocline of zero for structure locations, black
is isocline of zero for random locations).

6. Discussion

For the solution of the Stefan problem related to the soil thawing effect of composite
piles, GMsFEM was used. According to results showing the accuracy of the method, the
usage of four basis functions leads to the results with error in L2 norm lower than 1%.
The errors in energy norms are also very respectable. Thus, usage of GMsFEM for such
problems is recommended.

Results show that the process of total freezing of piles with steel fiber inclusion in
winter runs faster. Analysis shows that the length between isoclines of phase change is
about 47 cm for structured and 37 for random distribution of fibers. Freezing of pile with
steel fibers comes on the 239th day, and a pile with basalt inclusion freezes on the 250th
day in the structured case. For random distribution, similar days are 245th and 252nd.
Therefore, there are 11 and 7 days’ delay between freezing of piles with steel and fiber
inclusions, depending on the distribution.

7. Conclusions

In this work, the effect of a composite pile on the temperature field of the surrounding
frozen soil using GMsFEM is considered. Results of calculations using GMsFEM show
good accuracy. It can be said that when using materials with higher thermal conductivity,
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the thermal regime restores faster. In the future, we plan to consider the problems in the
3D statement and work with the piles with more complex compositions.

Author Contributions: Conceptualization, P.V.S. and S.P.S.; methodology, P.V.S.; software, S.P.S.;
investigation, P.V.S.; resources, P.S.; data curation, P.S.; writing—original draft preparation, P.V.S.;
writing—review and editing, P.S.; visualization, S.P.S.; supervision, P.S.; project administration, P.V.S.;
funding acquisition, P.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by grant RSCF 20-71-00133 and the mega-grant of the Russian
Federation Government N14.Y26.31.0013.

Data Availability Statement: Data supporting reported results are available from the corresponding
author by request.

Acknowledgments: The authors would like to thank every person/department who helped thorough
out the research work. The careful review and constructive suggestions by the anonymous reviewers
were gratefully acknowledged.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Vasiliev, V.I.; Sidnyaev, N.I.; Fedotov, A.A.; Ilyina, Y.u.S.; Vasilieva, M.V.; Stepanov, S.P. Modeling the Distribution of Non-Stationary
Temperature Fields in the Permafrost Zone in the Design of Geotechnical Structures; Kurs: Moscow, Russia, 2017.

2. Nagy, B.; Nehme, S.G.; Szagri, D. Thermal Properties and Modeling of Fiber Reinforced Concretes. Energy Procedia 2015, 78,
2742–2747. [CrossRef]

3. Zhussupbekov, A.; Shin, E.C.; Shakhmov, Z.; Tleulenova, G. Experimental study of model pile foundations in seasonally freezing
soil ground. Int. J. GEOMATE 2018, 15, 85–90. [CrossRef]

4. Montayeva, A.; Zhussupbekov, A.; Kaliakin, V.N.; Montayev, S. IOP Conference Series: Earth and Environmental Science; Analysis on
Technological Features of Pile Foundations Construction in Frozen and Seasonal Thawing Soils, No. 1; IOP Publishing: Bristol,
UK, 2021; p. 012006.

5. Jiang, C.; Fan, K.; Wu, F.; Chen, D. Experimental study on the mechanical properties and microstructure of chopped basalt fibre
reinforced concrete. Mater. Des. 2014, 58, 187–193. [CrossRef]

6. High, C.; Seliem, H.M.; El-Safty, A.; Rizkalla, S.H. Use of basalt fibers for concrete structures. Constr. Build. Mater. 2015, 96, 37–46.
[CrossRef]

7. Smarzewski, P. Study of Bond Strength of Steel Bars in Basalt Fibre Reinforced High Performance Concrete. Crystals 2020, 10, 436.
[CrossRef]

8. Fiore, V.; Scalici, T.; Di Bella, G.; Valenza, A. A review on basalt fibre and its composites. Compos. Part. B Eng. 2015, 74, 74–94.
[CrossRef]

9. Branston, J.; Das, S.; Kenno, S.Y.; Taylor, C. Mechanical behaviour of basalt fibre reinforced concrete. Constr. Build. Mater. 2016,
124, 878–886. [CrossRef]

10. Caggiano, A.; Folino, P.; Lima, C.; Martinelli, E.; Pepe, M. On the mechanical response of Hybrid Fiber Reinforced Concrete with
Recycled and Industrial Steel Fibers. Constr. Build. Mater. 2017, 147, 286–295. [CrossRef]

11. Leone, M.; Centonze, G.; Colonna, D.; Micelli, F.; Aiello, M.A. Experimental Study on Bond Behavior in Fiber-Reinforced Concrete
with Low Content of Recycled Steel Fiber. J. Mater. Civ. Eng. 2016, 28, 04016068. [CrossRef]

12. Mastali, M.; Dalvand, A. Use of silica fume and recycled steel fibers in self-compacting concrete (SCC). Constr. Build. Mater. 2016,
125, 196–209. [CrossRef]

13. Sengul, O. Mechanical behavior of concretes containing waste steel fibers recovered from scrap tires. Constr. Build. Mater. 2016,
122, 649–658. [CrossRef]

14. Caggiano, A.; Xargay, H.; Folino, P.; Martinelli, E. Experimental and numerical characterization of the bond behavior of steel
fibers recovered from waste tires embedded in cementitious matrices. Cem. Concr. Compos. 2015, 62, 146–155. [CrossRef]

15. Aiello, M.A.; Leuzzi, F.; Centonze, G.; Maffezzoli, A. Use of steel fibres recovered from waste tyres as reinforcement in concrete:
Pull-out behaviour, compressive and flexural strength. Waste Manag. 2009, 29, 1960–1970. [CrossRef]

16. Samarskii, A.A.; Vabishchevich, P.N. Computational Heat Transfer; Wiley: Chichester, UK, 1995.
17. Bernauer, D.I.M. Motion Planning for the Two-Phase Stefan Problem in Level Set Formulation. Ph.D. Thesis, Chemnitz University

of Technology, Chemnitz, Germany, 2010. Available online: https://core.ac.uk/download/pdf/153228887.pdf (accessed on
25 June 2021).

18. Vasil’ev, V.; Vasilyeva, M. An Accurate Approximation of the Two-Phase Stefan Problem with Coefficient Smoothing. Mathematics
2020, 8, 1924. [CrossRef]

19. Vasilyeva, M.; Stepanov, S.; Spiridonov, D.; Vasil’Ev, V. Multiscale Finite Element Method for heat transfer problem during
artificial ground freezing. J. Comput. Appl. Math. 2020, 371, 112605. [CrossRef]

520



J. Compos. Sci. 2021, 5, 167

20. Stepanov, S.; Vasilyeva, M.; Vasil’Ev, V.I. Generalized multiscale discontinuous Galerkin method for solving the heat problem
with phase change. J. Comput. Appl. Math. 2018, 340, 645–652. [CrossRef]

21. Efendiev, Y.; Galvis, J.; Hou, T.Y. Generalized multiscale finite element methods (GMsFEM). J. Comput. Phys. 2013, 251, 116–135.
[CrossRef]

22. Efendiev, Y.; Hou, T.Y. Multiscale Finite Element Methods: Theory and Applications; Springer Science & Business Media: Berlin,
Germany, 2009; Volume 4.

23. Efendiev, Y.; Ginting, V.; Hou, T.Y. Multiscale Finite Element Methods for Nonlinear Problems and Their Applications. Commun.
Math. Sci. 2004, 2, 553–589. [CrossRef]

24. Xing, Y.F.; Yang, Y.; Wang, X.M. A multiscale eigenelement method and its application to periodical composite structures. Compos.
Struct. 2010, 92, 2265–2275. [CrossRef]

25. Hou, T.Y.; Wu, X.H. A multiscale finite element method for elliptic problems in composite materials and porous media. J. Comput.
Phys. 1997, 134, 169–189. [CrossRef]

26. Alghamdi, A.; Alharthi, H.; Alamoudi, A.; Alharthi, A.; Kensara, A.; Taylor, S. Effect of Needling Parameters and Manufacturing
Porosities on the Effective Thermal Conductivity of a 3D Carbon–Carbon Composite. Materials 2019, 12, 3750. [CrossRef]
[PubMed]

27. Tomkova, B.; Sejnoha, M.; Novak, J.; Zeman, J. Evaluation of effective thermal conductivities of porous textile composites. Int. J.
Multiscale Comput. Eng. 2008, 6, 153–167. [CrossRef]

28. Ai, S.; Fu, H.; He, R.; Pei, Y. Multi-scale modeling of thermal expansion coefficients of C/C composites at high temperature. Mater.
Des. 2015, 82, 181–188. [CrossRef]

29. Zhao, Y.; Song, L.; Li, J.; Jiao, Y. Multi-scale finite element analyses of thermal conductivities of three dimensional woven
composites. Appl. Compos. Mater. 2017, 24, 1525–1542. [CrossRef]

521





Article

A Multi-Scale Method for Designing Hybrid Fiber-Reinforced
Composite Drive Shafts with Carbon Nanotube Inclusions

Stelios K. Georgantzinos 1,2,*, Panagiotis A. Antoniou 2 and Stylianos I. Markolefas 2

Citation: Georgantzinos, S.K.;

Antoniou, P.A.; Markolefas, S.I. A

Multi-Scale Method for Designing

Hybrid Fiber-Reinforced Composite

Drive Shafts with Carbon Nanotube

Inclusions. J. Compos. Sci. 2021, 5, 157.

https://doi.org/10.3390/jcs5060157

Academic Editor:

Francesco Tornabene

Received: 29 May 2021

Accepted: 8 June 2021

Published: 10 June 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Department of Aerospace Science and Technology, National and Kapodistrian University of Athens,
34400 Psachna, Greece

2 General Department, National and Kapodistrian University of Athens, 34400 Psachna, Greece;
panosant@core.uoa.gr (P.A.A.); stelmarkol@uoa.gr (S.I.M.)

* Correspondence: sgeor@uoa.gr

Abstract: In this paper, the modal and linear buckling analysis of a laminated composite drive shaft
reinforced by 11 multi-walled carbon nanotubes (MWCNTs) was carried out using an analytical
approach, as well as the finite element method (FEM). The theoretical model is based on classical
laminated theory (CLT). The fundamental frequency and the critical buckling torque were determined
for different fiber orientation angles. The Halpin–Tsai model was employed to calculate the elastic
modulus of composites having randomly oriented nanotubes. The effect of various carbon nanotube
(CNT) volume fractions in the epoxy resin matrix on the material properties of unidirectional
composite laminas was also analyzed. The fundamental frequency and the critical buckling torque
obtained by the finite element analysis and the analytical method for different fiber orientation angles
were in good agreement with each other. The results were verified with data available in the open
literature, where possible. For the first time in the literature, the influence of CNT fillers on various
composite drive shaft design parameters such as the fundamental frequency, critical speed, and
critical buckling torque of a hybrid fiber-reinforced composite drive shaft is finally predicted.

Keywords: buckling; fundamental frequency; finite element method; laminated composites; drive
shaft; carbon nanotubes

1. Introduction

Drive shafts play important roles in the transmission vehicle system. They are used to
transmit motion from the differential to the wheels. As a result, torsional, bending, and
normal forces occur during its operation [1,2]. The demand for more powerful engines
with higher torques and the new domains of application with increased stresses, as well as
the improved materials and the new production processes, have imposed completely new
operational requirements on drive shafts as a mechanical component [3–5]. Meanwhile,
major progress has been made from the automotive industry in the field of drive shafts
design, using new manufacturing processes, to conform to the constantly growing demands
of various customers [6–11].

Over recent years, a rapid development has been observed concerning drive shafts
made of composite materials that, in addition to their low weight, are able to respond
effectively to their functional demands. Shinde et al. [12] designed a glass-epoxy composite
drive shaft for light motor vehicles and investigated it for torsional strength, natural
frequency, and critical speed. The results obtained were compared with a steel drive shaft.
The developed composite shaft has proved to be the best alternative to the conventional
steel shaft as its replacement resulted in a 73% weight reduction of the drive shaft. Nadeem
et al. [13] carried out a review on the design and analysis of the performance of composite
drive shafts made of different materials, such as carbon, glass, Kevlar, and boron with
epoxy resin. They concluded that the fiber orientation angle and stacking sequence have
great influences on the buckling torque and on the dynamic characteristics. Yefa et al. [14]
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implemented a new mechanical analytical solution of torsional stiffness for a composite
drive shaft with balance laminate, based on CLT and mechanical analysis. Finite element
analysis, CLT, and experiments were carried for carbon-fiber-reinforced polymers (CFRP)
drive shafts to predict the torsional stiffness. Other valuable works on both the FEM and
CFRP composite materials can be found in [15,16].

Fiber-reinforced polymer matrix composites have emerged as a major class of structural
materials and are being considered for use as a substitute for many traditional metallic
materials in a large number of weight-critical components in aerospace, automotive, and
other industries, due to their high strength/weight ratio and stiffness/weight ratio [17,18].
The simultaneous development of nanotechnology has given a new perspective on the use of
composite materials, as the enhanced characteristics of nanostructures are able to improve
significantly the already important mechanical properties of classic composite materials.

Nanocomposites have the potential of becoming the future structural material not
only in terms of greater mechanical properties, but also in terms of superior thermal, elec-
trical, optical, and other properties [19–22]. Polymer nanocomposites are polymer matrix
composites in which the reinforcement has at least one of its dimensions in the nanometer
range. The mechanical properties of the nano-reinforcement are considerably high and the
ratio of their surface area to volume is high as well, which means that a great interfacial
interaction with the matrix can be provided. These are the leading reasons for such highly
improved properties in nanocomposites [23]. The usage of polymer nanocomposites as
a material for primary structures is in its early stage, but their potential in future aircraft
structures has been realized [24]. Lockheed Martin had revealed that the F-35 Lightning
II will be the first mass-produced aircraft to integrate structural nanocomposites in non-
load-bearing airframe components. A thermoset epoxy reinforced by CNTs will replace
carbon fiber as the material used to produce F-35 wingtip fairings, beginning with low-rate
initial production (LRIP)-4 aircraft [25]. Shakil et al. [26] carried out a review on the prop-
erties and fabrication techniques of fiber-reinforced polymer nanocomposites subjected
to simulated accidental ballistic impacts. High-specific-surface-area nanoparticles were
used for matrix modification to induce nano-scale toughness mechanisms, with a focus
on the ballistic performance of composite structures. Tüzemen et al. [27] investigated the
effects of nanoclay (NC), CNT, and a hybrid of both inclusions on the bending, tensile, and
bearing strengths of nanocomposite plates. Mechanical properties were investigated by
applying bending and tensile testing, as well as tensile testing, with bolted joints on the
nanocomposite plates.

Khoramishad et al. [28] investigated the effect of adding MWCNTs on the high-velocity
impact behavior of fiber metal laminates (FMLs). They concluded that incorporating
0.5 wt% of MWCNTs into the composite laminate of FML resulted in the maximum
reduction of 29.8% in projectile residual velocity and the maximum increase of 18.9% in
the absorbed energy during projectile perforation compared to the unreinforced FMLs.
Chiou et al. [29] studied the synergistic effects on the mechanical properties of composites
materials by adding graphene nanoplatelets (GNPs) and nanocarbon aerogel (NCA) in the
epoxy resins. The experimental results demonstrated that the mechanical properties of
GNP/NCA/epoxy nanocomposites and GNP/NCA/CFRP laminates were optimized via
reinforcement upon the addition of GNP/NCA hybrids.

In the last two decades, several exotic forms of low-dimensional carbon inclusions
have been discovered, including fullerenes (zero dimension), CNTs (one dimension), and
graphene (two dimension). All these materials share graphite’s sp2 carbon bonding.
Graphene, the mother of all graphitic forms, is a monolayer of carbon atoms tightly packed
into a two-dimensional hexagonal lattice sheet that can be wrapped up to fullerenes,
rolled into CNTs, and stacked into graphite [30]. Since the discovery of CNTs by Iijima
in 1991 [31], research on their growth, characterization, and application development
has exploded [32,33]. Their extraordinary physical properties have drawn the interest of
the scientific community studying for numerous applications in nanoelectromechanical
systems and nanoelectronics [34].
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Ahmadipour et al. [35] studied the synthesis of calcium copper titanate (CaCu3Ti4O12)/
MWCNT composites, using the ultrasonic technique. The effects of MWCNT content on the
structural, dielectric, and mechanical properties of copper calcium titanate (CCTO) were
investigated by dielectric measurement, as well as tensile strength and flexural strength
tests. An important observation was that the CCTO mixed with 0.2 wt% MWCNT exhib-
ited the highest dielectric permittivity and the lowest dielectric loss. With the addition of
0.2 wt% MWCNT, the values of load, tensile, and flexural strength increased to 10.38 kN,
101.88 MPa, and 275.07 MPa, respectively, due to the improvement in densification. These
results have values for the fabrication of CCTO and the optimization of its performance for
electronic devices such as capacitors and antennas.

Recently, a lot of attention has been also given by researchers to graphene nanosheets
(GNS) and CNT/polymer matrix composite materials. Georgantzinos et al. studied the
mechanical elastic behavior [36,37] and vibration response [38] of laminated polymer com-
posite plates with carbon nanostructure inclusions, using a multilevel framework, starting
from the nanoscale, up to the laminated hybrid composite plates. Rafiee et al. [39] com-
pared the mechanical properties of epoxy resin nanocomposites with GNS, single-walled
CNTs, and multi-walled CNTs at the same nanofiller weight fraction. In an excellent recent
work, Tas and Soykok [40] determined theoretically the engineering constants of CNT-
based composite laminas. Bending analysis was performed on a composite plate under
concentrated and distributed load. The results showed that elastic constants increased with
the added CNT fraction. Additionally, the flexural modulus of the laminated composite
plate showed significant improvement and the maximum deflection decreased.

Various techniques and approaches on the modeling of the mechanical properties of
composites and nanostructures have been developed. Stamoulis et al. [41] dealt with the
numerical modeling of the low-velocity impact damage of laminated composites, which
have increasingly important applications in aerospace primary structures. Their purpose
was to present and validate a computationally efficient approach in order to explore the
effect of critical parameters on the impact damage characteristics. Barretta et al. [42] focused
on modeling the bending of armchair CNTs by means of gradient elasticity theory. The
estimation of Young’s modulus depending on the armchair CNT diameter and length
was investigated. According to the results presented, Young’s modulus was found to be
dependent on small size effects and ranged between 816.87 and 1067.24 MPa.

Georgantzinos et al. [43] investigated the thermomechanical buckling of single-walled
CNTs (SWCNTs) by a structural mechanics method, providing theoretical predictions,
concerning the compressive buckling response of SWCNTs of different chiralities and sizes
under thermal conditions. Aghdam et al. [44] proposed a new micromechanics approach
for predicting the elastic modulus of randomly oriented and distributed wavy CNTs-
reinforced polymer nanocomposites. The results revealed that the proposed method has
a good accuracy according to the experimental data as compared. Mehar and Panda [45]
investigated the deflection behavior of a composite plate reinforced with CNTs, numerically
using FEM, and the result accuracy was verified via three-point experimental bending
test data. The Young’s modulus for plates consisting of randomly oriented MWCNTs
obtained by using the Mori–Tanaka method showed an increase with the volume fraction
of MWCNTs. Georgantzinos [46,47] developed a novel computational model for the
prediction of the mechanical behavior of graphene and graphyne monolayers, according
to their atomistic structure. The harmonic approximation was utilized for describing the
interaction potential energies based on molecular theory. Spanos et al. [48] described
a micromechanical finite element approach for the estimation of the elastic mechanical
properties of graphene-reinforced composites. The load transfer conditions between the
graphene and the matrix were modeled using joint elements connecting the two materials,
simulating the interfacial region.

Feng et al. [49] investigated the mechanical properties of a graphene/PMMA nanocom-
posite system by using the molecular dynamics simulations. The results showed that the
Young’s and shear moduli increased with the graphene volume fraction and decreased as
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the temperature rose from 300 to 500 K, while the efficiency of the reinforcement reduced
with the graphene content. Rui et al. [50] presented an atomistic study on the mechanical
behaviors of a polymer nanocomposite reinforced with defective graphene using molecular
dynamics simulations, with a particular focus on the influences of temperature changes
and atom vacancy defects. The Halpin–Tsai model was then modified based on the results
to enable the effects of temperature and graphene defects to be considered in determining
the Young’s modulus of graphene-reinforced nanocomposites.

Even though a comprehensive investigation, in general, concerning polymer nanocom-
posites has been performed in the open literature, as well as their possible applications in
automotive industry already being noticed [51], the potential performance improvement of
specific components due to the use of nanomaterials has not been extensively reported yet.
In this study, the development of suitable computational procedures, based on theoretical
and finite element analysis, for the prediction of the mechanical behavior of automotive
drive shafts manufactured from laminated composite materials, reinforced with CNTs, was
presented. To the author’s best knowledge, this study is the first one in the open literature
concerning the effect of CNTs on the mechanical performance of composite drive shafts,
providing novel results. It aims to offer a relatively simple and complete procedure for the
prediction of the critical design parameters helping the design process and development of
drive shafts of enhanced performance.

2. Theoretical Approach

2.1. Unidirectional Composite Lamina with CNT Inclusions

The first step to determine the mechanical response of nanocomposites under certain
loads is the estimation of their material properties such as Young’s modulus, Poisson’s
ratio, and the shear modulus. These elastic constants of nano-reinforced composite laminas
may be calculated theoretically using the combination of simple models such as the Halpin–
Tsai model, the Tsai–Pagano equation, and the Rule of mixtures. The models can be
implemented considering certain assumptions. Here, CNTs were considered as randomly
and homogeneously oriented into the matrix, while the CNTs-polymer (hybrid) matrix
exhibited isotropic behavior. The unidirectional fiber-reinforced composite lamina with
CNT inclusions is shown in Figure 1.

Figure 1. Schematic illustration of a unidirectional fiber-reinforced composite lamina, with the
inclusion of CNTs in the polymer matrix. CNTs are considered as randomly oriented.

2.2. Hybrid CNT-Polymer Matrix Elastic Constants

The well-established Halpin–Tsai model for fiber-reinforced composites was utilized
to predict the Young’s modulus of the nanocomposites. The CNTs were considered as
randomly oriented long discontinuous fiber laminas. The Young’s modulus of a CNT-
added matrix can be calculated from the following equation [39]:

Em−cnt = Em

⎛⎝3
8

1 + 2
(

lcnt
dcnt

)
β1Vcnt

1 − β1Vcnt
+

5
8

1 + 2β2Vcnt

1 − β2Vcnt

⎞⎠ (1)
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where

β1 =

(
Eeq
Em

)
− 1(

Eeq
Em

)
+ 2
(

lcnt
dcnt

) and β2 =

(
Eeq
Em

)
− 1(

Eeq
Em

)
+ 2

(2)

Em is the Young’s modulus of the matrix, Vcnt is the volume content of CNTs, while
dcnt and lcnt are the average outer diameter and length of the nanotube, respectively. Eeq is
the equivalent modulus of nanotubes considering the hollow tube as a solid cylinder and
can be expressed as:

Eeq =

(
2t
r

)
Ecnt (3)

where t, r, and Ecnt are the wall thickness, radius, and Young’s modulus of the nanotube,
respectively.

The shear modulus of the CNT-polymer matrix can be calculated by using the Tsai–
Pagano equation [40]:

Gm−cnt = Em

⎛⎝1
8

1 + 2
(

lcnt
dcnt

)
β1Vcnt

1 − β1Vcnt
+

1
4

1 + 2β2Vcnt

1 − β2Vcnt

⎞⎠ (4)

The Poisson’s ratio for the CNT-polymer matrix exhibiting isotropic behavior can be
calculated from the following equation:

vm−cnt =

(
Em−cnt

2Gm−cnt

)
− 1 (5)

The density of the nanocomposite (hybrid) matrix can also be calculated from the
following equation:

ρm−cnt = ρcntVcnt + ρmVm (6)

where ρcnt is the density of the nanotube, Vm is the volume fraction of the matrix, and ρm is
the matrix density.

2.3. Unidirectional Composite Lamina Elastic Constants

The material properties of the unidirectional composite lamina, adopting the rule of
mixtures, may be calculated from the following equations [23,52]:

Longitudinal Young’s modulus E1 = Ef Vf + Em−cntVm−cnt (7)

Transverse Young’s modulus E2 =
Ef Em−cnt

Ef Vm−cnt + Em−cntVf
(8)

In-plane Shear modulus G12 =
Gf Gm−cnt

Gf Vm−cnt + Gm−cntVf
(9)

Out-of-plane Shear modulus G23 =
E2

2(1 + v23)
(10)

Major Poisson’s ratio v12 = v f Vf + vm−cntVm−cnt (11)

Transverse Poisson’s ratio v23 = v12
(1 − v21)

(1 − v12)
(12)

where Ef, Vf, vf, Gf, and Vm-cnt are Young’s modulus of the fiber, the volume fraction of the
fiber, Poisson’s ratio of the fiber, the shear modulus of the fiber, and the volume fraction of
the hybrid matrix, respectively.

Alternatively, semi-empirical models may be adopted for the evaluation of the material
properties of the unidirectional composite lamina. An efficient model is the Halpin–Tsai [53]
model, which can be used over a wide range of elastic properties and fiber volume fractions.
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In this approach, the longitudinal Young’s modulus E1 and major Poisson’s ratio ν12 are
evaluated by Equations (7) and (11), respectively, while the other engineering constants are
provided by the following equation:

P
Pm−cnt

=

(
1 + ξηVf

1 − ηVf

)
(13)

where Pm-cnt are the related properties of the CNT-polymer matrix, and P can be consid-
ered as the transverse Young’s modulus E2, transverse Poisson’s ratio ν23, in-plane shear
modulus G12, and out-of-plane shear modulus G23. η is an experimental factor computed
by using the next expression:

η =

( Pf
Pm−cnt

)
− 1( Pf

Pm−cnt

)
+ ξ

(14)

The value of the reinforcing factor ξ depends on the fiber geometry, packing geometry,
and loading conditions. For circular fibers in a square array, ξ = 2 for E2, and ξ = 1 for ν23,
G12, and G23, as referred in [52].

2.4. Theoretical Modeling of Composite Drive Shaft

CLT was used to analyze the behavior of the composite laminated drive shaft. The
following assumptions must be considered in order to make the problem solvable [54,55]:

• The plate consists of orthotropic laminas bonded together, with the principal material
axes of the orthotropic lamina orientated along arbitrary directions with respect to the
x–y axes.

• The thickness of the plate, t, is much smaller than any characteristic dimension.
• The displacements u, v, and w are small compared with t.
• The in-plane strains εx, εy, and γxy are small compared with unity.
• Normal stress σz is negligible.
• Transverse shear strain is negligible, γxz = γyz = 0 (Kirchhoff hypothesis).
• Displacements u and v are assumed to be linear functions of the thickness coordinate z.
• Transverse normal strain εz is negligible.
• Each ply obeys Hooke’s Law.
• The plate thickness is constant throughout the laminate.
• Transverse shear stresses τxz and τyz vanish on the laminate surfaces z = ±t/2.

Given the previous assumptions, a lamina can be analyzed as a plane stress problem
and the stress–strain relations can take the following matrix form [55]:⎧⎨⎩

ε11
ε22
γ12

⎫⎬⎭ = [S]

⎧⎨⎩
σ11
σ22
τ12

⎫⎬⎭ (15)

The square matrix on the right-hand side of Equation (15), denoted by [S], is called
the reduced compliance matrix. The elements of [S] are given by:

S11 =
1

E1
, S12 = −ν12

E1
, S22 =

1
E2

, S66 =
1

G12
, S16 = S26 = 0 (16)

The inverse form of Equation (15) is as follows:⎧⎨⎩
σ11
σ22
τ12

⎫⎬⎭ = [Q]

⎧⎨⎩
ε11
ε22
γ12

⎫⎬⎭ (17)
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The square matrix on the right-hand side of Equation (17), denoted by [Q], is called
the reduced stiffness matrix, in which:

[Q] =

⎡⎣ Q11 Q16 0
Q12 Q22 0

0 0 Q66

⎤⎦ (18)

and the elements of [Q] are given by:

Q11 =
E1

1 − ν12ν21
, Q12 =

ν12E2

1 − ν12ν21
, Q22 =

E2

1 − ν12ν21
, Q66 = G12, ν21 =

E2

E1
ν12 (19)

Unidirectional laminae are weak in transverse mechanical properties; to overcome
this, they are usually placed in different orientations in a laminate. It is necessary to know
the stress–strain relations for a generally orthotropic lamina [55].

We can relate global stresses to global strains as:⎧⎨⎩
σ11
σ22
τ12

⎫⎬⎭ = [T]−1[Q][R][T][R]−1

⎧⎨⎩
ε11
ε22
γ12

⎫⎬⎭ (20)

The matrix
[
Q
]
= [T]−1[Q][R][T][R]−1 is called the transformed reduced stiffness

matrix and it is obtained by multiplying the five 3 × 3 matrices on the right-hand side of
Equation (20).

By carrying out the necessary multiplication and simplification, it can be shown that
the elements of

[
Q
]

are given by:

Q11 = Q11 cos4 θ + 2(Q12 + 2Q66) sin2 θ cos2 θ + Q22 sin4 θ (21)

Q12 = (Q11 + Q22 − 4Q66) sin2 θ cos2 θ + Q12(sin4 θ cos4 θ) (22)

Q16 = (Q11 − Q12 − 2Q66) sin θ cos3 θ + (Q12 − Q22 + 2Q66) sin3 θ cos θ (23)

Q22 = Q11 sin4 θ + 2(Q12 + 2Q66) sin2 θ cos2 θ + Q22 cos4 θ (24)

Q26 = (Q11 − Q12 − 2Q66) sin3 θ cos θ + (Q12 − Q22 + 2Q66) sin θ cos3 θ (25)

Q66 = (Q11 + Q22 − 2Q12 − 2Q66) sin2 θ cos2 θ + Q66(sin4 θ cos4 θ) (26)

The elements of
[
Q
]

are functions of stiffness elements Q11, Q12, Q22, and Q66 and
the lamina angle θ. As the elements of [Q] are functions of four engineering constants, the
elements of

[
Q
]

are consequently functions of four engineering constants and the lamina
angle θ [55].

The next step is to construct the extensional stiffness matrix [A], which is the summa-
tion of the products of the transformed reduced stiffness matrix

[
Q
]

of the layer and the
respective thicknesses [56].

Aij = ∑n
k=1

{
Qij
}

n(zk − zk−1) (27)

where i,j = 1,2,6, the summation is carried over all n plies of the laminate, and zk, zk−1 are
the upper and lower z coordinates of the kth ply, respectively.

Equation (21) describes the membrane deformations of a laminate under in-plane
loads and incorporates the Kirchhoff plate theory assumption that plane sections remain
planar and perpendicular to the neutral axis.

The matrix [A] is used to calculate Ex and Eh, which are the average moduli in the
axial and hoop directions, respectively, and t is the total thickness of drive shaft.

Ex =
1
t

[
A11 −

A2
12

A22

]
(28)
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Eh =
1
t

[
A11 −

A2
12

A11

]
(29)

2.5. Theoretical Calculation of Design Parameters

A drive shaft can be idealized as a simply supported beam. To determine the bending
natural frequencies for a composite tube, Euler’s equation for the lateral vibration of beams
can be implemented [57,58]:

ωn = Cn

√
Ex I
mL4 (30)

or

fn =
Cn

2π

√
Ex I
mL4 (31)

where ωn (rad/s) is the angular velocity, fn (Hz) is the fundamental (rotational) frequency,
m is the mass of a drive shaft per unit length, L is the length of a drive shaft, and I is the
second moment of inertia given for a thin-walled tube as:

Ix =
π

4
(r4

0 − r4
i ) (32)

where r0 is the outer radius, ri is the inner radius, (ExI) represents the bending stiffness for
a composite tube, and the number Cn depends on the boundary conditions of the drive
shaft and the number of natural frequency n. Numerical values of Cn for simply supported
boundary conditions [59] are (nπ)2.

The vibration of parts and assemblies increases as operating conditions become more
demanding. Critical speed is defined as the angular rotating shaft speed that is equal to the
lowest frequency of its natural vibration. Equations (30) and (31) are used to calculate the
natural shaft oscillation (critical speeds) [60].

The main loading of a drive shaft is torsion. Instability may occur at a certain amount
of loading. This parameter is critical in the design of drive shafts, and it is important to
have an order of magnitude solution before starting the designing [61]. There are various
empirical equations in the literature that are based on experimental studies and are used
to calculate the torsional buckling load of long thin-walled shafts. The expression of the
critical buckling torque for thin-walled orthotropic tubes is given as in [56]:

Tcr = (2πr2t)(0.272)
[

ExE3
h

]1/4
(

t
r

)3/2
(33)

where r and t are the mean radius and overall thickness of the composite drive shaft,
respectively.

3. Finite Element Modeling

In this study, the numerical simulation of a hybrid drive shaft was performed using
FEM. The composite drive shaft is considered as a thin-walled tube, balanced, while
the stress–strain relationship is linear and elastic. The analysis consists of the following
four stages.

3.1. Defining Material Properties

In the current study, epoxy resin, multi-walled CNTs, and carbon/glass fiber were
chosen as matrix material, nano material, and reinforcing material, respectively. Material
properties of the components constituting the composite material are shown in Table 1.
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Table 1. Materials properties of the components.

e-Glass Fiber [62] Carbon Fiber [40] Epoxy Resin [23] MWCNTs [39]

Ef 11 (GPa) 74 Ef 11 (GPa) 230 Em (GPa) 3.45 Ecnt (GPa) 450
Ef 22 (GPa) 74 Ef 22 (GPa) 15.41 υm 0.36 lcnt (nm) 20,000

υf 12 0.25 υf 12 0.29 Gm (GPa) 1.26 dcnt (nm) 20
υf 23 0.25 υf 23 0.46 tcnt (nm) 1.5

Gf 12 (GPa) 30 Gf 12 (GPa) 10,04 dicnt (nm) 17

Gf 23 (GPa) 30 Gf 23 (GPa) 5.28 ρcnt
(g/cm3) 0.6244

The material properties of CNTs-reinforced unidirectional composite laminas were cal-
culated with two different approaches. In the first approach, concerning e-glass fiber/epoxy
resin/CNTs, Equations (7)–(12) were used to calculate its orthotropic mechanical properties.
In the second approach, concerning carbon fiber/epoxy resin/CNTs laminas, Equations (7),
(11) and (13) were used to calculate the corresponding properties. Additionally, volume
fractions of fiber and matrix were considered as 57.65% and 42.35%, respectively. In this
way, the composite lamina properties without CNTs inclusions were close to the values
referred in [56,58]. Following the approach presented in the previous section, the engineer-
ing constants are shown in Table 2. The CNTs volume fractions were considered as 0.00,
0.05, 0.10, 0.20, 0.35, and 0.50.

Table 2. Material properties of unidirectional composite laminas.

e-Glass Fiber/Epoxy Resin/CNTs Lamina

Vcnt 0.00 0.05 0.10 0.20 0.35 0.50
E1 (GPa) 40.312 41.619 42.943 45.655 49.939 54.647
E2 (GPa) 6.874 11.871 16.570 25.204 36.651 46.890
G12 (GPa) 2.538 4.313 5.958 9.038 13.245 17.146
G23 (GPa) 2.434 4.176 5.815 8.928 13.231 17.212

υ12 0.3027 0.3164 0.3270 0.3355 0.3388 0.3377
υ23 0.4117 0.4211 0.4246 0.4115 0.3850 0.3621

ρ (g/cm3) 1.9100 1.8457 1.7814 1.6529 1.4600 1.2672

Carbon fiber/epoxy resin/CNTs lamina

Vcnt 0.00 0.05 0.10 0.20 0.35 0.50
E1 (GPa) 134.056 135.215 136.389 138.795 142.594 146.770
E2 (GPa) 8.079 10.579 12.335 15.080 18.639 22.200
G12 (GPa) 3.319 4.811 5.889 7.478 9.222 10.703
G23 (GPa) 2.654 3.593 4.242 5.216 6.391 7.509

υ12 0.3198 0.3320 0.3414 0.3489 0.3518 0.3508
υ23 0.4147 0.4284 0.4387 0.4467 0.4497 0.4486

ρ (g/cm3) 1.6100 1.5607 1.5114 1.4129 1.2650 1.1172

Elastic constants E1, E2, G12, and G23 were found to increase with the volume fraction
of CNTs in the polymer matrix. Specifically, in the first approach, 35%, 582%, 575%, and
607% increases in E1, E2, G12, and G23, respectively, were observed for Vcnt = 0.50 compared
with the laminated composite drive shaft without CNTs inclusions. In the second approach,
9%, 174%, 222%, and 182% corresponding increases were observed. In the first approach,
the Poisson’s ratio ν12 seemed to increase as Vcnt increased up to 0.35 and then remain
stable, while in the second approach, it increased as the Vcnt increased up to 0.20 vol% and
then remained stable. Finally, in the first approach, the Poisson’s ratio ν23 increased as the
Vcnt increased up to 0.10 and then decreased, while, in the second approach, it decreased
with Vcnt.

3.2. Configuration and Finite Element Type

A composite drive shaft was considered with a length of 1730 mm and mean radius of
50.8 mm, which consists of four layers, stacked up as a [±45◦glass/0◦carbon/90◦glass] layup.
The selected thicknesses for each layer were: +45◦glass = 0.1905 mm, −45◦glass = 0.1905 mm,
0◦carbon = 0.635 mm, 90◦glass = 1.016 mm.
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The finite element modeling was implemented in ABAQUS CAE code. The drive
shaft was discretized by using the S4R element type. This is a 3D 4-node, quadrilateral,
stress/displacement shell element with reduced integration and a large-strain formulation.
These elements allow transverse shear deformation and account for finite membrane
strains and arbitrarily large rotations. Reduced integration usually provides more accurate
results and significantly reduces the running time, especially in three dimensions. The
total number of elements with a global element size le = 10 mm was calculated equal to
5536 elements.

3.3. Boundary Conditions

Appropriate boundary conditions must be applied to the drive shaft finite element
model according to the analysis type, i.e., modal or elastic buckling analysis. In the modal
analysis, boundary conditions are considered to be pinned-pinned, i.e., the drive shaft
is simply supported in order to obtain the mode shapes and the corresponding natural
frequencies.

In the buckling analysis, the model is fully restrained (fixed) at one end, while the
drive shaft is subjected to a torsion load (moment) at the other end. In this way, the buckling
modes and loads can be evaluated using a linear buckling analysis. The lowest value is the
critical torsional buckling load.

3.4. Meshing Sensitivity Analysis

The effect of global size le on the natural frequency and buckling torque is presented
in Figure 2a,b, respectively. It is obvious that a relatively coarse mesh was enough to reach
the first 10 natural frequencies with reasonable accuracy, while a denser mesh was required
in order for the model to converge in a specific magnitude of the critical buckling torque.
Specifically, in Figure 2b, the solution seemed to converge with a global element size equal
to 10 mm. This is the reason that, here, the global size le of the element in the finite element
analysis was chosen to be le = 10 mm.
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Figure 2. Mesh sensitivity analysis diagram of a hybrid composite driveshaft consisting of 4 layers, stacked up as a
[±45◦glass/0◦carbon/90◦glass] layup, computed for lg = 1730 mm, r = 50.8 mm, and w.thk = 2.032 mm, for (a) modal analysis,
and (b) linear bucking analysis, where the control parameter le was increased. To detect the appropriate global size, the
model was discretized by using the S4R type of element, with the total No of 5536 elements used for le = 10 mm.
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4. Results

4.1. Validation

To evaluate the validity of the proposed method in terms of natural frequency and
torsional buckling load, a comparison with the analytical and numerical results avail-
able in [56] was performed concerning the drive shaft of the configuration presented in
Section 3.2. The comparison is presented in Table 3 and shows a reasonable agreement
between the results of the different methods. Note that the present model used engineering
constants computed by the approach presented in the previous section that slightly differ
with the corresponding values of [58]. Nevertheless, the proposed finite element model has
also been tested using identical properties used in [58], and the deviations on the results
were calculated to be lower than 1%.

Table 3. Comparison in the first three natural frequencies and critical torsional buckling load.

Mode
Shape

FEA
(Present)

FEA [58]
Equation

(31)

Torsional
Buckling

Load

FEA
Present

FEA [58]
Equation

(33)
Analytical

[58]

1st mode 91.65 90.46 96.33 Critical
(Nm) 1730 1830 2149 2030

2nd mode 326.88 331.19 385.33
3rd mode 635.73 663.35 866.99

Figure 3 illustrates a set of eight natural frequencies and their corresponding mode
shapes. The results also agree with the results presented in [58] in terms of both mode
shapes and natural frequencies values. The greatest discrepancies between the two methods
were observed in the breathing vibration modes; however, these modes were not involved
in the basic (first three) mode shapes of vibration of the specific configuration of the
composite shaft.

Furthermore, the fundamental natural frequency of a drive shaft consisting of four
layers stacked as [±45◦glass/0◦carbon/90◦glass] for various fiber orientations was evaluated.
The variation is presented in Figure 4. The results were also compared with the results of the
study [58] presenting, again, a reasonable agreement. It is observed that the fundamental
frequency (Figure 4a) increased as the fiber angle of the first two ±θ◦glass layers tended
to 0◦. However, the optimum configuration may be determined taking into consideration
the other design parameters as well. In Figure 4b, it is observed that the fundamental
frequency decreased, as the fiber angle of the third 0◦ carbon layer tended to 90◦. The
results indicate that the drive shaft lost 55% of its natural frequency when the carbon fibers
oriented at 90◦ in the hoop direction instead of 0◦. In order to increase the modulus of
elasticity in the longitudinal direction of the drive shaft, the carbon fibers layer, with its
high modulus, must be oriented at zero angle.
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(a) 1st bending (b) 2nd bending 

  
(c) 3rd bending (d) 1st torsional 

  
(e) 1st breathing (f) 2nd breathing 

  
(g) 3rd breathing (h) 1st axial 

Figure 3. Set of the first eight mode shapes of natural frequency of a simply supported composite
drive shaft. To detect deformation and natural frequencies, FEM analysis was conducted in Abaqus
CAE. The corresponding frequency values were as follows: (a) 91.65, (b) 326.88, (c) 635.73, (d) 442.34,
(e) 334.69, (f) 334.91, (g) 402.28, and (h) 1485.60 Hz.
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Figure 4. Fundamental frequency as a function of fiber orientation angle (θ◦). A hybrid 372 composite drive shaft having
four layers stacking of (a) [±θ◦glass/0◦carbon/90◦glass] and (b) [±45◦glass/θ◦carbon/90◦glass] was analyzed for length =
1730 mm, radius = 50.8 mm, and wall thickness = 2.032 mm, for modal analysis, where the fiber orientation and the control
parameter θ◦ [deg] were transformed. Figures (a,b) show the effect of fiber orientation angle on f [Hz] by changing the first
two layers and the third (carbon fiber) layer, respectively. To ensure the validity of the process, identical material properties
were employed. The present approach and FEM [56] are presented by blue solid lines and dashed red lines, respectively.

4.2. Effect of CNTs Inclusion on Natural Frequencies and Critical Speed of the Composite
Drive Shaft

In order to determine the effect of CNTs on the composite drive shaft on natural
frequency, a parametric finite element analysis was conducted. The results are depicted
in Figure 5.

f

Vcnt  
Figure 5. Natural frequencies as a function CNTs volume fraction. A hybrid composite drive shaft of
stacking [±45◦glass/0◦carbon/90◦glass] was analyzed for length = 1730 mm, radius = 50.8 mm, and
wall thickness = 2.032 mm, for modal analysis, where the volumetric concentration of nanoparticles
was increased. The gradient of the lines shows the effect of CNTs volume fraction on the natural
frequencies computed for the following ratios: 0, 0.05, 0.10, 0.20, 0.35, and 0.50.

It is observed that as the volume fraction of CNTs increased, the natural frequency
tended to increase. Specifically, the enhancement of the values of this set of natural
frequencies reached 59%, 69%, 80%, 133%, 92%, 94%, 89%, and 55% for the 1st bending,
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2nd bending, 3rd bending, 1st torsional, 1st breathing, 2nd breathing, 3rd breathing, and
1st axial natural frequency, respectively, concerning a 0.50 volume fraction of CNTs.

Figure 6 shows the variation in the critical speed, for different fiber orientation angles,
and for various CNT volume fractions in the epoxy resin matrix. For volume fractions of
CNTs equal to 0.50 into the hybrid composite drive shaft, the critical speed presented a
significant increase in its value, approximately 60%, as depicted in Figure 6a,b, respectively.
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Figure 6. Critical speed as a function of fiber orientation angle (θ◦) for various CNT volume fractions. A hybrid composite
drive shaft having four layers stacking of (a) [±θ◦glass/0◦carbon/90◦glass] and (b) [±45◦glass/θ◦carbon/90◦glass] was analyzed
for length = 1730 mm, radius = 50.8 mm, and wall thickness = 2.032 mm, where the fiber orientation and volumetric
concentration of nanoparticles were changed. Figures (a,b) show the effect of fiber orientation angle on the critical speed by
changing the first two layers and the third (carbon fiber) layer, respectively. The curves show the effect of CNTs volume
fractions on the critical speed, computed for CNT volume fractions: 0, 0.05, 0.10, 0.20, 0.35, and 0.50.

4.3. Effect of CNTs Inclusion on Buckling Torque

The first mode shape of buckling torque, as derived from the finite element analysis,
is presented in Figure 7. The first buckling mode was similar to the corresponding one
predicted in [61]. In this analysis, the computed load was close to the collapse load. The
output from the analysis is a factor (eigenvalue) that is multiplied by the actual magnitude
of the applied load in order to compute an estimation of the critical torque. To determine the
variation in the composite drive shaft under buckling torque due to the presence of CNTs
into the composite shaft, a parametric finite element investigation was also performed.
The results are presented in Figure 8. It was observed that the performance of the critical
buckling torque significantly improved with the amount of added CNTs in the matrix of
the composite drive shaft.

This may be expected due to the increase in the mechanical properties of the com-
posite lamina as the CNTs volume fraction is increased. Moreover, the variation in the
critical buckling torque, for different fiber orientation angles, is also depicted. With the
addition of CNT into the pure composite drive shaft, the critical buckling torque showed
an enhancement in its value. Specifically, in Figure 8a, the critical buckling torque of the
lamination [±0, 0, 90] increased up to 27%, 50%, 89%, 140%, and 187% for Vcnt = 0.05, 0.10,
0.20, 0.35, and 0.50, respectively. The critical buckling torque of the lamination [±45, 0, 90]
increased up to 19%, 35%, 66%, 107%, and 145% for Vcnt = 0.05, 0.10, 0.20, 0.35, and 0.50,
respectively. The critical buckling torque of the lamination [±90, 0, 90] increased 12%, 21%,
37%, 58%, and 79% for Vcnt = 0.05, 0.10, 0.20, 0.35, and 0.50, respectively. Moreover, it seems
that the critical buckling torque was not considerably affected by the fiber orientation angle,
as the amount of added CNTs increased. Finally, in Figure 8b, the critical buckling torque
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of the lamination [±45, 0, 90] increased up to 19%, 35%, 66%, 107% and 145% for Vcnt =
0.05, 0.10, 0.20, 0.35, and 0.50, respectively. Additionally, we notice that the critical buckling
torque increased as the fiber angle of the third ply (carbon fiber) tended to 0◦ or 90◦. On
the contrary, the lowest value was observed at 45◦.

Figure 7. First buckling mode shape of a hybrid composite driveshaft, stacked as
[±45◦glass/0◦carbon/90◦glass], computed for length = 1730 mm, radius = 50.8 mm, and wall thickness
= 2.032 mm. To detect the deformation and critical buckling load, eigenvalue buckling analysis was
conducted, where the model was fully fixed at one end and subjected to torsion load at the other
end. The corresponding buckling torque value from Equation (33) was 2149 N·m and from FEA was
1730 N·m.
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Figure 8. Critical buckling torque as a function of fiber orientation angle (θ◦) for various 433 CNT volume fractions. A hybrid
composite drive shaft having four layers stacking of (a) [±θ◦glass/0◦carbon/90◦glass] and (b) [±45◦glass/θ◦carbon/90◦glass]
was analyzed with length = 1730 mm, radius = 50.8 mm, and wall thickness = 2.032 mm. To obtain the critical buckling
torque eigenvalue, buckling analysis was conducted.

5. Conclusions

In this study, the effect of MWCNTs on a hybrid fiber-reinforced composite automotive
drive shaft was investigated. The modified epoxy resin matrix with different CNTs volume
fractions was theoretically modeled. The CNTs-modified matrix presented enhanced mate-
rial properties compared to the pure epoxy matrix system, affecting the overall behavior of
the drive shaft. According to the results, the following findings can be noticed:

• The elastic constants E1, E2, G12, and G23 could be increased up to 35%, 582%, 575%,
and 607% (e-glass-reinforced polymer lamina) and 9%, 174%, 222%, and 182% (carbon
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fiber-reinforced polymer lamina), respectively, due to the 0.50 volume fraction of
CNTs in the polymer matrix for the specific drive shaft configuration considering
uniform dispersion.

• Adding CNTs into the conventional lamina, the natural frequency and critical buckling
torque of the laminated composite drive shaft showed significant improvements up to
60% and 145%, respectively.

• The method can be used for design purposes of hybrid fiber-reinforced composite
automotive drive shafts with CNTs inclusions.

Eventually, the enhanced characteristics of CNTs-based nanocomposites have the
potential to be employed for the design of composite structures in the areas of automotive,
aerospace, construction, military, etc., in terms of improving stiffness or strength, in ad-
dition to its low weight. This computational study did not investigate the effects of CNT
dispersion and distribution into the polymer matrix. Issues such as agglomeration are
going to be modeled/studied theoretically and/or experimentally in future work. The
obtained results can be considered as an upper bound limit of the potential enhanced
mechanical performance. It seems that CNTs can play an important role as a significant
secondary filler and the proposed approach may be used as a design tool.

Author Contributions: Conceptualization, S.K.G.; methodology, S.K.G.; software, P.A.A.; validation,
P.A.A. and S.I.M.; formal analysis, S.K.G.; investigation, P.A.A.; resources, P.A.A.; data curation,
P.A.A.; writing—original draft preparation, S.K.G.; writing—review and editing, S.K.G.; visualization,
S.I.M.; supervision, S.K.G.; project administration, S.K.G. All authors have read and agreed to the
published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Godec, M.; Mandrino, D.; Jenko, M. Investigation of the fracture of car’s drive shaft. Eng. Fail. Anal. 2009, 16, 1252–1261.
[CrossRef]

2. Heisler, H. Vehicle and Engine Technology, 2nd ed.; SAE International: London, UK, 1999.
3. Swanson, S.R. Introduction to Design and Analysis with Advanced Composite Material; Prentice Hall: Hoboken, NJ, USA, 1997.
4. Seherr-Thoss, H.C.; Schmelz, F.; Aucktor, E. Universal Joints and Driveshafts-Analysis, Design, Applications; Springer:

Berlin/Heidelberg, Germany, 2006.
5. Sun, Z.; Xiao, J.; Yu, X.; Tusiime, R.; Gao, H.; Min, W.; Tao, L.; Qi, L.; Zhang, H.; Yu, M. Vibration characteristics of carbon-fiber

reinforced composite drive shafts fabricated using filament winding technology. Compos. Struct. 2020, 241, 111725. [CrossRef]
6. Cho, D.H.; Gil Lee, D.; Choi, J.H. Manufacture of one-piece automotive drive shafts with aluminum and composite materials.

Compos. Struct. 1997, 38, 309–319. [CrossRef]
7. Elanchezhian, C.; Ramnath, B.V.; Raghavendra, K.S.; Muralidharan, M.; Rekha, G. Design and Comparison of the Strength and

Efficiency of Drive Shaft made of Steel and Composite Materials. Mater. Today Proc. 2018, 5, 1000–1007. [CrossRef]
8. Nehe, S.R.; Ghogare, A.; Vatsa, S.; Tekade, L.; Thakare, S.; Yadav, P.; Shool, P.; Wankhade, P.; Dhakane, V.; Charjan, S. Design,

Analysis, Simulation and Validation of Automobile Suspension System Using Drive-Shaft as a Suspension Link. SAE Int. J.
Passeng. Cars Mech. Syst. 2018, 11, 129–138. [CrossRef]

9. Gong, L.; Gao, X.; Yang, H.; Liu, Y.; Yao, X. Design on the driveshaft of 3D 4-Directional carbon fiber braided composites. Compos.
Struct. 2018, 203, 466–473. [CrossRef]

10. Karimi, S.; Salamat, A.; Javadpour, S. Designing and optimizing of composite and hybrid drive shafts based on the bees algorithm.
J. Mech. Sci. Technol. 2016, 30, 1755–1761. [CrossRef]

11. Rastogi, N. Design of Composite Driveshafts for Automotive Applications; SAE Technical Paper Series: Warrendale, PA, USA, 2004.
[CrossRef]

12. Shinde, R.M.; Sawant, S.M. Investigation on glass-epoxy composite drive shaft for light motor vehicle. Int. J. Des. Eng. 2019, 9,
22–35. [CrossRef]

13. Nadeem, S.S.; Giridhara, G.; Rangavittal, H. A Review on the design and analysis of composite drive shaft. Mater. Today Proc.
2018, 5, 2738–2741. [CrossRef]

14. Hu, Y.; Yang, M.; Zhang, J.; Song, C.; Hong, T. Effect of stacking sequence on the torsional stiffness of the composite drive shaft.
Adv. Compos. Mater. 2016, 26, 537–552. [CrossRef]

15. Debski, H.; Rozylo, P.; Teter, A. Buckling and limit states of thin-walled composite columns under eccentric load. Thin-Walled
Struct. 2020, 149, 106627. [CrossRef]

538



J. Compos. Sci. 2021, 5, 157

16. Liu, P.; Gu, Z.; Peng, X.; Zheng, J. Finite element analysis of the influence of cohesive law parameters on the multiple delamination
behaviors of composites under compression. Compos. Struct. 2015, 131, 975–986. [CrossRef]

17. Galos, J. Thin-ply composite laminates: A review. Compos. Struct. 2020, 236, 111920. [CrossRef]
18. Bajpai, P.K.; Singh, I. Reinforced Polymer Composites: Processing, Characterization and Post Life Cycle Assessment; John Wiley & Sons:

Hoboken, NJ, USA, 2019.
19. Kumar, S.K.; Krishnamoorti, R. Nanocomposites: Structure, Phase Behavior, and Properties. Annu. Rev. Chem. Biomol. Eng. 2010,

1, 37–58. [CrossRef] [PubMed]
20. Camargo, P.H.C.; Satyanarayana, K.G.; Wypych, F. Nanocomposites: Synthesis, structure, properties and new application

opportunities. Mater. Res. 2009, 12, 1–39. [CrossRef]
21. Zhao, J.; Wu, L.; Zhan, C.; Shao, Q.; Guo, Z.; Zhang, L. Overview of polymer nanocomposites: Computer simulation understand-

ing of physical properties. Polymer 2017, 133, 272–287. [CrossRef]
22. Isaac, C.W.; Ezekwem, C. A review of the crashworthiness performance of energy absorbing composite structure within the

context of materials, manufacturing and maintenance for sustainability. Compos. Struct. 2021, 257, 113081. [CrossRef]
23. Mallick, P.K. Fiber-Reinforced Composites: Materials, Manufacturing, and Design; CRC Press: Boca Raton, FL, USA, 2007.
24. Siochi, E.J.; Harrison, J.S. Structural nanocomposites for aerospace applications. MRS Bull. 2015, 40, 829–835. [CrossRef]
25. Trimble, S. Lockheed Martin Reveals F-35 to Feature Nanocomposite Structures. Available online: https://www.flightglobal.

com/lockheed-martin-reveals-f-35-to-feature-nanocomposite-structures/100174.article (accessed on 26 May 2011).
26. Shakil, U.A.; Bin Abu Hassan, S.; Yahya, M.Y.; Mujiyono; Nurhadiyanto, D. A review of properties and fabrication techniques of

fiber reinforced polymer nanocomposites subjected to simulated accidental ballistic impact. Thin-Walled Struct. 2021, 158, 107150.
[CrossRef]

27. Tüzemen, M.Ç.; Salamcı, E.; Avcı, A. Enhancing mechanical properties of bolted carbon/epoxy nanocomposites with carbon
nanotube, nanoclay, and hybrid loading. Compos. Part B Eng. 2017, 128, 146–154. [CrossRef]

28. Khoramishad, H.; Alikhani, H.; Dariushi, S. An experimental study on the effect of adding multi-walled carbon nanotubes on
high-velocity impact behavior of fiber metal laminates. Compos. Struct. 2018, 201, 561–569. [CrossRef]

29. Chiou, Y.-C.; Chou, H.-Y.; Shen, M.-Y. Effects of adding graphene nanoplatelets and nanocarbon aerogels to epoxy resins and
their carbon fiber composites. Mater. Des. 2019, 178, 107869. [CrossRef]

30. Novoselov, K.S.; Geim, A.K.; Morozov, S.V.; Jiang, D.; Katsnelson, M.I.; Grigorieva, I.V.; Dubonos, S.V.; Firsov, A.A. Two-
dimensional gas of massless Dirac fermions in graphene. Nature 2005, 438, 197–200. [CrossRef]

31. Iijima, S. Helical microtubules of graphitic carbon. Nat. Cell Biol. 1991, 354, 56–58. [CrossRef]
32. De Volder, M.F.; Tawfick, S.H.; Baughman, R.H.; Hart, A.J. Carbon nanotubes: Present and future commercial applications. Science

2013, 339, 535–539. [CrossRef] [PubMed]
33. Kim, G.; Nam, I.; Yang, B.; Yoon, H.; Lee, H.; Park, S. Carbon nanotube (CNT) incorporated cementitious composites for functional

construction materials: The state of the art. Compos. Struct. 2019, 227. [CrossRef]
34. Hu, Z.; Lu, X. Mechanical Properties of Carbon Nanotubes and Graphene-Carbon Nanotubes and Graphene; Elsevier: Amsterdam, The

Netherlands, 2014.
35. Ahmadipour, M.; Arjmand, M.; Le, A.T.; Chiam, S.L.; Ahmad, Z.A.; Pung, S.-Y. Effects of multiwall carbon nanotubes on dielectric

and mechanical properties of CaCu3Ti4O12 composite. Ceram. Int. 2020, 46, 20313–20319. [CrossRef]
36. Georgantzinos, S.; Stamoulis, K.P.; Markolefas, S. Mechanical Response of Hybrid Laminated Polymer Nanocomposite Structures:

A Multilevel Numerical Analysis. SAE Int. J. Aerosp. 2020, 13, 1–13. [CrossRef]
37. Georgantzinos, S.K.; Markolefas, S.I.; Mavrommatis, S.A.; Stamoulis, K. Finite element modelling of carbon fiber carbon

nanostructure polymer hybrid composite structures. MATEC Web Conf. 2020, 314, 02004. [CrossRef]
38. Georgantzinos, S.K.; Giannopoulos, G.I.; Markolefas, S.I. Vibration Analysis of Carbon Fiber-Graphene-Reinforced Hybrid

Polymer Composites Using Finite Element Techniques. Materials 2020, 13, 4225. [CrossRef]
39. Rafiee, M.; Rafiee, J.; Wang, Z.; Song, H.; Yu, Z.-Z.; Koratkar, N. Enhanced Mechanical Properties of Nanocomposites at Low

Graphene Content. ACS Nano 2009, 3, 3884–3890. [CrossRef]
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Abstract: The objective of this paper was to investigate the technical feasibility of manufacturing low
density insulation particleboards that were made from two renewable resources, namely hemp fibers
(Cannabis sativa) and pine tree bark, which were bonded with a non-toxic methyl cellulose glue, as a
binder. Four types of panels were made, which consisted of varying mixtures of tree bark and hemp
fibers (tree bark to hemp fibers percentages of 90:10, 80:20, 70:30, and 60:40). An additional set of
panels was made, consisting only of bark. The results showed that addition of hemp fibers to furnish
improved mechanical properties of boards to reach an acceptable level. The thermal conductivity
unfavorably increased as hemp content increased, though all values were still within the acceptable
range. Based on cluster analysis, board type 70:30 (with 30% hemp content) produced the highest
mechanical properties as well as the optimal thermal conductivity value. It is concluded that low
density insulation boards can be successfully produced using these waste raw materials.

Keywords: insulation composites; thermal properties; mechanical properties; Cannabis; hemp; bark

1. Introduction

Building owners have become interested in a sustainable and healthy environment,
which is a trend favoring ecological materials with outstanding performance. In addition,
nowadays, thermal insulation can be considered to be a hot issue for civil engineering
that tries to reduce cooling and heating costs and, at the same time, eliminate CO2 emis-
sions [1,2]. Insulating materials are produced for a variety of applications and with specific
properties, based on their end use. Thermal conductivity is the most crucial property,
followed by fire behavior and compressive strength [3]. The main products, which are
available in the market for heat insulation materials, can be categorized, as follows: (i) syn-
thetic materials, like polyurethane and polystyrene; (ii) inorganic materials, like mineral
wool and glass. However, the recycling of such products is problematic since their degra-
dation is quite slow and generates toxic substances [4]. In addition, the standards for
contaminant emission as far as the building materials are concerned are significantly
extended and, therefore, the impact of human’s exposure to unhealthy materials is an
important parameter that has to be taken into consideration [5]. A third, and perhaps more
attractive option, is materials produced from renewable resources, which have gained
increased popularity in recent years [6–12]. These may include wood residues, agricultural
residues, and tree barks.

Various lignocellulosic materials have been used to manufacture low density insu-
lation composites. Panyakaew and Fotios [1] produced low density binderless thermal
insulation boards made from coconut husk and bagasse. They found that the bagasse insu-
lation boards provided mechanical properties that were superior to those of coconut husk
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boards; on the other hand, the binderless coconut husk insulation boards showed greater
stability against water. It was also reported that thermal conductivity values of boards that
were made from this type of raw material were close to those of conventional insulation
materials. Doost-hosseini et al. and Taghiyari et al. [2,13] manufactured insulation boards
from sugar cane bagasse, and reported on the correlation between the physicomechanical
properties and the permeability of the boards and the sound absorption coefficients. Low
correlations were found between the sound absorption coefficients and physicomechanical
properties, and it was concluded that sound absorption coefficients cannot be considered
to be a reliable criterion to predict the board performance. Ibraheem et al. [14] developed
insulation boards that were fabricated from polyurethane reinforced with kenaf fibers, at
three different weigh contents. They reported the optical performance of boards at a weight
of 50% kenaf fibers. In addition, it was stated that the thermal conductivity decreased with
an increasing fiber content.

Tree bark, which is a byproduct of the timber industry, has also been applied for
the manufacture of low density insulation properties. Bark is used mainly for low-value
applications, such as a soil covering material in agriculture or as a fuel. It was reported that
the thermal conductivity of bark is approximately 20% lower than that of solid wood [15].
Furthermore, bark is suggested as an insulation material due to its flame retardant prop-
erties, its favorable internal structure, and its low density [16,17]. Kain et al. [8] made
insulation boards from particles of larch bark, which were bonded with a tannin resin. It
was found that the resin amount did not significantly influence the mechanical properties,
but the panel density was reported to be the most important variable. It was also reported
that light boards had a low thermal conductivity value. Recently, thermal insulation
panels were made from various bark species (larch, pine, spruce, fir, and oak tree bark)
and bonded with different resin systems (urea formaldehyde, melamine formaldehyde,
Quebracho, Mimosa) [18]. It was found that all bark species were suitable for insulation
panel production, while, at the same density, panels from barks with a low bulk density
(i.e., pine and larch) are advantageous, because their compression ratios are higher, which
improves the mechanical characteristics.

Tree bark has already been used within a wood-based sandwich panel, thereby proving
its insulation properties [19]. Single layer bark insulation boards have also been constructed
in laboratories, demonstrating that bark is a promising new insulation material [18]. On
the other hand, hemp has been used as insulation material, together with wood, where
the hydrothermal performance was studied. The thermal performance of this board was
also competitive with an average thermal transmittance of 0.30 W/mK when compared
to existing commercial oil based insulation panels [20]. Ninikas et al. studies the thermal
properties of insulation boards that were made of hemp residues and tree bark [21]. How-
ever, their mechanical properties were not addressed, and the determination of the thermal
conductivity was based on a different measurement setup, as described later in the paper.

Consequently, the objective of this paper was to investigate the technical feasibility of
manufacturing low density insulation particleboards that were made from two renewable
resources, namely hemp fibers (Cannabis sativa) and pine tree bark, bonded with a non-toxic
methyl cellulose glue, as a binder.

2. Materials and Methods

2.1. Raw Material

The raw material that was used in this study, namely hemp fibers and pine tree bark,
was collected from forest and cropland in Karditsa city, Central Greece. The bark was
chipped by a mechanical hammer-mill chipper with a 18 and 20 mm round hole screen
(Figure 1a). At least 92% of the bark particles were below 19 mm. The hemp fibres were
manually cut with a pair of scissors into approximately 0.10 m length stripes to better bond
with the bark (Figure 1b). At least 95% of the hemp fibers were 0.10 mm in length. The
orientation of the hemp fibres was random at all three axes (X, Y, Z) when mixed with
the bark. It was hypothesised that, for the composite boards, the geometry of the hemp
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fibres should be such to assist in bonding the two materials together due to the absence
of a hot press. The bark went through a 20 mm diameter sieve (Figure 2a). The aim was
to have bark flakes at a size that would accommodate the bonding with the hemp fibres
with the minimum gap between the two materials that result in a robust final composite.
The average bark consisted of an iregular shaped flake approximately of 0.013–0.018 m
(Figure 2b). Bark and hemp fibers were both dried at 105 ◦C for 24 h to reach 6.5–7%
moisture content.

  
(a) (b) 

Figure 1. Pine tree bark (a) and hemp fibers (b).

  
(a) (b) 

Figure 2. The 18 mm (left) and the 20 mm (right) sieves used for the bark flakes (a) and the bark
flakes after the sieving at the moisture chamber (b).

2.2. Board Manufacture

A non-toxic methyl cellulose glue, 4% as a percentage of the oven dry weight of
raw material, was applied for single layer board manufacture. The glue (Glutolin N
standard wallpaper adhesive, density 0.31 g/cm3, and pH 7–8) was a hydrophilic white
powder that dissolved in water at room temperature. According to the supplier, the
solution was of 1.25% glue (dry powder). The solution was stirred for 15 min. and then
sprayed into the two ingredients while they were mixed together before being placed in to
0.40 m × 0.40 m cast, as depicted in Figure 3. The casts were covered with flat fibreboards
and tightened with hand clamps without any mechanical pressure in order to form the
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final board thickness of 0.047 m. The composites stayed under these conditions for 48 h
at an average room temperature of 23 ◦C before being opened. Four types of panels were
made, which consisted of varying mixtures of tree bark and hemp fibers (tree bark to hemp
fibers percentages of 90:10, 80:20, 70:30, and 60:40); an additional set of panels was made,
consisting only of bark, as shown in Figures 4 and 5. Three replicates were made for each
board type. Target board density was 0.25 Kg/m3.

 

Figure 3. The resinated raw material.

 
Figure 4. Particleboards made from varying mixtures of tree bark and hemp fibers (70:30 left and
60:40 right).

2.3. Determination of Mechanical Properties

The cboards were conditioned one week at 20 ◦C and 65% relative humidity prior
to testing mechanical properties, namely the modulus of rupture (MOR) and modulus of
elasticity (MOE) [22]. The 50 by 350 mm long beams were tested in third-point loading
at a span of 320 mm at a loading rate of 3 mm per minute. The load and deflection were
continuously recorded, and the resulting data were used to calculate the modulus of
rupture (MOR) and modulus of elasticity (MOE).
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Figure 5. Particleboards made from varying mixtures of tree bark and hemp fibers (80:20 left and
90:10 center) and panels consisting only of bark (right).

2.4. Determination of Thermal Conductivity

After taking out of the casts, the boards were directly forwarded to the thermal
conductivity apparatus without being placed in a furnace to further reduce their moisture
content. This was based on a more realistic approach, where the insulation boards do
not usually have the ideal moisture content during the installation. This approach was
different as compared to the one followed in a previous publication [21], where the thermal
conductivity was measured in very dry conditions having the boards in a furnace, at a
temperature of 103 ◦C for several hours, and, therefore, resulted in low values.

For the determination of the thermal conductivity of the boards, the ‘box method’,
based on EN ISO 12,667, was applied [23]. For this purpose, a single box of EI-700 unit
was used [24], as depicted in Figure 6, which measures the thermal characterisitics of
homogeneous or heterogeneous, solid, or liquid materials with a comparatively low con-
ductivity (λ < 3 W/mK). The specimens were 0.27 m × 0.27 m × 0.047 m (length × width
× thickness). Two temperature probes have been applied, one for the upper (Tuf) and
one for the lower (Tlf) board’s surface temperatures, respectively. The room temperature
was also recorded (21 ◦C). Having the samples within the ‘box’ for approximately 2 h, the
temperature was stabilised and the readings for each probe were noted. The ‘box method’
produced readings with regard to the thermal conductivity value of all the insulation
boards keeping each of them under stable thermal conditions for 24 h.

 
Figure 6. The EI-700 unit “box method” for the thermal conductivity measurements.
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The thermal conductivity value was calculated based on the following equation:

λ =
qin ∗ Δx

A ∗ (Tu f − Tl f )
(1)

where
λ the thermal conductivity value (W/m*K)
qin the heat flow from the indoor environment to the ‘box’ (W)
Δx the board’s thickness (m): (0.047 m)
A the board’s surface (m2): (0.27 × 0.27 = 0.0729 m2)
Tuf the temperature at the upper surface of the board (◦C)
Tlf the temperature at the lower surface of the board (◦C)
The heat flow at a steady state is:

qin = qout + qspl (2)

where
qout the heat flow from the “box” back to the environment (W)
qspl the heat flow through the composite (W)
The heat flow (qin) derives from the equation: [25]

qin =
V2

R
(3)

where
qin the heat flow emitted by Joule effect (W)
V the electric voltage of the device V = 39.8 Volt
R the device’s resistance (Ω-Ohm) − R = 1160 Ω
All the above parametres are displayed in Figure 7. The grey rectangle at the bottom

of the Figure, represents the insulation board, the ‘’blue Π” illustrate the Unit’s box.

Figure 7. Schematic representation of the ‘box’.

2.5. Statistical Analysis

Statistical analysi was conducted using the SPSS software program, version 24.0 (IBM,
Armonk, NY, USA, 2018). One-way ANOVA was performed for identifying significant
difference at the 95% level of confidence. Duncan’s multiple range test grouping was
carried out at 95% level of confidene, for each and every property measured, in order to
discern significant difference among the five different panels produced and studied here.
Contour and surface plots were designed using Minitab statistical software (version 16.2.2;
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2010). Hierarchical cluster analysis was carried out based on all of the properties measures
in this study, using Ward’s method, in order to sum up similarities and dissimilarities
among the five types of boards. In this analysis, the number of treatments (here, the number
of five different panels) studied are shown as “Num”. Subsequently, they are connected
based on a scale-bar on top of the anlysis, showing numbers from 0 to 25. If treatments
are connected by vertical lines on the lower numbers (in terms of the scale-bar), which
means that they have more similarities. Going further away on the scale-bar upto 25 means
the treaments have more dissimilarities. Cluster analysis demonstrates similarities and
dissimilarites among treatments based on all properties that have been studied, giving a
better overall outlook on all treatments.

3. Results and Discussion

3.1. Mechanical Properties

The moisture contents of the five types of insulation boards varied from 5.40 to 6.15%.
Table 1 shows the mechanical properties of the single layer particleboards made from
various tree bark/hemp fibers combinations. At this point, it has to be mentioned that
preliminary tests revealed that it was not feasible to manufacture boards with higher hemp
fiber content (tree bark to hemp fibers percentages of 50:50, 40:60), since this attempt lead
to non-consistent boards. From the data that are presented in Tables 1 and 2, it can be seen
that higher hemp fiber levels resulted in two opposing effects. From one side, the thermal
conductivity increased as hemp content increased, although all of the values still remained
within the acceptable range. From the other side, lack or low hemp contents (0, 10, and 20%)
resulted in very low mechanical strength, so that the MOR values of these boards were
lietrary unacceptable by the industry. Therefore, these board types (100:0, 90:10, and 80:20,
as described in Table 1) cannot be recommended to the industry. The reduction in bending
properties in boards, as the content of the hemp fibers is increased, can be attributted to
the fact that hemp fibers is mainly comprised of relatively thin, short-walled, and weak
cells [26]. As a consequense, hemp fibers are relatively weak and vulnerable to ‘critical
defects’ inside the board structure and, therefore, a deterioration in bending properties is
observed.

Table 1. Mechanical properties of various board types. Standard deviations in parentheses. Different letters show which
values are statistically different at the 5% level.

Board Type
(Tree Bark: Hemp Fibers)

Density 1

(Kg/m3)

Weight of the Raw Material (g) MOR 1

(N/mm2)
MOE 1

(N/mm2)Bark Hemp

100:0 0.24 A 3

(0.02) 2 1660 0 0.01 C
(0.01)

0.02 B
(0.21)

90:10 0.24 A
(0.02) 1440 160 0.01 C

(0.01)
0.03 B
(0.31)

80:20 0.23 A
(0.02) 1280 320 0.09 B

(0.01)
1.00 B
(0.11)

70:30 0.22 A
(0.02) 2 1120 480 0.18 A

(0.02)
2.25 A
(0.31)

60:40 0.24 A
(0.02) 960 640 0.15 A

(0.01)
1.90 A
(0.19)

1 Each value is the mean of eight replicates. 2 Standard deviation. 3 Values followed by the same letter do not differ significantly from each
other by a Duncan’s multiple range test (α’ = 0.05).

The mechanical properties of the present particleboards were comparable to those of
other low-density particleboards (100–500 Kg/m3) produced from renewable resources
(e.g., kenaf core, bagasse), reporting MOR values between 0.85 and 7 N/mm2 and IB
(Internal Bond Strength) values between 0.02 and 0.17 N/mm2 [27,28]. A potential increase
in the bending properties can be achieved through the increase of panel density. A recent
study reported on thermal insulation panels made from various types of bark bonded with
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a variety of resins, with density values ranging from 0.25 to 0.50 Kg/m3 [18]. The results
of the physical-mechanical testing were analyzed using a multivariate ANOVA, and the
panel density was considered as a covariate in the statistical model. It was found that
bending properties, namely MOR and MOE, are highly affected by the panel density, type
of the bark, and type of the resin. It is further reported that almost 60% of the variation
in bending properties were attributed to the difference in density values, and that resin
content did not show a significant effect on bending properties. It is interesting to mention
that MOR and MOE were increased by 0.7 and 140 N/mm2, respectively, with a density
increase of 100 Kg/m3 [18]. According to the results that were reported by Kain et al. [18],
an approach to increase the bending properties of the boards made in this study, is to
increase the density of the board.

Table 2. Thermal conductivity values of various board types. Standard deviations in parentheses. Different letters show
which values are statistically different at the 5% level.

Board Type (Tree Bark: Hemp Fibers) Thermal Conductivity Value 1 (λ) (W/m*K)

100:0 0.076 A 3

(0.04) 2

90:10 0.081 A
(0.02)

80:20 0.087 A
(0.02)

70:30 0.094 B
(0.02)

60:40 0.111 B
(0.03)

1 Each value is the mean of three replicates. 2 Standard deviation. 3 Values followed by the same letter do not differ significantly from each
other by a Duncan’s multiple range test (α’ = 0.05).

3.2. Thermal Conductivity

Table 2 depicts the thermal conductivity (λ) values of the produced insulation boards.
From this, it can be seen that boards made only from bark demonstrated better (lower)
thermal transmittance value as compared to the boards containing various amounts of
hemp fibers. The bark-based insulation boards showed a thermal conductivity value of
0.076 W/m*K, which is in accordance with values that were reported in the literature [18]
and higher than those of very light insulation boards (e.g., polystyrene, mineral wools with
approximately 0.03 W/m*K). This disadvantage is compensated for by the low thermal
diffusivity of bark [16,18]. This makes the material suitable for use as insulation layers that
need to prevent quick cooling or overheating during summer.

A closer inspection of the data that are depicted in Table 2 reveals that the increase in
hemp content resulted in higher thermal transmittance values and, furthermore, it is worth
to be mentioned that the incorporation of hemp fibers up to 20%, did not significantly affect
the thermal transmittance of the boards. This is in agreement with Ibraheem et al. [14],
who developed insulation boards that were fabricated from polyurethane reinforced with
kenaf fibers. They reported optimal performance of boards at a weight of 30% kenaf fibers.
In addition, it was stated that the thermal conductivity decreased with increasing fiber
content. The increased thermal conductivity values, as the content of the hemp fibers is
increased, can be attributed to the high void content in the final panel [29]. Small pores are
advantageous in this respect, because the air in such voids is static, and heat convection
has a minor effect [30,31]. The existence of plenty of voids was also reported to improve
sound absorption coefficients in insulating boards made from bagasse [32,33].

The different results for the thermal conductivity (for the 70:30 and 60:40 boards)
that were obtained in this study in comparison with the previous study [21] are due the
different measurement setup. In that study, the thermal conductivity was the one measured
in very dry conditions having the boards at a furnace, at a temperature of 103 ◦C for several
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hours. In this study, it was chosen to identify the thermal conductivity readings without
positioning the boards to a furnace that would reduce the moisture content even more as
it happened herein. This means that the boards in this study were not so “dry” as in the
previous study [21]. This explains the higher values (worst performance) as compared to
the results reported by Ninikas et al. [21] for these two types of boards (70:30 and 60:40).
This process was followed to all boards at this study and was based on a more realistic
approach where the insulation boards do not have the ideal moisture content during
the installation.

All types of boards resulted in acceptable thermal conductivity values, based on the
value λ < 1.15 W/m*K, which is considered to be the limit for an appropriate insulation
material [34]. In this connection, contour and surface plots between thermal conductivity
versus different properties studied here demonstrated a clear relationship among prop-
erties within the acceptable range, although some minor discrepancies were also seen
(Figure 8A,B). The discrepancies were attributed to the opposing effects of the addition
of hemp on different properties. That is, the hemp content tended to increase thermal
conductivity, as explained earlier; however, its delicate inter-connecting texture helped to
ensure better integrity within the furnish, and ultimately the mechanical strength improved
with higher hemp contents.

Figure 8. Contour (A) and surface (B) plots among different properties (thermal conductivity in
W/m*K, MOR in N/mm2, MOE in N/mm2, and density in kg/m3 values) within the acceptable
range in the insulating boards made from Cannabis and bard residues.
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A major issue addressed in this paper was to produce low density insulation boards
from renewable resources, namely hemp fibers (Cannabis sativa) and pine tree bark. The
use of a non-toxic methyl cellulose glue, formaldehyde-free, was a further challenge. The
energy requirements (energy input) for constructing the five board types in this study, were
kept relatively low due to the little energy input during the production procedure. The
energy input for these boards was due to (a) the drying procedure (chamber) that was used
for 24 h to reduce the moisture of the raw materials and (b) chipping procedure for the
mechanical hammermill. Usually, the manufacturing procedure for a typical insulation
board, with regards to the energy input during the production line, is immense due to
the nature of the basic ingredients (petrol-based materials) [35]. The dimensional stability
and biological durability of the panels produced in this study was not assessed, since the
aim of the work was to produce low density insulation boards with an environmental
friendly-non toxic adhesive. In such types of panels, these two properties are of minor
importance. However, studies that are related to the manufacture of boards with these
waste materials (bark and hemp), with higher density value and bonded with conventional
formaldehyde resins, are under way and the results will be reported in due course.

Cluster analysis based on all of the properties measured in the present study cate-
gorized the five types of insulating boards, as depicted in Figure 9. It was demonstrated
that all board types with hemp contents of lower than 20% were clustered very closely
together; they are connected by vertical lines of less than digit “5” in terms of the scale-bar
on the top of the graph. The other two board types with hemp contents of 30% and 40%
(board types 70:30 and 60:40, as defined in Table 1) clustered very remotely from the other
three types; as illustrated, they are connected by a vertical line on digit “25” in terms of the
scale-bar. This was in close agreement with the low and unacceptable mechanical strength
of the first three board types, as explained earlier. Cluster analysis also illustrated different
clustering of the two board types with hemp contents of 30% and 40% (connecting to each
other on digit “10” in terms of scale-bar). By taking the mechanical properties and thermal
conductivity values into consideration (Tables 1 and 2), it can be deduced that board type
70:30 produced the optimal properties that can be recommended to the industry.

Figure 9. Cluster analysis of the five insulating board types, based on all properties measured (Num = number of five
panels studid, based on the label column).

Low density insulation boards have been successfully produced using these waste
raw materials. Their potential application can contribute to the reduction of cooling and
heating costs and, at the same time, eliminate CO2 emissions. The limited energy demand
for the construction of these board types is expected to improve the carbon footprint of
the insulation board and address a financially viable solution for producers who currently
direct the residues in landfills with an additional cost.

4. Conclusions

This paper examined the technical feasibility of manufacturing low density insulation
particleboards that were made from two renewable resources, namely hemp fibers (Cannabis
sativa) and pine tree bark, which were bonded with a non-toxic methyl cellulose glue, as a
binder. It was found that higher hemp fiber levels resulted in an increasing trend in thermal
conductivity of boards, although all board types were still within the acceptable thermal
conductivity range when compared to the value λ < 1.15 W/m*K which is considered
to be the limit for an appropriate insulation material. Mechanical properties of boards

550



J. Compos. Sci. 2021, 5, 132

with no or low hemp contents (0, 10, and 20% hemp) were not acceptable for the industry,
although these produced the lowest thermal conductivity values. Based on the cluster
analysis, it was concluded that board type 70:30 produced the boards with the highest
mechanical properties and the optimal thermal conductivity. Therefore, using these waste
raw materials for the production of insulating boards can be recommended.
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Abstract: Analytical orientation models like the Folgar Tucker (FT) model are widely applied to
predict the orientation of suspended non-spherical particles. The accuracy of these models depends
on empirical model parameters. In this work, we assess how well analytical orientation models
can predict the orientation of suspensions not only consisting of fibers but also of an additional
second particle type in the shape of disks, which are varied in size and filling fraction. We mainly
focus on the FT model, and we also compare its accuracy to more complex models like Reduced-
Strain Closure model (RSC), Moldflow Rotational Diffusion model (MRD), and Anisotropic Rotary
Diffusion model (ARD). In our work, we address the following questions. First, can the FT model
predict the orientation of suspensions despite the additional particle phase affecting the rotation
of the fibers? Second, is it possible to formulate an expression for the sole Folgar Tucker model
parameter that is based on the suspension composition? Third, is there an advantage to choose more
complex orientation prediction models that require the adjustment of additional model parameters?

Keywords: Folgar Tucker model; multicomponent suspensions; smoothed particle hydrodynamics

1. Introduction

1.1. Motivation

Mechanical properties of fiber-reinforced engineering materials often depend on their
local orientation of fibers [1,2]. For example, specimens are reported to be stronger in
the direction of fiber alignment [3], or the alignment of the fibers influences the thermal
conductivity in sheet layers [4]. Consequently, there is a desire to predict the orientation
for a specific process to optimize a part with respect to a specific mechanical property.
The problem set up for investigation is illustrated in Figure 1, which shows an exemplary
extrusion process in which a paste filled with fibers and spheres is extruded through a
nozzle. The final orientation of the fibers in the extruded filament is complex to predict as
it arises from an interplay of experienced hydrodynamic forces and interactions between
the particles during the printing process.

Several strategies exist to predict the orientation of fibers. One obvious strategy is
to perform experiments and measure the orientation of the fibers [5]. This approach is,
however, tedious and time-consuming, and therefore numerical tools may facilitate col-
lating information. Among the numerical tools, there exist two fundamental approaches
working on different scales. On the one hand, Direct Numerical Simulations (DNS) can
be applied on a particle scale, which means that the particles and the flow around them is
fully resolved. Methods on this scale mainly differ in the choice whether the momentum
of the particle phase is mapped back onto the fluid phase [6,7] (so called two-way cou-
pling (TWC)), or not [2,8] (so called one-way coupling (OWC)), but they all provide the
advantage that the orientation of particles can be measured. On this scale, it is also possible
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to include complex interactions such as surface chemistry [9], magnetism [10], or dry-
ing [11]. The disadvantage of these methods is that they are computationally too expensive
to simulate the whole specimen being filled with particles with todays computational
resources in reasonable time [12]. Therefore, on the other hand, a more pragmatic approach
does not resolve the particles any more, and for this reason, it can be applied on the scale of
the specimen [13,14]. This approach combines a fluid solver with an analytical prediction
model, where the fluid solver predicts the velocity profile and provides this information to
the analytical model that predicts the orientation. The quality of the orientation prediction
thereby depends on the resolution of the fluid solver and the applicability of the prediction
model for the given suspension and process conditions.

Particles whose
orientation should

be predicted

Figure 1. Illustration of an extrusion process with a zoom into the suspension showing round and
elongated particles within a homogeneous matrix material.

1.2. Measuring Fiber Orientation States by Orientation Tensors

We assign a unit orientation vector p to each fiber that coincides with its principle axis.
The ensemble average of all orientation vectors provide a concise description of the local
orientation state in terms of a second order orientation tensor A, with [15]

A =
∮

p
pp ψ(p)dp, (1)

where ψ(p) is the orientation distribution function.

1.3. Orientation Prediction by Jeffery and Folgar Tucker

Multiple analytical prediction models exist, two famous ones are the models of Jef-
fery [16] and Folgar Tucker (FT) [17]. Jeffery’s model became famous for its correct orienta-
tion prediction within a suspension of arbitrarily shaped particles in all kinds of flow fields
and the only limitation of the model is that the concentration must be dilute (i.e., filling
fraction φ < (1/ar)2, with aspect ratio ar) [17] to ensure insignificant particle interactions.
The model of Jeffery is given by

dA

dt
= (W · A − A · W) + λ(D · A + A · D − 2D : A) (2)

with a material derivate d/dt, a vorticity tensor W = 1
2
(
∇v −∇vT), a rate of strain tensor

D = 1
2
(
∇v +∇vT), a velocity gradient ∇v, a form factor λ = (a2

r − 1)/(a2
r + 1) to consider

the shape of the fibers, a unit tensor 1, and a fourth order orientation tensor A. The fourth
order tensor A is an unknown quantity in Equation (2) that is usually approximated as
a function of the second order tensor by means of a closure approximation; in this work,
the commonly applied hybrid closure approximation is used [18]. In this approximation,
the elements Aijkl of A are derived based on a combination of the linear [19] and the
quadratic closure approximation [20,21] by [15,18] Aijkl = (1 − f )Âijkl + f Ãijkl , where
the linear closure approximation is given by Âijkl = c1(δijδkl + δikδjl + δilδjk) + c2(aijδkl +
aikδjl + ailδjk + aklδij + ajlδik + ajkδil) with c1 = −1/24, c2 = 1/6 in two-dimensional (2D)
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and c1 = −1/35, c2 = 1/7 in three-dimensional (3D) formulations, δij as the Kronecker
operator and aij being the element of the second order tensor A, the quadratic closure
approximation is given by Ãijkl = aijakl , and a blending factor f , which in 2D is given by
f = 2 aijaji − 1 and in 3D by f = 3/2 aijaji − 1/2. Additionally, we also apply the Invariant-
based optimal fitting (IBOF) of Du Chung et al. that is exactly applied as explained in
reference [22] for the 3D case and in reference [23] for the 2D case.

An orientation model that can also be applied to dense suspensions (i.e., φ > (1/ar)2)
is the FT model that provides an extension to the Jeffery model to consider the particles’
interaction in dense suspensions. This extension introduces a phenomenological model
parameter—the FT parameter CI—to quantify the particles’ interactions. The FT model
belongs to the class of Isotropic Rotary Diffusion (IRD) models as the CI parameter equally
affects the orientation prediction in all dimensions. The FT model in tensor notation is
given by [18]

dA

dt
= (W · A − A · W) + λ(D · A + A · D − 2D : A) + 2 CI γ̇ (1 − d A), (3)

with a scalar shear rate γ̇ =
√

2 D : D. From all variables in Equation (3), the FT parameter
CI is the only parameter free to choose and all other parameter either arise from flow
conditions or from the shape of the particles or the underlying closure approximation.

Many authors have determined the FT parameter, as shown in Figure 2, and often
the parameter is provided as a function of the product of filling fraction of fibers φf and
the aspect ratio of the fibers ar. Despite the importance of the FT parameter, there exist
contradicting trends and ideas about the FT parameter that is reported to range over
at least five orders of magnitude. For example, Bay [24] and Mezher et al. [25] assume
that CI should decrease with φf ar; while Phan Thien et al. [26], Folgar and Tucker [17],
Meyer et al. [7], and Fan et al. [27] report it to increase. A different dependency is published
by Ranganathan and Advani [28], who suggest that when the model parameter is describing
the particle–particle interactions, then it must depend on the local particle orientation and
therefore change over time (decreasing from 0.6 to 0.05 in their work). They summarized
their findings into an equation that does not depend on suspension parameter directly,
but on a mean distance between the fibers and a fitting parameter that should, however, be
independent of the suspension. The mean distance between the fibers cannot be mapped
to φf ar, and therefore the shaded area in Figure 2 is a free interpretation of their statement
to only visualize the order of magnitude in which they reported their FT parameter. All in
all, although explanations for the variation in trends exist [29], we find a strong deviation
of reported parameters among most authors, which shows that the knowledge towards an
optimal FT parameter has not yet fully converged.

Sim: Ranganathan & Advani
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Sim: Meyer et al.

Sim: Mezher et al.

Figure 2. Comparison of CI as published by various authors.

1.4. Further Analytical Orientation Prediction Models

Further prediction models have been introduced, most of which can be divided into
two classes. One class [30,31] slows down the orientation rate to handle the phenomena
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that the Jeffery and FT models reach the steady-state within less strain than observed in
corresponding experiments. These models have little influence on the predicted steady-
state. A second class, Anisotropic Rotary Diffusion (ARD) [32], allows one to control the
steady state within each dimension individually. Models that combine elements from
both classes exist to fine-tune both the steady-state itself and the speed with which this
steady state is reached. A detailed presentation of all existing models is beyond the scope
of this manuscript, and we refer the interested reader to references [33,34] for a detailed
comparison of all models or anisotropic models in particular. Table 1 shows an incomplete
list of some commonly used prediction models from both classes. While each of the models
is motivated by and designed for a different physical phenomena, we reduce them to
their number of model parameter in this work. What all models again have in common is
the non-existence of a concrete equation to compute the model parameters; instead, they
have to be fitted against experimental data. Therefore, models that are more powerful
might be available but the problem that we have been confronted with in the case of the FT
model—not knowing the model parameter—still persists.

Table 1. Commonly used orientation prediction models sorted by the number of model parameters.

Model Name Abbreviation Parameters

Jeffery [16] - 0
Folgar Tucker [17] FT 1
Reduced Strain Closure [30] RSC 2
improved Anisotropic Rotary Diffusion Retarding Principal Rate [31] iARD-RPR 3
principle Anisotropic Rotary Diffusion [35] pARD 3
Principal Anisotropic Rotary Diffusion Retarding Principal Rate [35] pARD-RPR 3
Moldflow Rotational Diffusion [36] MRD 4
Anisotropic Rotary Diffusion [32] ARD 5
Anisotropic Rotary Diffusion Reduced Strain Closure [32] ARD-RSC 6

In this work, we mainly address two research questions. First, to what degree can the
FT model predict the orientation within various suspensions although the model provides
only one fitting parameter? Second, should more powerful orientation prediction models
be preferred? The novelty of this work is that the suspension under consideration consists
of two different particle shapes, i.e., round particles and elongated particles that we relate
to as disks and fibers, respectively. We varied the suspension parameter in terms of (a) the
filling fraction of disks and fibers, (b) the size of the disks and (c) the aspect ratio of the
fibers. The data on which this work is based on are openly accessible from reference [37].

This work is structured as follows. Section 2 briefly describes the fundamentals behind
the numerical simulations of the suspension simulations that are used as a basis to fit the
FT parameter. Section 3 shows the results of the individually fitted FT parameters, and
it compares the accuracy of various prediction models to predict our simulated orienta-
tion. Section 4 discusses the results with the help of snapshots from selected simulations.
Section 5 concludes this work.

2. Method

2.1. Suspension Simulations

Non-Brownian suspension simulations are applied to provide the orientation data
against which we fitted the FT parameter. The algorithm and setup for the suspension
simulations are precisely described and validated in reference [38]. A validation to an
experiment showing that the model is able to predict the orientation accurately is presented
in reference [39]. For the sake of brevity, we only summarize the fundamentals and refer
the reader to the references for a deeper understanding of the scheme. We perform 2D
simulations with Smoothed Particle Hydrodynamics (SPH) that is used to discretize the
particle phase and the surrounding fluid phase with a direct coupling between both phases,

556



J. Compos. Sci. 2021, 5, 107

which means that the local orientation of the particles has a direct influence on the local
fluid phase and vice versa. The particles interact with each other by repulsion and friction
forces, and the fluid is described by a Newtonian rheology model.

Some examples of the numerical setup are shown in Figure 3, in which we show the
fibers in black, the disks in red and the surrounding fluid phase in blue. Figure 3 shows
examples of the variation of four parameters of the present study: aspect ratio ar of the
fibers, the disk size and thereby the ratio of disk to fiber size Ad/Af, and the filling fraction
of fibers φf and disks φd.

ar Ad/Af φf φd

10 µm

Figure 3. Micro-structures examples where in each column we show one variation of the quantity
being denoted on top of the column.

Three types of deformation are applied within an Representative Volume Element
(RVE) as illustrated in Figure 4 in terms of shear (subfigure a), elongation (subfigure b)
or a combination of both (subfigure c). The product of γ̇ t is used to quantify the amount
of deformation.

3

1

a)

elongation

b)

shear

c)

combined

Figure 4. Schematic drawing of RVEs under deformation: (a) planar elongation, (b) simple shear, (c)
combined shear and elongation.

2.2. Computation of FT Parameters

An FT parameter is retrieved by the following procedure. First, the orientation tensor
is computed for a simulation. Second, we predict an orientation applying Equation (3)
with exactly the same velocity gradient as used in the simulation and an initial orientation
tensor as present in the simulation at t = 0 s. The FT parameter was used as a free fitting
parameter to minimize the deviation between numerical simulation and FT prediction by a
least mean square error method. An exemplary result is shown in Figure 5. Thereby, the FT
parameter is chosen such that the whole transient evolution of the whole orientation tensor
is most accurately described. The result of this procedure is therefore one FT parameter for
each simulation.
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Figure 5. Exemplary Folger Tucker (FT) curves (dashed lines) being fitted to the simulation curves
(solid lines).

3. Results

3.1. Influence of the FT Model Formulation

While the governing equation of the FT model is precisely described, its implementa-
tion allows a certain degree of freedom when it comes to the closure approximation (see
Section 1.3). In this section, we want to study the effect of the FT model formulation on
the resulting FT parameter. In particular, we want to compare the quadratic, hybrid. and
IBOF closure approximation as well as the influence of whether the 2D or 3D formulation
is applied. The simulations are performed in 2D, and therefore the default formulation
applied in this work is the 2D formulation of the FT model in combination with the hybrid
closure approximation if not stated differently.

We study the influence of the 2D and 3D formulation of the FT model on the orientation
prediction. Figure 6 shows the A11 component of the orientation tensor of the 2D (left) and
3D (right) formulation of the FT model for the case of shear (top) and elongation (bottom),
for five different FT parameters (color coded according to colorbar), and two different
aspect ratios (solid and dashed line). A comparison between the left and right subfigures
shows that there is a clear difference in orientation prediction between the 2D and 3D
formulation that becomes more obvious with increasing CI (see arrows). The black line in
Figure 6 denotes the solution according to the Jeffery model (Equation (2)). We find the FT
model with CI ≤ 10−3 to be barely distinguishable from the Jeffery model in the 3D shear
case and indistinguishable in all other cases. It should be noted that we performed our
simulation in 2D, and the conclusion being drawn in this work might be different based on
3D simulations.

0

0.2

0.4

A
11

2D shear 3D shear

10−1
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10−3

CI

0 2 4 6 8 10

0.6

0.8

1

deformation t γ̇

A
11

2D elongation

0 2 4 6 8 10
deformation t γ̇

3D elongation

ar = 2

ar = 10

Figure 6. Influence of the dimensionality of the FT formulation for the case of shear and elongation
for various FT parameters and two aspect ratios. The black line denotes the solution according to the
Jeffery model.
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Up to this point, we have studied the orientation prediction of the FT model purely
based on the model formulation. Now we move on to the results of the particle simulation
for the remaining part of this results section. From here onward, we relate to the FT
parameters that have been fitted as explained in Section 2.2.

We study the influence of the FT model formulation (dimensionality and closure
approximation) on the FT parameter. As we gave learned, the dimensionality and the
closure approximation affect the orientation prediction, and the fitting routine towards
the numerical data yields different parameters for each formulation. A histogram of FT
parameters among all simulations for each FT model formulation is shown in Figure 7,
in which each column corresponds to one specific closure approximation. The top row
shows the histogram of parameters contrasting the effect the of dimensionality for a specific
closure, and the bottom row shows a scatter plot in which each point denotes one pair of
CI from the 2D and 3D formulation to show the correlation between both.
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Figure 7. Distribution of Folgar Tucker parameters among all simulations for the 2D and 3D formula-
tion of the Folgar Tucker model.

We see that the 3D formulation in general yields significantly smaller FT parameters
than the 2D formulation. We also find the IBOF closure to yield smaller CI than the hybrid
closure, whose CI parameters are again smaller than for the quadratic closure. There is a
correlation (Pearson correlation test) of 0.93 and 0.91 for the quadratic and hybrid closure,
and only of 0.6 for the IBOF closure. The reason for this difference in correlation among
the closures in discussed in Section 4.1.

3.2. Influence of the Flow Type

The FT model predicts the orientation for a flow of all kinds of velocity gradients.
In our simulations, we applied three different kinds of velocity gradient (shear, elongation,
or a combination of both), and in this section, we study to what degree the FT parameters
vary with flow type. Figure 8 shows a histogram of FT parameters originating from all
suspensions from one specific flow type. We find all flow types to yield similar distribution
of FT parameters with respect to peak position (CI = 0.06) as well as minimum and
maximum FT parameters.
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Figure 8. Histogram of FT parameters under consideration of the governing flow type.

3.3. Influence of Disk Size

The main purpose of this paper is to assess to what degree the FT model can predict the
orientation in suspensions including a secondary disk phase. We performed simulations
with varying fiber aspect ratio, disk size, and filling fraction of fibers and disks, and the
resulting FT parameters are shown in Figure 9. The abscissa denote the area ratio Ad/Af
of one single disk to one single fiber, while all disks and all fibers have the same size in one
suspension. As such, the abscissa describes the transition from very small to large disks in
relation to the fibers. Every simulation yields one single FT parameter that is represented
by a point where the size and the color of the point describes the suspension composition:
the size of the point represents the aspect ratio of the fibers where small points represent
small and large points large aspect ratios, and the color of the point shows the underlying
filling fraction of disks in the suspension where a dark green relates to a high filling fraction
of disks.

10−1 100
0

0.05

0.1

0.15

0.2
φd = 0.4
φd = 0.3
φd = 0.2
φd = 0.1

ar ∈ [11, 22]
ar ∈ [5, 11)
ar ∈ [1.5, 5)

Ad/Af [-]

C
I
[-
]

Figure 9. CI over area ratio of disks to fibers Ad/Af.

The point cloud originates from three classes: first, the region with Ad/Af ≤ 0.2
describes suspensions with long fibers and disks small in size compared to the fibers;
second, for 0.2 < Ad/Af < 1.0, the suspensions are composed of short fibers and disks
that are still smaller than the fibers; third, for 0.8 ≤ Ad/Af, we have suspensions with long
fibers and disks of equal or larger size. The FT parameters are generally widely distributed
among all suspensions and classes. The highest FT parameters are generally found to be
highest in the third region (large disks), followed by the first region (long fibers), and the
smallest maximum FT parameter is found in the second region (small fibers). The majority
of points in Figure 9 originate from a suspension with filling fraction of fibers φf = 0.2 and
disks φd = 0.3, and both filling fractions have only been varied for Ad/Af ∈ {0.1, 1, 2.5};
hence, lighter green colors appear only at these positions. For Ad/Af = 0.1, the highest
FT parameter is found among the suspensions with the highest amount of long fibers
(please note that the coloring of the point describes the filling fraction of disks and not of
fibers, and the filling fraction of fibers cannot be extracted from the figure) and is lowest
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for the suspension with a low amount of long fibers. For Ad/Af = 1, and Ad/Af = 2.5,
contrariwise, the FT parameter is highest for those suspensions with many large disks
and lowest for those suspensions with few large disks. Four FT parameters in Figure 9
are marked by a colored ring, and the underlying simulation yielding this parameter is
discussed in Section 4.3.

3.4. Comparison of Existing Data

We compare our FT parameters in Figure 10 with those from the literature, which
are shown in Figure 2. Here, we exceptionally use the parameters obtained from the 3D
formulation of the FT model, as this is the formulation applied by all authors. The data
being shown in Figure 2 include only those suspension simulations with no or only small
disks. The data themselves are found in the same order of magnitude as those published
by Phan-Thien et al., Folgar and Tucker, and Bay. A detailed discussion of the comparison
with other authors is provided in Section 4.4.
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Exp: Folgar & Tucker

Sim: Fan et al.

Sim: Meyer et al.

Sim: Mezher et al.

Sim: This work

Sim: Ranganathan & Advani

Figure 10. Literature data of Figure 2 shown in gray with an additional blue layer showing the FT
parameters of this work.

3.5. Accuracy of FT Model in Contrast to Other Analytical Orientation Prediction Models

Various analytical prediction models exis,t and four of them are compared to the FT
model in this section with regard to their accuracy to predict the orientation provided by
the simulation. The first model, the Jeffery model, is a special case because it does not have
any fitting parameters, nor is it designed to be applied for dense suspensions. The second
model is the FT model with only one fitting parameter. The third model, the RSC model,
is similar to the FT model, but it provides an additional parameter to fine-tune the speed
with which the steady-state orientation is reached. The fourth model, the MRD model, has
a structure similar to the FT model, but it involves three additional parameters to fine-tune
the orientation alignment rate with the current orientation tensor. The fifth model, the ARD
model, applies an additional anisotropic rotary tensor, which is given as a function of five
parameters. We chose these models as there is a parameter set for which all models restore
the FT model, or Jeffery model, respectively, and should be able to outperform this model.
At this point, each model is characterized only by the number of model parameters.

In Figure 11, we assess the accuracy of all models to predict the orientation of sus-
pensions, which means we compare the deviation between the analytical prediction and
the simulation. Two cases are distinguished: the blue bars describe the case in which the
analytical model has been fitted to every of our simulations individually with all fitting
parameters being available, and the orange bars describe the case in which we have applied
a fixed set of model parameters to predict the orientation among all suspensions indepen-
dent of their composition. The parameters chosen for the second case are thereby extracted
from the parameters obtained by the fitting routine. We always chose the parameter which
in a histogram describes the peak position, as this value is expected to best describe all
suspensions (for example, for FT, we used CI = 0.06 as described in Section 3.2). The or-
ange bars represent the case in which a perfect model parameter is unknown and has been
retrieved by a fitting routine towards available data. Studying only the blue bars, we see
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that the total deviation reduces with increasing number of model parameters, and the
largest reduction in deviation is obtained from moving from the Jeffery model to the FT
model. When we focus on the orange bars with fixed parameters, we see that the deviation
among all models with fitting parameters is similar.
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Number of model parameters

N
or
m
al
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ed

d
ev
ia
ti
on individually fitted parameters

with fixed set of parameters

Figure 11. Total deviation between the numerical data and the Jeffery model (no parameter), the FT
model (1 parameter), the Reduced Strain Closure (RSC) model (2 parameters), the MOldflow Rota-
tional Diffusion (MRD) model (4 parameter) and the Anisotropic Rotary Diffusion (ARD) model (5
parameters). The total deviation is normalized by the deviation of the Jeffery model.

4. Discussion

The FT model is a widely applied analytical orientation prediction model. The equa-
tion itself is designed in such a way that all surrounding process conditions, i.e., the local
velocity field, are fully considered, and what remains is only the FT parameter that, in the-
ory, should only depend on the suspension parameters. From a mathematical point of
view, the FT parameter regulates a dissipation term, which means that increasing the FT
parameter either lowers the final steady-state orientation in elongation flow or it lowers
the magnitude of the oscillation under shear flow. The value of the FT parameter itself has
no direct meaning, but an increase in the FT parameter can be interpreted as showing that
the particles are more hindered in their rotation. This link should be kept in mind for the
remainder of this discussion, as we will use this analogy to explain why the FT parameter
increases or decreases in some simulations.

4.1. Formulation

While the FT model is precisely formulated, its implementation adds a degree of
freedom towards the choice of the closure approximation. In this work, we started with
the influence of the choice of this closure approximation and, additionally, if the 2D or
3D formulation of the model is applied. We found that both the formulation and closure
approximation significantly affect the FT parameter. For the same closure approximation,
the 3D model yields smaller FT parameters than the 2D. Basically, this means that the
same FT parameter has a stronger influence on the orientation prediction in 3D than in 2D.
The reason for this behavior is unintuitive but understandable when we have a closer look
at the term 2 CI γ̇ (1 − d A) that has been added to the Jeffery model. Let us consider an
orientation tensor that describes the steady state in which the A11 entry of the orientation
tensor is approaching unity. In this example, the term 1 − d A (looking only at A11) yields
1 − 3 × 1 = −2 or 1 − 2 × 1 = −1 in 3D, or 2D, respectively. This means that the material
derivative is larger in 3D than in 2D, and, therefore, the corresponding FT parameter must
be chosen smaller in 3D than in 2D to give the same orientation prediction. Hence, the FT
parameter has a stronger influence on the orientation prediction in 3D than in 2D, which
simultaneously means that the 2D model needs significantly larger values to adjust the
orientation curves. Even more interesting than the influence of the 2D vs. 3D formalism is
the influence of the closure approximation. We find FT parameters with the quadratic and
hybrid closure to be significantly larger than when applying the IBOF closure. This behavior
that the FT parameters with the IBOF closure are significantly smaller is unsurprising if we
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follow the strategy of Du Cheng et al. [22] to formulate this closure approximation. They
provide a set of 63 fitting parameters, all of which have been fitted to numerical data that
have been created assuming CI = 0. As such, the closure is designed in such a way that
the hydrodynamic part (i.e., the Jeffery part without the FT extension) is already capable
of predicting a reasonable orientation within the suspension. Therefore, the magnitude
with which the FT extension has to correct the prediction by the hydrodynamic part is
obviously smaller and this correlates to a small FT parameter. There exist other closure
methods (e.g., NAT [23], OWR [40], OWR3 [41]) that have not been tested in this but in
other works (e.g., [34]) coming to the same conclusion that the choice of closure has a
significant impact on the orientation prediction. We also find a high correlation between
the CI values for the 2D and 3D formulation for the hybrid and quadratic closure, while
the correlation was found lower for the IBOF closure. This finding is expected for all three
closures. The quadratic and hybrid closure apply the same equation to compute the fourth
order tensor; the IBOF closure, in contrast, applies different equation for the 2D and 3D
case, which differ in many details—63 model parameters vs. no model parameter and 8
equations vs. 3 equations for the 3D in contrast to the 2D case. It follows, we conclude,
that a comparison of FT parameters among different authors is only meaningful when they
apply the same closure approximation.

4.2. Underlying Flow Profile

A study of FT parameters among three flow types (shear, elongation, and combination)
has shown that all of them yield a similar distribution. This behavior is expected as the
governing flow type is already considered within the hydrodynamic part of the FT model,
and the FT parameter itself should only represent the particle-particle interaction and,
therefore, should explicitly not be a function of the governing flow type. Still, to the best
of our knowledge, this is the first work to compare the FT parameters among different
flow types, as usually simulation data are only available for shear. The confirmation of the
independence of the FT parameter on the flow type is satisfying especially considering
that Figure 6 shows a large influence of the flow type on the actually predicted orientation.
This mean that, while the underlying flow profile has no influence on the FT parameter
itself, the flow profile has a major influence on the actual result of the prediction.

4.3. Suspension Composition

The FT parameter is said to account for particle–particle interactions, and as such,
we initially expected to find a clear relationship between the FT parameter and any of the
suspension parameters. The main purpose of this work is to understand to what degree
the FT model can predict a suspension including a second sphere phase by according
adjustments to the FT parameter. Our results from Figure 9 are clearly illustrated in
Figure 12 with the kind of composition that has led to the corresponding FT parameter
including the approximate size of the disks, the aspect ratio of the fibers, and the filling
fractions of both. Please note that Figure 12 might not show a generally valid picture of
all possible parameters but only summarizes the elements of the parameter study being
conducted in this work and any untested combination might contribute to FT parameters
outside our result space. From a broad perspective, it seems possible to formulate an
equation of state describing the whole parameter space, but then again, this equation
would only provide a false impression of accuracy for three reasons. First, we have found
that the exact values strongly depend on the FT formalism (dimensionality and closure).
Second, our investigated parameter space is not encompassing. Third, and most important,
the distribution of CI parameters as shown in Figure 9 does not indicate that there exists a
simple formulation for CI as a function of suspension properties.
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Figure 12. Generalization of Figure 9 illustrating the assumed suspension composition yielding the
corresponding FT parameter. The colored points are drawn at the positions of the colored points in
Figure 9.

In Figure 9, why do certain area ratios Ad/Af yield both large and small FT param-
eters? To answer this question, we look onto some selected simulations yielding the FT
parameters as marked by the colored points in Figure 12 to understand the mechanism dom-
inating the suspension. Therefore, Figure 13 shows cutouts of these simulations showing
some fibers that we assume show the dominant mechanism leading to the corresponding
FT parameter. All sequences are oriented in such a way that the fibers in steady state
should orient horizontally, which is the direction of the yellow double-ended arrow in the
top left image. We discuss each simulation individually. In subfigure a, we see large fibers,
three of which are highlighted by arrows, surrounded by a high number of small disks.
The fibers are limited in their rotation due to the length of the fibers in combination with
their large filling fraction but not because of the high number of disks. These fibers have
formed a local fiber bundle that behaves like a rigid body. Obviously, this bundle rotates as
one single object, and they have a different dynamic than one single fiber. The formation of
these bundles for a high filling fraction of long fibers is also observed in experiments [42]
and, therefore, is assumed reasonable. After some deformation, we still find the fibers
orthogonal to the steady-state orientation, while other fibers obviously have managed to
orient horizontally. Please remember that a large FT parameter correlates to a hindrance in
rotation, and in this example, it is the combination of long fibers and a high fiber filling
fraction that leads to the large FT parameter. Making a prediction when these bundles
form is complex as they arise from an interplay between many local conditions that cannot
be deduced from global suspension parameters. These bundles may not form in one-way
coupled simulations in which the velocity gradient is continuously acting on each fiber, and
there is no flow that might prevent the fiber bundles from moving as one single quantity.
In subfigure b, in contrast, we again see a large number of small disks, but this time, the
fibers are fewer in number and shorter in length. The rotation of the fibers is hindered
neither by surrounding fibers nor by the small disks that simply flow around the fibers.
It comes as no surprise that the corresponding FT parameter (red point) is smaller than
in the simulation of subfigure a (blue point). In subfigure c, we have exactly the same
fiber geometry and filling fraction as in b, but the disks are larger in size and smaller in
number. The three fibers chosen as a reference (marked by arrow) can rotate freely without
being affected by the surrounding ensemble of disks, and the FT parameter remains small.
In subfigure d, we have a similar situation as in c but with a higher filling fraction of large
disks. In this simulation, we see that the three fibers marked by arrows are stuck within the
surrounding disk phase, and consequently the fibers cannot rotate freely, which becomes
obvious if we compare the three fibers to the other surrounding fibers that are already
oriented in steady-state orientation. In conclusion, we find the FT parameter to be high
whenever the rotation of fibers is hindered, but the origin of this hindrance is multifaceted.
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Figure 13. Cutouts of selected snapshots from the simulations marked by colored points in Figures 9
and 12. The yellow double-ended arrow points into the direction of steady-state orientation for
the fibers.

4.4. Comparison with Literature

In Figure 10, we compared our FT parameters with those published in the literature
and the figure includes a long list of authors because it serves two purposes. On the one
hand, we validate our data, and, on the other hand, we want to point to the broad confusion
on a good choice for the FT parameter. All in all, FT parameters are published within a
broad window between 1 × 10−7 and 0.6 (values below 1 × 10−5, e.g., from reference [43]
are not shown in Figure 10). Comparing our parameters with those of other authors, we
find that they match those from Bay for φf ar < 1 and those from Folgar and Tucker and
Phan-Thien et al. for φf ar ≥ 1, while there is a small positive offset to all of them. From all
of the listed authors in Figure 10, the equation provided by Phan-Thien et al. is often
used as a reference to compute the FT parameter by other authors [44–46], and, therefore,
finding our parameters close to theirs is interpreted as validation of the parameters. We
assume two possible reasons for this positive offset, both of which might act simultaneously.
Phan-Thien et al. applied simulations with OWC in which shear forces are acting on all
particles. In our simulations, we applied TWC for which we saw the formation of fiber
bundles that act like rigid bodies with different dynamics because only the outer fibers
of the fiber bundles experience the shear force and therefore the center fibers only start
rotating because of the initiated rotation of the outer fibers. This bundle of particles must
therefore rotate slower than individual fibers, and the FT parameters of TWC simulation
should be larger than in OWC simulations. The second reason is the application of only a
2D instead of a 3D simulation, which is discussed in detail in Section 4.6. The presence of
the disks is not expected to contribute to the positive offset as only simulations with small
disks are included within Figure 10, and in these simulations, the disks have been shown
to not hinder the rotation of the fibers. A deviation to the experimental data from Folgar
and Tucker can also be explained by different measurement methods between simulation
and experiment. Simulations allow using the full transient curve of all orientation tensor
elements. Experiments require one to selectively measure the orientation from samples that
are assumed in steady-state. This steady-state, however, does not exist in the oscillatory
behavior of shear flow, which is the kind of flow most often applied. Additionally, pictures
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to compute the orientation tensor are often taken in 2D, which makes it difficult to measure
the orientation in depths direction of the image [47].

Above our FT parameters, we find the broad window of Ranganathan and Advani
that is never shown, as it cannot be visualized as a function φf ar, and, therefore, is only
indicated by the shaded area in Figure 10. Ranganathan and Advani state that the FT
parameter should actually change over the deformation as the particle–particle interaction
in a fully oriented ensemble must be different than in a fully random ensemble. According
to the authors, the parameter should decrease over one order of magnitude from the initial
to the final orientation. Figure 10 includes also values below 1 × 10−4, which are usually
considered as too small [26]. We also find such small values to have insignificant influence
on the prediction by the FT model. What all authors reporting CI ≤ 1 × 10−4 have in
common is again that they apply a different formulation of the FT model, which is either
not based on the orientation tensor but on an orientation distribution function like Fan et al.,
or is one for which they apply a different closure approximation like IBOF in the case of
Mezher. We have already discussed in Section 4.1 that especially the IBOF approximation
yields significantly smaller FT parameters, which explains the strong deviation between
the authors applying different closure approximations. Every cited author reports that the
FT model can be used to predict the orientation for their suspension, but disagreement
exists among all authors on the actual value for the FT parameter. We conclude that the
FT model can predict the orientation within many suspensions (including all considered
in this work), as it is the hydrodynamic that mostly affects the orientation. The model
also provides a tool to fine-tune the orientation prediction for a given setup, but providing
an expression for the FT parameter as a function of suspension composition parameters
appears not achievable.

4.5. Accuracy of the FT Model in Comparison to Other Prediction Models

If it appears impossible to include all physical effects within one parameter, do more
complex prediction models include more fitting parameters than the solution? These mod-
els could include further terms, each of which is particularly designed to account for certain
effects. A long list of such parameters is possible: deformation of particles, their Young’s
modulus, the size distribution, the filling fraction or its local variation, the dependency
on the local fiber orientation, adhesion between particles, chemical reactions, and local
changes in rheology due to additives, to name just a few.

In Section 3.5, we compared the FT model with other models in terms of their appli-
cability to predict the orientation. Usually, experiments are first performed to which the
model parameters are fitted—we call this a calibrated model. This calibrated model is then
used to predict the orientation in a similar suspension assuming that the parameters can
also be used for the next suspension. We applied this strategy and used the numerical data
to first predict an individual set of model parameter for each simulation. For the assessment
of the models, we tested for the deviation between the numerical data and the calibrated
prediction model. It comes as no surprise that models with more fitting parameters out-
perform models with fewer fitting parameters, as the fitting parameter would be useless
otherwise. More interesting is the case in which we applied one fixed set of parameters
and then again screened for the deviation between the data. This fixed set of parameters is
chosen to be the mode value among all fitted parameters, as this value is expected to best
represent the full dataset, and it should therefore comes closest to a well-calibrated model.
We find that prediction models with more parameters do not significantly outperform the
simple FT model with only one single fitting parameter. The RSC and MRD model have a
worse performance and only the ARD model has a better performance than the FT model,
while the difference in deviation among all models is insignificant in our opinion. This
finding is understandable in the present context of our applied 2D simulation for three
reasons. First, direct numerical simulations do not show the slow orientation kinetics seen
in physical experiments, and therefore, slow orientation kinetics models (i.e., RSC) have no
intrinsic benefit in the present case [34]. Second, a 2D simulation does not require models
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to capture the difference in the missing third direction and anisotropic diffusion models
(i.e., ARD and MRD) are particularly designed for capturing these effects [34]. Third, we
consider a short stiff fiber system for which the FT model is reported to yield adequate
results [32], in contrast to long flexible fiber, for which the aforementioned models might
provide an advantage.

Obviously, the prediction models used in this study have not been designed for this
suspension including differently shaped and sized particles. As such, one could argue
that the underlying dataset is not suited for some models. However, the general problem
we are addressing persists. We calibrate parameter to data where the number of dates
is limited by project time and financial resources. From this limited dataset, we derive a
set of parameters, which is now used continuously for a large study assuming the model
terms can represent all relevant physical effects. How should we know? As we have not
found any published dependency of any model parameter on suspension parameters for
models other than the FT model, we assume that this finding holds for current analytical
orientation prediction models in general.

We find the FT model to greatly predict the orientation in all kinds of different sus-
pensions that originate from the fact that underlying hydrodynamics have such a strong
influence on the orientation. With respect to the FT parameter, there is evidence that one
fixed parameter is enough, but this parameter, however, should be calibrated once (e.g.,
by the mechanism by Willems et al. [48]), taking care of the exact FT model formulation
including the closure approximation.

4.6. Limitation of This Work

The fitted parameters in this work rely on data from 2D simulations. This introduces
a deviation from the real experiment as fibers in 2D cannot avoid collision with the same
degree of freedom. We have not quantified to what degree this directly affects the resulting
FT parameter, but some thought experiments can be made on this topic. In 2D, especially in
highly filled systems, the fibers can rotate less freely than in 3D, as they will find themselves
entangled more frequently without the possibility to escape in the missing third dimension.
The overall rotation is therefore reduced, and this will increase the FT parameters in a 2D
simulation compared to a 3D simulation. Our FT parameter will therefore be higher than in
corresponding 3D simulations. However, the main result of this paper is not an equation of
state linking all suspension parameters to one single equation of state, but rather that the
FT model can predict the orientation for a huge variety of different suspensions. As such,
even for a fixed suspension parameter set, we found a relatively large fluctuation among
the FT parameters, even though we applied only 2D simulations in which, with fibers
having less degree of freedom, simulation results should have less statistical variations
than in 3D. Therefore, we assume that the main finding—that the FT model can also be
used for suspensions with additional disk—can be transferred to the case of additional
spheres in the 3D world.

5. Conclusions

Fiber orientations from non-Brownian suspension simulations have been used to fit
the model parameters of analytical prediction models like the Folgar Tucker model for a
wide range of different suspension compositions. The novelty in this work is a secondary
suspended particulate phase that affects the rotation of the fibers, and which is not reflected
in any orientation prediction model. Still, we find the FT to predict the orientation for all
suspensions to a satisfying degree despite the additional second phase. This prediction,
we suggest, should be made with one fixed FT parameter and not with an equation that is
over-fitted to suspension composition parameters, such as the fiber aspect ratio or filling
fraction. If this parameter is taken from the literature, we recommend checking that the
authors apply the same FT formulation with respect to the closure approximation.

More complex prediction models than the FT model exist, and they can predict the
orientation more accurately at the expense of requiring more fitting parameters. For one
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specific suspension composition, we also find the more complex models to reproduce the
underlying orientation data more accurately than the simple FT model. However, we also
tested the case in which the model parameter are fitted once and then applied for further
prediction within a broad variety of suspension compositions. Within the limitation of
having applied 2D simulations, we find that the more complex models do not necessarily
lead to a more accurate description compared to the FT model with only one parameter.

Different flow types (i.e., shear flow, elongation flow, or a combination) have led
to the similar FT parameters, but we want to stress that the orientation predicted under
these flow types greatly differs. As such we emphasize that for an accurate orientation
prediction, it is more important that the velocity profile is predicted correctly, which sheds
the light on details like the choice of the rheology model or boundary condition (e.g.,
applying no-slip boundary condition or not). This means that, if there is an unexpected
mismatch between experimentally measured and numerically predicted orientation, then
checking the assumption of the flow simulation (e.g., boundary condition, rheology model,
temperature dependency) is more likely to dissolve the mismatch than switching to a
different orientation prediction model that might only change the prediction slightly and
leaves the user again with unknown model parameters. In this regard, we refer the
reader to more sophisticated rheology models [49–51] that allow coupling to the local
orientation states.
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Abbreviations

The following abbreviations are used in this manuscript:

2D two-dimensional
3D three-dimensional
ARD Anisotropic Rotary Diffusion
ARD-RSC Anisotropic Rotary Diffusion Method with Reduced Strain Closure
DNS Direct Numerical Simulations
FT Folgar Tucker
iARD improved Anisotropic Rotary Diffusion
IBOF Invariant-based optimal fitting
IRD Isotropic Rotary Diffusion
MRD Moldflow Rotational Diffusion
NAT Natural Closure Approximiation
OWR Orthotropic Closure Approximation
OWC one-way coupling
pARD principle Anisotropic Rotary Diffusion
RPR Retarding Principal Rate
RSC Reduced Strain Closure
RVE Representative Volume Element
SPH Smoothed Particle Hydrodynamics
TWC two-way coupling
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Abstract: Fiber-reinforced polymer matrix composites continue to attract scientific and industrial
interest since they offer superior strength-, stiffness-, and toughness-to-weight ratios. The research
herein characterizes two sets of E-Glass/Epoxy composite skins: stressed and unstressed. The stressed
samples were previously installed in an underground power distribution vault and were exposed
to fire while the unstressed composite skins were newly fabricated and never-deployed samples.
The mechanical, morphological, and elemental composition of the samples were methodically
studied using a dynamic mechanical analyzer, a scanning electron microscope (SEM), and an x-
ray diffractometer, respectively. Sandwich composite panels consisting of E-glass/Epoxy skin and
balsa wood core were originally received, and the balsa wood was removed before any further
investigations. Skin-only specimens with dimensions of ~12.5 mm wide, ~70 mm long, and ~6 mm
thick were tested in a Dynamic Mechanical Analyzer in a dual-cantilever beam configuration at 5 Hz
and 10 Hz from room temperature to 210 ◦C. Micrographic analysis using the SEM indicated a slight
change in morphology due to the fire event but confirmed the effectiveness of the fire-retardant agents
in quickly suppressing the fire. Accompanying Fourier transform infrared and energy dispersive
X-ray spectroscopy studies corroborated the mechanical and morphological results. Finally, X-ray
diffraction showed that the fire event consumed the surface level fire-retardant and the structural
attributes of the E-Glass/Epoxy remained mainly intact. The results suggest the panels can continue
field deployment, even after short fire incident.

Keywords: glass/epoxy composite; fire-hazard; fiber-reinforced polymer composite; multiscale char-
acterization

1. Introduction and Background

The general class of composite materials offers a multitude of desirable attributes that
can be readily tuned on-demand during the design analysis phase by adjusting the type
and ratio of the constituents. Composite materials encompass a wide range of material
types, including ceramics, metals, and polymers. Polymers can be used interchangeably
as the reinforcement and the matrix phases, resulting in polymer-, ceramic-, and metal-
matrix subclasses of materials. Such broadness of choices and the ability to develop novel
subclasses based on characteristically different design requirements have motivated the
integration into a plethora of applications spanning from aerospace and automotive to
biomedical and construction industries. From a mechanical behavior perspective, the
specific strength (strength-to-weight-ratio) and specific stiffness (modulus-to-weight ratio)
are eagerly sought for many practical applications, including the positive influence on
survivability and longevity of composite-based parts, components, and structures.

Without discounting the advances in other subclasses of composite materials, fiber-
reinforced polymer matrix composite (PMCs) is the most prolific subclass of these types of
materials. PMCs consist of a reinforcement phase made of continuous or discontinuous
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fibers (e.g., carbon, glass, Kevlar®, or natural materials) and a polymer matrix (e.g., ther-
mosets, thermoplastic, or even biodegradable). Analogous to the major class of composite
materials, PMCs offer superior strength-to-weight, stiffness-to-weight, and toughness-
to-weight ratios, compared to their single-phase constituents. The construction industry,
among others, found refuge in composite materials to combat several challenges, such
as (1) installation time and cost since composite technologies could produce near-net-
shape parts [1] and (2) the deterioration of infrastructures due to its potential field life
longevity [2–5]. Infrastructures and structures are continually enduring harsh and de-
manding loading, operating, and environmental conditions that are somewhat distinctive
from other industries [6]. Due to the cost and access constraints, glass fibers are common
used in construction applications, including installation and drywall tapes, to name a few
examples. In addition, reinforcement using natural materials continues to take center stage
in scientific and engineering communities. However, most composite-based deployed
infrastructures are made using glass fibers, which exhibit remarkable strength in simple
tension but suffer under shear and bending loading scenarios [5,7,8]. Therefore, the poly-
mer matrix plays a significant role in load-bearing and non-bearing applications, protecting
the brittle glass fibers in non-axial loading scenarios against shearing stresses that may
result in catastrophic failure. Researchers, e.g., [9,10], investigated different polymer matrix
materials to encase glass fibers, noting that vinyl-ester trumps polyester in mechanical
and thermal performances. Hence, the focus of this study is on glass fiber in a modified
vinyl-ester polymer matrix. The latter was modified by adding a fire-retardant agent, given
the potential of fire in the specific application domain, as discussed next.

A novel application of PMCs in the construction industry is replacing aging under-
ground power distribution vaults made of reinforced concrete with vaults made of modular
composite panels constructed of glass fibers and vinyl-ester polymer matrix. The modular
composite panels facilitate an easy and quick installation resulting in reduced traffic in-
terruptions, making them practically adventurous. On the other hand, the replacement
of reinforced concrete vaults requires excavating aged structures and surrounding roads,
rerouting incoming traffic and interrupting the local community [11]. In addition to the
apparent harsh loading and operating conditions, e.g., humidity, temperature, and static
and dynamic loading, the vaults may experience fire events due to power line explosions
from arcing faults or power surges. The fire hazard, in turn, results in a localized increase
in the surface temperature of the materials, and if the fire is not quickly extinguished, the
severity of this loading condition may lead to a catastrophic failure of the vault structure
irrespective of the construction material [11–14]. In the case of composite-based vaults,
the good thermal insulation of polymers and the fusion of the matrix with fire-retardant
reagents offer clear advantages compared to the traditional reinforced concrete technology.

The discussion above alludes to two crucial and potential loading scenarios threaten-
ing the performance of the composite panels used in modular replacement of underground
power distribution vaults, namely, long-term static loading and hazardous fire events.
Recently, the dynamic properties of field-deployed E-Glass/Epoxy composite panels were
investigated and reported compared to as-fabricated panels [11]. The dynamic mechanical
properties were quantified using a dynamic mechanical analyzer given its broad capabil-
ity in elucidating the interdependence of properties of polymers and composites on the
individual or combined effect of temperature, frequency, environmental conditions [15–17]
as well as reporting several thermomechanical transitions [15,17,18]. It also allows the
characterization of bulk properties that directly affect the material performance. It was
reported that the storage modulus of the fire-exposed E-Glass/Epoxy panels was lower
than their unloaded, as-fabricated panels, while the complex modulus was shown to be
unchanged within the experimental error [11]. Most of the reported changes in the dy-
namic properties after the fire event were attributed to change in the molecular relaxation
mechanisms of the polymer matrix phase, leaving the reinforcement phase unaffected
by these operating conditions. The effectiveness of the fire-retardant properties of the
composite panels was demonstrated by mitigating the impact of fire in the absence of
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dust and oil surface contamination. Additionally, the flexural creep response of the same
composite skins was characterized and elucidated as a function of high static stress, orders
of magnitude higher than those experienced by the panels in deployment, and different
strain rates [5]. The mechanical properties of the E-Glass/Epoxy used in the production of
modular composite panels for underground vault application were found to be generally
insensitive to loading rate but resulted in permanent damage at a relatively low strain
level. Alternatively, E-Glass/Vinyl-ester PMCs were reported to be mildly sensitive to
the creep strain [5]. A major shortcoming of these previous investigations is the lack of
analytical chemistry and morphological characterizations to substantiate and corroborate
the reported results, especially in fire events.

Compared to its predecessors, the distinguishing aspect of the current study is the
multiscale investigation of composite panels previously deployed in real-life, harsh op-
erating, and environmental conditions, including a fire event stemming from a power
line explosion. The objective of the research leading to this paper was to characterize
E-Glass/Epoxy composite skins previously installed in an underground power distribution
vault after a fire incident. The mechanical, morphological, and elemental compositions of
the samples were methodically studied using a dynamic mechanical analyzer, scanning
electron microscope, and x-ray diffractometer, respectively. The novelty of the current study
lies in the comprehensive chemical analysis to supplement the mechanical characterization
to pinpoint the source of performance degradation.

2. Materials and Methods

The samples used in this experimental investigation were extracted from sandwich
composite panels consisting of E-Glass/Epoxy skin and balsa wood cores received from
Armorcast Products Company, used for refitting underground utility vaults. The panels
were manufactured using a hand layup process and cured under high pressure in a heated
hydraulic press. The sandwich panels consisted of two 6.35 mm thick skin layers made of E-
Glass/Epoxy and 140 mm thick balsa wood core. The E-Glass/Epoxy skins are quadriaxial
(0◦/45◦/90◦/−45◦) stitched E-glass fabric (VectorPly, E-QXM 3705, Phenix City, AL, USA)
soaked with an epoxy resin of brominated bisphenol A Epoxy vinyl-ester resin dissolved in
styrene (AOC, Vipel K022, Collierville, TN, USA) with the addition of Alumina Trihydrate
(R.J. Marshall Company, Southfield, MI, USA) as a fire-retardant agent.

Some of the received panels were previously exposed to harsh operating conditions,
including oil and dust contamination and fire since they were in underground vault
deployment before laboratory testing. The oil contamination is due to the cooling oil used
in power distribution electrical transformers, while the dust is associated with the outdoor
underground operating environment. The fire was associated with a power-line explosion,
causing superficial burns [11]. The conditions surrounding the fire accident were not
monitored by the utility provider given the lack of data logging capabilities in the vaults.
Nonetheless, the extracted samples provide a unique scientific opportunity to examine
the effect of real-life operating conditions on the performance of E-Glass/Epoxy PMCs.
Virgin panels were also received from the same manufacturer, newly fabricated, and have
never been exposed to any loading or operating conditions. The skin of the field-deployed
panels and of virgin (never deployed) panels were extracted by carefully grinding the
balsa wood cores. The skins were then polished using 100-grit sandpaper to eliminate any
traces of the balsa wood. Skin-only specimens with dimensions of ~12.5 mm wide, ~70 mm
long, and ~6 mm thick were extracted and tested in the Dynamic Mechanical Analyzer
(DMA, TA Instruments: Q800, New Castle, DE, USA). DMA testing was done in a dual-
cantilever beam configuration at 5 Hz and 10 Hz to measure the dynamic properties of the
E-Glass/Epoxy skin materials as a function of temperature ranging from room temperature
to 210 ◦C with temperature steps of 10 ◦C. The DMA testing protocol is discussed in detail
in [11]. It is worth noting that the core was discarded and not included in this study since
it has shown before to be indifferent to the aforementioned deployment conditions [11].
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Table 1 summarizes the sample identification scheme and the corresponding extraction
and testing conditions, which will be used throughout the article thereafter.

Table 1. Samples identification code and the corresponding testing and evaluation conditions.

Sample Label Condition

Virgin Specimens extracted from newly fabricated and never-deployed panels
Burnt Specimens extracted for previously deployed panel in a fire event
DMA Specimens (virgin or deployed) were tested in DMA from 32–210 ◦C

In addition to the mechanical testing, microscopy (SEM) and spectroscopy (XRD)
characterizations were done on the virgin and burnt skin specimens before and after
DMA testing. The X-ray diffraction (XRD) spectra were collected using a Philips XPert
XRD (Amsterdam, The Netherlands) with a copper light source with a wavelength (λ) of
0.15405 nm at operating conditions of 45 kV and 40 mA. After cleaning and positioning
each specimen individually on an amorphous glass substrate for measurement, the XRD
spectral data were obtained from 2θ = 2◦ to 70◦ at a scanning rate of 2◦ min−1 to observe
the structural changes in the E-Glass/Epoxy composite as a function of operating (virgin
vs. deployed) and testing (before and after DMA testing) conditions. The wide range was
chosen based on [19]. Additionally, scanning electron microscopy (SEM, FEI Quanta 450,
Hillsboro, OR, USA) was used to elucidate the morphological and chemical changes on
the specimens due to the aggressive operating and testing conditions. The non-conductive
composite samples were coated with 6 nm of platinum to prevent the accumulation of
electron charges on the surface before microscopy. SEM micrographs were captured at an
accelerated voltage of 30 kV under a high vacuum, where the effective focal distance was
approximately 10 mm. Simultaneously, backscattered electrons allowed the identification
of the surface chemical composition of the micrographs using energy dispersive X-ray
(EDS) analysis. The X-rays emitted as the beam of electrons interacted with the surface of
each composite panel were collected using a backscattered electron, high contrast detector.
The signals are then measured and interpreted using the Oxford INCA EDS (Abingdon,
United Kingdom) analysis software to generate an elemental mapping of the scanned area.
Finally, the samples were characterized using Attenuated Total Reflection Fourier-transform
infrared (ATR-FTIR) spectroscopy (Fisher Scientific Nicolet IS5, Waltham, MA, USA) to
elucidate the effect of fire event on the chemical structure of the polymer/fiber composite.

3. Results and Discussion

Figure 1a shows the dynamic mechanical analyzer (DMA) results, where the ther-
momechanical spectra of the virgin and burnt samples are plotted at two characteristic
frequencies, namely, 5 Hz and 10 Hz, comparable to urban loading scenarios due to vehicu-
lar traffic. Each thermomechanical spectrum is a plot of the storage (E’) and loss (E”) moduli
as a function of temperature, ranging between 32 ◦C and 210 ◦C. The storage modulus is a
measure of the material stiffness or its resistance to deformation, while the loss modulus
quantifies the damping or energy dissipation in the composite material. The storage and
loss moduli are the components of the complex modulus of polymers. The tangent delta
(tanδ) is also plotted in the inset seen in Figure 1a. Therefore, the magnitude of the complex
modulus (E* = E’ + iE”) is also plotted in Figure 1b to demonstrate the overall effect of
deployment conditions on the dynamic mechanical behavior of E-Glass/Epoxy composite
skins. The complex modulus magnitude is plotted to capture the changes in both the
storage and the loss moduli simultaneously. The magnitude of the complex modulus is
referred to as the effective modulus. Finally, the percent difference between the effective
moduli is shown in Figure 1c, demonstrating the quantitative effect of the exposure to
power-line fire explosion.
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Figure 1. (a) Thermomechanical spectra plotting the storage and loss moduli; (b) magnitude of the effective moduli, and (c)
percent change in the magnitude of the effective moduli of virgin and burnt specimens as a function of temperature at 5 and
10 Hz.

The thermomechanical spectra shown in Figure 1a are based on the average response
of four virgin samples and five burnt samples. The spectra can be naturally divided
into three regions. First is the glassy region, below the glass transition temperature (Tg),
followed by the leathery region, where the material transitions from the glassy regime to
the third and final region, the rubbery regime. As shown in Figure 1b, the storage modulus
remains nearly constant in the glassy regime, followed by a sudden and significant drop in
the leathery regime, and subsequently approaches another constant value in the rubbery
regime. The glass transition temperature marks the thermal transition between the glassy
and leathery regimes, calculated here based on the peak of the loss modulus [11]. The glass
transition temperature (Tg) was found to be 112 ◦C for the virgin composite specimens,
shifting to 120 ◦C for the specimens extracted from the burnt panels. Due to the low range
of investigated frequencies, Tg appeared to be insensitive to the change in the testing
frequency but was shown to be a frequency-dependent property if testing was done at
a broader range [19]. A notable dip is observed in the storage moduli of the virgin and
burnt panels before Tg, which were assigned to be the beta transition (Tβ), delineating the
evolution in chain mobility due to increased thermal energy from increasing temperature.
The beta transition is a secondary-order transition, commonly present below the primary
Tg transition, where the chains in the epoxy matrix start to slide with higher degrees of
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freedom than below Tβ. In the latter condition, the chain motions are limited to bending
and stretching mechanisms [15]. The dip in Tβ is manifested in the loss modulus as a peak
proceeding the Tg peak. The dip at Tβ in the storage modulus corresponds to an increase
in the loss modulus, indicating an uptick in the energy dissipation; therefore, a change in
Tβ is related to a change in toughness [11,15]. This can be clearly seen in the plot of tanδ.
The burnt samples show a more pronounced peak in the loss-modulus at Tβ since this
transition point is associated with chain mobility due to the thermal energy, as discussed
above. It is believed that the fire event had loosened the chain and alleviated some of the
processing residual stresses and, hence, provided a high degree of mobility to the chains at
Tβ and throughout the thermomechanical spectrum. Here, Tβ was found to be insensitive
to the harsh deployment operating conditions since it remained constant at 75 ◦C for virgin
and burnt panels, suggesting the overall chemical structure of the composite remained
unaffected by the deployment conditions since the secondary thermal transitions are linked
to different activation energies based on the microstructure [15,20].

Table 2 summarizes and collates the DMA testing results, including Tg and Tβ, and
the average storage and loss moduli at the two different testing frequencies (5 Hz and
10 Hz). In the following discussion, the reported flexural storage and loss moduli in the
glassy and rubbery regimes are based on the average and standard deviation in the moduli
values below 100 ◦C and above 150 ◦C, respectively. The effect of deployment conditions
on the mechanical behavior within the leathery regime is discussed next in the context
of the difference in the effective moduli. The flexural storage modulus was measured to
be 9.06 ± 0.56 GPa and 6.99 ± 1.02 GPa for the virgin and burnt samples, respectively, at
temperatures ≤100 ◦C at 5 Hz. Within the same range of temperatures, the corresponding
loss moduli were 0.342 ± 0.182 GPa and 0.344 ± 0.188 GPa. Comparing these values at
5 Hz, the storage modulus exhibited a ~23% decrease while the loss modulus remained
nearly unchanged, indicating a reduction in deformation resistance while maintaining
toughness. The reduction in the storage modulus in the burnt samples is attributed to the
localized change in temperature during the fire event, resulting in permanent loosening
of the chains in the epoxy matrix or an increase in the amorphous phase. In the rubbery
regime (≥150 ◦C), the average storage and loss moduli were found to be 0.231 ± 0.008 GPa
and 0.013 ± 0.009 GPa, respectively, for the virgin panels and 0.172 ± 0.004 GPa and 0.006
± 0.007 GPa, respectively, for the burnt samples at 5 Hz. The reduction in the moduli in
the rubbery region for the burnt specimen confirms the increase in the amorphous phase of
the epoxy matrix.

Table 2. Summary of the properties extracted from dynamic mechanical analyzer (DMA) testing.

Property Virgin Burnt

Tg 112 ◦C 120 ◦C

Tβ 75 ◦C 75 ◦C

Testing Freq. 5 Hz 10 Hz 5 Hz 10 Hz

E’ (≤100 ◦C), GPa 9.062 ± 0.564 9.171 ± 0.504 6.992 ± 1.016 7.135 ± 0.935
E” (≤100 ◦C), GPa 0.342 ± 0.182 0.340 ± 0.170 0.344 ± 0.188 0.340 ± 0.179
E’ (≥150 ◦C), GPa 0.231 ± 0.008 0.233 ± 0.009 0.172 ± 0.004 0.174 ± 0.004
E” (≥150 ◦C), GPa 0.013 ± 0.009 0.016 ± 0.012 0.006 ± 0.007 0.009 ± 0.012

The moduli result for the virgin and burnt specimens at 10 Hz are also listed in Table 2,
showing an increase in the average moduli. For example, the average storage modulus
in the glassy region for virgin samples increased to 9.17 ± 0.50 GPa when tested at 10 Hz,
compared to 9.06 ± 0.56 GPa at 5 Hz. For the burnt sample, the storage modulus changed
from 6.99 ± 1.02 GPa at 5 Hz to 7.13 ± 0.93 GPa at 10 Hz. Similar behavior was also reported
for the loss modulus. The slight uptick in the moduli as a function of testing frequency is
consistent with the expected response of the polymer matrix, where an increase in frequency
corresponds to the domination of the elastic, solid-like behavior [15]. Moreover, the rubbery
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modulus of the burnt samples was lower than the virgin, suggesting a disruption to the
network structure, as discussed before about the increase in the amorphous nature of the
epoxy matrix. A closing note is warranted at this point concerning the apparent jump
(“overshoot”) in the storage modulus of the virgin specimens, regardless of the testing
frequency. Menard postulated that this hump in the storage modulus before the onset of
the leathery regime (i.e., the drop at Tg) corresponds to relief of residual stresses from the
processing method [15]. As discussed above, the panels were fabricated using hand layup
and hot press processes, inducing high residual stresses, and limiting the chain mobility
below Tg. As the temperature increases during the DMA testing, the chain mobility
increases to allow the chains to move to a lower energy state and, in turn, releasing the
residual stresses. Thus, the localized increase in the temperature during the fire event and
the subsequent free convection cooling resulted in the annealing of the deployed panels,
relieving the residual stresses, and eliminating the pre-Tg hump. Notably, the fire-induced
annealing process reduced the dynamic mechanical properties in the glassy and rubbery
regimes, as discussed above.

The difference in the magnitude of the effective moduli (|E*|virgin − |E*|burnt) was
calculated for each dataset collected at different testing frequencies and plotted in Figure
1c based on |E* | =

√
(E’2 + E”2), where the effective modulus (|E* |) is a function of

both the storage (E’) and loss (E”) moduli. Excluding the leathery regime, 100 ◦C < T <
150 ◦C, the change in the effective modulus was 24 ± 5% on average, with the moduli of the
specimens extracted from the burnt samples lagging from their virgin counterparts. This
is in good agreement with the results discussed above and consistent with our previous
investigations of the same composite panels [11]. There was a significant difference between
the virgin and burnt samples in the leathery regime, reaching up to an 80% difference.
The dichotomy of the moduli in the leathery regime favored the burnt specimens over
their virgin counterparts, such that the moduli of the latter was consistently inferior to the
former between 120 and 140 ◦C. That is to say, the fire-induced annealing of the composite
skins was believed to result in an apparent plasticization of the polymer matrix, hence,
increasing the effective modulus of the burnt samples within the leathery regime. Such
behavior is also consistent with attributes of thermosets, such as intolerance to heating due
to the interlocking of the chains, as will be shown later in the FTIR spectra.

Figure 2 is a collage of SEM micrographs of the exposed surface of the virgin spec-
imen (Figure 2a), virgin specimen after DMA testing (Figure 2b), oil-contaminated area
of the burnt specimen after DMA testing (Figure 2c), and a contamination-free area of
the same burnt specimen also after DMA testing (Figure 2d). Before embarking on the
SEM results, two clarifying notes are due. First, an emphasis is given to comparing the
surface morphology after the DMA testing to delineate the effect of the gradual increase in
temperature due to the flexural testing protocol in the DMA and a sudden, localized rise in
temperature corresponding to the fire-event in deployment on the morphology. Second,
two adjacent areas on the surface of the burnt specimen were observed under the SEM
to substantiate the localized effect of the power explosion fire-event on the performance
of these composite panels in field deployment, whereas the micrograph in Figure 2c was
taken a few millimeters away from Figure 2d, showing a vastly different morphology.
The morphology of the micrograph in Figure 2d is characteristically analogous to the
micrograph in Figure 2b, where the former is of the burnt specimen while the latter is of
the virgin specimen, both acquired after DMA testing. The SEM micrograph of the virgin
and untested specimen, Figure 2a, explicates the rough morphology of the surface due
to the curing using the heated press. Figure 2a also demonstrates the intermixing of the
continuous and chopped fibers on the surface; the latter appear to have been added to the
epoxy matrix during manufacturing as an additional reinforcement. Figure 2b shows an
SEM micrograph of one of the DMA tested virgin specimen, subjected to a gradual increase
in temperature up to 210 ◦C. Figure 2b reveals the continuous fibers extending across the
surface and comparatively smoother morphology than the micrograph in Figure 2a. The
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morphology change is associated with the increase in temperature and the corresponding
relief of process-induced stresses.

 

Figure 2. Collage of SEM micrographs of (a) virgin E-Glass/Epoxy skin surface; (b) the surface
of a virgin sample after DMA testing, and (c,d) surface of deployed specimens after DMA testing.
(Micrograph c is for portion of the sample with oil contamination while micrograph d is from the
same sample but from region that was contamination-free).

The micrographs in Figure 2c,d explicate the combined effect of the power line explo-
sion fire-event and gradual increase in temperature during DMA testing on the surface mor-
phology. Here, one area (Figure 2c) exhibited notable oil contamination during deployment,
resulting in visually noticeable burn marks on the surface. In contrast, a contamination-free
area of the same sample (Figure 2d) is characteristically similar to the micrograph in Figure
2b of the virgin sample. The micrograph in Figure 2c depicts a higher presence of chopped
fibers and absence of continuous fibers, which may have receded into the skin due to the
significant, localized increase in temperature during the fire event before the activation of
the fire-retardant agent that extinguished the fire and limited further potential damage.
Notably, the covered underground vault also limited the supply of oxygen and helped in
the quick extinction of the fire due to the power line explosion. Figure 2c also portrays some
of the bubbles due to the oil-contamination burst because of the increase in temperature
while other bubbles in the same vicinity remained intact, signifying the limited lingering
time of the fire event. On the other hand, Figure 2d shows a residue of the fire-retardant
agent added during the manufacturing process, which was believed to help suppress the
spread of the fire and limit its effect to small regions. The manufacturing voids shown
in Figure 2d were observed before using optical microscopy as reported in [11], due to
the entrapped air bubble and the volatiles that escaped during the manufacturing process
from the epoxy curing. The sharpness of the void edges demonstrates the limited effect
of the fire since the edges resemble the character of the as-manufactured panels. Notably,
these voids were also present in the virgin panels and, hence, their association with the
matrix curing process. Lastly, Figure 2d shows the continuous fibers extending across
the surface similar to the virgin samples, indicating that the fire event did not result in
excessive sagging of the matrix and prevented fiber fracture. The continuity of the fiber
and lack of evidence of delamination or interface issues corroborate the results from our
previous studies [11].
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Figure 3 shows the EDS results, corresponding to specific areas from the SEM mi-
crographs shown in Figure 2, respectively, ascertaining the elemental composition of the
different composite specimens studied herein. A compilation of the elemental composition
of each specimen is included in Appendix A. At the onset of this section, it is important to
note that the EDS results are used qualitatively to delineate the effect of the fire event while
providing supporting evidence to the results from other methods. Evident from the EDS
compositional spectra shown in Figure 3 and listed in Table A1 is the amorphous nature of
the composite samples given the broad diversity of reported chemical elements, including
aluminum, bromine, and silicon, to name a few. Generally, each spectrum, irrespective of
the specimen conditions, contained all expected elements based on the constituents used in
the fabrication of the composites, as discussed in the previous section. The EDS spectra
reported here are also in excellent agreement with those reported in [21–23]. Since alumina
trihydrate was added as a fire-retardant agent, the appearance of aluminum and oxygen
traces in the EDS spectra is justified. It is important to note that despite the exposure of the
burnt samples to the fire event, aluminum persisted in their corresponding EDS spectra,
corroborating the previous conclusion that the fire was quickly extinguished. Similarly,
bromine, used as a fire-retardant agent formulated into the epoxy resin, in all the spectra
shown in Figure 3, adds additional evidence to the short lifetime of the fire event, reducing
the damage potential, as discussed before. It is worth noting that the existence of aluminum
and bromine even in the burnt specimen with oil-contamination after DMA testing at high
temperature indicates the suitability of these composite panels for extended deployment
since the fire-retardant reagents are at comparable levels as their counterparts, which were
unexposed to the fire-event. The EDS characterization was performed over multiple regions
on the samples, and the results were in good accordance with those reported herein.

 

Figure 3. SEM micrographs and the accompanying elemental composition of virgin specimen (top

panel), burnt specimen contamination-free (middle panel), and burnt specimen oil-contamination
(bottom panel) after DMA testing.
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The EDS spectra also revealed additional elemental compositions in all the investigated
sample conditions, including C, Na, Mg, Si, and Ca. The average weight percentages of
some of these elements exhibited a substantial (in some cases) change, as quantitatively
reported in Table A1. For example, the weight percentage of carbon increased from 50.63
± 9.00% in the virgin specimen after DMA testing to 62.13 ± 2.17% in the burnt specimens
with oil contamination. An increase in the carbon is expected due to the exposure to the fire
event, where locations with oil-contamination reporting higher percentage of carbon than
elsewhere (see Table A1). The weight percentage of silicon also changed slightly from 5.9
± 3.81% in the virgin specimen to 3.76 ± 1.02% and 4.31 ± 0.46% for the burnt specimen,
indicating that the glass fibers may have experienced orientation change during the fire
event due to the localized increase in temperature. The change in glass fiber orientation
has been postulated above by assuming the receding of the fibers into the matrix given
the relatively high temperature during the fire [24]. Hence, the EDS results confirm the
potential change in orientation, corroborating with the mechanical data. In all, the study
of the EDS spectra and the SEM micrographs show that the operating conditions did
not significantly dismember the elemental structure of the composite panels; hence, their
deployment may be extended given no other damages incurred that may compromise the
structural integrity of the panels [5,25].

The chemical degradation of the epoxy matrix was also investigated using FTIR
spectroscopy. Figure 4 plots the transmission of infrared light through virgin and burnt
specimens. The spectra in Figure 4 are in good agreement with those reported before in
the literature of similar composite material [26,27]. Most of the peaks found in the virgin
sample were also present in the burnt samples except for a strong peak at 1010 cm−1 and
a moderate peak at 1720 cm−1, corresponding to the ester carboxyl group. Additionally,
a few small peaks from 3620 to 3500 and from 795 to 740 cm−1, corresponding to the
Al(Al)OH bonds of the flame retardant, were absent in the burnt specimen, but present in
the virgin samples [28,29] The FTIR spectra reveals loss of the flame retardant and some
chemical degradation of the vinyl ester due to combustion. Any cleavage of the ester
backbone polymer is a likely contributor to the mechanical softening observed in Figure 1.

Figure 4. FTIR transmission of virgin and burnt specimens.
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Finally, the characteristics of the glass fibers in the epoxy resin matrix were further
analyzed using X-ray diffraction. Figure 5 is a plot of the XRD spectra of the same four
composite skins samples studied above. There is an additional (010) alumina trihydrate
peak at 2θ = 18.4◦, which was truncated since it has a much higher intensity than the
existing peak; hence, its inclusion would have dwarfed the remaining peaks. The broad
underlying peak centered around 2θ≈ 20◦ is characteristic of the E-Glass/Epoxy composite
and is in good agreement with other XRD analyses reported in the literature [30–33]. This
broad peak indicates the uniform distribution of the glass fibers within the epoxy matrix
and highlights the amorphous nature of the composite [21,30]. Generally, all the major
sharp peaks in the virgin specimen are due to the Gibbsite phase of the fire-retardant
agent, alumina trihydrate [34]. Contrary to the EDS results, the peaks associated with
alumina trihydrate disappeared from the burnt specimen XRD spectra irrespective of the
presence or absence of oil contamination, suggesting the fire may have consumed the
surface-level fire-retardant agent. The discrepancy in the results is associated with the
difference in the penetration depth of the XRD and EDS approaches. Nonetheless, E-Glass
fibers and the epoxy matrix structure appear to be mostly unaffected by the fire event since
the amorphous peak persisted in all of the XRD spectra, further substantiating the results
discussed above.

 
Figure 5. XRD spectral patterns of a virgin specimen and the virgin and burnt specimens after DMA
testing (“Burnt” ≡ without contamination, “Burnt with oil” ≡ oil contaminated).

4. Conclusions

The results of multiscale characterization of E-Glass/Epoxy composite panels were
reported herein. In doing so, the dynamic mechanical properties, surface morphology, and
elemental compositions of previously deployed panels in a fire incident and as-fabricated
panels were measured and compared. Deployed samples exhibited a ~23% decrease of
the storage modulus (in the glassy regime at ≤100 ◦C), while the loss modulus remained
nearly unchanged when tested at 5 Hz. This reduction is attributed to the localized
increase in temperature during the fire event, resulting in permanent loosening of the
epoxy matrix chains or an increase in the amorphous phase. These mechanical results
were found to be consistent at different testing frequencies as well as in the rubbery regime
at temperatures ≥150 ◦C. SEM micrographs and associated EDS spectra explicate the
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morphology of the surface due to the fabrication processes, deployment conditions, and
the effect of DMA testing. The results exemplify the effectiveness of the fire-retardant agent
additives in quickly extinguishing the fire, given the persistent presence of bromine and
aluminum in the EDS spectra on burnt samples. The EDS results also showed an increase in
carbon content on burnt samples with oil contamination. The chemical structural analysis
using XRD confirmed the amorphous nature of the composite and the activation of the
fire-retardant agent during the fire incident. In summary, the operating conditions did
not significantly compromise the mechanical integrity of the E-Glass/Epoxy composite,
thus, demonstrating the viability of an extended deployable lifetime of the fire-exposed
composite panels. Future research will focus on the combined effect of humidity (due to
the heavy raining seasons), long-term static loading, and significant change in temperature
on these composite panels’ long-term performance.
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Appendix A

Table A1. Elemental Compositions extracted from the EDS spectra of virgin and deployed E-Glass/Epoxy composite samples.

Element
Weight % Atomic %

Virgin-DMA Burnt-No-Oil Burnt-Oil Virgin-DMA Burnt-No-Oil Burnt-Oil

C K 50.63 ± 9 46.99 ± 7.97 62.13 ± 2.17 65.21 ± 9.53 62.14 ± 7.8 72.7 ± 1.6
O K 27.27 ± 5.21 29.14 ± 5.79 26.12 ± 1.09 26.56 ± 5.77 29.23 ± 6.84 22.96 ± 1.23

Na K 0.22 ± 0.19 0.38 ± 0.14 0.16 ± 0.14 0.15 ± 0.13 0.27 ± 0.11 0.09 ± 0.08
Mg K 0.11 ± 0.19 - - 0.07 ± 0.13 - -
Al K 3.1 ± 2.69 1.68 ± 0.3 1.75 ± 0.23 1.81 ± 1.57 0.99 ± 0.14 0.92 ± 0.14
Si K 5.9 ± 3.81 3.76 ± 1.02 4.31 ± 0.46 3.31 ± 2.21 2.12 ± 0.48 2.16 ± 0.26
S K - 0.25 ± 0.12 - - 0.12 ± 0.06 -
Cl K 0.16 ± 0.02 0.28 ± 0.06 0.15 ± 0.03 0.07 ± 0.01 0.13 ± 0.03 0.06 ± 0.01
K K 0.11 ± 0.09 0.15 ± 0.05 0.08 ± 0.07 0.04 ± 0.04 0.06 ± 0.02 0.03 ± 0.03
Ca K 2.62 ± 1.78 7.75 ± 2.68 1.36 ± 0.19 1.03 ± 0.72 3.11 ± 1.17 0.48 ± 0.07
Ti K 0.32 ± 0.1 0.5 ± 0.18 0.13 ± 0.02 0.1 ± 0.02 0.17 ± 0.06 0.04 ± 0.01
Fe K 0.06 ± 0.1 0.5 ± 0.19 0.36 ± 0.09 0.02 ± 0.03 0.14 ± 0.06 0.09 ± 0.02
Cu K - 0.21 ± 0.18 0.19 ± 0.09 - 0.05 ± 0.05 0.04 ± 0.02
Br K 7.66 ± 4.06 6.51 ± 1.06 1.94 ± 0.46 1.47 ± 0.74 1.3 ± 0.23 0.34 ± 0.09
Pt L 1.83 ± 0.36 1.9 ± 0.07 1.33 ± 0.15 0.14 ± 0.03 0.16 ± 0.02 0.1 ± 0.01
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Abstract: This paper aims to establish six-dimensional (6D) printing as a new branch of additive
manufacturing investigating its benefits, advantages as well as possible limitations concerning the
design and manufacturing of effective smart structures. The concept of 6D printing, to the authors’
best knowledge, is introduced for the first time. The new method combines the four-dimensional
(4D) and five-dimensional (5D) printing techniques. This means that the printing process is going to
use five degrees of freedom for creating the final object while the final produced material component
will be a smart/intelligent one (i.e., will be capable of changing its shape or properties due to its
interaction with an environmental stimulus). A 6D printed structure can be stronger and more
effective than a corresponding 4D printed structure, can be manufactured using less material, can
perform movements by being exposed to an external stimulus through an interaction mechanism,
and it may learn how to reconfigure itself suitably, based on predictions via mathematical modeling
and simulations.

Keywords: additive manufacturing; 6D printing; 4D printing; 3D printing; smart materials; nanocom-
posites

1. Introduction

Additive manufacturing (AM) or 3D printing, discovered in the 1980s as a rapid
prototyping method and is now considered as a manufacturing process, practically in the
same way as the conventional manufacturing processes. AM has generated an impact
in all industry areas, including aerospace [1,2], automobile [3], construction [4], medical
and military [5]. It offers flexibility in the product design process, a considerable reduc-
tion in material consumption, as well as makes product personalization affordable [6].
ASTM International categorizes AM processes in seven groups [7] (i.e., material extrusion
(e.g., fused deposition modeling—FDM), powder bed fusion, vat photopolymerization
(stereolithography—SLA), material jetting (e.g., PolyJet), sheet lamination, directed energy
deposition, and binder jetting), each typified by the principle according to which matter is
formed.

In terms of advances in technologies and applications concerning 3D printing, one
of the extraordinary reported developments so far is 4D printing in which 3D printing
technology is combined with smart materials (SMs) to produce structures that change
shape over time [8–10]. More specifically, in 4D printing, the developed 3D object can
self-transform or respond to external stimuli over time [11]. In other words, time could be
considered as the 4th printing dimension. Here, time is not utilized to describe for how long
the object is printed but expresses the fact that it can continue to evolve [12,13] after being
printed or even the ability to self-regenerate [14]. 4D printing is expected to play a crucial
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role in future designs due to its obvious advantages. For instance, 4D printing may allow
scientists to develop, micro/nano-actuators and/or smart devices, without additional
equipment, i.e., wires, motors, and batteries. Applications of 4D printing have been already
referred to in several fields. Characteristically, 4D printing has already been successfully
applied for manufacturing various products including structures with multi-directional
properties [15], soft actuators [16], and others.

The production of products with material intelligence (i.e., SMs), via the 4D printing
technique, requires the achievement of the self-transformation skill. The final printed
smart objects should possess expandable, adaptable, and/or deformable characteristics
in response to an employed stimulus (i.e., temperature, humidity, or solvents), as well
as pH or light [17]. The materials utilized for structure evolution exhibit an abundance
of properties (i.e., self-healing [18], self-assembly [19], self-sensing, decision making, and
self-adaptability) [20]. Shape morphing following printing is the key feature of 4D printing.
Shape changes in 4D printed structures can be caused by various external stimuli, to
produce folding, expansion, or shrinkage of the printed objects. These evolutions are
characterized by different behaviors for objects comprised of one SM and bilayer structures
with different properties and inhomogeneity [21,22].

If a 3D printed object, beyond its morphing into a new shape (4D printing), can further
change its function, this transformation could be called, also as 5D printing. Nevertheless,
a comprehensive definition of 4D printing is more appropriate to include the evolution of
the 3D printed structure concerning changes in shape, property, as well as in functionality.
On the other hand, “5D printing” is more commonly referred to as a name for five-axis
AM [23,24]. The term “5D” is used to describe the five-axis printing method, firstly
proposed by Mitsubishi Electric Research Laboratories (MERL), which is accomplished by
the utilization of a print bed that rocks back and forth on two-axis, creating the fourth and
fifth processing axis [23]. The competitive advantage of 5D printing compared with 3D
printing is that it can produce stronger objects using less material [24].

Here, to our best knowledge, an attempt will be made for the first time in the open
literature to introduce the concept of 6D printing followed by the necessary theoretical
background, potential areas of application, and possible arisen benefits. The idea is simple,
novel, worth researching, and can easily be described as follows: A 6D printed structure
could be regarded as a child born from the marriage between a five-axis printer of FDM
technology and SMs. It can be stronger than a corresponding 4D printed structure, can be
manufactured using less material, can change shape due to an external stimulus via an
interaction mechanism, while its structural quality and intelligence may be improved by
introducing computational optimization methods and simulations.

2. The Ground Idea

Today, the benefits of 3D printing are well established: Design freedom, part consol-
idation, no tooling necessary, just-in-time inventory, faster production, easily accessible,
tangible design, cost-effectiveness, creative designs, unlimited shapes and geometry, va-
riety of raw materials, less waste production, risk reduction and others [25]. From an
engineer’s point of view, the list of practical advantages is boundless. Taking into account
all of these benefits, one would consider that 3D printing would be a very common manu-
facturing procedure in our times. However, this is not true: The industry is struggling to
incorporate efficient technology into its production. However, AM is still less than 2% of
the entire manufacturing market. This is due to the fact that some challenges do not allow
the extensive adoption of the specific AM. Common problems associated with 3D printing
are imperfections in the final product, post-processing requirements, longer production
timelines, limitation to ordinary material components, etc.

Any current limitation associated with the 3D printing process is inevitably transferred
to the 4D Printing technology. The 4D restrictions may be divided into two main categories.
The first category is related to the manufacturing process itself, while the second one has
to do with the functionality, characteristics, and capabilities of the final smart structure.
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Regarding the manufacturing limitations, the need for supporting material as well as the
post-process requirement for its removal should be highlighted. In addition, the lack of
additional printing degrees of freedom, evidently, leads to the need for extended processing
routes and, thus, to longer processing times, while the achievable structural complexity and
coherence, that governs the SM strength, is rather restricted. Finally, analogous limitations
arise regarding the SM stimulus-response capabilities due to the lack of the extra printing
directions. It should be noted that despite the fact the 4D printing may allow the production
of SM components with a complex orientation by using more convoluted programming,
does not have the high manufacturing flexibility regarding the layer-by-layer orientation
that is offered by the 6D printing method.

To improve and optimize some features and aspects of the AM, a novel concept
is proposed here. The main objective of the idea is the scientific establishment of the
six-dimensional (6D) printing concept, which is schematically explained in Figure 1.

Three axial direc
tions

Two rotational degrees
of freedom

One dimension of
time

Effective
smart structure

3D 2D 1D 6D Printing

Figure 1. The 6D Printing method: Dimensionality clarification.

The 4D and 5D printing concepts should be clarified beforehand in order to enlighten
the aim of the current exploration.

The 4D printing technology [26] is grounded on the 3D one, nonetheless, additionally
requires the use of stimulus and stimulus-responsive raw materials. Thus, such a man-
ufacturing process leads to the production of the famous SMs [27]. In other words, the
alteration of the 4th dimension of the part is indirectly achieved via a stimulus condition
which is applied after its printing finalization. On the other hand, the 5D technology [26]
refers to common, non-intelligent final material component products, which; however, are
manufactured by the use of a five-axis printing technique, instead of the three-axis one
used in 3D printing, a fact that enables the process of objects in multiple dimensions.

The concept of 6D printing, to the authors’ best knowledge, is introduced for the first
time. The new method combines the 4D and the 5D printing techniques. This means that
the printing process is going to use five degrees of freedom for creating the final object
while the final produced material component will be a smart/intelligent one (i.e., will be
capable of changing its shape due to its interaction with an environmental stimulus).

The expected arisen benefit due to the realization of such a novel manufacturing
process is, first and above all, the capability of printing structures that exhibit intelligent
behavior that has unique “response to stimulus” characteristics due to the arisen distinctive
structural features. The new multi-axis printing capabilities are expected to lead to a
new family of SMs which will also be more easily manufactured to tighter tolerances and
specifications. Apart from achieving a unique material intelligence by incorporating two
more printing axis, the proposed technology is additionally expected to be highly capable
of producing stronger products, of better quality at minimized processing times.

Finally, yet importantly, the method may support effectively not only single-phase
polymers but also nano-reinforced polymers [28] as raw materials, in a more specialized
manner. The use of suitable nano-inclusions and nano-reinforcements [29] is expected to
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provide even more specialized final properties of the final 6D printed SM. The addition of
nanomaterials to the polymeric basic raw material increases the complexity of the method
design (i.e., the calibration for the printer and the whole printing setup as well as the
computational modeling and simulation predictions required for the proper design of the
whole manufacturing technique and final product) [30].

Overall, this work aims to highlight the benefits from the establishment of a new field
in prosthetic technology, which can give new possibilities and designs whereas it has not
yet been introduced in the literature. The presented concept needs to be distinguished
from existing available technologies, as it will not only offer more degrees of freedom
in construction and make manufacturing more efficient in terms of material use and
production time but can give new designs and novel smart functionalities, which are
difficult to be realized via the existing additive technology. The capabilities which arise
from the idea of the 6D Printing method are inherently based on the printing production
processes and its settings and not just on the properties of the material. According to the
proposed definition, the single intelligence or multiple intelligences of the SM products that
lead to the extra dimension (i.e., the multidirectional evolution or simultaneous change of
several material attributes in time due to excitation) are all integrated into one dimension,
avoiding, in this manner, any possible definition vagueness. To better differentiate each
category of additive manufacturing over the proposed one, Table 1 is presented which
contains the main aspects and characteristics of each relevant technique. Note that, on the
whole, the proposed idea aims at improving the quality, programmability, and adjustability
of the dynamic after-print multi-intelligent response of the SM object. The main advantage
of the method is the fact that enables the printing in more directions and along more
complicated or even curved paths, thus, leading to more well-designed products regarding
both the achieved structural integrity as well as the level of intelligence. Finally, the 6D
printing method accompanied with an appropriate setup may allow the use of less raw
material and may simultaneously provide shorter processing times due to its inherent
processing flexibility.

Table 1. Categories of additive manufacturing techniques with their basic features.

Addictive Manufacturing Required Equipment Basic Characteristics Limitations

3D Printing 3D printers Layer by layer development
in the vertical axis

Inflexibility on the layer
orientationProduct with no

intelligence

4D Printing
3D printers

Raw material with
intelligences

Creation of Smart Materials
(SM) Products

Limits regarding the layer
orientation

Intelligences of restricted
programmability and strong

directivity

5D Printing 5D printers or robotic arms Layering in every direction
Less material and process time

Product with no intelligence
Higher setup cost

6D Printing
5D printers or robotic arms

Raw material with
intelligences

Layering in every direction
Less material and process

time Creation of SM Products
of flexible and adjustable

programmability

Additional calibration and need
for standardization
Higher setup cost

The setup cost regarding the 6D printing process is expected to be high. However,
the positive economic influence of adopting the proposed method is highly dependent
on the production lot size and the level of integrated automation. The more massive the
production via 6D printing, the higher the overall cost reduction in comparison with the
4D printing method, due to the minimization of the raw material loss.
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3. Methodology

The 6D printing process is briefly outlined diagrammatically in the flow chart of
Figure 2. Each basic step of this process corresponds to the objectives that are presented in
this section.

Figure 2. The concept of 6D printing.

3.1. Database of SMs—Stimuli Interaction Mechanisms

One category of printing materials that is under the spotlight in the last years is the
SMs [31]. When a product is printed by using suitable raw materials, it may be transformed
into an alternative structure that is intelligently sensitive to the influence of external energy
that is input in the form of pressure, temperature, electric field, magnetic field, light, or
other environmental stimuli. As a first step, for the establishment of the proposed process,
an extended literature review is required regarding all the existing SMs and their properties,
stimuli, and interaction mechanisms in order to identify the most suitable SMs for the
application of the 6D AM.

Further investigations should be conducted to identify all the available polymers [32]
as well as nano-reinforced polymers [33] which could be successfully melted and processed
by the headed end of the 5D printer extruder, thus used as candidate printing raw materials.
The development of a database concerning the aforementioned relevant raw material
records may allow the development of simple and effective computational and analytical
methods, which are originally required for modeling and designing the final products as
well as finding the ideal manufacturing procedures.

3.2. Multi-Scale Modeling and Analysis of SMs and Structures

The final structure of the investigated printed SMs will be accomplished (a) after
depositing small drops of melted polymeric media, which on occasion will be nano-
reinforced, layer-by-layer; and (b) after cooling the printed smart component at room
temperature. Furthermore, it is evident that the response of the SMs by a stimulus, such
as environmental temperature, stress, strain, electrical current, magnetic field, etc., is
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strongly dependent not only on the final formation and molecular structure of the involved
polymeric chains but also by the position and physical properties of the nano-reinforcement
alone. Moreover, the investigation and accurate representation of the molecular kinetics, the
relevant glass transition phenomena, the interphase interactions, the electrostatic and vdW
forces is of high importance for developing the necessary stimulus interaction mechanisms
and; therefore, for selecting the after-print SM proper design.

At the stage of the product and process optimal design, extensive comparisons be-
tween the novel 6D and the 4D printing techniques should initially be made at a theoretical
level, to reach rigid conclusions about the superiority of the proposed process. Given the
nanoscale significant effects governing the adopted smart materials, special formulations
based on the combination of the molecular dynamics (MD) [34] and the finite element
method (FEM) [35,36] must be developed to simulate the final printed material components,
in an effort evaluate, control and characterize the design aspects and parameters of the
investigated products. Generally, the effects at the nanoscale of both the polymeric chains
as well as the involved nano-fillers under the stimulus conditions require the combination
of both atomistic as well as continuum numerical techniques. Thus, appropriate MD,
FEM, as well as combined multi-scale computational methods [37] should be introduced,
developed, validated, and parametrically applied in order to capture the SM behavior at
the nano, micro, and physical scale. The aim is the efficient modeling and simulation of
the final printed products under the stimulus conditions, with low computational cost and
high accuracy.

3.3. Optimal Paths of 5D Printed Smart Structures

In 5D printing, the printed part moves and rotates while the printer head is printing, so
as for the printing to undertake the curve path of the part being printed rather than moving
through a flat layer as in the case of 3D printers. This is expected to provide stronger
structures using less material [35] in comparison with classical 3D printing. Besides that,
both 3D and 5D printing techniques use the same technologies such as the input of 3D
CAD files and the same printing materials.

The evaluation and calibration of the process require extensive experimental investiga-
tion. Numerous parts using different arrangements and printing paths should be produced
and then tested. The experimental examination should be realized by using both standard
3D printing equipment as well as a five-axis printer capable of processing a variety of pure
and nano-reinforced raw materials at different temperature levels.

In the conventional 3D printing process, between the CAD model that expresses the
final design of the structure and the 3D printer, there is the 3D printing slicing software
(slicer) essentially acting as the middleman. This software slices the 3D CAD model into
2.5D layers along the transverse axis (z-axis), generating the optimal paths of the extruder in
the FDM technology through g-code. Settings in parameters like infill pattern, infill density,
layer height, etc. can affect the behavior of the printed structure. Given that the printing
process in a 5D printer can be performed in more axes, the presence of more parameters
and combinations of parameters is inevitable. For example, the infill pattern and density
as well as the presence of multiple materials can be developed in more directions than
in 3D printing. The relations between the printing parameters and the resulting physical
properties (mass, tensile strength, glass temperature, electrical conductivity, etc.) may in-
fluence the SM behavior, and, thus, should be systematically examined using standardized
samples and a bottom-up approach, starting from simple to more complex geometries. The
behaviors must be recorded, and semi-analytical equations may be extracted performing
appropriate regression analysis. By determining the optimization problem, defining the
objective function, variables, constraints, etc., as well as using multi-criteria analysis and/or
artificial intelligence algorithms, optimum solutions could be obtained. The goal is to find
the best process parameters that lead to increased SM quality as well as high productivity.
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3.4. Efficient Smart Structures in Action

At the final stage, the assessment of the 6D printing method should focus on the
achieved intelligence of the printed objects. Firstly, the experimental measurements should
be conducted in order to determine the response of the 6D printed part under the action of
static stimulus conditions. The efficiency and accuracy of the intelligent 6D printed objects
in changing shape or/and properties under the corresponding stimulus is to be evaluated.
Obviously, the accurate response and quick reaction to the stimulus are strongly dependent
on the structural quality of the final part and, consequently, related to the followed 6D
printing process. Thus, carefully designed after-print experiments and measurements
may give valuable information for further improvements. After validating the proposed
manufacturing procedure for producing SMs with an excellent response under a static
interaction with the environment, the investigation should proceed to the characterization
of the dynamic stimuli-response of the 6D printed SMs.

4. Potential Benchmarks

For convenience, the performance of the 6D concept should initially be examined
through simple problems and applications, some of which are proposed in this section.

The investigation may focus on specific component geometries and material con-
stituents. In order to evaluate the benefits of the 6D printing over the 4D one, an exper-
imental investigation may be performed regarding the overall strength, surface quality,
stimulus-response, and production efficiency of the final produced SM components (parts).
The final specimens should be manufactured via both 6D and 4D methods and the pro-
cessing times as well as the achieved physical properties may be set into contrast through
statistical methods in order to reach confident conclusions.

The expected superiority of the 6D printing may be demonstrated via the indicative
example and graphical comparison illustrated in Figure 3. The left and right material
component is manufactured by using the 4D and the proposed 6D printing method,
respectively, via the use of a combination of layers made of different polymer media, for
example, Polylactic acid (PLA) layers [9,10] may be combined in an alternating manner with
a different polymeric medium such as thermoplastic polyurethane (TPU). Here, the glass
transition temperature (Tg) difference, causing internal residual stress mismatches, will
be the key. Both flat specimens are expected to bend into a U-shape when environmental
temperatures become higher than Tg. It should be mentioned that some or all of the plastic
layers may be reinforced with nanomaterials such as graphene nanoribbons [29], using
appropriate row material available in the international market.

Figure 3. An indicative comparison between 4D and 6D printing: Bending deformation of a printed
component is increased due to a heat stimulus when the proposed 6D printing process is utilized
instead of the 4D one.

Since both investigated 4D and 6D printed SMs are composed of alternating layers
of two different polymeric materials, they evidently will obtain bending deformations
under the stimulus of heat/temperature [9]. The left specimen which is manufactured via
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3D printing only consists of flat polymeric layers. In contrast, the right product contains
V-type layering which is possible only by the use of 6D printing. Thus, it becomes evident
that for this specimen, a more intensive, efficient, and controllable self-bending behavior is
expected. Furthermore, utilizing the proper processing parameters, the 6D printing may
require less material, lower manufacturing time for similar results.

Another potential application may be inspired by the field of magneto-sensitive smart
materials, also known as magnetorheological materials. Such materials are a class of smart
composites prepared by dispersing nanometer- or micrometer-sized ferromagnetic fillers
into different matrix phases [38]. Their rheological properties and deformations may be
effectively controlled by an external magnetic field. A possible relevant 6D printed product
is illustrated in Figure 4. As depicted, the specimen has a complex structure consisting of
inclined layers made of pure polymer and nanoreinforced polymer. Each nanocomposite
layer is constituted by a polymer matrix material filled with magnetic nanoparticles. Due
to the application of a strong magnetic field and because of the aforementioned structural
attributes achieved via 6D printing, the specimen becomes highly stretched along its one
direction because of the arisen common orientation of the nanoparticles as well as the
shape of layering. In addition, taking into advantage the two extra available fabrication
axes, it is expected that the intelligence of the final products, apart from enhanced will also
be more controllable to meet the requirements of the manufacturer. Finally, the process
setup may be adjusted to produce more deformable but simultaneously stronger smart
material components.

Figure 4. An indicative application of 6D printing. The inclined complex layering by using combina-
tions of pure and nano-reinforced polymeric layers allows intensive response under the action of a
magnetic stimulus.

5. The Technological Impact

As it was already mentioned, the proposed manufacturing procedure combines the 5D
printing concept (which involves the motion of the printing head along with the rotation of
the print bed at defined angles) with the 4DP (which leads to SMs modified with respect to
the time) into a new concept called 6D printing. Evidently, the developed AM process will
lead to the creation of a new generation of advanced SMs that can also contain nanoparticles
in their structure. It is evident, that such a development in the field of multi-dimensional
printing technology will drastically boost the whole societal impact of AM [30].
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First of all, the new method is expected to provide solutions that will increase the
efficiency and reduce the material cost and lead time of additive manufacturing procedures,
thus leading to lighter and stronger parts, having a higher sensitivity to the relevant stimuli.

The 6D printing concept, due to its advantages, is expected to be quickly adopted
by the industry which is involved in manufacturing the relevant materials and printing
equipment and by other end-users that use AM. The use of 6D printing may be introduced
in the same technological and manufacturing SM application field of 3D printing. However,
due to the expected higher processing accuracy, new structural and functional capabilities
of the proposed method, its application would be more effective in areas where precision is
crucial, such as in the aerospace industry, in medical devices and electronics, in operational
components for energy applications, etc. More analytically, in the future, 6D printing
technology could create disruptive innovation in several fields such as:

• Medical field: Concerning the production of medical parts for prosthetics, orthopedics,
or dental implants with better properties and reduced cost. Bones are not flat but have
a curved surface, thus the rotation of the bed in order to follow the curve is crucial and,
additionally, the created SMs could be used for smart medical implants for complex
medical cases [24].

• Constructions: The proposed technique could be easily customized in order to be
suitable for the construction of concrete-based structures such as buildings and other
infrastructures [39] where the additional printing degrees of freedom would offer
a distinct benefit. Used for self-repair and self-adapting systems and products, for
example, piping that could dynamically change its diameter and properties in response
to the water pressure using smart materials and follow the curves of the pipe using
five-axis printing.

• Aerospace engineering: Aimed at the production of curved materials that can reshape
according to the temperature.

• Manufacturing industry: For the manufacturing of advanced on-demand products
with reduced raw material usage and energy consumption in comparison to previous
printing techniques (thus contributing to environmental sustainability and reduced
environmental impact).

The proposed AM technique may allow the development of complex products that
would be difficult to be manufactured by using standard 3D printing. For example, the 6D
printing could permit the production of self-folding furniture that could be printed on flat
boards, easily transferred and transported, and then curl up into the final shape after being
heated or getting wet. In addition, five-axis movement could allow the creation of objects
with curved surfaces that may change properties or geometry according to the weather or
other environmental conditions.

6. Conclusions

In summary, a novel AM technique is proposed here named 6D printing. The main
idea is to combine the 5D printing concept, which involves the motion of the printing
head along with the rotation of the print bed at defined angles, with the 4D printing
one, which leads to SMs modified with respect to the time, into a new concept called 6D
printing. The realization of the proposed manufacturing procedure is expected to lead to
new developments that will increase the efficiency and reduce the material cost and lead
time of AM procedures, thus providing lighter and stronger parts, which also have a higher
sensitivity to the relevant stimuli. The procedure requires further validation via extensive
numerical and experimental investigations and for this reason, some realistic and simple
benchmark applications have been also proposed. The rigid establishment of the method
only requires the exploration of the SMs recent technological achievements, some previous
experience on 3D printing, a five-axis printing machine, and common raw materials. In
the near future, relevant research on the optimization of the proposed manufacturing
technique is to be announced.
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