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Introduction

● The spread of scientific disinformation is on the rise
● Automate scientific claim verification
● The state-of-the-art model: MultiVerS (Wadden et al. 2021) trained and 

evaluated on SciFact (Wadden et al. 2020) 
● Scientific questions: 

○ How does the model trained on SciFact do with detecting open-domain scientific 
disinformation? 

○ How does the model trained on other datasets do with detecting open-domain scientific 
disinformation? 
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Research Goals

1. Replicate results of the SOTA scientific claim verification model listed within 
SciFact leaderboard: MultiVerS

2. Create an open-domain scientific claims dataset for testing the model 
generalizability
a. Model is good at detecting COVID-19 misinformation

3. New dataset will be tested by MultiVerS
a. Labeling: whether the model can verify whether the claim is true or not 
b. Rationales: whether the model can identify sentences supporting or 

conflicting the given claim
4. Analyze results (prediction, recall, F1)
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How MultiVerS Works

● Use the Long-former model (Beltagy et al., 2020) to encode both claim and its 
context 

● Multitask rationale selection and label prediction: doing them both to more 
effectively use training data

● Use Vert5Erini (Pradeep et al., 2021) to select candidate abstract 
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How MultiVerS Works

● Training datasets 

● Multitask rationale selection and label prediction (Wadden, 2022)
○ Softmax Score

■ > 0.5: SUPPORTS/REFUTES label
■ < 0.5: NEI predicted label
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Dataset Domain Train claims

SciFact (Wadden 2020) Biomedical 1109

COVIDFact (Saakyan et al. 2021) Covid 903

HealthVer (Sarrouti et al., 2021) Covid 1622

Fever (Thorne et al. 2018) Wikipedia 130,644



6Twitter @ethanlanders_ 08/04/2022



Procedures

● Create a new dataset using claims from Snopes.com 
○ 61 instances, each containing a claim, at least one relevant paper (DOI)
○ Open domain, 18 true claims, 40 false claims, 3 mixture claims 

● Preprocessing
○ Tokenize sentences in paper abstracts

■ NLTK 
○ Generate compatible files in JSON format 

● Label tokenized abstract sentences
○ Double independent labeling (with another undergraduate student: Dominik Soos) 
○ Consensus rate: 75%  

● Run MultiVerS model with the new dataset

 7Twitter @ethanlanders_ 08/04/2022



8Twitter @ethanlanders_ 08/04/2022



Evaluation Metric Meanings

Precision is a calculation describing the number of true 
positives divided by all positives (false and true positives).  

Recall is a calculation describing the number of true positives 
divided by both false negatives and true positives. 

F-measure is calculated from both precision and recall, being 
a great accuracy measure for a test.

Abst means how accurate the predicted label was on the 
abstract level
Sent means how accurate the predicted label was on the 
abstract sentences level
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MultiVerS Metrics on Different Checkpoints on My Data
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Fever SciFact Fever_Sci HealthVer CovidFact SciFact 
Leaderboa

rd

Abst (P) 0.0 1.0 1.0 0.22 0.43 0.74

Abst (R) 0.0 0.03 0.03 0.06 0.08 0.71

Abst (F1) 0.0 0.05 0.05 0.08 0.14 0.72

Sent (P) 0.0 0.0 0.0 0.0 0.29 0.75

Sent (R) 0.0 0.0 0.0 0.0 0.02 0.74

Sent (F1) 0.0 0.0 0.0 0.0 0.03 0.74



Results

● All versions of MultiVerS overall did a poor job detecting disinformation within 
the new dataset

● Checkpoint trained on CovidFact achieves best abstract_label_only
● The MultiVerS model is sensitive to data domains
● Future work: 

○ MultiVerS is still based on encoding the semantics of the text 
○ It lacks background knowledge and inference 
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