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Validating an augmented reality application in a virtual reality simulation can offer many
advantages compared to testing in real conditions and can speed up development
processes. With such a simulation, developers and designers do not need to have
constant physical access to the real place. They can save physical navigation,
experiment with different kinds of devices and isolate testing parameters. While the
validity of functional testing in virtual reality simulations is not particularly challenged,
the validity of such simulations to evaluate user experience and usability, similarly as in real
conditions, still needs to be assessed. We then conducted a user study to explore the
validity of evaluating these criteria with a virtual reality simulation tool and the importance of
simulation fidelity for that purpose. Indeed, we also seek to determine whether it is
necessary to simulate the limited field of view of augmented reality glasses and if the
simulation can take place in a virtual world that is not a replica of the real targeted
environment. To do so, we have developed an augmented reality application for smart-
homes where a user can interact with different connected objects. One group of users
performed the experiment in the real place with augmented reality glasses and three other
groups performed the same experiment in virtual reality with various simulation conditions
(field of view and environment). Users’ subjective feedback and quantitative results only
highlight very few differences between real-world conditions and simulation in virtual reality,
whatever the simulation parameters used. These results suggest the interest in using virtual
reality simulation to evaluate an augmented reality application but should be confirmed on
other use cases and interaction tasks.
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INTRODUCTION

There is today a growing interest in Augmented Reality (AR) applications thanks to the
democratization of smartphones with built-in tracking capacities (ARKit1, ARCore2). At the
same time, Optical See-Through Head-Mounted Displays (OST-HMDs), now referred to as AR
glasses, tend to be more lightweight, powerful and usable, and then could soon be available for the
consumer market. While previous AR systems such as handheld devices and glasses without hand-
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tracking capabilities used to be difficult to interact with, recent AR
glasses tend to provide similar interaction capabilities than
Virtual Reality (VR) headsets. Their limited Field of View
(FoV) is still a technological limit that needs to be addressed
before mass adoption.

During the development process of AR Applications, testing
functional aspects and evaluating usability and user experience
remain challenging tasks. Indeed, first, we can cite technical
challenges. They require the adaptation of the same
application to various devices, Operating Systems (OS) and
Software-Developments-Kits (SDK) and the integration of
existing services such as Internet-of-Things (IoT) based
services (Pfeiffer and Pfeiffer-Leßmann (2018)). Second,
logistical issues can also be raised. AR deployment requires
access to particular spaces. Some may sometimes be difficult
to access because of the use case, such as military and nuclear
facilities. Others may be hard-to-reach, such as a relay mast or
underground cables, or because they are too dangerous to
reproduce such a place on fire for firefighters training (Ragan
et al. (2009)). Depending on the use case, the access to a testing
environment can also be limited for financial reasons, especially
for small teams. Performing a large testing campaign with end-
users to evaluate the usability and user experience of a given
application can then be even more difficult in such situations.
Last, Lee et al. (2013) also raise the difficulty to control the
conditions in which an AR experiment takes place. Factors such
as lighting conditions, crowded places, and tracking issues can
make experimental conditions difficult to control and repeat.

To deal with these issues, interesting approaches propose to
simulate AR in VR (Ragan et al. (2009); Lee et al. (2009)). The
simulation of an AR device and a real environment in VR can
replicate the level of immersion of the target display system (Lee
et al. (2013)) as well as interaction capabilities. VR can even be
used to simulate a “perfect”AR device that does not exist yet, with
a reliable tracking system and a large FoV (Grandi et al. (2021)).
By using the same software components, VR simulation can be a
powerful tool to perform functional tests before deploying an
application in real conditions with an AR device. As
demonstrated by some studies, VR simulation can also be
used in some tasks to evaluate the performances of users with
an AR application similarly as in real conditions (Lee et al. (2009);
Lee et al. (2013)). However, to our knowledge, no study has
focused on demonstrating the validity of VR simulation for
evaluating the usability and the user experience of an AR
application. Indeed, more subjective criteria could be evaluated
as well, such as appreciation for interaction techniques, ease of
use, or visual aspects. Validating this hypothesis could be valuable
for developers and designers, especially those developing
applications for the consumer market. This could help them
speed up their testing campaigns and then their development
processes.

That is why in this paper we propose a first user experiment to
explore the validity of VR simulation for evaluating usability and
user experience of AR applications. This study also aims to
evaluate the importance of simulation fidelity for that purpose.
Indeed, we wanted to evaluate the necessity to simulate the
limited FoV of AR glasses, and the need to accurately replicate

the real environment in VR. Indeed, simulating these parameters
could be constraining for developers and designers. Then, groups
of users tested the same AR application for smart-home control
with AR glasses or with a VR headset with various simulation
conditions: Simulated FoV or Not, using a virtual replica of the
real space or a different one.We chose the smart-home use case as
it is particularly interesting in our context as interactions with AR
elements impact the real world. As in previous work, we collected
users’ performances, but also more subjective feedback regarding
usability and user experience. Comparable results were obtained
for both objective and subjective criteria whatever the
experimental conditions. Our work then provides a first
evidence that VR simulation could be used to evaluate the
usability and the user experience of AR applications.

RELATED WORK

Controlling AR Conditions
In the literature we can find many solutions that propose
exploiting VR simulation of AR applications to isolate the
impact of AR limitations (display type, registration, FoV, etc.)
on performances and user experience. Indeed, such parameters
cannot be controlled in real conditions with an AR device. These
parameters are classified by Tiefenbacher et al. (2014) into three
categories: rendering, interaction, and tracking. Controlling these
parameters in VR can also be used to simulate a “perfect” AR
device that does not exist yet. As a first example, Arthur et al.
(2007) simulated different types of head-worn display concepts
for NASA. Then, Ragan et al. (2009) proposed to use VR
simulation in order to evaluate the impact of registration
errors, including jitter and latency, on task performances. The
study demonstrated a relationship between accurate registration
and task performance. To continue, Ventura et al. (2009)
simulated multiple levels of tracking reliability and multiple
FoVs to determine their impact on a target following task
scenario. Similar performances were observed between an
optimal setup and a setup with an intermediary FoV and
short tracking dropouts. In the same way, Ren et al. (2016)
also evaluated the impact of the FoV and tracking parameters
on an information-seeking scenario. Using a CAVE, authors were
able to simulate large FoVs that cannot be obtained with current
AR devices. Results showed that a larger field of view can increase
users’ performances in such tasks. Finally, Terrier et al. (2018)
also used VR simulation to evaluate the impact of registration
errors, including jitters and placement errors, and visualization
modalities including transparency and occlusion. The study
demonstrated that registration errors should be limited to
optimize users’ performances and that visual inconsistencies
between AR and real content should be avoided.

Speeding Up Development Processes
Simulation of AR in VR can also shorten development times.
Indeed, it can allow developers to perform functional tests of an
application without being constrained by technical and logistical
aspects. Tiefenbacher et al. (2014) introduced an architecture for
evaluating AR experiences in a VR simulation before deployment.
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They proposed an implementation of such a tool in a CAVE that
is able to simulate a tablet or binocular AR glasses. Alce et al.
(2015) also proposed a VR tool that can simulate the interaction
between an AR application and wearable devices. They illustrated
this tool with a smart-home application. The authors showed how
it can be used to evaluate several interaction techniques thanks to
quantitative (performances, mental workload) and qualitative
(subjective questionnaires) data to improve their application
before deployment. To continue, Pfeiffer and Pfeiffer-Leßmann
(2018) proposed to use 360 panoramas to prototype AR
applications and then test them in VR. The solution relies on
ExProtoVAR (Pfeiffer-Leßmann and Pfeiffer (2018)), a tool that
can simulate monocular and binocular AR glasses as well as
handheld devices (smartphones and tablets). For instance, the
limited FoV of binocular AR glasses can be simulated to match
the limitations of real devices such as the Hololens3 or the Magic
Leap One4. In the same way, Soedji et al. (2020) introduced a
complete pipeline to create AR applications to control and
monitor smart environments. It includes a prototyping step in
VR in a 3D digital twin of the targeted environment. The created
content can be immediately tested in VR and then deployed on an
AR device. As in ExProtoVAR (Pfeiffer-Leßmann and Pfeiffer
(2018)) this solution can simulate binocular AR glasses and
handled devices. Last, Grandi et al. (2021) detailed a user-
centered methodology, based on AR in VR simulation, to
design and evaluate the benefits of user interfaces without
being constrained by hardware limitations. They introduced
their methodology through two scenarios: a law enforcement
traffic stop and a firefighting search and rescue scenario. For now,
none of these works have demonstrated that a given application
would have obtained the same objective and subjective feedback
in their VR simulation tool or on a real AR device.

Comparison Between AR and VR
Simulations
Lee et al. (2009) were the first ones to try to validate the use of VR
to simulate AR. To do so, they replicated an AR experiment
introduced by Ellis et al. (1997) with a VR simulator. They
simulated in VR the same conditions as in the AR experiment
including FoV, latency, and task parameters. The authors
demonstrated comparable evolutions of performances when
adjusting these parameters as in the original experiment.
However, absolute performances observed in VR were
different from the original experiment. This could be
explained by the difficulty of reproducing the same conditions
of a user study that was performed more than 10 years earlier,
including the method used to evaluate performances. That is why
Lee et al. (2012) proposed a complementary study where they
compared the same visual following task in AR and VR with
different simulated latencies. They observed comparable results

between AR and VR conditions. While these two studies mainly
focused on display and interaction simulation, Lee et al. (2013)
also proposed to evaluate the impact of simulation fidelity on
performances on an information-seeking task. An AR application
was then tested by users in real conditions or in VR with three
different levels of visual realism of the targeted environment. As
in previous studies, comparable performances results were
obtained between AR and VR simulation and the visual
realism of the simulated environment did not impact these
performances in VR. These three different works then gave
the first pieces of evidence to support the validity of VR
simulation for experiments that focus on users’ performances.

Other studies have investigated differences on other criteria
than performance. Gaffary et al. (2017) compared haptic
perception between AR and VR simulation. They performed a
similar experiment in AR and VR to detect perceptual deviations
on the stiffness of a virtual piston which was associated with a
haptic device. Results showed that the piston was perceived as
more rigid in AR, demonstrating differences in haptic perception
between AR and VR simulation. A recent work of Brauns and
Tümler (2021) compared the impact of the AR FoV on an
assembly guidance scenario with the help of AR and VR
devices (simulation). In their study, users tested seven setups
characterized by their FoV and their target device (Hololens or
HTC Vive5). Their goal was to determine which HMD
configuration would be optimal for their scenario and if
similar results would be obtained on the real AR device or on
the same simulated one in VR. Results showed that the impact of
the same FoV was evaluated differently between AR and VR
simulation. It then suggests, that regarding this FoV criteria,
results obtained in a VR simulation cannot be directly compared
into an AR-compatible result. This study was the first one to
compare subjective feedback collected on a real AR device and in
VR simulation. However, this study mainly focused on observing
the impact of the FoV on a dedicated task and not on comparing
the usability and user experience of an application tested on an
AR device or in VR simulation. In this paper, we propose a user
study to fill this gap.

EXPERIMENTAL DESIGN

Objectives and Motivations
As detailed, most of the previous work focused on validating the
use of VR simulation of AR from a performance perspective. Only
a few work also analyzed more subjective criteria, but they
focused on the impact of isolated parameters such as haptics
and FoV. While VR systems tend to become easy to interact with
for everyone, technical limitations of AR headsets (tracking, FoV)
can make them difficult to use. From that perspective, our
evaluation could help us identify potential usability differences
between AR and VR. Our goal is to determine if VR simulation
can also be used by AR developers to perform early testing of their
applications in order to identify design flaws about usability,3Microsoft Hololens, https://www.microsoft.com/hololens (Accessed January

2022).
4Magic Leap One, https://www.magicleap.com/magic-leap-1 (Accessed January
2022). 5HTC Vive, https://www.vive.com/(accessed January 2022).
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visual aspects, mental workload, used modalities, perceived
usefulness, etc. More generally, we want to determine if VR
simulation can be used to evaluate the user experience of an
application similarly as in real conditions. Demonstrating this
capacity of VR could then allow AR developers to shorten their
testing campaigns. We also want to evaluate the importance of
simulation fidelity for that purpose. While Lee et al. (2013) et al.
tested different levels of realism of the environment, in this study
we want to evaluate the necessity to simulate the AR FoV and to
exactly replicate the targeted environment as in real conditions.
Developing such as tool with FoV simulation and replicating all
target real environments could be time consuming for AR
developers. Indeed, if replicating exactly the same environment
is not required, a designer or a developer could then use an
existing generic environment, that still shares common
characteristics, to evaluate an AR service in VR. Our work
focuses on AR glasses as we believe that such devices are the
most adapted to experience AR applications in terms of display
and interaction features. Moreover, smartphones and tablets are
also more difficult to simulate with a VR headset because of
interaction, tracking and display resolution reasons. Future work
could still focus on performing a similar experiment with
handheld devices. As proposed by Tiefenbacher et al. (2014),
the use of a CAVE could be more adapted in that situation.

Evaluated Application
For that purpose we developed and tested the same application
for smart-home control with AR glasses and with a VR headset
with different simulation conditions. We chose this use case as it
is a classic use of AR for the consumer market and similar
mechanisms can also be transposed for industrials in smart-
building and smart-factories. It is also relevant in the case of
simulation, as interaction with AR elements will impact the real
environment through the connected objects. The behaviors of the
simulated connected objects then need to be similar to the
real ones.

In this application, users could interact with six connected
objects in a living room:

• Two Light-Bulbs with three controllable features: Turn On/
Off, color change, dimming change.

• One television with three controllable features: Turn On/
Off, channel change, volume change.

• One thermostat with two controllable features: Turn On/
Off, temperature change.

• One radio with three controllable features: Turn On/Off,
channel change, volume change.

• One fan connected with a plug with one controllable feature:
Turn On/Off.

FIGURE 1 | Our four experimental conditions. One group of users performed the experiment in AR. Three groups of users performed the experiment in VR with
different simulations conditions: simulated AR FoV or not, same or different simulated environment. The combination with a different environment and without simulating
the AR FoV was not tested.
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Interactions with these objects were performed with 2D user
interfaces that were positioned in 3D space and registered with
the real world. These user interfaces were rotated in order to
always face the user. These interfaces were inspired from what is
done in the field of smartphone applications for smart-home
control with the use of classic buttons and sliders. Examples of
these interfaces can be seen in Figures 1, 2. We know that
applying 2D concepts to the field of 3D user interfaces is not
always optimal, but we also want to know if such design flaws
would be identified similarly in AR and VR. The second reason
for this choice is our desire not to confuse users with interaction
modes that are too far from their habits, especially for users who
are new to AR and VR. Our application is consistent with the AR
definition provided by Azuma Azuma (1997), as it combines real
and virtual data, is interactive in real time and the virtual
contented in registered in 3D with the real world. A classic 3D
ray-based selection and manipulation technique was used to
interact with these user interfaces. This ray was used to click
on virtual buttons and move horizontal or vertical sliders. Users
tested two different interaction modes in two separate steps of the
experiment. In a first mode, referred to as “InteractionMode one″
in this paper, these interfaces were co-located with each object
and then registered with the real world as seen in Figure 1. Users
had then to look at an object in order to interact with it. In a
secondmode, referred to as “InteractionMode two″ in this paper,
a dashboard was positioned in the room by default in front of the
user, as seen in Figure 2. This dashboard could be hidden and re-
centered in front of the user at a distance of 1.5 m if needed. The
menu was not fixed in relation to the user’s point of view, but was
registered with the real world. For instance, with the centering
process the user could place it in a corner of the room or on top of
a real object, such as the table between the chairs and the
television. We also thought about letting users move it with
the 3D ray-based interaction technique, but we did not want
to include such complex manipulation tasks. Through this
dashboard the user could open a dedicated user interface for
each object in the room and then interact with it as seen on the
right of the figure. The same user interfaces were used to control
each object as in the first mode. We developed and compared
these two interaction modes because these are two common ways

of interacting with AR applications. With these two modes we
also aim to strengthen the possible conclusions of this study as
their differences could have an impact on the different tested
conditions. Indeed, the first one may involve more long distance
interactions, more physical navigation, and a clearer field of view.
On the other hand, interacting with a dashboard in the second
mode may involve close range interactions, less physical
navigation, and a slightly overloaded field of view when the
dashboard is displayed. As our application was tested in a
smaller physical space in VR than in AR, we provided users
with a navigation technique to explore the environment in a
similar way. We used a classic teleportation technique where the
user could point to a desired future position on the floor. Another
difference between AR and VR was the perception of the body of
the users. While users could see themselves in AR, we chose to
only represent users in VR with their two controllers, as seen in
Figure 2. We did not want to include an avatar that would not
exactly match the visual appearance and the movements of
the user.

Conditions and Procedure
We used a between-subjects study design. Each user then tested
only one condition between:

• AR: Users performed the experiment with an AR OST-
HMD in a real living room.

• VR-FoV: Users performed the experiment with a VR HMD
in a virtual replica of the real living room and with the
simulation of the limited AR FoV.

• VR-NoFoV: Users performed the experiment with a VR
HMD in a virtual replica of the real living room and without
the simulation of the imited AR FoV.

• VR-ENV-FoV: Users performed the experiment with a VR
HMD in a different virtual living room than the real one
with the simulation of the limited AR FoV.

The four conditions can be seen inFigure 1. The environment for
the VR-ENV-FoV group was visually different from the other one
but had topological similarities and common characteristics. It was
also a home environment composed of a living room and an open

FIGURE 2 | The dashboard interaction mode. On the left the dashboard displays the icons of the six connected objects of the room. On the right, when the icon of a
connected object is clicked, its associated user interface is displayed on the dashboard. Here it corresponds to the interface to control the radio.
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kitchen. Dimensions were almost the same, 12 m × 4 m for the real
environment replicated in VR and 10 m × 4 m for the second one.
Furniture and connected objects layouts were also comparable, as we
can see in Figure 1. We have chosen to mainly adjust the visual
aspects of this environment to still obtain comparable results on
performances and navigation and not to stray from our use case. It
can be seen as a generic house environment that could be used by
designers and developers when creating AR applications for smart
homes. Evaluating the impact of multiple environment parameters
could be a perspective for future research. Moreover, we chose on
purpose to not evaluate the last possible configuration (different
environment and no simulation of the AR FoV) in order to limit the
number of participants and as we believed that testing these four
configurations was enough regarding our objectives. The virtual
environment in VR conditions was rendered with a good level of
realism thanks to textures and realistic lighting to be as close as
possible to real experimental conditions.

After being explained the procedure, users started with a
training step of around 5 min to get familiar with the
interaction techniques of the application. In AR and VR, users
could then try the 3D ray-based interaction technique to interact
with neutral buttons and sliders that did not impact any
connected object. In VR users could also try the navigation
interaction technique.

In each condition, each user tested both interaction modes (co-
located interfaces and dashboard) and we applied a
counterbalancing design in order to make half the users of each
group start with the first interaction mode, and half of them start
with the second one. Users then started to use our smart-home
application They began with one of the two interaction modes,
fulfilled questionnaires, performed the same tasks with the other
interaction mode, and ended with questionnaires again. For both
interaction modes, the procedure was the same. First, all users
started at the same position in the environment: facing the
television close to the middle orange chair in the first
environment and close to the couch in the second one. Second,
the user was told by the experimenter the location of every
connected object of the room to get familiar with the
environment. Then, to be sure that users tested every feature of
the application, users were guided with successive pre-recorded
voice instructions that told them which action to perform. After a
voice instruction, a countdown of 3 seconds was displayed to the

user during which all interactions were disabled. This countdown
was used to measure with precision the time to perform each
action. Users were told that it was not a speed game and that their
goal was to evaluate the user interfaces. However, we were still
interested in completion times. A total of 17 instructions were
given to each user. 10 s was waited after an instruction was
completed by the user before giving another one. These
instructions concerned the change of the state of the connected
objects and for instance included “Turn on the fan”, “Change the
color of the ceiling light to red”, “Change the volume of the radio to
around 50%“, “Switch to channel five on television”. The same
instructions in the same order were given to every user in both
interaction modes. Users spent between 7 and 10min in the
application for each interaction mode.

Participants
Our panel consisted of 48 users, 36 males and 12 females,
separated into four groups of 12 users, one per condition. All
participants were volunteers and had various backgrounds
including developers, designers, project managers, students,
nurses. They were all naive to the experimental hypotheses. In
order to balance these four groups and make them as equivalent
as possible, we took into account three criteria. First, we did our
best to have a comparable age distribution in each group: AR (M
= 44.08, SD = 11.52), VR-FoV (M = 42, SD = 11.75), VR-NoFoV
(M = 42.17, SD = 9.59), VR-ENV-FoV (M = 42.5, SD = 10.07).
Then, every group was composed of exactly eight males and four
females. Last, as detailed by Brauns and Tümler (2021), the
expertise of users in AR and VR can impact the results. That
is why, every group was also composed of four expert AR/VR
users and eight users less familiar with these technologies. Here
we considered as experts, users that use VR or AR at least one
time per week.

Collected Data
We collected both quantitative and qualitative data. Regarding
quantitative data, we collected the time to perform each action as
well as the position, and rotation of users to analyze their
navigation behaviours.

First, users were asked to fulfill a simulator sickness
questionnaire (SSQ, Kennedy et al. (1993)) at the beginning
and at the end of the experiment. Our goal was to be sure
that cybersickness did not impact the results of the study and
to evaluate potential differences between the four conditions.
After each interaction mode users had to fulfill two
questionnaires. First, a NASA Task Load Index (TLX)
questionnaire (Hart and Staveland (1988)) was fulfilled to
evaluate the cognitive workload of the application. Second,
users were asked to rate 10 statements on a Likert scale from
1 (strongly disagree) to 7 (strongly agree) to evaluate the usability
and the user experience of the application. These statements were
inspired by the AR usability evaluation criteria given by Martins
et al. (2015) and by the System Usability Scale (SUS)6. Evaluated

TABLE 1 | The ten statements we used to measure the usability and user
experience of our smart-home application.

Id Affirmation

U_A1 I appreciated the experience
U_A2 I easily took in hand the application
U_A3 The interaction with the system was simple
U_A4 The interaction with the system was reliable
U_A5 The interaction with the system was efficient
U_A6 The presentation of the 3D menus was clear and efficient
U_A7 My vision was not overloaded with superfluous elements
U_A8 The 3D menus were visually pleasing
U_A9 It was simple to find the elements with which to interact
U_A10 The application is useful and its functionalities allow to reach the desired

objectives

6System Usability Scale, https://www.usability.gov/how-to-and-tools/methods/
system-usability-scale.html (Accessed January 2022).
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criteria included, global appreciation, ease of use, reliability and
efficiency of the system, usefulness, appreciation for the visual
aspects. These statements are listed in Table 1. Choi et al. (2019)
Last, at the end of experiment users had to fulfill another
questionnaire to evaluate their global experience and to
measure the proximity between the different conditions. Users
were asked to rate 15 statements on multiple criteria including
visual perception, comfort, credibility and interactivity. As we
wanted to focus on these criteria and avoid too many questions
for participants, we did not use a standard presence
questionnaire. Moreover, measuring presence between could

differ from VR Schwind et al. (2019) to AR Regenbrecht and
Schubert (2021). We still did use some questions coming from
previous work including Lee et al. (2013) and Choi et al. (2019).
As detailed, the questionnaire includes a question about
immersion. Regarding the terminology detailed by Slater
(2003), immersion only depends on what the technology can
deliver and can then be objectively assessed. From this
technological point of view, our AR and VR setups do no
provide the same level of immersion and this does not need to
be confirmed by this questionnaire. Our goal was just to check if
this objective affirmation was associated with a similar subjective
feeling, even for users with less experience with immersive
technologies. All statements are listed in Table 2. As well, we
used a Likert scale from one to 7. This questionnaire also asked
users to choose their favorite interaction mode.

Hypotheses
As detailed, previous work validated the use of VR simulation
to evaluate an AR application from a performance
perspective. With this study, we aim to confirm this
statement and we also want to demonstrate that VR
simulation can also be used to evaluate usability and user
experience criteria. We also think that a more faithful
simulation in terms of environment and FoV would result
in more similar results on all these criteria.

• H1: Comparable results for qualitative and quantitative data
will be obtained in the four groups validating the use of VR
simulation for evaluating an AR application.

Some differences are still expected in VR-NoFoV and VR-
ENV-FoV groups because of the different AR FoV or because of
the different environment.

TABLE 2 | The fifteen statements we used to measure the proximity between the
different conditions.

Id Affirmation

P_A1 The experience was visually realistic
P_A2 I had no trouble perceiving depth
P_A3 I was comfortable during my movements
P_A4 The application was responsive
P_A5 The HMD was comfortable
P_A6 The real environment was credible (the room I was in)
P_A7 The augmented reality elements seemed credible to me (the menus to

control the objects)
P_A8 The augmented reality elements caught my attention
P_A9 This experience in the virtual environment was consistent with my real

experiences
P_A10 I felt immersed in the virtual environment
P_A11 I felt like I was part of the virtual environment
P_A12 I felt disoriented at the beginning or the end of the experience
P_A13 It was easy to distinguish the augmented reality elements from the real

environment
P_A14 Interactions with the augmented reality elements had an impact on the real

environment
P_A15 The behaviors of the connected objects were credible

FIGURE 3 | In the AR setup we used the Magic Leap one headset composed of a semi-transparent display, a 6DoF controller and computing unit attached to the
pocket of the user. In the VR setup we used anOculus Quest two connected to a PCwith the experimental Air-Linkmode. The headset comeswith two 6DoF controllers.
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• H1.1: The greater FoV in the VR-NoFoV group will result in
better performances and better appreciation feedback for the
application.

Indeed, a greater FoV could provide an advantage in finding
the user interface of an object in the first interaction mode, and
could avoid situations where the dashboard is truncated in the
second interaction mode.

• H1.2: The different environment in the VR-ENV-FoV group
will impact the performances in the first interaction mode as
the layout of the connected objects is not exactly the same.
However, we do not expect any differences in usability or user
experience.

More generally, thanks to the statement listed in Table 2, we
also want to validate if VR simulation can provide an experience
comparable to AR for visual perception and interactivity criteria.
In that case, we do not think that the simulated FoV and the
environment will impact the results.

• H2: Users in AR will feel less constrained during physical
navigation (locomotion) compared to users in VR. Less
physical distances will be traveled in VR. If we also take
into account VR teleportations, we think that similar
navigation behaviors will be observed between VR and AR.

• H3: For visual perception, interactivity, comfort, and
connected objects behaviors criteria, we will not observe
any difference between the four conditions.

Hardware and Technical Details
The four versions of our applicationwere developedwithUnity 2019.4
LTS7. In the AR group, each user was equipped with a Magic Leap
One headset as seen on the left of Figure 3. It is composed of semi-

transparent glasses linked through a wire to a computing unit that
could be attached to a belt or a pocket. The device FoV is 40°

horizontal x 30° vertical. Its resolution per eye is 1,280 × 960 and
it has a refresh rate of 120Hz. The device is also composed of a 6DoF
controller that was used for interacting with the system with the
dominant hand. The trigger of the controller was used to confirm
selections with the ray-based selection technique, and a long press on
the bumper was used to recenter the dashboard in this particular
interaction mode. Interactions with real connected objects were
implemented through Wi-Fi and through the Z-Wave protocol8.

In the three VR groups, each user was equipped with an Oculus
Quest 29 as seen on the right of Figure 3. We used a different real
space from the AR condition which gave users an area of 3 m × 3 m
for physical navigation. We used the Air-Link experimental mode in
order to go without the wire and benefit from the performances of a
powerful PC (RTX 2080; Intel Core I9-9900K, 32Go RAM). The
device FoV is 104° horizontal x 98° vertical. Its resolution per eye is
1832 × 1920 and it has a refresh rate of 72Hz. Preliminary tests were
performed with a Pimax headset10 with a larger FoV in order to be
closer to the humanFoV.However, visual distortions in the peripheral
view caused visual discomfort to users. The headset is composed of
two 6DoF controllers. The one in the dominant hand was used to
control the ray-based interaction technique and selections were
confirmed with the trigger. A long press on another button of that
same controller was used to recenter the dashboard in that particular
interaction mode. The second controller was used to control the
teleportation interaction technique for navigating in the virtual
environment. As performed in many VR applications, pushing
forward the joystick of that controller allowed the user to point to
a place on the ground, and the release of this joystick confirmed the
teleportation intention. The simulation of the AR FoV was
implemented with a clipping shader as in Brauns and Tümler

FIGURE 4 | Performances comparison between conditions for both interaction modes.

7Unity Game Engine, https://unity.com/(Accessed January 2022).

8Z-Wave protocol, https://www.z-wave.com/(Accessed January 2022).
9Oculus Quest 2, https://www.oculus.com/quest-2 (Accessed January 2022).
10Pimax, https://pimax.com/(Accessed January 2022).
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(2021). Similarly as Lee et al. (2009), we also replicated the opacity of
the optics of the magic leap through classic blending mechanisms in
the same shader. As seen in Figure 1, the augmentations were not
fully opaque and the boundaries of the simulated AR display could be
slightly observed. We did not try to simulate the glasses frame as our
preliminary tests caused visual discomfort to users. Both virtual
environments were modeled by a professional 3D designer. We
tried to reach photorealistic rendering thanks to the use of the
lightmaps baking feature included in Unity. All connected objects
behaviours were replicated in VR with visual and sound effects, to get
as close as possible to reality. In AR, the thermostat was not connected
to any heater. We did not simulate any temperature changes in the
room for VR either. For these objects, the only difference between AR
and VR was the lack of airflow for the fan in VR.

RESULTS

Cybersickness
With the SSQ, following the method detailed by Kennedy et al.
(1993), we computed a cybersickness evaluation score for each

user at the beginning and at the end of the experiment. For
each condition, we used a Wilcoxon Matched Pair Signed
Rank Test to determine if the difference was significant as the
results did not follow a normal distribution. SSQ scores were
slightly greater at the end of the experiment for three groups:
AR (start: M = 1.56, SD = 2.50; end: M = 11.22, SD = 18.46; p =
0.022), VR-FoV (start: M = 4.05, SD = 4.90; end: M = 4.36, SD
= 10.67; p = 0.7463), VR-NoFoV (start: M = 5.92, SD = 6.85;
end: M = 8.41, SD = 9.45; p = 0.61). It was slightly inferior at
the end of the experiment for the remaining condition VR-
ENV-FoV (start: M = 9.97, SD = 26.65; end: M = 5.29, SD =
6.27; p = 0.67). Globally, SSQ scores remained low at the end
of the experiment and no user experienced severe symptoms.
We can then say that cybersickness did not impact the results
of this study. Only a significant difference was observed for
the AR condition (p < 0.01). This result could suggest a
different impact between AR and VR on cybersicknesss.
We think that the adaptive focus system of the Magic Leap
one or its slightly less reliable tracking system could explain
this difference. Future work could investigate this particular
point in more detail.

FIGURE 5 | Traveled distances (physical and total) for both interaction modes.

FIGURE 6 | Workload estimation based on NASA TLX for both interaction modes.
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Performances
Even if we told users that the experiment was not a speed game and
that their main goal was to evaluate the application, we still

analyzed the time they took to perform the 17 instructions. Our
goal was to confirm the results obtained in previous work regarding
the equivalence of performances between AR and VR simulation.

FIGURE 7 | NASA TLX factors adjusted ratings (weight x rating) for both interaction modes. p-values for these factors are the result of independent ANOVAs.

FIGURE 8 | Ratings given to each statement of Table 1 collected for both interaction modes. p-values for these factors are the result of independent ANOVAs.
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For each user, we then made the sum of the time taken to perform
each instruction. For each instruction, the timer started after the
countdown and ended when the desired state of the corresponding
connected object was reached. The results are detailed in Figure 4.
As we can see, for the first interaction mode, the results are very
close. Users took around 3 s to perform each instruction in all
groups. As the results did not follow a normal distribution, we
performed a Kruskal–Wallis test. The result (H (3) = 0.26, p = 0.97)
confirmed that the tested condition did not significantly impact the
performances for this interaction mode. We can observe more
differences for the second interaction mode. For instance, users in
groupVR-NoFoV performed the task in a shorter time. The result
of the Kruskal–Wallis test (H (3) = 2.49, p = 0.48) suggests that the
tested condition did not impact significantly the performances for
this interaction mode either.

Navigation
To evaluate the proximity between VR simulation and AR, we
also compared the traveled distances of users between the
different groups. To do so, the position of the user was
recorded twice per second. First, we computed the distance
traveled by each user by adding the distances between all
successive recorded positions. Since the three VR conditions
included a teleportation navigation technique, two types of
comparison were performed. First, we compared only the
physical distance traveled by users. In that case, we did not
take into account teleportations for the three VR groups.
Second, we compared, the total distance traveled by users. In
that case, teleportations were also taken into account. Results are
detailed in Figure 5.

As we can see, for physical navigation only, users in AR with
the first interaction mode tended to travel a greater distance than
users in VR. As the results followed a normal distribution, we
performed an ANOVA. The result (F (3,44) = 1.601 p = 0.203)
shows that this difference was not significant. If we take into
account teleportations, for the first interaction mode, we can
observe an opposite trend. Users tended to travel a greater
distance in VR compared to AR. We can also observe that,
when we include teleportations, users in the VR-NoFOV
group seemed to have traveled a greater distance. As well, we
performed an ANOVA and the result (F (3,44) = 1.601 p = 0.203)
shows that this difference was not significant.

For the second interaction mode, we can first observe that
users tended to travel less distance (physical and total) and we can
see fewer differences between physical and total navigation. This
result was expected as the dashboard could be moved closer
whenever the user wanted. For physical navigation, we can
observe similar results except for the VR-NoFoV condition.
Indeed, users physically traveled a greater distance in that
condition. An ANOVA (F (3,44) = 3.082 p = 0.037) confirmed
the significativity (p< 0.05) of the difference. Then, for
comparing each pair of conditions, we performed a post-hoc
Tukey test and we only found a significant difference between
VR-NoFoV and VR-ENV-FoV groups (p = 0.0308 < 0.05).
When we include teleportations, we can observe similar
results. Users traveled a greater distance in the condition VR-
NoFoV. We performed an ANOVA and the result (F (3,44) =

2.263 p = 0.094) shows that in that case, the difference was not
significant.

Regarding navigation, for the first interaction mode, for
each interaction instruction, we also collected the distance
between the user and the corresponding connected object at
the time the state of this object was correctly modified. We
then computed for each user the mean interaction distance.
Globally, we observed similar distances for three groups: AR
(M = 3.25, SD = 0.54), VR-FoV (M = 3.10, SD = 0.57) and VR-
NoFoV (M = 3.09, SD = 0.51). Globally, lower interaction
distances were observed for the VR-ENV-FoV group (M =
2.6, SD = 0.31). As the results did not follow a normal
distribution, we performed a Kruskal–Wallis test. The
result (H (3) = 10.43, p = 0.015) suggests that the tested
condition did impact significantly (p < 0.05) this distance. A
post-hoc Dunn’s test with a Bonferroni correction was
utilized to investigate differences between groups.
Significant differences were only observed between the VR-
ENV-FoV group and the three other groups: AR (p =
0.019 < 0.05), VR-FoV (p = 0.041 < 0.05), VR-NoFoV
(p = 0.038 < 0.05).

Workload
We evaluated the cognitive workload of our application for both
interaction modes with the NASA TLX questionnaire. Results for
the total workload are detailed in Figure 6. We can observe that the
workload reported by users seems to be lower in theVR-ENV-FoV
group which could suggest an impact of the environment. As the
results did follow a normal distribution, we performed an ANOVA
for each interaction mode. Results suggest that these differences
were not significant (InteractionMode 1: F (3,44) = 1.423 p = 0.249;
InteractionMode 2: F (3,44) = 1.034 p = 0.387). Figure 7 illustrates
the comparison between the adjusted ratings of each NASA TLX
factor as reported by the participants for both interaction modes.
We reported the p-value of each independent ANOVA performed
for each factor. We cannot observe any trend for the differences
between the different groups. We observed no significant
differences for these factors.

Usability and User Experience
The usability and the user experience of each application
(interaction modes 1 and 2) were evaluated thanks to the
statements detailed in Table 1. Ratings for all these statements
for both interaction modes are reported in Figure 8. We also
reported the p-value of each independent ANOVA performed for
each affirmation.We only observed significant differences for two
statements with the first interaction mode. First, we observed a
significant difference for U_A1 (F (3,44) = 3.439 p =
0.0247 < 0.05) relative to global appreciation. Users in the
VR-FoV group seemed to appreciate the whole experience less
than the other groups. A post-hoc Tukey test only highlighted a
significant difference between the AR and VR-FoV groups (p =
0.017 < 0.05). Second, we observed a significant difference for
U_A4 (F (3,44) = 5.813 p = 0.0019 < 0.01) relative to interaction
reliability. Users in the VR-FoV group considered the
interactions less reliable than the three other groups. A post-
hoc Tukey test highlighted a significant difference between the
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VR-FoV and the three other groups: AR (p = 0.023 < 0.05), VR-
NoFoV (p = 0.001 < 0.01),VR-ENV-FoV (p = 0.038 < 0.05). The
simulation of the FoV could then have impacted badly the global
user experience and the perception of the reliability of the system.
However, we did not observe the same impact for the VR-ENV-
FoV group where the limited FoV was also simulated. Moreover,
in the second interaction mode, we did not observe similar
significant differences for these two criteria. On the other
hand, for both interaction modes, we did not observe
significant differences regarding, the handling of the
application (U_A2), interaction simplicity (U_A3), interaction
efficiency (U_A5), the clarity and efficiency of the menus (U_A6),
vision overload (U_A7), visual appreciation (U_A8), the ease of
finding the interactive elements (U_A9) and usefulness (U_A10).

At the end of the experiment, we also asked users which
interaction mode they preferred. For the AR group, nine users
answered the first one and three the second one. For the VR-
FoV group, four users answered the first one and eight the
second one. For the VR-NoFoV group, seven users answered
the first one and five the second one. For the VR-ENV-FoV
group, seven users answered the first one and five the second
one. The results seem consistent between the different groups
except for group VR-FoV. We also performed pairwise
comparisons between the two interaction modes for every
statement of Table 1 in order to highlight possible opposite
results directions between groups. Indeed, for a given statement,
observing a significantly greater rating for a given interaction
mode in one group and a significantly greater rating for the
other interaction mode for the other mode could question the
validity of using VR simulation. However, such a result was not
observed for any statement.

Experience Proximity
Thanks to the statements listed in Table 2, we evaluated the
proximity between the different conditions in terms of visual

realism, comfort, credibility, interactions. Ratings for all these
statements are reported in Figure 9. We also reported the p-value
of each independent ANOVA performed for each affirmation.
We can observe significant differences for two statements. First,
we observed a significant difference for P_A11 (F (3,44) = 6.60 p =
0.0009 < 0.01) relative to immersion. A post-hoc Tukey test
highlighted a significant difference between the AR and the
three other groups: VR-FoV (p = 0.012 < 0.05), VR-NoFoV
(p = 0.00069 < 0.01), VR-ENV-FoV (p = 0.024 < 0.05). Users in
AR felt less immersed in a virtual environment than the users in
VR. This subjective feeling confirms what can be objectively
assessed according to Slater (2003). As they do not deliver the
same display experience from a technological point of view, our
AR and VR setups do not propose the same immersion level. We
also observed a significant difference for P_A10 (F (3,44) =
6.03 p = 0.0016 < 0.01) relative to beinf part of a virtual
environment. A post-hoc Tukey test highlighted a significant
difference between the AR and two other groups: VR-FoV (p =
0.0003 < 0.01), and VR-NoFoV (p = 0.005 < 0.01). Users in AR
felt less like they were part of a virtual environment. This answer
could have been expected as AR users were only surrounded by a
few virtual elements and were then not really part of a virtual
environment. On the other hand, we did not observe significant
differences regarding visual realism (P_A1), depth perception
(P_A2), freedom of movement (P_A3), application
responsiveness (P_A4), headset comfort (P_A5), environment
credibility (P_A6), augmentations credibility, attractiveness and
identification of AR elements (P_A7, P_A8, P_A13), consistency
with real experiences (P_A9), disorientation (P_A12), connected
objects behaviors (P_A14 and P_A15).

Comments and Observations
First, in the real environment, we observed that some users did sit
in one of the orange armchairs that we can see in Figure 1. Of
course, this behavior could not be observed for the three VR

FIGURE 9 | Ratings given to each affirmation of Table 2 collected at the end of the statement. p-values for these factors are the result of independent ANOVAs.
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groups as the experiment was performed in a different real space,
without any place to sit. However, a lot of users told us during the
experiment in VR that they would have liked to have been able to
sit in the virtual orange armchairs. Some comments concerning
the fan reported by users in VR also are in line with this
observation. Indeed, a few users reported the lack of airflow
from the fan.

In the comments sections of the questionnaires, we also
observed concordant remarks between groups. For the first
interaction mode, interacting with the sliders of the different
UIs was reported difficult by three users in group AR, one user in
group VR-FoV, two users in group VR-NoFoV, and five users in
group VR-ENV-FoV. These sliders were used, for instance, to
change the volume of the speaker as we can see in Figure 2 or to
change to intensity of a light. One user per group also reported
that the first interaction mode required important physical
efforts. When comparing both interaction modes, one user per
group also mentioned that the first interaction was more playful
while the second one was more efficient.

DISCUSSION

As in previous work, our results suggest that comparable
performances can be observed for the same application in
AR or in VR simulation. Indeed, we did not observe significant
differences in the time to perform all instructions, whatever
the interaction mode, and whatever the group. Simulation
fidelity, then, did not have an impact on these results. A
wider FoV did not provide an advantage to users. This
could join the conclusion made by Ventura et al. (2009)
that says that optimal performances are obtained from a
certain threshold of FoV. The Magic Leap One FoV was
then maybe enough regarding our task. Moreover, the
topology of the environment in the VR-ENV-FoV was
surely not different enough from the other one to observe
performances differences. Regarding our main objective that
concerns more subjective criteria. We did not observe any
difference regarding workload but regarding usability and user
experience, we observed two significant differences for two
statements that concern global appreciation and interaction
reliability with the first interaction mode. On these two
statements, the simulation of the AR FoV in the VR-FoV
group did impact badly the users’ ratings when we compare to
the AR group. However, the AR field of view was the same in
both conditions, simulated in one case and the result of display
technology in the other. We did not observe such an effect
between the AR group and the VR-ENV-FoV group where the
limited FoV was also simulated. Moreover, we did not observe
any significant difference for the other statements of that
interaction mode and for all statements of the second
interaction mode. Regarding the preference for the
interaction mode, we observed the same trend in favor of
the first mode in all groups expect for the VR-FoV group
where we observed an opposite trend. Last, we also observed
coherent users comments between groups such as the difficulty
to interact with sliders. These findings globally confirm

hypothesis H1 and support the main purpose of this paper
and let us say that they provide the first pieces of evidence that
VR simulation can also be used to evaluate the usability and the
user experience of an AR Application. However, we still
observed differences mainly coming from the VR-FoV
group. In our case, we cannot confirm that simulation
fidelity in terms of FoV and environment plays an
important role for that purpose. Indeed, hypothesis H1.1
was not confirmed and hypothesis H1.2 was only partially
confirmed as similar performances were observed in the VR-
ENV-FoV group. These conclusions could be interesting for
developers and designers as they could be able to use VR
simulation to perform testing campaigns of an AR application
without the constraints of developing the FoV simulation
feature and without replicating a 3D model of the targeted
environment. Indeed, an already existing generic environment
could then be used to perform the evaluation of a service.
However, it is still hard to affirm that these results could be
applied to other interaction tasks and other use cases. Indeed,
we focused here on a specific use case in an indoor
environment. Even if these results support some previous
findings following evaluations in outdoor Lee et al. (2013)
and industrial Brauns and Tümler (2021) environments
usability equivalence between AR and VR simulation still
needs to be confirmed in more various use-cases in multiple
indoor and outdoor environments. We believe that in some
cases technical aspects of VR headsets could be limiting to
reproduce reality. For instance, in a data center use case where
the user needs to identify small elements and read small texts
on servers, the low resolution of most VR headsets could affect
the equivalence between simulation and AR. We still believe
that the simulation of the AR FoV is still an interesting feature
for developers and designers. Indeed, it can allow them to
anticipate the final rendering of their application, to detect
potential truncated visual elements and visual overloads. That
is why these findings need to be strengthened by additional
studies. A possible negative impact of the simulation of the
FoV, that we observed on some statements and in the results
about the preferred interaction mode, could also still be
investigated more deeply in future work. As discussed by
Brauns and Tümler (2021), the fact the same FoV could be
evaluated differently between AR and VR simulation could
guide future research. A possible explanation could be the lack
of simulation of the frame of the AR glasses and the limited
FoV of VR headsets that make it difficult to replicate the exact
same visual conditions of AR in VR.

To continue, whatever the interaction mode, we observed very
few differences in the distances traveled between AR and VR
groups for both physical and total navigation. This result is also
confirmed by the fact that we did not observe any significant
difference between groups for the statement about navigation
comfort. This is not exactly what we expected regarding
hypothesis H2. Indeed, we would have expected fewer physical
traveled distances in VR and comparable ones when including
teleportations. Moreover, even if the difference was not
significant, we still observed greater traveled distances in VR
with the teleportation interaction technique compared to AR. To
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continue, users with the largest AR FoV (group VR-NoFoV) also
seemed to travel more than the users in the other groups. Only
one significant difference was observed between this group and
the VR-ENV-FoV group in the second interaction mode for total
traveled distance. It is then difficult to make a straightforward
conclusion, but this opens the question of the impact of the AR
FoV on users navigation. To finish, we also observed that the
environment did impact the mean interaction distance with the
3D user interfaces. These differences in navigation behaviors
should be investigated in future work. First, as we mainly
focused on varying the visual aspect of the second
environment, we think that the impact of the dimensions of
the environment and the layout of the interactive objects should
be investigated more deeply. We think if we had used a larger
environment such as a complete house instead of a living room,
we would have obtained different results. For such large
environments, especially in outdoor situations, current AR
tracking algorithms can accumulate registration errors over
time which then would question the equivalence between AR
and VR simulation. The impact of interaction techniques and
tasks should also be evaluated in future work. In our case, thanks
to the 3D-ray-based interaction technique, connected objects
could be remotely controlled and navigation could then be
avoided. With a different use case and with a more direct
interaction technique based on a virtual hand, we think that
different physical and virtual navigation behaviors could be
observed between AR and VR simulation.

Last, results tend to confirm hypothesis H3 as users in the
different groups did not report any significant difference about
their visual perception of the experience, their perception of
the interactivity of the application, their perception of the
headset comfort and their perception of the connected objects
behaviors. As users reported a high feeling of being part of a
virtual environment while finding the experience visually
realistic in the three VR groups, we can say that in our case
VR simulation was able to reproduce the AR conditions
coherently. These results still explain but also support our
results about the validity of using VR simulation to evaluate the
usability and the user experience of an AR experience. The
comments made by users about their willingness to sit in the
virtual armchairs, or about the lack of airflow coming from the
fan, also give a clue about the favorable impact of our VR
experience on presence but they also highlight important
differences between AR and VR simulation. In VR, physical
interactions including haptic feedback are not possible without
a complex hardware setup. For our smart-home use case, this
difference is important as classic usage scenarios, such as
controlling the TV from a couch or the oven while sitting at
a table, cannot be easily reproduced in VR. As detailed some
connected objects behaviors could also be difficult to replicate,
such as a fan or a heater. Other use cases could also be
concerned by this limitation, such as assisted maintenance
of physical equipment or assisted driving. As detailed, we also
chose to represent the user only with two controllers. The
impact of the representation of the user and of the role of
embodiment on the validity of using VR simulation to evaluate
AR applications could also be investigated. Indeed, more

complete avatars could be tested in similar situations. With
the continuous improvement of photorealistic rendering
techniques and AR and VR displays, the convergence of AR
and VR devices interaction and tracking capacities, and the
future evolution of haptic devices, we think that these
differences will continue to diminish.

CONCLUSION AND FUTURE WORK

In this paper, we presented a user study to assess the validity of
using VR simulation for testing the usability and user experience
of an AR application. The user study also aimed to evaluate the
importance of simulation fidelity for that purpose. We then
tested the same smart-home application with an AR or VR
HMD with different simulation conditions (AR FoV simulated
or not, same or different simulated environment). As in
previous work, we observed similar user performances
regardless of the simulation conditions. Our user study also
suggests that more subjective criteria can also be evaluated with
VR simulation including mental workload, usability, and user
experience aspects. Indeed, we did not observe significant
differences for these criteria between the four tested
conditions. The results also show that VR simulation of AR
can provide a similar experience on multiple criteria including
visual perception and interactivity, but they also highlight some
differences. Indeed, as already mentioned by Brauns and Tümler
(2021), our study also highlighted that the lack of haptic
feedback in VR simulation could result in different users
behaviors compared to real-world conditions. Even if we did
not observe significant differences regarding navigation
behaviours, we think that the limited physical space and the
addition of a navigation technique in VR could still induce
differences according to the use case. This should be
investigated in future work.

These results need to be confirmed by future work with other
use cases, more complex interactions tasks, in larger
environments, and with different types of augmentation
elements including 3D objects. We think that AR and VR
current technical limitations could question the equivalence
between reality and simulation in specific cases but as these
domains make continuous technological progress, we believe
that such issues are only temporary. Differences in sound
perception could also be evaluated. Indeed, our study mainly
focused on selection and simple manipulation interactions with
flat user interfaces in a relatively small space. Our study also
focused on simulating AR glasses. Future work could then also
evaluate the simulation of handheld AR devices. Simulating
smartphones and tablets in a VR headset could raise
challenges such as haptic feedback and display resolution.
From a technical point of view, it could be interesting that
software tools such as Unity and Unreal Engine11 integrate
native AR simulation features to ease the work of applications
developers and designers.

11Unreal Engine, https://www.unrealengine.com/(Accessed January 2022).
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