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Maintaining and monitoring
quality of a continuously
administered digital assessment
Manqian Liao*, Yigal Attali, J. R. Lockwood and
Alina A. von Davier

Duolingo, Pittsburgh, PA, United States

Digital-first assessments are a new generation of high-stakes assessments

that can be taken anytime and anywhere in the world. The flexibility,

complexity, and high-stakes nature of these assessments pose quality

assurance challenges and require continuous data monitoring and the

ability to promptly identify, interpret, and correct anomalous results. In this

manuscript, we illustrate the development of a quality assurance system for

anomaly detection for a new high-stakes digital-first assessment, for which

the population of test takers is still in flux. Various control charts and models

are applied to detect and flag any abnormal changes in the assessment

statistics, which are then reviewed by experts. The procedure of determining

the causes of a score anomaly is demonstrated with a real-world example.

Several categories of statistics, including scores, test taker profiles, repeaters,

item analysis and item exposure, are monitored to provide context and

evidence for evaluating the score anomaly as well as assure the quality of

the assessment. The monitoring results and alerts are programmed to be

automatically updated and delivered via an interactive dashboard every day.

KEYWORDS

digital-first assessment, quality assurance, language assessment, high-stakes
assessment, anomaly detection

Introduction

Digital-first assessments are assessments designed to be delivered online, at scale,
anytime and anywhere in the world, with a rapid turn-around of scoring and an online
smooth sharing process with the receiving institutions. Digital-first assessments are
administered continuously to individual test takers, in contrast to traditional large-
scale assessments that are based on in-person administration to large groups of test
takers in fixed locations. The advantages of digital-first assessments have manifested
themselves during the pandemic, when traditional group assessments in brick-and-
mortar test centers became impractical. However, this increased flexibility could come
with challenges in evaluating and maintaining score validity. The test taking population
composition of such a new and accessible test could be more sensitive to some external
factors (e.g., admission deadlines). For example, on-demand accessibility can cause
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rapid changes in the test-taking population due to differing
subpopulations testing immediately prior to particular
admissions deadlines. Thus, it may be hard to determine
whether a change in score distribution is a signal of a
changing test taker population or a threat in score validity.
A real-time quality assurance (QA) system system named
“Analytics for Quality Assurance in Assessment” (AQuAA;
Liao et al., 2021) was developed to monitor the integrity
and validity of the test scores of a high-stakes, digital-first
assessment (Burstein et al., 2021). While Liao et al. (2021)
introduced the theoretical framework (e.g., computational
psychometrics, von Davier, 2015, 2017; von Davier et al.,
2021) and major categories of QA statistics monitored in
AQuAA, this manuscript focuses on how AQuAA is designed
and used to maintain the score comparability, which is a key
aspect of score validity (Winter, 2010; DePascale and Gong,
2020).

Maintaining score comparability is crucial to a high-stakes
assessment, regardless of the delivery format of the assessment.
Test scores being comparable means that test takers of the same
proficiency would be expected to receive the same test score
regardless of which form of the test they took or when/where
they took the test. Maintaining score comparability over time
helps balance “the measurement and the contest” requirements
of high-stakes tests (Holland, 1994). Specifically, a high-stakes
assessment is supposed to be a high-quality measurement
where test scores are accurate and valid; in the meantime, it
should be like a contest in the sense that every test taker is
given a fair chance.

A guiding principle of AQuAA is the ability to provide
timely, accurate detection of score anomalies that may signal
threats to score comparability. These score anomalies may
arise from distinct sources. First, test scores may change due
to changes in test-taker population that may be occurring on
different time scales: populations may exhibit a combination
of long-term evolution due to more widespread adoption of
the test for institutional decision making, and shorter-term,
seasonal fluctuations due to application deadlines and other
seasonality arising from the usual cadence of academic years.
Second, test scores may change due to changes in test-taker
behavior, including possible security problems. Third, test
scores may change due to unanticipated effects of changes in
administration or psychometric procedures. More than one of
these forces may be operating simultaneously. To maintain
test integrity and comparability in the presence of multiple
sources of score changes, it is critical that QA procedures
are able to (1) automatically compute statistics that are
sensitive to unexpected changes in score trends; (2) provide a
sufficiently broad array of such statistics to provide evidence
about possible causes of the unexpected changes; and (3)
automatically and immediately communicate the detection of
anomalies so that the experts can evaluate them and appropriate
responses can be implemented. The goal of this manuscript is

to discuss features of the AQuAA system that support these
challenging tasks.

It should be noted that most analyses in AQuAA are
performed to test scores at the aggregate level after the
certification decisions are made. These post-hoc group-level
analyses serve to examine and maintain score comparability
even if the test taking population changes over time. The QA
process performed by AQuAA should be distinguished from
the security and proctoring processes that scrutinize test taking
sessions at the individual level and lead to certification decisions
(LaFlair et al., 2022). Scores of test sessions that fail to pass
the security and proctoring checks (e.g., the test takers conduct
abnormal behaviors during the test) are treated as invalid
and are not shared with stakeholders (e.g., school admission
officers). Most analyses in AQuAA are based on certified test
scores (i.e., scores of the test sessions that passed the security and
proctoring checks) because only these test scores can be shared
and used by the stakeholders, which are also the focus of this
manuscript. Other aggregate-level analyses can be conducted to
assure the quality of proctors’ decisions, but they are beyond the
scope of this manuscript.

Literature review

High-stakes assessment has profound impacts on test
takers’ lives. As indicated by Allalouf (2007), mistakes that
jeopardize assessment score validity could occur at all stages of
assessment development and administration. These mistakes, if
not detected and fixed in a timely manner, can be detrimental
to test fairness. Therefore, quality control guidelines and step-
by-step procedures have been established to help test developers
to prevent, identify, and fix these mistakes (Allalouf, 2007;
International Test Commission, 2014; Allalouf et al., 2017).

There are at least two gaps in the existing QA literature.
First, most existing QA methods operate under either the
assumption that the mean scores are expected to be stable over
time or the assumption that variations in score trends can be
largely explained by seasonal variations. Lee and von Davier
(2013) have summarized a number of techniques to describe
score trends and seasonal patterns, including linear ANOVA
models (Haberman et al., 2008), regression with autoregressive
moving-average (Li et al., 2009), harmonic regressions (Lee and
Haberman, 2013) dynamic linear models (Wanjohi et al., 2013),
and the Shewhart chart (Schafer et al., 2011). These methods,
in combination with change detection methods such as change-
point models and hidden Markov model (Lee and von Davier,
2013) and cumulative sum (CUSUM) charts (Page, 1954), were
found effective in monitoring the stability of the mean scores
(Lee and von Davier, 2013). However, these methods need
to be adapted to assessments that are expected to experience
mean score fluctuation due to an interaction of seasonal factors
(e.g., admission deadlines) and non-seasonal factors (e.g., the
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pandemic). Lee and Haberman (2013) and Lee and von Davier
(2013) addressed the seasonality in the test scores and the
abrupt changes in the test scores due to unexpected but short-
lived changes, such the exposure of the test items for a specific
administration; however, non-seasonal changes that modify the
testing population, such as those due to the pandemic, have not
been investigated.

Second, there is limited literature about practical
procedures to determine the causes of the unstable score
trends or properties. While some IT certification testing
sectors mentioned that they conduct psychometric analysis
to maintain score validity (e.g., Amazon Web Services, n.d.,
CompTIA, n.d.; Microsoft, 2021), little publicly available
documentation was found about the methodologies that
they used to maintain stability and the comparability of
the test scores. Although Allalouf et al. (2017) attempted
to explain the score variance by regressing the score on
some observed background variables (e.g., gender, time
accommodation), a large portion of the score variance
remains unexplained by these observed background variables
(R2 = 0.18). Therefore, it is necessary to have a practical
investigation procedure when the score residuals go
“out-of-control” so that the test developers can promptly
determine what action(s) to be taken in response to the score
trend deviation.

Overview of the key features of
analytics for quality assurance in
assessment

Analytics for quality assurance in assessment was developed
in the context of a digital-first, high-stakes computerized
adaptive language assessment, the Duolingo English Test
(Settles et al., 2020; Liao et al., 2021). The key features of
AQuAA are motivated by its goal to ensure the assessment
score validity and quality and by several unique characteristics
of this assessment. The test is administered online and is
intended to be accessible anytime and anywhere (Settles et al.,
2020). The continuous test administration is supported
by proctoring, item generation, and scoring processes
that combine AI with human evaluation (Cardwell et al.,
2022). The past few years have seen significant changes
in test volume and test-taker composition due to the
interaction of the characteristics of the test itself and
external factors such as the pandemic and the adoption
of the test for high-stakes decisions. Therefore, one of
the most important features of AQuAA is to detect and
alert to abrupt changes in overall score and subscore
distributions in the context of changing test taker population.
In addition to monitoring test scores, AQuAA monitors
statistics related to test-taker background variables, item

characteristics and item exposure, in order to provide
context to understand the score trends and score changes.
Since new test data could be accumulated anytime due to
continuous test administration, AQuAA is programmed to
import data, update the monitoring statistics, detect score
trend anomalies and notify the test developers of score alerts
automatically every day.

Anomaly detection methods

In AQuAA, anomaly detection refers to detecting
anomalous changes in score trends. Anomaly detection in
a relatively new assessment is challenging partly because the
population of test takers is constantly evolving and changing.
As a result, the baselines of many of the tracked metrics cannot
be assumed to be stationary over time.

Therefore, in AQuAA, baselines are estimated for relatively
short time periods and irregularities are defined as large
discrepancies between the observed daily statistics and the
expected baseline based on this relatively short period. As a side
note, the term “daily” is used loosely here–depending on the
amount of data, the frequency of these computations can be
higher or lower than once daily.

We use several methods to estimate the expected daily result
and identify abrupt changes in one metric relative to short-
term expectations. The first of these methods controls for test
taker demographics. Specifically, a daily score residual (r) is
computed:

r = Xobs − Xpred

where Xobs is the daily average observed score and Xpred is
the daily predicted score. Xpred is calculated by regressing
historical scores (over many months) on various background
relevant variables, such as gender, native language, and test-
taking intent, using a nonparametric regression tree method,
and aggregating daily across test takers. These aggregates
of predicted scores have two functions. First, their time
series is directly monitored to track changes in observed
test-taker background variables that, by construction, predict
score changes. Second, the time series of the residuals
(defined above) are monitored to track changes in test
scores that are unexplained by observed changes in test-taker
background variables, which are typically of more concern.
The daily residual is flagged as an irregularity if a day’s
daily score residual has a large absolute value compared to
the corresponding 30-day rolling average (e.g., if z > 2.5
where z = |(r – M30)/s30| where M30 and s30 are the
30-day rolling mean and standard deviation of the daily
residuals, respectively). Figure 1 is a visual representation
of the daily score residuals. It can be seen that a daily
residual in late October was flagged based on the z score
and it is represented as a green point in the figure. Since
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FIGURE 1

Daily residual chart. Each dot represents an average daily residual controlling for observable test-taker background variables. The black line
represents the 30-day rolling average of the daily residuals, M30. Irregular daily residuals are represented as colored dots. Green, blue, and red
indicate slight, medium, and large severity, respectively.

FIGURE 2

AQuAA automatic updating pipeline.

the flagged daily score residual has a positive value, the
mean overall score of this particular day in late October is
higher than expected.

A different method to estimate the expected daily result
exploits the high correlations between different item scores.
It tracks relative differences in scores between one task type
and all other task types (or the total score excluding the
target task type). In order to identify abrupt changes in
scores of one task type relative to the other task types, a
similar residual is defined, where Xpred is the total score
(excluding the target task type) and Xobs is the daily average
observed task-type score. Irregularities are also similarly defined
based on 30-day rolling z-scores. These task-specific residuals

are designed to identify score irregularities that are specific
to a particular task type, which can be useful to monitor
consequences of changes to administration or psychometric
procedures that differentially impact task types. They also
may be useful to detect security threats that arise for a
particular task type.

Processes of determining the
cause of anomalies

There could be various causes underlying each score
anomaly. Some common causes include the occurrence of
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TABLE 1 Major categories of statistics being monitored in AQuAA.

Category Description Objective Example statistics

Scores Summary statistics of overall score,
sub-scores, and item type scores

To ensure the stability of score scales and
reveal any changes in score distributions;
to ensure the internal consistency of
scores.

Mean and SD of scores, item type score
correlations, internal consistency
reliability, standard error of measurement
(SEM), validity coefficients (correlation
with self-reported external measures)

Test taker profile Composition of the test taker population To help discover possible causes for
potential changes in score distribution

Test volume by country, native language,
gender, or age groups.

Repeaters Statistics related to those who take the test
more than once

To ensure test-retest reliability Mean and SD of initial test scores,
repeated test scores and the difference
between repeated scores and initial scores,
test-retest reliability, SEM based on
test-retest reliability

Item analysis Statistics related to item characteristics
and quality

To ensure that the items are of high
quality and that the item pool has
sufficient items at each difficulty level to
serve the CAT

Item difficulty, item discrimination,
differential item functioning measures

Item exposure Statistics related to the frequency items are
administered

To reveal potentially compromised items
due to item over-exposure

Item exposure rates, item performance
drift measures

some major events such as institutions’ admission deadlines.
All of these could create test-taking population changes that
have not been fully captured by the observed background
variables, hence these will result in unpredicted score
changes. A different possibility is that the score alert is
due to a serious validity issue, such as abnormal test taking
behaviors (e.g., item preknowledge) or problems in the
item bank or administration procedures. This underscores
the necessity to involve experts with diverse backgrounds
and expertise (e.g., psychometricians, test developers, test
security experts, institution engagement experts) in the
investigations of anomalies.

Determining the causes of the score anomalies is
critical to determining the actions to be taken. We
adopt two major steps to determine the causes of
score anomalies: (1) Investigate the major events that
coincide with the anomalies; (2) Make hypotheses and
collect evidence.

For example, in Figure 1, we observed an anomalous
score increase in late October. By inquiring with the
institution engagement experts, we discovered that this
score anomaly approximately concurs with many universities’
early-action deadline on Nov 1 (i.e., deadline for students
to submit their applications early). This observation led
us to hypothesize that the score increase in late October
was driven by test-taker population change caused by
the early admission deadline. As concurrence does not
imply causality, further evidence was needed to evaluate
this hypothesis.

To help provide context and evidence for evaluating the
score anomaly, AQuAA keeps track of various categories of
statistics, besides scores, as summarized in Table 1. These
statistics include composition of the test taker population,
repeaters, item analysis, and item exposure. To test our

hypothesis about the score anomaly in late October, we
identified three observable implications of the claim that
“the score increase in late October is driven by the early
admission deadline.” First, as the early admission deadline is
a yearly recurring deadline, a similar score increase should
be observed at a similar time in the previous year if the
claim is true. Second, the score increase is expected to
stop after the early admission deadline. Third, the number
of test takers with intent for undergraduate or graduate
application is expected to increase. Statistics in AQuAA
showed patterns consistent with all the three observable
implications, supporting our hypothesis about the score
anomaly in late October.

Automatic update and alert
notification

Since it is not feasible to manually update and
monitor the QA statistics around the clock, it is necessary
to develop an automated pipeline to import data,
compute statistics, and push alert notifications to the test
developing team whenever an irregularity in the score
statistics is detected.

As shown in Figure 2, the automated pipeline was developed
and implemented in R (R Development Core Team, 2013). The
pipeline is scheduled to import data into R from a database
that stores all of the assessment data (e.g., person-level data,
item-response-level data, and process data) on a daily basis. The
imported raw data are cleaned to ensure the data quality and the
accuracy of the statistics to be computed. After computing the
QA statistics, trends of the statistics are represented as smoothed
lines created by the locally weighted scatterplot smoothing
(LOWESS) (Cleveland, 1979) method. The ggplot2 R package
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(Wickham, 2011) was used to create the line points and
the Flexdashboard (Iannone et al., 2020) package was used
to create an interactive dashboard that integrates different
statistics. Whenever a daily score anomaly is detected, an
alert message is automatically sent to the test developing team
(see Figure 2 for a demo). To effectively communicate the
alert information to the stakeholders, the alert notification
includes the latest major event(s) that occur prior to the
daily score anomaly as well as the date and severity of
the score anomaly.

Discussion

The quality and fairness of test scores from high-
stakes tests are at the core of all the evaluations and
reviews of test developers and stakeholders. The fact that
the score trends can be jointly affected by internal factors,
such as the test characteristics, and external factors, such
as the admission deadlines, has made it challenging to
define and detect anomalies in the score trends as well
as to identify the causes of the anomalies. Hence, it is
difficult to diagnose whether the score comparability is
maintained only based on the score trends. The anomaly
detection methods introduced in this manuscript are designed
to tackle these challenges by detecting abrupt changes
in score trends in the context of constantly changing
population characteristics and providing statistical evidence
to inform the causes underlying the abrupt changes.
Thus, these anomaly detection methods can be used
to identify potential threats to score comparability. The
methodology was illustrated with a real-life example from the
Duolingo English Test.

Although the digital-first assessment consists of many
automated processes (e.g., test scoring), its QA process
requires a combination of automatic processes and human
expert review. In the automated pipeline of AQuAA,
processes such as data manipulation, statistics computation
and visualization are programmed to be implemented
automatically. However, as shown in the real-life example,
expert insights and review are necessary to determine the
cause of the score anomalies. The AQuAA system and
its associated anomaly detection methods were designed
with the characteristics of the Duolingo English Test in
mind. When adapted to other assessments, it is worth
deliberating on how to customize these methods to the
purposes and characteristics of the assessments. Some example
questions that can be considered are: What are the score
trends expected to be like, given the possible changes in
population? What statistics would be relevant to understand
the causes of the score anomalies? What types of expertise

(e.g., assessment experts, test security experts, institution
engagement experts) are desirable in the review panel of the
score anomalies?

One of the future directions of AQuAA is to inform the
seasonal patterns of the test. Although, as a relatively new
test, the Duolingo English Test may not have accumulated
sufficient data to reveal a seasonal pattern, the fact that
some abrupt score changes are observed at similar time
periods (e.g., before the early admission deadline) in
different years may indicate promising results in modeling
seasonal variations.
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