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Medelĺın, Colombia

2022



On the role of the Indian Ocean as a
precursor of ENSO

Juan Diego Mantilla Quintero

Thesis submitted as partial fulfilment of the requirements towards the degree of:

Master of Science: Engineering in Water Resources.

Director:

Carlos David Hoyos Ortiz PhD

Discipline:

Earth Sciences

Universidad Nacional de Colombia

Facultad de Minas - Departamento de Geociencias y Medio Ambiente
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Como me explicó un amigo arahuaco, Jaison Pérez Villafaña,

cuando bajé con él y un grupo de veinte hombres y mujeres de

la montaña al mar: “Nosotros no llamamos a la Sierra Nevada

el Corazón del Mundo porque sea un capricho nuestro, sino

porque los ŕıos que bajan de las montañas se unen con los

demás ŕıos para refrescar el mar. Cada animal que hay en el

bosque, en la montaña, en la tierra, existe en parte gracias al

mar. Todo se nutre de todo y ese equilibrio es el que conocemos

y respetamos. Todo es parte de un balance perfecto. El aire se

vuelve viento, el viento se condensa en nubes, la lluvia cae de

las nubes y fluye por la tierra a través de los ŕıos hacia el mar,

donde vuelve a ascender en las alas del viento”.

As Jaison Pérez Villafaña, a close Arhuaco friend, explained

when I once accompanied him and a party of twenty or more

men and women from the mountains to the sea, “We do not

call the Sierra Nevada the Heart of the World simply becau-

se it occurs to us, but because the rivers that come from the

mountains join with all the different rivers to bring cold to the

sea. Every animal that lives in the forest, on the mountain, on

the earth also lives because of the sea. One feeds on the other,

and that balance is the one we know and respect. Everything

in balance. The air becomes winds, the wind condenses into

clouds, the rain falls from the clouds and runs over the earth

through the rivers to the sea, where it arises again, carried by

the wind.”

— Wade Davis,

Magdalena. Historias de Colombia
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Resumen

Aunque los aspectos principales que dan lugar a El Niño-Oscilación del Sur (ENSO), el

modo dominante de variabilidad climática en la escala de tiempo interanual, se comprenden

razonablemente bien, predecir el estado de ENSO antes de la primavera boreal continúa re-

presentando un desaf́ıo. Investigaciones recientes sugiriere que la variabilidad interanual de la

temperature superficial del mar sobre el Océano Índico puede influir en desarrollo del ENSO

del año siguiente como también en sus transiciones de fase, representando una posible fuente

adicional de predictibilidad. Esta investigación tiene como objetivo analizar la interacción

acoplada entre los océanos Índico y Paćıfico que podŕıa proporcionar información más allá

de la barrera de predictibilidad de primaveral. En primer lugar, se utiliza un enfoque emṕıri-

co para estudiar la covariabilidad de la temperatura del subsuperficie en los dos océanos

para evaluar el papel del Océano Índico como precursor del ENSO. Además, se investigan

dos posibles mecanismos acoplados. Luego, evaluamos la representación de las simulaciones

históricas del CMIP6 de la covariabilidad entre los dos océanos y comparamos el rendimiento

con las métricas compresivas del CLIVAR ENSO. Finalmente, usando un modelo conceptual

simple, investigamos las repercusiones del Océano Índico sobre el comportamiento dinámico

de ENSO, representado por la adición de un parámetro idealizado del forzamiento de la MJO

(Madden-Julian Oscillation) sobre el Paćıfico Occidental. Los resultados resaltan el papel del

acoplamiento de la subsuperficien entre las dos cuencas para favorer el cambio de fase del

ENSO, y respaldan la opinión de que la variabilidad climática del Indo-Paćıfico tropical debe

estudiarse como un todo en lugar de modos de variabilidad separados.

Palabras clave: El Niño-Oscilación del Sur (ENSO); Interacción entre cuencas; Indo-

Paćıfico tropical; Dipolo del Océano Índico (IOD); Indian Ocean basin-wide Mode

(IOBM); Oscilación de Madden-Julian (MJO); Variabilidad intraestacional (ISV); Va-

riabilidad interanual; CMIP6; Funciones ortogonales emṕıricas extendidas (EEOF);

Caos determińıstico.
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Abstract

Although the major aspects that give rise to El Niño-Southern Oscillation (ENSO), the

dominant mode of climate variability on the interannual time scale, are reasonably well un-

derstood, predicting the state of ENSO before the preceding boreal spring has proved to be

challenging. Recent investigations suggested that interannual SST variability over the Indian

Ocean can influence the following year’s ENSO and its phase transition, thus representing

a potential additional source of predictability. This research aims to analyze the coupled in-

teraction between the Indian and Pacific oceans that could provide information beyond the

spring predictability barrier. Firstly, an empirical approach is used to study the subsurface

temperature covariability across the two oceans to assess the role of the Indian Ocean as

a precursor of the ENSO. Furthermore, two possible coupling mechanisms are investigated.

Then, we assessed the representation of the CMIP6’s historical simulation of the subsurface

covariability between the two oceans and compared the performance with the compressive

CLIVAR ENSO metrics. Finally, using a simple conceptual model, we investigate the reper-

cussions of the Indian Ocean over ENSO’s dynamical behavior, represented by the addition

of an idealized MJO-forcing parameter over the Western Pacific. Overall, the results high-

lighted the role of the interbasin subsurface coupling in favoring the ENSO phase transitions

and support the view that tropical Indo-Pacific climate variability should be studied as a

whole rather than as separated basin modes.

Keywords: El Niño-Southern Oscillation (ENSO); Inter-basin Interaction; Tropical

Indo-Pacific; Indian Ocean Dipole (IOD); Indian Ocean basin-wide Mode (IOBM);

Madden-Julian Oscillation (MJO); Intraseasonal variability (ISV); Interannual va-

riability; CMIP6; Extended Empirical Orthogonal Function (EEOF); Deterministic

Chaos.
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1. Introduction

The El Niño-Southern Oscillation (ENSO) is the most prominent mode of climate variabil-

ity at season to interannual time scales occurring approximately every 2-7 years (McPhaden

et al., 2006a). El Niño events are characterized by an anomalous surface warming of the

tropical Pacific Ocean and weakening of equatorial trade winds. Meanwhile, the anomalous

cooling of the Pacific Ocean and an intensification of the trade winds distinguished La Niña.

The foundations for the understanding of ENSO are grounded on the work of Bjerk-

nes (1969), Wyrtki (1985), and Cane and Zebiak (1985), who set the notion that ENSO

originates from an oscillatory coupled ocean-atmosphere instability. For instance, Bjerknes

(1969) hypothesized that the El Niño arises through positive feedback between variations in

the surface winds and sea surface temperature (SST). Then, Wyrtki (1985) postulated that

the El Niño events were the result of the redistribution of the heat content driven by the

strengthening of the trade winds in the central Pacific and followed by their sudden collapse.

This sequence of wind variations forces a downwelling equatorial Kelvin Wave that propa-

gates to the eastern coast, increasing the SST and prompting a warm ENSO event through

Bjerknes’ positive feedback. Meanwhile, Cane and Zebiak (1985) created the first coupled

ENSO model, which included the above hypothesis. Furthermore, it was the first dynamical

model that produced a successful prediction of El Niño (Cane et al., 1986). Overall, all

this work shaped the view of ENSO as a coupled ocean-atmosphere phenomenon with its

essential elements contained within the tropical Pacific (Zebiak and Cane, 1987) and allowed

the following advancements in its theory, modeling, and prediction. Although these the-

ories provide a substantial basis for ENSO understanding, short-time scale processes such

as the Westerly Wind Events (WWEs, Harrison and Schopf, 1984; McPhaden et al., 1988;

McPhaden, 1992, 1999; Lengaigne et al., 2002) and the Madden-Julian Oscillation (MJO,

Madden and Julian, 1971, 1972; Zhang, 2005) have proven to exert an important influence

over the ENSO development creating a stochastic component into ENSO variability (Tim-

mermann et al., 2018).

Although ENSO arises in the tropical Pacific, it has a global influence through atmo-

spheric and oceanic teleconnections that affect weather variability worldwide (Yeh et al.,

2018, and references therein), leading to droughts, floods, heatwaves, and other extreme

weather events across the planet (McPhaden et al., 2006a). For example, the 1997-98 El

Niño event, one of the strongest on record, indirectly caused an estimated 23,000 fatali-

ties worldwide (Changnon, 2000). In addition, ENSO also produces an economic toll on

countries’ economies as energy and non-fuel commodity prices increases in the short term,



3

although the overall response is considerably heterogeneous for different countries to El Niño

shocks (Cashin et al., 2017). Furthermore, the ENSO has also been linked with episodes of

human clashes. According to Hsiang et al. (2011), the ENSO may have had a role in 21%

of all civil conflicts since 1950. Thus, a skillful ENSO prediction allows decision-makers to

anticipate climate anomalies, potentially reducing the societal and economic impacts (Tang

et al., 2018).

Nonetheless, ENSO predictions had been limited by an apparent predictability barrier;

that is, forecasts produced before the preceding boreal spring, about two months before the

onset and nine months before the mature phase of the El Niño event, typically show minimal

skill (Webster and Yang, 1992; Webster, 1995; Latif et al., 1998). The spring barrier is phase-

locked with the annual cycle and occurs when the ocean-atmosphere coupling is at its frailest

state, being more sensitive to random variability. That is, the SST gradient across the Pacific

is minimal, and the Walker Circulation is weakest (Webster, 2020).

Despite the ENSO influence being felt around the globe, regions outside the tropical Pacific

can, in turn, influence the evolution of ENSO. For example, previous studies indicate that

the Indian Ocean and the tropical Atlantic can affect the development of the ENSO through

changes in the Walker Circulation and convection center location (Cai et al., 2019, and

references therein). In that respect, it has been suggested that interannual SST variability

in the Indian Ocean (Clarke and Van Gorder, 2003; Kug and Kang, 2006; Kug et al., 2006b;

Ohba and Ueda, 2007; Izumo et al., 2010b, 2014; Luo et al., 2010; Webster and Hoyos, 2010;

Okumura et al., 2011; Ohba and Watanabe, 2012; Jourdain et al., 2016; Wieners et al., 2016,

2017; Cai et al., 2019) can influence the development of ENSO and its phase transition, thus

representing a potential additional source of predictability.

Another way the Indian Ocean might influence ENSO is by modulating the Intraseasonal

Variability (hereafter ISV). Since the 1997-98 strong El Niño event, numerous studies have

indicated that high-frequency ocean and atmospheric variability (ISV) play a significant role

in ENSO dynamics and predictability (Moore and Kleeman, 1999; Kessler and Kleeman,

2000; Zavala-Garay et al., 2005; Boulanger et al., 2004; McPhaden et al., 2006b; Shi et al.,

2009; Wang et al., 2011; Chen et al., 2016). Furthermore, a significant fraction of the ISV

over the tropics is controlled by the Madden-Julian Oscillation (MJO, Madden and Julian,

1971, 1972; Zhang, 2005), suggesting a possible bridge between the ocean in the intraseasonal

time scale.

In the following document, the influence of the Indian Ocean in the development of ENSO

is approached from three individual but complementary studies. First, in Chapter 2 we

study the coevolution of the Pacific and the Indian Ocean by analyzing the covariability of

the ocean temperature profile in the tropical region. The main goal is to identify linkages

between the Indian and Pacific oceans concerning the leading process in the oceans’ subsur-

face variability that can be exploited to improve seasonal climate predictions. We identified

two potential mechanisms: an atmospheric bridge and a modulation of the MJO (Madden-

Julian Oscillation) related intraseasonal variability over the Indo-Pacific region. Moreover,
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both processes may co-occur and influence each other. In Chapter 3, we then analyzed the

performances of the state-of-the-art Coupled General Circulation Model (CGCMs) in sim-

ulating the subsurface coevolution of the Indian and Pacific oceans. Here, we contrast the

historical simulation of the CGCMs with the observational data in representing the leading

modes of interannual variability of the subsurface temperature analyzed in the previous chap-

ter. Finally, in Chapter 4, we examine the influence of the MJO over ENSO’s irregularity

by analyzing the quasi-periodicity route to chaos using a seasonally forced delayed oscillator

model for the ENSO. The thesis concludes in Chapter 5 with a summary and discussion of

the general results.



2. Leading interannual modes of

subsurface climate variability

Abstract

In recent years, it has been suggested that the SST variability over the Indian Ocean

modulates the Western Pacific wind variability, which in turn can influence the ENSO

phase transition and ENSO’s state with lead times up to 14 months, potentially ex-

ceeding past the spring predictability barrier. This study analyzes the ocean subsur-

face temperature profile in the tropical band to assess the role of the Indian Ocean

as a precursor of the ENSO. Both a composite analysis and lead-lagged correlation of

the subsurface temperature profile indicated an eastward propagating structure from

the Indian Ocean into the Wester Pacific previous to the development of an El Niño

event. Furthermore, the leading empirical modes of subsurface interannual variabil-

ity highlight the interbasin interactions’ role in the ocean wave dynamics responsible

for the ENSO oscillation and phase transition. Finally, we investigate the response of

the atmospheric counterpart concerning the leading modes of subsurface interannual

variability, seeking a coupled connection that could provide information beyond the

spring predictability barrier. We identified two potential mechanisms: the modulation

of the zonal wind variability over the Indo-Pacific region and an enhancement of the

MJO-induced wind variability over the Western Pacific during the development of the

El Niño events. Although the empirical ocean modes are coupled to an atmospheric

interaction, they are only relevant for some El Niño events, in particular, the strongest

ones (i.e., 1968-69, 1972-73, 1982-83, 1987-88, 1997-98, and 2015-16). Moreover, the

mechanisms are not entirely independent from ENSO, they could interact with each

other, contributing to the influence of the Indian Ocean over the ENSO. Furthermore,

this study coincides with the notion that tropical Indo-Pacific climate variability should

be studied as a whole rather than as separated basin modes.

Keywords

El Niño-Southern Oscillation (ENSO); Inter-basin Interaction; Tropical Indo-Pacific;

Indian Ocean Dipole (IOD); Indian Ocean basin-wide Mode (IOBM); Madden-Julian

Oscillation (MJO); Intraseasonal variability (ISV); Interannual variability; Time-Extended

Empirical Orthogonal Function (EEOF).
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2.1. Introduction

The El Niño-Southern Oscillation (ENSO) is the strongest dominant mode of interannual

variability in the tropical Pacific (Weare et al., 1976; Harrison and Larkin, 1998; Vecchi and

Harrison, 2000). Nonetheless, its impacts extend through atmospheric and ocean circula-

tion changes that affect the global climate, land and sea ecosystems, and many countries’

economies (Trenberth et al., 1998; Wang et al., 2000; Alexander et al., 2002; McPhaden

et al., 2006a; Timmermann et al., 2018). Therefore, a better understanding of the variability

and formation of the ENSO is necessary for improving its prediction, considering that its

modeling and forecasting remain a challenge (Barnston et al., 2012; Vecchi and Wittenberg,

2010; Guilyardi et al., 2012; Capotondi et al., 2015).

ENSO is a coupled atmosphere-ocean oscillation governed by equatorial oceanic processes

and fluctuations in the atmospheric circulation (Bjerknes, 1969). The ENSO swings through

a neutral phase between warm (El Niño) and cold (La Niña) extremes. Understanding the

mechanisms of the phenomena sets the ground for its predictability. El Niño events develop

through positive feedback (Bjerknes’ feedback), which allows for the growth of an initial

perturbation via atmosphere-ocean interaction. On the other hand, the ocean adjustment

due to equatorial wave processes provides a delayed negative feedback (Suarez and Schopf,

1988; Neelin et al., 1998; Jin, 1997a) which is crucial for creating a mechanism for both its

termination and oscillatory behavior. Under the recharge-oscillatory framework (i.e. Jin,

1997a), sufficient Pacific Warm Water Volume (WWV, the volume of water warmer than

20°C or equivalently upper ocean heat content) is a robust precursor for the El Niño (Meinen

and McPhaden, 2000). Nevertheless, there have been cases when the El Niño failed to develop

even though the oceanic conditions were favorable for a warm event (e.g., McPhaden, 2004;

Menkes et al., 2014).

Different authors have suggested that the tropical Atlantic and Indian oceans may have an

active, rather than a passive (Klein et al., 1999; Alexander et al., 2002; Cai et al., 2019), role

in their interaction with ENSO, thus, potentially improving its predictability. For instance,

an Atlantic El Niño (Merle, 1980; Zebiak, 1993) favors the development of a Pacific La Niña

and vice versa (Dommenget et al., 2006; Wang, 2006; Rodŕıguez-Fonseca et al., 2009; Losada

et al., 2010; Mart́ın-Rey et al., 2012; Ding et al., 2012; Ham et al., 2013; Polo et al., 2015;

Cai et al., 2019). Specifically, the Atlantic Mode affects the Walker Circulation by inducing

subsidence over the Pacific and the subsequent enhancement of the trade winds (Rodŕıguez-

Fonseca et al., 2009; Losada et al., 2010; Ding et al., 2012; Polo et al., 2015). The latter

triggers a coupled response and the development of a La Niña event (Mart́ın-Rey et al., 2012;

Ham et al., 2013). Moreover, some authors suggested that the relationship of the Atlantic

and the ENSO may undergo a decadal modulation (Mart́ın-Rey et al., 2014) and even a

weakening in response to the projected greenhouse warming (Jia et al., 2019).

In the case of the Indian Ocean, it was initially thought to only have a passive response to

ENSO (Latif et al., 1995) characterized by the basinwide warming of the ocean (i.e., Indian
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Ocean Basin Mode, hereafter IOBM) lagging one season the El Niño mature phase (Klein

et al., 1999; Murtugudde and Busalacchi, 1999; Lau and Nath, 2000, 2003; Alexander et al.,

2002; Wu and Kirtman, 2004; Ohba and Ueda, 2005; Kug and Kang, 2006; Kug et al., 2006a,b;

Xie et al., 2009, 2016; Cai et al., 2019). Additionally, the IOBM evidences an amplitude

asymmetry, with a more significant basinwide warming than the corresponding cooling (Hong

et al., 2010). Moreover, numerous studies revealed that the Indian Ocean exhibits its own

coupled mode of interannual variability (i.e., the Indian Ocean Dipole, hereafter IOD; Saji

et al., 1999; Webster et al., 1999; Annamalai et al., 2003; Saji and Yamagata, 2003; Luo

et al., 2008; Yuan et al., 2008a), which tends to have a biennial frequency (Saji et al.,

1999; Rao et al., 2002; Feng and Meyers, 2003; Behera et al., 2006). A positive IOD event is

characterized by the anomalous westward wind in the central Indian Ocean, cold SSTA along

the Sumatra-Java coast, and weak warming over the western Indian Ocean. Furthermore,

similar to the Pacific Ocean an air-sea coupling enhances the initial anomalies in a positive

feedback (Webster et al., 1999). However, Li et al. (2003) reported fundamental differences

in the coupled interaction between the Indian and the Pacific Oceans.

In addition, it has been suggested that ENSO can trigger IOD events by creating favorable

circulation conditions over the Indian Ocean (Gualdi et al., 2003; Shinoda et al., 2004), or by

modulating the convection center and the Walker circulation (Ueda and Matsumoto, 2000;

Annamalai et al., 2003; Fischer et al., 2005). As a consequence, positive IOD tends to co-

occur with El Niño events, and negative IOD with La Niña (Baquero-Bernal et al., 2002;

Annamalai et al., 2003; Li et al., 2003; Ashok et al., 2003; Yamagata et al., 2004; Annamalai

et al., 2005; Yu and Lau, 2005; Fischer et al., 2005; Bracco et al., 2005; Behera et al., 2006;

Yuan et al., 2008b; Luo et al., 2010). Moreover, different studies indicate that ENSO affects

the IOD variability (Alexander et al., 2002; Zhang et al., 2015; Dong and McPhaden, 2017)

likewise its periodicity, intensity, and structure (Behera et al., 2006). Nevertheless, decadal

variability in the relationship between IOD and ENSO has been reported, with multiple

periods when the IOD-ENSO connection is significantly degraded (i.e., Ashok et al., 2003;

Tozuka et al., 2007; Santoso et al., 2012; Izumo et al., 2014; Krishnaswamy et al., 2015; Ham

et al., 2017; Nidheesh et al., 2019).

In contrast, different studies suggested that the Indian Ocean could modulate ENSO

itself. For example, the IOBM affects the ENSO by modulating the Western Pacific wind

anomalies favoring its phase transition (Kug and Kang, 2006; Kug et al., 2006b; Ohba and

Ueda, 2007; Okumura et al., 2011). An IOB warming, associated with the mature phase of

El Niño events, hastens El Niño’s demise. The IOB warming induces enhanced convection

over the Indian Ocean, which in turn reinforces an anomalous anticyclone circulation over

the northwest Pacific and westward wind anomalies over the equatorial Western Pacific,

leading to the rapid termination of El Niño and promoting its subsequent transition to La

Niña via wind-forced upwelling Kelvin waves (Kug and Kang, 2006; Kug et al., 2006b,a;

Cai et al., 2019). Moreover, because of the asymmetric effect of El Niño over SST and

associated deep convection anomalies over the Indo-Pacific region compared with La Niña,
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there is also an asymmetry in the IOBM contribution to the ENSO demise. This explains

why the more significant anomalies associated with an IOB warming have a more prominent

influence over the Western Pacific wind variability than an IOB cooling. Consequently,

a warming of the IOB is more effective in influencing the termination of El Niño than the

opposite case (Ohba and Ueda, 2007; Okumura and Deser, 2010; Cai et al., 2019). Moreover,

the asymmetric IOBM-ENSO feedback could potentially contribute to the more systematic

phase transitions from El Niño to La Niña and a shorter duration of El Niño (Ohba and

Ueda, 2009; Okumura et al., 2011; Ohba and Watanabe, 2012).

On the contrary, several studies argued that the IOD could affect either the simultaneous

or the following year ENSO evolution (e.g., Clarke and Van Gorder, 2003; Kug and Kang,

2006; Izumo et al., 2010b, 2014; Webster and Hoyos, 2010; Luo et al., 2010; Annamalai

et al., 2010; Yuan et al., 2011, 2013). For instance, positive IOD events that co-occur with

El Niño tend to reinforce the warm ENSO phase by inducing anomalous westerly winds in

the Western Pacific (Luo et al., 2010; Annamalai et al., 2010). The authors indicated that

the suppressed convective activity over a cold eastern Indian Ocean induces westerlies over

the Western Pacific, thus strengthening the El Niño. In addition, due to the tendency for

IOD to lead ENSO events by 14 months, some authors suggested that the IOD can influence

the following year’s ENSO (Clarke and Van Gorder, 2003; Izumo et al., 2010b, 2014; Jourdain

et al., 2016). However, Stuecker et al. (2017) points out that the lead correlation is just the

result of the IOD being a passive response to ENSO and its biennial tendency.

The effect of the IOD on influencing the ENSO relies on an atmospheric bridge, where

the Indian Ocean affects the wind variability over the Western Pacific. Some studies (Izumo

et al., 2010b, 2014, 2016; Jourdain et al., 2016) propose that during a positive IOD which

tends to co-occur with El Niño, a cold eastern Indian Ocean pole induces westerly wind

anomalies over the Western Pacific. Then, during the quick demise of the IOD in boreal

winter, the sudden wind relaxation over the Western Pacific forces an upwelling Kelvin wave

that promotes the rapid transition to La Niña (Izumo et al., 2016). Furthermore, Jourdain

et al. (2016), examing both observations and CMIP5 models, concluded that the tendency

of positive IOD events to lead to La Niña events by 14 months tends to be more significant

than the opposite case. However, as pointed out by Jourdain et al. (2016), the tendency of

El Niño to induce a positive IOD and its subsequent transition to La Niña the following year

raises uncertainties regarding the causality effect of the IOD-ENSO relationship.

On the contrary, other studies (Izumo et al., 2010b; Wieners et al., 2017; Saji et al.,

2018) suggested that a warm eastern Indian Ocean induces an increased convective response

that accelerates the Walker circulation in boreal fall; the enhanced easterly wind anomalies

over the Western Pacific favor the built-up of heat content anomalies over the Warm Pool

promoting an El Niño event the following year (Picaut et al., 1997). Independently of which

case is correct, the sudden demise of the IOD eastern pole in boreal winter induces a fast

wind change over the Pacific that forces an oceanic response over the Western Pacific and

triggers an ENSO event (Izumo et al., 2016).
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Altogether, the previous investigations state that the interannual SST variability over the

Indian Ocean (IOBM and/or the IOD) favors the ENSO phase transitions, hence strength-

ening ENSO’s biennial tendency (Kug and Kang, 2006; Izumo et al., 2010b, 2014; Ha et al.,

2017). Furthermore, as pointed out by Kug et al. (2020), the IOBM, which co-occurs almost

systematically with ENSO, can be interpreted as an integral part of the ENSO cycle favoring

its turnabout; meanwhile, the IOD, in some degree independent from ENSO, could represent

a potential additional source of predictability.

Complementary, Yuan et al. (2011, 2013) suggested that the IOD could influence the

interannual variability of the Pacific Ocean through the Indonesian Throughflow (ITF),

representing a more significant teleconnection between the eastern Indian and Pacific Oceans

than the atmospheric bridge. The authors demonstrated that interannual Kelvin waves that

originated over the eastern Indian Ocean could penetrate the Pacific Ocean through the

Indonesian Seas. Nevertheless, some studies show that the oceanic bridge has a minimal

influence in contrast with the atmospheric bridge (Clarke, 1991; Kajtar et al., 2015; Izumo

et al., 2016).

Another way the Indian Ocean might influence ENSO is by modulating the Intraseasonal

Variability (hereafter ISV). Since the 1997-98 strong El Niño event, numerous studies have

indicated that high-frequency ocean and atmospheric variability (ISV) play a significant role

in ENSO dynamics and predictability (Moore and Kleeman, 1999; Kessler and Kleeman,

2000; Zavala-Garay et al., 2005; Boulanger et al., 2004; McPhaden et al., 2006b; Shi et al.,

2009; Wang et al., 2011; Chen et al., 2016). A part of this high-frequency atmospheric

variability occurs as Westerly Wind Events (hereafter, WWE), zonal wind anomalies over

the western and central Pacific. WWEs are known for exerting an influence over the ENSO

by directly exciting oceanic Kelvin waves over the western and central Pacific that triggers

or accelerates the onset of El Niño (Harrison and Schopf, 1984; McPhaden et al., 1988;

McPhaden, 1992, 1999; Lengaigne et al., 2002), and by maintaining El Niño conditions

when WWEs are positioned over the eastern Pacific (Seiki and Takayabu, 2007).

Furthermore, a significant fraction of the ISV over the tropics is controlled by the Madden-

Julian Oscillation (MJO, Madden and Julian, 1971, 1972; Zhang, 2005). The MJO can

be broadly defined as the eastward-propagating perturbations of tropical convection in the

20–90 days range, making it a serious candidate for the modulation of WWEs (Seiki and

Takayabu, 2007; Puy et al., 2016). During the MJO convective phase, anomalous convective

activity develops over the Indian Ocean and propagates eastward, producing WWEs over

the western to central Pacific (Kessler et al., 1995; Kessler and Kleeman, 2000; Zhang, 2005;

McPhaden et al., 2006b). Moreover, MJO-related WWEs have a significant oceanic response

because the wind events are spatially and temporally coherent (Kessler et al., 1995; Shinoda

and Hendon, 2001; Zhang and Gottschalck, 2002).

The Modulation of the MJO by the IOD has been reported in observation and model

outputs (Wilson et al., 2013; Benedict et al., 2015). The strengthening of the MJO during a

negative IOD and a weakening accompanying a positive IOD has been related to the MJO
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sensitivity to local low-level moisture (Wilson et al., 2013), IOD-SST patterns (Yuan et al.,

2014), and low-level zonal westerlies (Inness et al., 2003; Zhang et al., 2006). During a neg-

ative IOD event, the positive SSTA over the easter Indian Ocean and the low-level westerly

wind anomalies facilitate the development and eastward propagation of the MJO over the

Indian Ocean (Izumo et al., 2010a; Wilson et al., 2013; Seiki et al., 2016). Furthermore,

during a negative IOD event, the low-frequency (55-100 days) variability of the boreal win-

ter MJO signal is enhanced in both the atmospheric convection and oceanic response, with

a further eastward propagation of the signal; thus, having a potentially more substantial

impact over the Western Pacific (Izumo et al., 2010a). In addition, Wieners et al. (2016)

suggested that cold SSTA over the western Indian Ocean during boreal summer might en-

hance the intraseasonal wind variability over the Western Pacific Ocean during the following

spring, which they partly attributed to the MJO.

Overall, the studies discussed above suggest a two-way interaction between the Pacific

and the Indian Ocean at the interannual and intraseasonal timescales; however, most have

focused on the potential influence of the Indian Ocean’s SST variability on ENSO. The main

goal of this paper is to shed additional light by analyzing the spatio-temporal covariability

of the tropical subsurface temperature between the two oceans to assess the potential role

of the Indian Ocean as a precursor of the ENSO and its phase transition. To achieve this

goal, we use an empirical technique that is able to detect propagating structures between

the subsurface of the oceans at interannual timescales. Then, we analyzed two potential

mechanisms in which the Indian Ocean may influence ENSO related to the leading process

in the oceans’ subsurface variability. The remainder of this chapter is organized as follows.

Section 2.2 summarized the data set and methods used. Section 2.3 analyzes the leading

interannual modes of variability of the tropical subsurface temperature and describes the

spatio-temporal evolution of the atmosphere before the development of the major El Niño

events. Two mechanisms are discussed in which the Indian Ocean influences ENSO: an

atmospheric bridge and a modulation of the MJO-related intraseasonal variability over the

Indo-Pacific region. We conclude in Section 2.4, with a brief summary and discussion of the

results.

2.2. Datasets and methods

For this study, we made use of monthly data of SST, subsurface ocean temperature, the

zonal and meridional wind components, and geopotential height at different pressure levels.

Monthly data of the subsurface temperature of the ocean, on 1◦x 1◦grid from the period

of 1958-2019 was obtained from the European Center for Medium-Range Weather Forecast

(ECMWF) ocean reanalysis data (ORAS5; Zuo et al., 2019). The NOAA Extended Recon-

structed monthly Sea Surface Temperature (SST V5; Huang et al., 2017) with a resolution

of 2◦ is also used with the same temporal coverage. Moreover, the atmospheric component,

with 2.5◦ resolution, was collected from the NCEP/NCAR Reanalysis 1 (Kalnay et al., 1996)
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Variable Source
Horizontal

resolution

Temporal

resolution

Time

coverage
Reference

Subsurface Temperature ORAS-5 1°x1° monthly 1958-2020 Zuo et al. (2019)

Winds NCEP/NCAR Reanalysis 1 2.5°x2.5° monthly 1958-2020 Kalnay et al. (1996)

SST
NOAA Extended Reconstructed

SST-V5
2°x2° monthly 1854-2020 Huang et al. (2017)

Subsurface Temperature
CMEMS GLORYS Ocean

Reanalysis (GLORYS2V4)
0.25°x0.25° daily 1993-2019 Lellouche et al. (2013)

10m zonal winds ERA5 0.25°x0.25° daily 1979-2020 Hersbach et al. (2019)

OLR NOAA OLR 2.5°x2.5° daily 1979-2020 Liebmann (1996)

Table 2-1.: Summary of the data sets used in Chapter 2.

for the same period. The NOAA’s Oceanic Niño Index (ONI) was used to define El Niño

events, which is based on variations in 3-month running means of SSTs in a central Pacific

region defined as Niño-3.4 (5◦N-5◦S, 120-170◦W) based on centered 30-year base periods up-

dated every five years. If the ONI remains larger than 0.5◦C for a minimum of 5 consecutive

months, an El Niño event is said to occur.

To evaluate the possible influence of the Indian Ocean on the development of El Niño

events in the intraseasonal time scale, we analyzed daily data of surface winds, SST, OLR,

and ocean subsurface temperature. The 10m zonal winds with a horizontal resolution of 0.25◦

are taken from the ERA-5 reanalysis (Hersbach et al., 2019), which spans from January 1979

to December 2020. The daily outgoing long-wave radiation (OLR) with a horizontal resolu-

tion of 2.5◦ is taken from NOAA (Liebmann, 1996) for the period 1979-2020. Finally, the

subsurface ocean temperatures are taken from the Copernicus Marine Environment Monitor-

ing Service (CMEMS) Global Ocean Physics Reanalysis (GLORYS2 version 4 (Garric et al.,

2017)) from January 1993 to December 2015. GLORYS2V4 has a horizontal resolution of

1/4◦ and 75 levels depth. The GLORYS2V4’s 20◦C isotherm depth is designed as the depth

of the thermocline (henceforth referred to as Z20).

Several authors have indicated that MJO on its eastward propagation over the Western

Pacific gives rise to westerly wind events (WWEs, Kessler and Kleeman, 2000), which re-

motely acts to warm the eastern Pacific through the propagation of downwelling Kelvin

Waves (Kessler et al., 1995). Different criteria had been used to define the WWEs (Har-

rison and Vecchi, 1997; Seiki and Takayabu, 2007; Chiodi et al., 2014; Puy et al., 2016;

Liang and Fedorov, 2021) based on the zonal extension, duration, and magnitude of the

wind event. The WWEs are here defined as 3◦N-3◦S average intraseasonal (20-90 days) 10m

zonal wind anomalies above 2 m/s with a zonal extent of at least 10◦ during not less than 5

days. Following Puy et al. (2016) and Liang and Fedorov (2021), the strength of the WWE

is characterized by the space-time integration of the zonal wind anomalies over the wind

event patch denoted as “wind event index” (WEI, Puy et al., 2016) as in Equation 2-1. The

central date day0 for each event is computed using a weighted average as in Equation 2-2.

The central location lon0 of the WWE on day0 is computed using Equation 2-3, where lon0
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denote the longitudes of the wind patch.

WEI =

∫
lon

∫
time

Uwind(x, t)dxdt (2-1)

day0 =

∫
lon

∫
t
Uwind(x, t)day(t)dxdt∫

lon

∫
time

Uwind(x, t)dxdt
(2-2)

lon0 =

∫
lon
Uwind(x, day0)lon(x)dxdt∫
lon
Uwind(x, day0)dx

(2-3)

As in Wheeler and Kiladis (1999), the MJO signal is isolated from the daily OLR as the

space-time filtering of the eastward propagating component with zonal wave numbers 1-5

and periods of 20-90 days. In the filtered data, negative OLR anomalies correspond to the

convective phase of the MJO; meanwhile, positive anomalies characterized the suppressed

MJO’s phase.

2.3. Results and discussion

We used a composite analysis technique to study the evolution of the strongest El Niño

events, defined as the positive peaks during which ONI Index exceeds one standard deviation

(i.e., 1963-64, 1965-66, 1968-69, 1972-73, 1982-83, 1986-87, 1987-88, 1991-92, 1994-95, 1997-

98, 2002-03, 2006-07, 2009-10 and 2015-16). Figure 2-1 portrays the simultaneous evolution

of the surface and subsurface temperature anomalies 36 months before the peak of the

selected events. A 3 to 7 year band-pass filter (BPF) was applied to isolate the interannual

variability. The mean evolution of the most intense El Niño events shows that positive

anomalies build up over the subsurface of the Indo-Pacific Warm Pool region 36 months

before the ENSO’s peak (Figure 2-1A). This condition is coherent to a recharged state of

the tropical Pacific in the oscillatory theory (Jin, 1997a), where positive anomalies pile up

on the western region before an El Niño event. The subsequent decaying phase of La Niña

like conditions (Figure 2-1B) is associated with thermocline variability, which is produced

by an eastward-propagating downwelling Kelvin wave (Figure 2-1C-E) that starts the onset

of the El Niño event (Godfrey, 1975; Wyrtki, 1975). The warming of the eastern Pacific

Ocean (Figure 2-1E) triggers Bjerknes’ feedback (Bjerknes, 1969), enhancing the coupled

ocean-atmosphere instability responsible for El Niño growth.

Moreover, the evolution of the Indian Ocean shows warm anomalies located in the central

region between 50 m and 300 m depth, 36 months before the peak of the El Niño events

(Figure 2-1A). The progression of the tropical Indian Ocean during the following year (Fig-

ure 2-1 B-C) exposes the role of Rossby waves in the formation of the surface dipole (Webster
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Figure 2-1.: Time evolution of the composite SST(top) and subsurface temperature anoma-

lies (bottom) from month 36 to month 0 before the peak of the strongest El Niño events (i.e.,

1963-64, 1965-66, 1968-69, 1972-73, 1982-83, 1986-87, 1987-88, 1991-92, 1994-95, 1997-98,

2002-03, 2006-07, 2009-10 and 2015-16). In black is the eastern Indian Ocean region (80◦E -

97◦E, 50m - 150m depth) that is suggested to be leading the warm of the Western Pacific and

the subsequent propagation of the downwelling Kelvin wave throughout the Pacific Ocean.
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et al., 1999; Murtugudde et al., 2000; Xie et al., 2002; Rao et al., 2002; Feng and Meyers,

2003; Yamagata et al., 2004; Rao and Behera, 2005). In particular, we noted the upward

propagation (surge) of positive temperature anomalies over the eastern Indian Ocean (80◦E -

97◦E, 50m - 150m depth) and its subsequent westward displacement through the subsurface

(Figure 2-1 B-C). Figure 2-1D shows that in the interannual time scale, the development of

the Indian Ocean Dipole first occurs on the subsurface of the ocean before its manifests itself

on the surface around 6 to 12 months later (Figure 2-1 E-F), in agreement with the finds

of Horii et al. (2008). A dipole structure is the dominant pattern of the subsurface tropical

Indian Ocean which is controlled by ocean-wave dynamics and forced by zonal winds in the

equatorial region (Rao et al., 2002; Rao and Behera, 2005; Feng and Meyers, 2003; Shinoda

et al., 2004; Yamagata et al., 2004; Zhao and Nigam, 2015).

Previous studies had identified the eastern pole of the Indian Ocean as a region crucial

for the initiation (Annamalai et al., 2003) and termination of the IOD (Rao and Yamagata,

2004), as well as a region that influences the wind variability over the Western Pacific (Izumo

et al., 2010b, 2014, 2016; Jourdain et al., 2016; Wieners et al., 2017). In Figure 2-1, it is

noticed that the eastern Indian Ocean region develops positive anomalies before anomalies of

the same sign build up in the western of the Pacific Ocean. This suggests that the anomalous

warmth of the eastern Indian Ocean leads to the accumulation of heat content anomalies

over the Western Pacific Ocean and the subsequent propagation of the downwelling Kelvin

wave through the Pacific Ocean. Coherently, earlier investigations (Izumo et al., 2010b;

Wieners et al., 2017; Saji et al., 2018) indicated that a warm eastern Indian Ocean (or

a cold western Indian Ocean; Wieners et al., 2016) leads the development of an El Niño

event by 15 months due to an increased convective response that accelerates the Walker

circulation in boreal fall. The enhanced easterly wind anomalies over the Western Pacific

favor the built-up of heat content anomalies over the Warm Pool promoting an El Niño

event the following year (Picaut et al., 1997). Consequently, to show a close link between

the eastern Indian Ocean subsurface signal and the development of ENSO, we calculated

an index (hereafter referred to as SubEIO) by averaging the interannual anomalies of the

subsurface temperature between 50 and 150 m depth for the region comprehended between

80◦E-97◦E and 10◦N-10◦S.

Figure 2-2 shows the lagged correlations maps between the subsurface temperature anoma-

lies of SubEIO index and the surface and subsurface temperature anomalies of the tropical

band. Overall, Figure 2-2 highlights the influence of interannual subsurface variations on

SST over the Indian Ocean; notice that the correlations are stronger near the equator. The

resulting correlation maps illustrate a similar spatiotemporal pattern to the composite evo-

lution of the strongest El Niño events. During the first 6 months, the SubEIO index is

highly correlated with the Indio-Pacific Warm Pool region in the surface and subsurface

temperature. In contrast, a significant negative correlation is found in the Western Indian

and Eastern Pacific oceans. Between 6 and 12 months, there is a transition phase where on

the first 150 meters depth, where positive correlations are concentrated in the eastern Indian
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Figure 2-2.: Lagged correlation maps between the subsurface time series anomalies of the

region selected within the eastern Indian Ocean (90◦E - 100◦E, 50m - 150m depth) and the

surface and surface anomalies of the tropical band. The results showed a similar spatiotem-

poral structure to the composite evolution of the strongest El Niño events, suggesting a

typical pattern in the development of both phases of the ENSO events.
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Ocean. Then, the positive correlations migrate westward at greater depths, and negative

correlations emerge over the eastern boundary. This phenomenon suggests the interaction of

Rossby waves and points out the influence of ocean dynamics in the interannual variability

of the tropical Indian Ocean (McCreary, 1976; Feng et al., 2001; Xie et al., 2002; Rao et al.,

2002; Yamagata et al., 2004; Rao and Behera, 2005). In contrast, a negative basin-wide

correlation pattern appears over the surface of the Indian Ocean, which is coherent with

the basin-wide response of the Indian Ocean lagging one season the ENSO’s mature phase

(Klein et al., 1999; Webster et al., 1999; Saji et al., 1999; Murtugudde and Busalacchi, 1999;

Venzke et al., 2000; Xie et al., 2002; Luo et al., 2010; N. H. Saji, 2018).

Significant positive correlations over the Western Pacific Ocean reach depths up to 400

meters; thus, indicating the storing of heat content in the equatorial upper ocean to precon-

dition an El Niño event in the following months (Jin, 1997a). In the coming months (12-20

month lag), the eastward displacement of the positive correlation exposes the role of a Kelvin

wave in developing an ENSO event (Godfrey, 1975; Wyrtki, 1975). Meanwhile, the Indian

Ocean evolves into a dipole structure for both the surface and subsurface temperature, which

is consistent with the tendency of co-occurrence of IOD and ENSO events (Baquero-Bernal

et al., 2002; Annamalai et al., 2003; Li et al., 2003; Ashok et al., 2003; Saji and Yamagata,

2003; Yamagata et al., 2004; Annamalai et al., 2005; Yu and Lau, 2005; Fischer et al., 2005;

Bracco et al., 2005; Behera et al., 2006; Yuan et al., 2008b; Luo et al., 2010).

Finally, as the positive correlation, through a Kelvin wave, reaches the Pacific Ocean’s east-

ern boundary, the opposite coast is charged with negative correlations that firstly emerged

over the eastern Indian Ocean. The highest positive correlations between the SubEIO region

and the eastern Pacific Ocean occurred around 26–28 months for both the surface and the

subsurface temperature. The previous results suggest that a signal that is first developed

in the subsurface of the eastern Indian Ocean gets amplified over the Western Pacific at

interannual time scales. Thus, the co-evolution of the Indian Ocean and the Pacific Ocean

in the interannual time scale suggests an empirical interaction between the oceans, where an

atmospheric (Clarke and Van Gorder, 2003; Izumo et al., 2010b, 2014, 2016; Wieners et al.,

2016, 2017; Jourdain et al., 2016; Wang et al., 2019) and ocean (Meyers, 1996; Yuan et al.,

2011, 2013) bridge could be interplaying.

2.3.1 Leading subsurface interannual variability modes

Because of the suggested co-variability between the oceans, it is meaningful to diagnose the

dominant pattern of interannual variability by using the time-extended empirical orthogonal

function technique (EEOF; Weare and Nasstrom, 1982). The EEOF analysis is based on the

spatial and temporal covariance matrix of the ocean’s 60-year monthly tropical subsurface

temperature averaged between 10◦N and 10◦S with a 28-month sequence lag. The longi-

tude–depth domain used for the analysis is the tropical band from 5m to 315m depth below

the surface. The data were detrended, and a band-pass filter (BPF) between 3-7 years was
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Figure 2-3.: Explained variance by the principal components according to the time filter

used: 3-7 years band-pass filter (BPF) in blue, 2-7 years band-pass filter (BPF) in orange,

and 7 years low-pass filter (LPF) in grey.

applied to the longitudinal average cross-section between 10◦N and 10◦S. Previously, Wang

et al. (2019) used a similar technique to analyze the subsurface covariability between the

Indian and Pacific oceans in both observational data and coupled global climate model simu-

lations. Figure 2-4 and 2-5 show the two most important extended EOF’s spatial patterns,

which together explain 82.40% of the variance (Figure 2-3). The large explained variance is

indicative of the influence of the long timescale for the phenomena.

To compare the significance of the filter band used, we performed the same analysis using

a 2-7 year band-pass filter (BPF) and a 7 years low-pass filter (LPF). When comparing the

result obtained by the 2-7 and 3-7 years BPF (Figure 2-3), the variance explained by the

first couple of principal components is very similar and well separated from the other modes,

72.68% compared with the 82.40% respectively. However, when the 7 years LPB was used,

the first couple of modes only explained the 44.28 % of the variance. Therefore, given the

3-7 year BPF maximizes the explained variance of the first mode pair, it was chosen for the

analysis. In addition, the time evolution of the first couple of EEOFs is not altered when

using the different temporal filters as a similar structures were obtained, varying only in the

magnitude of the anomalies as seen in the Section A.1.

Figure 2-4 displays the time evolution of the first EEOF mode, which accounts for 43.86%

of the variance of the data. To understand the development of the phenomena, we will con-

sider that the positive magnitudes plotted on Figure 2-4 and 2-5 represent warm tempera-

ture anomalies, and the negative values represent anomalies of opposite sign. Therefore the

time sequence of the EEOF1 over the Pacific Ocean captures an eastward propagating Kelvin

wave (8-20-month lag) that contributes to the demise of the prevailing El Niño conditions
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Figure 2-4.: The spatial pattern of the first mode of the subsurface temperature EEOF

from month 0 to month 28. Spatial standard deviation (σxy) of each field is given on the

upper-right corner. Dimensionless units.
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Figure 2-5.: similar to Figure 2-4 but for the second mode of the subsurface temperature

EEOF.
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during the first 8-months (Figure 2-4 A-B). From month 0 to month 12, a basin-wide mode

is manifested over the Indian Ocean as a delayed response to the El Niño event (Klein et al.,

1999; Webster et al., 1999; Murtugudde and Busalacchi, 1999; Saji et al., 1999; Venzke et al.,

2000; Luo et al., 2010; N. H. Saji, 2018). Meanwhile, the subsurface tropical Indian Ocean

develops a dipole structure (0-8-month lag).

At the 8-16 month lag, the Indian Ocean experiences the westward displacement of the

negative loading through the basin’s subsurface and the upward propagation of positive

loading from the subsurface over the eastern coast, thus, highlighting the influence of ocean

dynamics on the interannual SST variability of the Indian Ocean. The previous findings are

coherent with earlier observations (Feng and Meyers, 2003; Horii et al., 2008; Wang et al.,

2019) and the process described in Figures 2-1 and 2-2. On a study of the interannual

variability of the Indian Ocean, Feng and Meyers (2003) using EEOF of expendable bathy-

thermograph profiles (XBT) also noticed an upward propagation signal along the Sumatra-

Java coast before it reached the surface layer. The authors highlighted the role of internal

ocean dynamics in influencing the SST pattern of the IOD. Moreover, Horii et al. (2008)

using TRITON buoys located close to the equator and over the eastern pole of the IOD also

found that before the onset of the 2006 positive IOD event, a region of significant negative

anomalies first appeared from the thermocline down to 250m depth before reaching the

surface in the following months.

Between 12-16-months lag, as the negative temperature loading over the Western Pacific

Ocean moves eastward in the form of a Kelvin wave, the positive temperature loading inten-

sifies over the subsurface of the eastern Indian Ocean and also built up over the western coast

of the Pacific Ocean. In the following months, positive loading builds up over the Western

Pacific Ocean (i.e., recharge of heat content), favoring the development of the following El

Niño event. Figure 2-4 highlights the influence of ocean wave dynamics on ENSO’s phase

transition represented by the EEOF1.

The second EEOF mode, which accounts for 38.54% of the variability of the data, is shown

in Figure 2-5. In contrast with EEOF1, the time evolution starts with the developing state of

the La Niña event in the Pacific Ocean, which will reach its peak around the 6-8th-month lag.

Meanwhile, the Indian Ocean describes a positive basin-wide mode. Simultaneously, positive

loadings start concentrating over the eastern Indian Ocean (4 and 6 months lag) before the

same would emerge over the Western Pacific Ocean. The build-up of warm anomalies over

the Western Pacific and its following eastward propagation accounts for the decaying state

of the La Niña event and the subsequent transition to El Niño state in the following months.

As noted by Wang et al. (2019), the development of the subsurface eastward perturbations

that trigger the El Niño events come after warm anomalies were present over the eastern

Indian Ocean. In summary, the second oscillation mode (EEOF2) is related to the phase

transition of ENSO, as it connected the growth of subsurface temperatures anomalies over

the Indo-Pacific Region that will, in turn, shift the state of the ENSO’s Pacific conditions

in the following months.
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Figure 2-6.: Lead-lag correlations between the leading time series of the dominant EEOF

for the subsurface temperature: ONI index against PC1 (red line); ONI index against PC2

(blue line); and PC1 against PC2 (black line). PC2 is leading both the ONI index and PC1

for about 12 months.

As can be seen in both Figures 2-4 and 2-5, during the 26th month, the distribution of

temperature anomalies in the two tropical oceans is out of phase with those in month 0. Thus,

both EEOFs display half a cycle of the co-evolution of both ocean basins, where one mode is

leading the other. The lagged correlation (Figure 2-6) between the leading couple associated

time series of EEOF (i.e., PCs, principal components) reveals that the most significant

correlations are found when PC1 leads/lags PC2 by 12 months, which could be connected

with the quasi-biennial time scale of ENSO (Rasmusson and Carpenter, 1982; Jiang et al.,

1995). Moreover, the second mode of variability leads the ONI index by 12 months, thus,

potentially suggesting a source of predictability related to the coupled interaction across the

two oceans.

Coherently, previous studies have suggested that independently or together, the IOBM and

IOD could play a role in leading ENSO phase transitions by modulating Western Pacific wind

variability, hence strengthening the quasi-biennial time scale of ENSO (Kug et al., 2006a;

Izumo et al., 2010b, 2014; Ha et al., 2017; Cai et al., 2019). Furthermore, Ha et al. (2017)

suggested that the combined effect of the IOD and IOBM have a more significant impact

on the Western Pacific wind variability in favoring the ENSO phase transition than the sole

effect of the IOD or the IOBM alone. The previous result suggests a close link between the

EEOF modes and ENSO’s phase transition, which is possible through the interbasin ocean

waves dynamics and a potential atmospheric/ocean bridge. In addition, we suspect that the

second-leading EEOF mode could give helpful insides into the Indian Ocean’s influence over

the Western Pacific wind variability at interannual time scales.
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Figure 2-7.: Left column: SST (shading) and 850hPa wind field (vector) standardized

anomalies associated with the second EEOF from month 0 to month 25. The right col-

umn is the same as the left column but for the 500hPa vertical velocity Omega (shading)

and 200hPa wind field (vector). Dimensionless units.
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2.3.2 Atmospheric bridge

To examine a possible atmospheric bridge between the ocean basins connected to the

leading interannual subsurface variability, the lower and upper tropospheric wind fields,

vertical velocity in the middle atmosphere, and sea surface temperature anomalies were

projected onto the second principal component (PC) of the EEOF analysis.

During the first 15 months (Figure 2-7 A through D), the atmospheric response to the

EEOF2 on the lower levels consists of a low-level convergence wind anomaly above the Indo-

Pacific region. For month 0 over the Pacific Ocean, an anticyclonic circulation is observed

over the northwest region, together with an easterly wind over the equatorial western Pa-

cific. Over the Indian Ocean, the anomalous circulation is characterized by cross-equatorial

south-easterly winds across the southwestern Indian Ocean and westerlies along the equa-

tor. This wind pattern forces open-ocean upwelling and a shoaling of the thermocline in

the southwestern region (Xie et al., 2002), which can be observed by the rapid basin-wide

SST cooling that started over the southern Indian Ocean and intensified at the southwestern

coast. On the other hand, over the Pacific Ocean, the negative SSTAs observed over the

eastern Pacific Ocean promote the intensification of the trade winds and the augmentation

of the Warm Pool over the western boundary (Figure 2-7 A through E). In conjunction,

as previously reported by different studies (Izumo et al., 2010b; Wieners et al., 2016; Wang

et al., 2019), the low-level convergence over the Indo-Pacific region favors the accumulation

of heat content (Wyrtki, 1985; Jin, 1997a), thus, promoting the development of an El Niño

event (Meinen and McPhaden, 2000). After the demise of the La Niña event (Figure 2-7

E-F), the westerly wind anomalies propagate from the Indian Ocean to the Western Pacific

Ocean, thus suggesting an atmospheric bridge mechanism in line with previous investiga-

tions (Clarke and Van Gorder, 2003; Izumo et al., 2010b; Wieners et al., 2016, 2017). This

eastward propagation of zonal wind anomalies from the Indian Ocean to the Pacific had been

previously noted (Clarke and Van Gorder, 2003; Izumo et al., 2010b; Wieners et al., 2016),

although its mechanism remained unclear (Clarke, 2008). What is clear is that the anoma-

lous westerly equatorial winds interact with the Western Pacific leading to the eastward

expansion of the Warm Pool and forcing an oceanic response.

According to Izumo et al. (2010b) a negative IOD event accelerates the Walker circulation,

promoting the easterlies anomalies over the Western Pacific Ocean and the buildup of warmer

water. Meanwhile, Wieners et al. (2016) proposed that the subsidence over the southwestern

Indian Ocean, favored by cold SSTA in the region, gives rise to westerlies over the Indian

Ocean and enhanced convection above Indonesia, resulting in easterlies over the Western

Pacific Ocean. Additionally, Wieners et al. (2016) found that a cold western Indian Ocean

favors easterlies over the Pacific ocean but also the buildup of a strong warm pool. Then, after

the sudden demise of the eastern IOD pole in boreal winter, the westerly winds anomalies

propagate from the Indian Ocean to the Pacific Ocean, where they trigger an oceanic response

that influences the development of an En Niño event (Izumo et al., 2010b; Wieners et al.,
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2016, 2017).

Conversely, despite the IOBM-ENSO feedback asymmetry (the amplitude of the Indian

Ocean warming being significantly larger than the cooling; Hong et al., 2010), La Niña event

is also known to promote the SST cooling of the tropical Indian Ocean by forcing off equato-

rial upwelling Rossby waves (Xie et al., 2002) over the eastern Indian Ocean that significantly

affects the southwestern tropical coast (as seen in Figure 2-7, Chowdary et al., 2006; Singh

et al., 2013). Therefore, the atmospheric evolution coupled to the second EEOF mode cap-

tures the close covariations between the Indian and the Pacific Ocean in the interannual time

scales, which may be due to mutual influence.
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Figure 2-8.: Standardized time series of the ONI index (dotted line), Niño-3.4 SSTAs (gray

line), and the first (PC1, red line) and second (PC2, blue line) principal components of

the EEOF analysis. The red (blue) circles indicate the peaks above one standard deviation

of PC1 (PC2). According to the ONI index definition, the orange hexagons and the pink

stars indicate the El Niño events from 1958 to 2016. Pink stars denote the El Niño events

above one standard deviation. The area filled in yellow indicates the period covered by the

daily oceanic reanalysis GLORYS2V4 data set. The gray triangles indicates those El Niño

events that occurred after a consecutive prominent peak of both PC2 and PC1 (i.e., 1968-69,

1972-73, 1982-83, 1987-88, 1997-98, and 2015-16). The indexes were standardized in order

to compare them.
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Composite atmospheric evolution

Figure 2-8 displays the leading couple associated PC series of EEOF modes against the

ONI index and Niño-3.4 SSTAs. The figure shows that both PC1 and PC2 have a similar

interannual variation to the ONI index, showing especially large amplitudes around 1970

to 2000. Moreover, extreme El Niño events, including 1972-73, 1982-83, and 1997-98 are

matched to a large PC1 and PC2; events that coincide with the fully coupled IOD-ENSO-

IOBM interaction that favors a fast ENSO phase transition as reported by Ha et al. (2017).

Moreover, as reported by Kessler (2002) during the 1982-83, 1986-87, and 1997-98 El Niño

events, the Upper Ocean Heat Content (or the Warm Water Volumen, WWV) suddenly

increased just before the El Niño began, which conflicts with the idea of a slow heat recharge

as a consequence of La Niña.

To identify possible large-scale mechanisms related to the suggested atmospheric bridge, we

made a composite analysis of the strongest El Niño events (i.e., ONI index above one standard

deviation as indicated by the pink stars on Figure 2-8) that coincided with significant peaks

of the time series associated with the couple leading EEOF modes. The six events selected

(i.e., 1968-69, 1972-73, 1982-83, 1987-88, 1997-98, and 2015-16) occurred after a consecutive

significant peak of both PC1 and PC2 indexes. This list of events also contains the termed

Super El Niño events (i.e., 1972-73, 1982-83, and 1997-98; Ha et al., 2017). On the other

hand, comparing the results of the six selected events with the remaining 14 (i.e., 1963-64,

1965-66, 1969-70, 1976-77, 1977-78, 1979-80, 1986-87, 1991-92, 1994-95, 2002-03, 2004-05,

2006-07, 2009-10, and 2014-15) will allow us to observe the main differences in the evolution

of the atmospheric structure.

With the six El Niño events selected from Figure 2-8, we performed a composite analysis

to explore the evolution of the horizontal atmospheric structure. The velocity potential

and stream function were computed from the wind field via spherical harmonics for this

analysis. In the following figures, month 0 corresponds to the positive peak of PC2 occurring

12 months before the peak of the El Niño event. The 850 hPa stream function shows the

development of a couple of anomalous twin off-equatorial cyclones over the Indian Ocean and

a strong off-equatorial anticyclonic circulation over the northwestern Pacific Ocean starting

around month -4 (Figure 2-9 B). This circulation pattern gets disorganized around month

-2 but reintensifies during month 0. Hereafter a significant center of anomalous low pressure

develops over the other subtropical Pacific ocean Figure 2-10-E, promoting an off-equatorial

cyclonic circulation over the Pacific. From then on, the anomalous circulation intensifies

over the eastern Pacific Ocean coherently with the development of a warm ENSO event.

The velocity potential at 200hPa (an important diagnostic of upper-level divergence and

thus convective activity in the tropics; Figure 2-11) initially shows the westward migration

of stronger upper-tropospheric divergence from the Warm Pool region into the central Indian

Ocean. After month 0, the negative core migrates eastward to the eastern Pacific Ocean,

coinciding with the mature stage of the El Niño event and the peak in the Walker Circulation
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Figure 2-9.: Time evolution of the composite 850 hPa Stream Function anomalies from

month -6 to month 12 center around the minimum peak of PC2 for the six events highlighted

in Figure 2-8. The El Niño events selected are 1968-69, 1972-73, 1982-83, 1987-88, 1997-98,

and 2015-16. Month 0 corresponds to the peak of PC2 time series.
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Figure 2-10.: Similar to Figure 2-9 but for the 850hPa geopotential height anomalies.
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Figure 2-11.: Similar to Figure 2-9 but for the Velocity Potential and divergent winds

anomalies at 200hPa.
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changes (Reason et al., 2000). The eastward movement of the velocity potential is consistent

with previous observational findings (Yasunari, 1985; White and Cayan, 2000) and a CGCM

model results (Behera et al., 2006) where zonal divergent wind anomalies propagate eastward

from the Indian Ocean to the Pacific, leading to a favorable precondition to the onset of the

El Niño event (Yamagata and Masumoto, 1990).

The previous analysis indicates that before the evolution of some of the most significant

El Niño events, the migration of enhanced convection from the Warm Pool region over

the Indian Ocean induced by ocean dynamics (EEOF modes) favors the development of

anomalous off-equatorial twin cyclones. The anomalous circulation is responsible for the

low-level converging anomaly above the Indo-Pacific region seen in Figure 2-7 (e.g., cross-

equatorial south-easterlies winds over the southwestern Indian Ocean and westerlies along

the equator); and build-up of positive heat content anomalies over the Warm Pool region.

The recharge of the WWV of the Western Pacific causes the eastward migration of deep

convection along with the zonal propagation of the westerlies from the Indian Ocean into

the Warm Pool, where the anomalous westerlies winds generate an oceanic response and

favors eastward the expansion of the Warm Pool. Moreover, the six of the El Niño event

studied (i.e., 1968-69, 1972-73, 1982-83, 1987-88, 1997-98, and 2015-16) evolved into a La

Niña the following year, thus highlighting the fast phase transition mediated by the Indo-

Pacific coupling as suggested by Ha et al. (2017).

However, comparing the composite evolution of the 14 remaining El Niño events shows

that the magnitude of the anomalies is much smaller than when analyzing only the six

highlighted events. On the other hand, the Figure 2-12 shows that the cyclonic circulation

characteristic of El Niño events is formed much later and more disorganizedly than in the

previous case. And as the velocity potential shows (Figure 2-13), there is no joint interaction

with the Indian Ocean, as the eastward propagation produced in this ocean is not shown.

This suggests that the coupled interaction between the two oceans is dominated by the

stronger El Niño events.
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Figure 2-12.: Time evolution of the composite 850 hPa Stream Function anomalies from

month -6 to month 12 center around the minimum peak of PC2 for the six events highlighted

in Figure 2-8. The El Niño events selected are 1963-64, 1965-66, 1969-70, 1976-77, 1977-78,

1979-80, 1986-87, 1991-92, 1994-95, 2002-03, 2004-05, 2006-07, 2009-10, and 2014-15. Month

0 corresponds to the peak of PC2 time series.
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Figure 2-13.: Similar to Figure 2-12 but for the Velocity Potential and divergent winds

anomalies at 200hPa. The El Niño events selected are 1963-64, 1965-66, 1969-70, 1976-

77, 1977-78, 1979-80, 1986-87, 1991-92, 1994-95, 2002-03, 2004-05, 2006-07, 2009-10, and

2014-15. Month 0 corresponds to the peak of PC2 time series.
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2.3.3 Interannual modulation of the ISV

As suggested by Kessler et al. (1995), the intraseasonal variability (ISV, 20-90 days) could

be a window through which the Pacific reacts to signals originated outside the basin. Ad-

ditionally, the intraseasonal wind variability is also modulated by Western Pacific westerlies

and the eastward extension of the Warm Pool (Yamagata and Masumoto, 1990; Kessler

et al., 1995; McPhaden, 1999; McPhaden et al., 2006b; Zhang, 2005). Therefore, the zonal

propagation of westerlies from the Indian Ocean over the Warm Pool could also suggest an

enhancement of the intraseasonal wind variability over this region modulated by the Indian

Ocean (Izumo et al., 2010b).

The MJO, on its eastward propagation, is known to give rise to westerly wind events

(WWEs, also known as westerly wind bursts or WWBs) in the western-to-central equatorial

Pacific (Kessler and Kleeman, 2000; Zhang, 2005). Moreover, earlier studies pointed out the

modulation of the MJO-related activity by the Indian Ocean (Izumo et al., 2010a; Wilson

et al., 2013; Benedict et al., 2015; Wieners et al., 2016). The MJO-driven wind stress forces

intraseasonal Kelvin waves (Kessler et al., 1995; Hendon et al., 1999; Zavala-Garay et al.,

2005; Hendon et al., 2007) that remotely warm the Eastern Pacific. WWEs associated with

the MJO are determinants for the ENSO in the intraseasonal time scale, given that they

have a more significant influence over the ocean because the wind events are spatially and

temporally coherent (Kessler et al., 1995; Shinoda and Hendon, 2001; Zhang and Gottschalck,

2002).

Figure 2-14-A displays the power Hovmoller (time-longitude diagram) of the wavelet

variance for the OLR anomalies in the 20-90 day band at each longitude between 5°N-5°S.

The diagram highlights the spatial and temporal variability of the MJO-associated OLR

fluctuations. It can be noticed that the maximum variance is located over the Indian Ocean

and the Western Pacific Warm Pool, the only regions, from a climatological point of view,

with sufficiently high SST temperature to sustain enhanced convection for extended periods

(Waliser and Graham, 1993). The power Hovmoller also exhibits the interannual eastward

expansion of MJO-related activity into the eastern Pacific Ocean, which corresponds with

the commonly observed eastward propagation of the MJO along with the eastward expansion

of the Warm Pool during El Niño events (Yamagata and Masumoto, 1990; Kessler et al.,

1995; McPhaden, 1999; McPhaden et al., 2006b; Zhang, 2005).

Figure 2-14-B shows the time-average 20-90-day power as a function of longitude. The

figure compares the longitudinal distribution of power during the entire record (black line)

against the activity only considering the boreal winter and spring season (DJFMAM, green

line), the time of the year when the MJO intensifies (Zhang, 2005). When contrasting the

time-average power during DJFMAM for the most significant positive peak of PC2 (6 events

considered, red line in Figure 2-14-B) against the baselines (black and green lines), a broad

local maximum appears over the Warm Pool region (135°-170°E), indicating an increase of

activity over the region. Additionally, the standardized 3-month running-mean of the 20-
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Figure 2-14.: (A) The 20-90 days OLR power Hovmoller diagram between 5°N-5°S. The thick

back contour is the 95% confidence level, using the corresponding white-noise spectrum at

each longitude. (B) The time average variance of the complete record of OLR (black); and

for only the boreal winter and spring (i.e., DJFMAM) of the whole record (green), during

a significant positive peak of PC2 (6 events considered, red) and a significant negative peak

of PC2 (6 events considered, blue). (C) Standardized time series of the 3-month running

mean of the 20-90 days OLR zonal average variance over the Warm Pool region (135°-170°E,

black) and the PC2 time series. In figures (A) and (B), the Warm Pool region is denoted

between the two dashed vertical lines.
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90 days OLR zonal average variance for the Warm Pool (Figure 2-14-C) describes similar

interannual fluctuations in comparison with the standardized PC2 time series. Our results

suggest an interannual modulation of the MJO activity by the leading subsurface variability

modes during the boreal winter-spring.

To emphasize the MJO-induced wind influence over the ocean dynamics process in the

Indo-Pacific region, we constructed Hovmoller diagrams showing the intraseasonal evolution

of crucial variables for El Niño events that coincide with peaks of both PC time series.

Considering the temporal coverage of the daily ocean reanalysis data used in this study

(1993-2016, refer to Figure 2-8), it is better to show some particular cases than the composite

structure based on a few events.
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Figure 2-15.: Average 3◦N-3◦S time-longitude section for the 1996-97 El Niño event. A

intraseasonal 10m zonal wind anomalies. Red contours indicate the 2 m/s threshold. B in-

traseasonal thermocline depth anomalies (define as the depth of the 20◦C isotherm), and C

space-time filtered OLR variations. The band-pass filtering retains positive zonal wavenum-

bers 1-5 and periods between 20-90-days as in Hendon et al. (2007). Negative (positive)

values represent the MJO convective (suppressed) phase. Solid blue circles mark WWEs

events; the circle radius is proportional to WEI index. The dashed (continuos) black line

denotes the peak of PC1 (PC2).
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Figure 2-16.: Similar to Figure 2-15 but for the 2015-16 El Niño event.

The evolution of the 1997-98 El Niño event, one of the strongest on record, was signifi-

cantly modulated by high-frequency variability (Yu and Rienecker, 1999; McPhaden, 1999).

Figure 2-15 A, B shows the intraseasonal oceanic response to a series of WWEs of generally

increasing intensity or fetch that occurred prior to and during the development of the warm

event. The WWEs, indicated by the blue circles in Figure 2-15, excited intraseasonal Kevin

waves, which is evident from the perturbations that they produced to the thermocline depth

(Figure 2-15 B, the depth of the 20ºC isotherm was used as a proxy of the thermocline

depth). The strong WWEs that occurred from December 1996 to July 1997 were attributed

to the convective phase (Figure 2-15 C) of a series of unusually strong MJO events during

spring (Yu and Rienecker, 1999; McPhaden, 1999; Lengaigne et al., 2002; Hendon et al.,

2007). The MJO-induce westerly winds and the eastward expansion of the warm pool re-

sulted in a positive feedback that allowed the further penetration of the MJO in the Pacific

ocean over warm water over which subsequent cycles of the MJO could force the ocean

(Figure 2-15 C; refer to McPhaden, 1999).

On the other hand, the 2015-16 El Niño was preceded by an aborted warm event during

2014. According to Levine and McPhaden (2016) during the summer of 2014, an episodic

easterly wind event inhibited the development of the El Niño event but also halted the

discharge of anomalous Warm Water Volumen (WWV) from the equatorial Pacific. Levine
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and McPhaden (2016) claimed that the remaining heat content (WWV) combined with

strong WWEs during boreal spring and summer of 2015 gave a head start to the rapid

growth of the following warm event. Figure 2-16 exhibit a series of intraseasonal downwelling

Kelvin waves excited by WWEs during early 2015. The WWEs were embedded between the

convective phase of the MJO, as can be seen in Figure 2-16-C.

Although the results suggest an interannual modulation of the MJO activity during the

boreal winter spring, it does not imply a direct casualty. The short time scale component of

the MJO-induced WWEs represents a stochastic component for ENSO variability (Puy et al.,

2016). Nonetheless, WWEs are also modulated by the location of the Warm Pool (Eisenman

et al., 2005; Gebbie et al., 2007). Consequently, MJO-induced WWEs are only partially

independent of ENSO, as ENSO modulates its activity and geographical distribution.

2.4. Conclusions

In this study, the covariability of the Indian and Pacific oceans is assessed by analyzing

the subsurface ocean temperature in the tropical band. A simple composite examination of

the development of the strongest El Niño events highlights the role of ocean wave dynamics

in the evolution of the ENSO and hints at an eastward propagating signal from the Indian

Ocean previous to the onset of the El Niño event. In addition, a lead-lagged correlation

between the eastern Indian Ocean and the subsurface temperature profile confirms that a

signal that started over the Indian Ocean gets amplified over the Pacific Ocean at inter-

annual time scales. Furthermore, we used an empirical approach to diagnose propagation

structures through the subsurface temperature across the two basins by utilizing a filtered

time Extended-EOF technique. The leading couple EEOF modes capture the covariability

between the Indian and Pacific oceans and the ocean wave dynamics responsible for the

ENSO event and its systematic phase transition, in agreement with the recharge/discharge

framework (Wyrtki, 1985; Jin, 1997a). When the EEOF analysis was performed with dif-

ferent temporal filters, similar structures were obtained, varying only in the magnitude of

the anomalies. Additionally, the quasi-biennial time scale of ENSO is shown to be favored

by the leading modes of subsurface variability of the two oceans, as the phase transition is

coupled to the interbasin interaction. The first EEOF mode portrays the onset of a mature

phase of the ENSO and its subsequent transition to the opposite phase forced by ocean

waves. Meanwhile, the second mode exhibits the accumulation or depletion of heat content

anomalies over the Indo-Pacific region, preconditioning the development of an ENSO event

and favoring its phase transition. The second EEOF mode also exposed that the build-up of

positive temperature anomalies over the Western Warm Pool region lagged by a few months

the accumulation of positive heat content anomalies over the eastern Indian Ocean, thus,

suggesting a possible precursor of an El Niño event within the Indian Ocean. However, when

the strongest El Niño events were removed (i.e., 1968-69, 1972-73, 1982-83, 1987-88, 1997-

98, and 2015-16) and the time Extended EOF analysis performed, there was a substantial
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change in the patterns associated with EEOFs (as can be seen in Figure A-5 and A-6).

This means that the ocean coupling is dominated by stronger events.

Previous studies focused on the interannual SST variability linked the influence of the In-

dian Ocean onto ENSO through an atmospheric bridge (Clarke and Van Gorder, 2003; Izumo

et al., 2010b, 2014, 2016; Jourdain et al., 2016; Wieners et al., 2016, 2017; Ha et al., 2017; Cai

et al., 2019) or an oceanic connection (Yuan et al., 2011, 2013). Here, we investigated a pos-

sible atmospheric mechanism coupled with subsurface covariability between the two oceans

before an El Niño event was developed. Our results indicated that the build-up of positive

temperature anomalies over the eastern Indian Ocean promotes the intensification of the

Walker Circulation, which in turn enhances the low-level convergence wind anomaly above

the Indo-Pacific region, thus, favoring the building-up of heat content over the Indo-Pacific

region. Over the Indian Ocean, cross-equatorial south-easterlies winds across the southwest-

ern Indian Ocean, and westerlies along the equator tilt the thermocline to the eastern Indian

Ocean. Meanwhile, a decaying La Niña event forces easterlies across the Pacific Ocean. Af-

ter the demise of the La Niña conditions, the westerly wind anomalies propagate from the

Indian Ocean to the Western Pacific Ocean, thus indicating an atmospheric bridge in line

with previous investigations (Izumo et al., 2010b; Wieners et al., 2016, 2017; Wang et al.,

2019; Saji et al., 2018). Nevertheless, the mechanism is not entirely independent from the

ENSO, as La Niña events are known to cause the SST cooling of the Indian Ocean, thus

indicating a two-way interaction between the basins.

A composite analysis of the atmospheric circulation during periods of maximum vari-

ability of the EEOF2 (six events selected) exhibited the migration of enhanced convection

from the Warm Pool region over the Indian Ocean, which favors the development of anoma-

lous off-equatorial twin cyclones across the Indian Ocean. This anomalous circulation is

responsible for the low-level converging anomaly above the Indo-Pacific region, promoting

the accumulation of heat content over the region. In addition, the eastward propagation of

the velocity potential and zonal divergent wind anomalies from the Indian Ocean onto the

Western Pacific coincide with the zonal propagation of the westerlies, leading to favorable

preconditioning of the onset of the El Niño event (Yamagata and Masumoto, 1990). Al-

though the empirical ocean modes are coupled to an atmospheric interaction, they are only

relevant for some El Niño events, in particular, the strongest ones (i.e., 1968-69, 1972-73,

1982-83, 1987-88, 1997-98, and 2015-16).

Additionally, periods of high positive amplitude of the PCs led to the development of the

strongest El Niño events, which were all followed by a La Niña the subsequent year. This

highlights the role of the interbasin subsurface coupling between the two basins in favoring

the ENSO phase transitions and the tendency of El Niño events to be followed by La Niña

during the subsequent year (Larkin and Harrison, 2002; Ohba and Ueda, 2009; McPhaden

and Zhang, 2009; Okumura and Deser, 2010). Conversely, future research can complement

this investigation by analyzing the coupled interaction that promotes the transition from

an El Niño event into La Niña, as the data suggests. In addition, ENSO asymmetry and
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its influence over the Indian Ocean could also influence the relationship presented in this

chapter, thus representing another path for future work.

In addition, the zonal propagation of westerlies from the Indian Ocean over the Warm

Pool could also suggest an enhancement of the intraseasonal wind variability (ISV) over this

region modulated by the Indian Ocean (Izumo et al., 2010b). Moreover, a significant fraction

of the ISV over the tropics is controlled by the MJO (Madden and Julian, 1971, 1972; Zhang,

2005) which the Indian Ocean can also influence (Izumo et al., 2010a; Wilson et al., 2013;

Benedict et al., 2015; Wieners et al., 2016). The MJO’s convective phase is known to force

intraseasonal Kelvin waves that favor the development of the El Niño event (Kessler et al.,

1995; Kessler and Kleeman, 2000; Zhang, 2005; McPhaden et al., 2006b). We found that the

longitudinal 20-90day OLR power distribution during the boreal winter and spring season

over the Warm Pool is enhanced during the periods of maximum variability of the EEOF2,

thus, suggesting an interannual modulation of the MJO activity by the leading subsurface

variability modes. Nevertheless, the enhancement of the MJO signal does not imply a direct

influence of the Indian Ocean as ENSO can also modulate the intraseasonal activity by the

eastward expansion of the Warm Pool region (Eisenman et al., 2005; Gebbie et al., 2007).

Both the atmospheric bridge and the ISV modulation could contribute to the influence of

the Indian Ocean over the ENSO. Although the mechanisms are not entirely independent

from ENSO, they support a two-way interaction mediated by the leading interannual ocean

process. Additionally, it would be worth analyzing an oceanic bridge related to the coupled

interaction between the two oceans, as suggested by Yuan et al. (2011, 2013). Overall, the

result presented in this chapter highlights the coherent interannual variability between the

two oceans and supports the view that tropical Indo-Pacific climate variability should be

studied as a whole rather than as separated basin modes.



3. Evaluation of the leading interannual

modes of subsurface climate

variability in the CMIP6 models

Abstract

Numerous investigations indicated that the main SST variability modes over the Indian

Ocean, the IOBM (Indian Ocean Basin Mode) and the IOD (Indian Ocean Dipole),

exert an influence over the Western Pacific wind variability favoring a systematic ENSO

phase transition and enhancing ENSO’s biennial tendency. Using observational data

for the last 60 years and the six-phase of Coupled Model Intercomparison Project

(CMIP6) historical simulation, this study investigates the role of subsurface interbasin

coupling between the Indian and the Pacific Ocean on ENSO evolution. Here, we used

an empirical model evaluation approach to assess the representation of the CMIP6

models on simulating the spatial patterns of the leading interannual modes of subsurface

variability obtained from the observational data. Our results indicate that 23 out of

39 models (58.97%) coincide in reproducing the variability modes described by the

reference data, thus, confirming the role of the subsurface interbasin coupling in the

ENSO’s oscillatory nature and phase transition. Finally, we compared the performance

of the CMIP6 models in simulating the leading interannual subsurface temperature

modes with their ability to represent the compressive CLIVAR ENSO metrics. We

suggest that the accurate representation of the interbasin coupling at the interannual

time scale is determinant for a correct representation of the ENSO phase transition.

Keywords

El Niño-Southern Oscillation (ENSO); CMIP6; Inter-basin Interaction; Tropical Indo-

Pacific; Indian Ocean Dipole (IOD); Indian Ocean basin-wide Mode (IOBM); Interan-

nual variability; Empirical orthogonal functions; ENSO transition.

3.1. Introduction

Studying climate models of different hierarchies has been essential for bridging the gap

between the theoretical understanding of ENSO and its numerical representation. Moreover,

General Circulation Models (GCMs) have been fundamental tools for understanding ENSO
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mechanisms, its forecasting, and projecting future ENSO risk. Thus, evaluating the perfor-

mance of the GCMs in representing the ENSO properties, teleconnections, and mechanisms

is extremely necessary to determine the models’ strengths and weaknesses, and track model

improvements during its development and across generations. Although clear advances in

the simulation of ENSO throughout the previous generation of Coupled Model Intercompar-

ison Project (CMIP) models had been noted (Achuta Rao and Sperber, 2006; Flato et al.,

2013; Bellenger et al., 2014), well-known systematic errors (Guilyardi et al., 2020) persist in

the models’ latest generation (Fasullo, 2020; Fasullo et al., 2020; Brown et al., 2020; Planton

et al., 2021).

Although the ENSO is rooted in the tropical Pacific Ocean, the main SST variability modes

over the Indian Ocean (i.e., the IOBM and the IOD) are suggested to exert an influence over

the Western Pacific wind variability favoring a systematic ENSO phase transition; and could

event trigger an ENSO event (Clarke and Van Gorder, 2003; Kug and Kang, 2006; Kug et al.,

2006b; Ohba and Ueda, 2007; Izumo et al., 2010b, 2014; Luo et al., 2010; Webster and Hoyos,

2010; Okumura et al., 2011; Ohba and Watanabe, 2012; Jourdain et al., 2016; Wieners et al.,

2016, 2017; Cai et al., 2019). As a result, a correct simulation of the interbasin processes is

suggested to be determinant for the proper representation of the ENSO in the CGCMs and

its projections (Kug and Ham, 2012; Ha et al., 2017; Cai et al., 2019; Kug et al., 2020).

In that respect, the IOBM described as a basin-wide warming of the Indian Ocean is

known to be a passive response to El Niño caused by the shifting of the Walker circulation

and surfaces heat fluxes (Klein et al., 1999; Murtugudde and Busalacchi, 1999; Lau and

Nath, 2000, 2003; Alexander et al., 2002; Wu and Kirtman, 2004; Ohba and Ueda, 2005;

Kug and Kang, 2006; Kug et al., 2006a,b; Xie et al., 2009, 2016; Cai et al., 2019). However,

a warm IOB can favor the fast transition from El Niño to La Ñina by inducing easterlies

over the Western Pacific (Kug and Kang, 2006; Kug et al., 2006b; Ohba and Ueda, 2007;

Okumura et al., 2011). Moreover, the IOBM evidences an amplitude asymmetry, with a

more significant basinwide warming than the corresponding cooling (Hong et al., 2010),

which promotes the phase transition from El Niño to La Niña and a shorter duration of El

Niño (Ohba and Ueda, 2009; Okumura et al., 2011; Ohba and Watanabe, 2012).

The IOD has a tendency to co-occur with it due to a modulation of the circulation of

the Walker circulation over the Indian Ocean (Ueda and Matsumoto, 2000; Gualdi et al.,

2003; Annamalai et al., 2003; Shinoda et al., 2004; Fischer et al., 2005). Conversely, positive

IOD events that co-occur with El Niño tend to reinforce the warm ENSO phase by inducing

anomalous westerly winds in the Western Pacific (Luo et al., 2010; Annamalai et al., 2010).

Moreover, the IOD has a tendency to lead ENSO events by more than a year (Izumo et al.,

2010b, 2014) which has been related to an atmospheric bridge where the IOD is influencing

the development of the following ENSO (Izumo et al., 2010b, 2014, 2016; Jourdain et al.,

2016; Wieners et al., 2017). Furthermore, Jourdain et al. (2016), examing both observations

and CMIP5 models, concluded that the tendency of positive IOD events to lead to La Niña

events by 14 months tends to be more significant than the opposite case. A recent study by
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Ha et al. (2017), where they analyzed both observation and CMIP5 simulation, indicated that

during the development of the El Niño phase, the combined effect of a concurrent positive

IOD followed by an IOBM promotes a robust rapid transition to La Niña in comparison

with the independent effect of either the IOD or IOBM.

The previous investigations suggest that the SST variability over the Indian Ocean favors

the ENSO phase transition, thus, enhancing ENSO’s biennial tendency. Moreover, in Chap-

ter 2, the leading modes of subsurface variability between the two oceans at interannual time

scales showed a close relationship to the ENSO’s phase transition, thus emphasizing the role

of the subsurface interbasin coupling over the ENSO evolution. Consequently, in this chap-

ter, we assess the skill of CMIP6 models in reproducing the observed interannual modes of

climate variability by comparing their historical simulations of the subsurface temperature

against the observational data. Then, taking advantage of a freely available compressing

set of ENSO diagnostics metrics for CGCMs (CLIVAR ENSO Metrics Package, hereafter

CME2021; Planton et al., 2021); we compare the performance of the GCMs in simulating

the leading interannual subsurface temperature modes with their ability to represent the

CLIVAR ENSO metrics.

3.2. Data and methods

The monthly subsurface potential temperature of the ocean from the European Center

for Medium-Range Weather Forecast (ECMWF) ocean reanalysis data (ORAS5; Zuo et al.,

2019) was used as the reference dataset for the period of 1958-2014. From the CMIP6 (Eyring

et al., 2016) we use 39 models that had available historical simulations of the subsurface

temperature (Table 3-1). Throughout the document, only the first ensemble member of

each model was used for the same time coverage of the reference data.

Considering the different spatial resolutions of the different data sets, the observational

data (ORAS5) was brought to the exact resolution of each CMIP6 model by bilinear in-

terpolation methods. Also, similar to Subsection 2.3.1, the data were detrended, and a

band-pass filter between 3-7 years was applied to the longitudinal average cross-section be-

tween 10◦N and 10◦S. Then, we used the extended empirical orthogonal function technique

(EEOF; Weare and Nasstrom, 1982) with a 28-month sequence lag to diagnose the dominant

pattern of interannual variability. The longitude–depth domain used for the analysis was

the tropical band from surface to 350 m depth. From the EEOF technique, the two leading

extended spatial patterns obtained for each GCM were compared with the leading couple

spatial patterns achieved from the reference data (ORAS5) for the particular resolution ana-

lyzed. The Figure 3-1 shows the variance distribution explained by the oscillation modes for

both observational data and CMIP6 models. Since the first pair of EEOFs explain a similar

percentage of the variance, it is possible for the modes to swap positions. Considering this

possibility, the evaluation of EEOF performance was carried out among the combination

of the first pair of modes for which the highest correlations were obtained. Finally, Taylor
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Institution Model
Resolution

lon/lat

Vertical

levels

Top grid

cell (m)
Reference

CSIRO-ARCCSS ACCESS-CM2 360x300 50 0-1 Dix et al. (2019)

CSIRO ACCESS-ESM1-5 360x300 50 0-1 Ziehn et al. (2019)

AWI AWI-CM-1-1-MR 1140x720 46 0-5 Semmler et al. (2018)

AWI AWI-ESM-1-1-LR 720x360 46 0-5 Danek et al. (2020)

BCC BCC-CSM2-MR 360x232 40 0-10 Wu et al. (2018)

BCC BCC-ESM1 360x232 40 0-10 Zhang et al. (2018)

CAMS CAMS-CSM1-0 360x200 50 0-10 Rong (2019)

CCCma CanESM5 361x290 45 0-6.19 Swart et al. (2019)

CAS CAS-ESM2-0 362x196 30 0-10 Chai (2020)

NCAR CESM2 320x384 60 0-10 Danabasoglu (2019b)

NCAR CESM2-FV2 320x384 60 0-10 Danabasoglu (2019a)

NCAR CESM2-WACCM 320x384 60 0-10 Danabasoglu (2019d)

NCAR CESM2-WACCM-FV2 320x384 60 0-11 Danabasoglu (2019c)

THU CIESM 720x560 46 0-6 Huang (2019)

CMCC CMCC-CM2-HR4 1442x1051 50 0-1 Scoccimarro et al. (2020)

CMCC CMCC-CM2-SR5 362x292 50 0-1 Lovato and Peano (2020)

CMCC CMCC-ESM2 362x292 50 0-1 Lovato et al. (2021)

EC-Earth-Consortium EC-Earth3 362x292 75 0-1 EC-Earth (2019a)

EC-Earth-Consortium EC-Earth3-AerChem 362x292 75 0-1 EC-Earth (2020a)

EC-Earth-Consortium EC-Earth3-CC 362x292 75 0-1 EC-Earth (2021)

EC-Earth-Consortium EC-Earth3-Veg 362x292 75 0-1 EC-Earth (2019b)

EC-Earth-Consortium EC-Earth3-Veg-LR 362x292 75 0-1 EC-Earth (2020b)

FIO-QLNM FIO-ESM-2-0 320x384 60 0-10 Song et al. (2019)

NOAA-GFDL GFDL-CM4 1440x1080 75 0-2 Guo et al. (2018)

NOAA-GFDL GFDL-ESM4 720x576 75 0-2 Krasting et al. (2018)

NASA-GISS GISS-E2-1-G 360x180 40 0-10 NASA/GISS (2018)

MPI-M ICON-ESM-LR 720x360 40 0-12 Lorenz et al. (2021)

IPSL IPSL-CM5A2-INCA 182x149 31 0-10 Boucher et al. (2020)

IPSL IPSL-CM6A-LR 362x332 75 0-2 Boucher et al. (2018)

IPSL IPSL-CM6A-LR-INCA 362x332 75 0-2 Boucher et al. (2021)

UA MCM-UA-1-0 192x80 18 0-40 Stouffer (2019)

MIROC MIROC6 360x256 63 0-2 Tatebe and Watanabe (2018)

HAMMOZ-Consortium MPI-ESM-1-2-HAM 256x220 40 0-12 Neubauer et al. (2019)

MPI-M MPI-ESM1-2-HR 802x404 40 0-12 Jungclaus et al. (2019)

MPI-M MPI-ESM1-2-LR 256x220 40 0-12 Wieners et al. (2019)

MRI MRI-ESM2-0 360x363 61 0-2 Yukimoto et al. (2019)

NUIST NESM3 384x362 46 0-6 Cao and Wang (2019)

SNU SAM0-UNICON 320x384 60 0-10 Park and Shin (2019)

AS-RCEC TaiESM1 320x384 60 0-10 Lee and Liang (2020)

Table 3-1.: List of models considered from the CMIP6 on their historical simulation (1958-

2014) of the subsurface temperature of the ocean. The models AWI-CM-1-1-MR, AWI-ESM-

1-1-LR, and ICON-ESM-LR that originally have an unstructured grid were converted to a

regular grid according to their nominal resolution of 25, 50, and 50 km respectively.
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Figure 3-1.: Distribution of variance explained by the first EEOF modes for observational

data (ERA5, red line) and CMIP6 models (thick black line). The gray lines show the

particular results of the CMIP6 models

Diagrams (Taylor, 2001) were used as a statistical summary of the performances of each

model.

As ENSO involves complex interactions across an extensive range of space and time scales

(Timmermann et al., 2018), a growing number of state-of-the-art coupled models are resolv-

ing finer time scales and resolutions; thus, increasing the resources needed to analyze and

evaluate the models’ output. Recently, freely available diagnostic frameworks (Guilyardi

et al., 2016; Planton et al., 2021) have provided a compressing set of ENSO diagnostics

and metrics for GCMs, facilitating the intercomparison process and the selection of the best

models suited for a particular need. In a combined effort, the CLIVAR Pacific Region Panel

and community experts on ENSO developed a set of performance metrics to evaluate ENSO

simulations, applied these metrics to the CMIP5 and CMIP6 models, and made their codes

and results available to the public domain (Planton et al., 2021).

To suggest a possible relationship between the performance of the GCMs in representing

the leading interannual subsurface temperature modes and how well models simulate the

observed characteristics of ENSO, we used the result of the CEM2021 (Planton et al., 2021,

which are freely available on https://cmec.llnl.gov/results/enso/). The CEM2021 are

divided into three categories: Performace (background climatology and basic ENSO char-

https://cmec.llnl.gov/results/enso/
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acteristics), Teleconnections (ENSO’s worldwide teleconnections), and Processes (ENSO’s

internal processes and feedbacks). Planton et al. (2021) analyzed the historical simulations

of 46 CMIP5 models and 42 CMIP6 models initialized in 1850 and run to 2014. Their

results are also based on the first ensemble member of each model; meanwhile, the observa-

tion data set varies in time coverage depending on the source used (refer to Planton et al.,

2021). Furthermore, on their analysis, both models and observations were regridded toward

a generic 1°x1° grid before computing the metrics when needed. From the 39 CMIP6 models

from which the subsurface temperature was available, only 30 were also analyzed by Planton

et al. (2021) on the CEM2021.

To objectively summarize results across all metrics, Planton et al. (2021) used a common

normalization based on the mean error distribution of 88 models (42 from CMIP5 and 46

of CMIP6) against the reference data set. In this study, we acquired the non-normalized

performance of each model (Planton et al., 2021) and normalized it based on the data

available to us. As a diagnosis metric for the EEOF modes, we choose the root mean square

error (RMSE) between the spatial pattern of the coupled leading interannual modes obtained

from the observations compared to the patterns computed using the GCMs.

3.3. Results and discussion

Figure 3-2 and Figure 3-3 summarized the CMIP6 models’ performance on simulating

the spatial patterns of the leading couple interannual EEOF modes. In general, the re-

sults are very consistent between the two figures. This is because individual models have a

similar performance in reproducing EEOF1 and EEOF2 separately, thus implying the close

association between the extended modes. Moreover, 25 (23) of the 39 models from 15 (14)

different institutions display correlations higher than 0.75 and between a distance range of

0.5 standard deviations from the observations for EEOF1 (EEOF2). The fact that various

institutions coincide in reproducing these variability modes confirms that they represent a

relevant process in the interannual time scale.

Additionally, a higher resolution does not guarantee a better performance on a general

scope as models of considerably different resolutions had similar results. Nevertheless, the

majority of the high-performance models have a nominal resolution of 100 km or more

refined. Besides, models with higher resolutions achieved better scores for some institutions

than models with coarser resolutions, e.g., GCMs belonging to MPI-M, IPSL, NOAA-GFDL,

CMCC, and AWI institutes.

We also noted that the models belonging to the same institute tend to have similar metrics,

which could be related to a shared conceptualization of the models. For example, GCMs

associated with EC-Earth Consortium have a close correlation and relative similar standard

deviation; meanwhile, models affiliated with the IPSL institute have similar correlations but

different standard deviations.

Our results indicate that the CMIP6 models that best simulate the spatial patterns of both
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A. Models  institution B. Resolution

EEOF1 performance

Reference (ORAS5)
1.ACCESS-CM2
2.ACCESS-ESM1-5
3.AWI-CM-1-1-MR*
4.AWI-ESM-1-1-LR*
5.BCC-CSM2-MR
6.BCC-ESM1
7.CAMS-CSM1-0

8.CAS-ESM2-0
9.CESM2
10.CESM2-FV2
11.CESM2-WACCM
12.CESM2-WACCM-FV2
13.CIESM*
14.CMCC-CM2-HR4
15.CMCC-CM2-SR5

16.CMCC-ESM2*
17.CanESM5
18.EC-Earth3
19.EC-Earth3-AerChem
20.EC-Earth3-CC*
21.EC-Earth3-Veg
22.EC-Earth3-Veg-LR
23.FIO-ESM-2-0

24.GFDL-CM4
25.GFDL-ESM4
26.GISS-E2-1-G
27.ICON-ESM-LR*
28.IPSL-CM5A2-INCA*
29.IPSL-CM6A-LR
30.IPSL-CM6A-LR-INCA*
31.MCM-UA-1-0*

32.MIROC6
33.MPI-ESM-1-2-HAM
34.MPI-ESM1-2-HR
35.MPI-ESM1-2-LR
36.MRI-ESM2-0
37.NESM3
38.SAM0-UNICON
39.TaiESM1

Figure 3-2.: Normalized Taylor diagrams for the representations of the spatial pattern for

the first leading interannual mode of the subsurface temperature (EEOF1). The figure is

comparing ORAS5 observations with the historical simulations of the CMIP6 models for the

period 1958–2014. Figure (A) indicates the models’ institution; models with the same marker

belong to the same modeling institution. Figure (B) compares the models’ performance

against their horizontal resolution. A star (*) after a model name indicates that the model

was not considered by Planton et al. (2021). Model not shown in the figure: GISS-E2-1-G

(std: 2.33, corr: 0.82).
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Reference (ORAS5)
1.ACCESS-CM2
2.ACCESS-ESM1-5
3.AWI-CM-1-1-MR*
4.AWI-ESM-1-1-LR*
5.BCC-CSM2-MR
6.BCC-ESM1
7.CAMS-CSM1-0

8.CAS-ESM2-0
9.CESM2
10.CESM2-FV2
11.CESM2-WACCM
12.CESM2-WACCM-FV2
13.CIESM*
14.CMCC-CM2-HR4
15.CMCC-CM2-SR5

16.CMCC-ESM2*
17.CanESM5
18.EC-Earth3
19.EC-Earth3-AerChem
20.EC-Earth3-CC*
21.EC-Earth3-Veg
22.EC-Earth3-Veg-LR
23.FIO-ESM-2-0

24.GFDL-CM4
25.GFDL-ESM4
26.GISS-E2-1-G
27.ICON-ESM-LR*
28.IPSL-CM5A2-INCA*
29.IPSL-CM6A-LR
30.IPSL-CM6A-LR-INCA*
31.MCM-UA-1-0*

32.MIROC6
33.MPI-ESM-1-2-HAM
34.MPI-ESM1-2-HR
35.MPI-ESM1-2-LR
36.MRI-ESM2-0
37.NESM3
38.SAM0-UNICON
39.TaiESM1

Figure 3-3.: Same as Figure 3-2 but for EEOF2. Model not shown in the figure: CMCC-

ESM2 (std: 1.97, corr: 0.12).

extended modes are EC-Earth3-Veg-LR, MRI-ESM2-0, CMCC-CM2-HR4, CIESM2, and

TaiESM1. Meanwhile, the worst spatial representation models are CAS-ESM2-0, CESM2-

FV2, MPI-ESM1-2-HR, GISS-E2-1-G and BCC-CSM2-MR.

Figure 3-4 presents an overview of CMIP6 results using a portrait plot for each of the three

diagnostic metrics defined as part of the CEM2021 (cf., Figure 2 on Planton et al., 2021) in

addition to the one proposed here to analyze the leading interannual modes of subsurface

variability. The figure presents the normalized metrics against the multi-model mean error

(MMME) to summarize results across all metrics objectively. Here we calculated the MMME

with the 30 models that were also analyzed by Planton et al. (2021). Additionally, the color

scale in Figure 3-4 (±2 standard deviation from the MMME in each column) is indicated

relative to the range of error of the multi-model mean. Thus the figure highlights the

performance of each model relative to the multi-model distribution. For most models, the

relative performance is mixed across the metrics, and as indicated by Planton et al. (2021)

there is no physically consistent way to combine the metrics of each collection to come up

with a single objective ranking; it all depends on the specific climate phenomenon studied.
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Given that, in general, the models have a similar representation of the EEOF modes, as

also noted in Figures 3-2 and 3-3, the majority of the models marginally outperformed the

MMME. As a result, Figure 3-4 clearly highlights the models with a weaker representation

of the process (as indicated by the darker red boxes).

To establish a possible relationship between the ENSO performance metrics and the rep-

resentation of the interannual subsurface modes, we computed the intermetric correlations

across the CMIP6 models (Figure 3-5). This analysis pointed out that the representa-

tion of both EEOF modes is highly correlated with the ENSO life cycle (ENSO lifecycle,

correlation of 0.84) and the climatological bias of the zonal structure of the zonal wind

stress (eq Taux bias, correlation of 0.06). The ENSO life cycle metric evaluates the tem-

poral evolution of the Niño 3.4 SSTA associated with ENSO. Usually, an El Niño event

terminates quickly after the mature phase and shifts into a cold phase by the following sum-

mer. In contrast, La Niña tends to persist throughout the second year and reintensifies in

winter (also known as the ENSO transition asymmetry; Larkin and Harrison, 2002; Ohba

and Ueda, 2009; McPhaden and Zhang, 2009; Okumura and Deser, 2010). On the other

hand, the eq Taux bias estimate the zonal RMSE of the equatorial Pacific climatological

zonal wind stress (Taux) between the model and observations. According to Planton et al.

(2021), CGCMs usually show a decreased circulation in the Central Pacific and an increased

circulation over the Western Pacific.

The previous analysis of the subsurface interannual variability modes (Subsection 2.3.1)

indicated that the leading couple EEOF modes represent the oscillator nature of ENSO

through the co-evolution of the Pacific and Indian oceans’ wave dynamics and were also

closely related with the ENSO phase transition. The frequent shifting between the two

opposite phases of the ENSO can be interpreted as alternations between the two EEOF

modes (Figures 2-4 and 2-5). Consequently, the high correlation between the ENSO life

cycle with the EEOF mode metrics highlights the dominant role of the ocean dynamics on

the oscillatory nature of ENSO and its phase transition (Zebiak and Cane, 1987; Suarez and

Schopf, 1988; Neelin et al., 1998; Jin, 1997a). A common bias between CMIP6 models is to

portray short-duration La Niña events, a weak capacity to generate 2-year La Niña and a

weak representation of the ENSO asymmetry transition; thus, translating into problems in

reproducing the diversity of events duration (Planton et al., 2021). Here we suggest that these

biases are related to a weak representation of the primary interannual ocean dynamics process

as it is shown by Figure 3-4, where the interbasin coupling favors the ENSO phase transition.

Furthermore, the underlined correlation between the EEOF’s metrics and the equatorial

Taux bias points out the ENSO’s sensitivity to the representation of the climatological

features and their associated effects on ENSO variability. Biases in the representation of

the climatological Taux affect the equatorial upwelling and the zonal tilt of the equatorial

thermocline (Guilyardi et al., 2020).

Alternatively, An and Kim (2018) investigated the mechanisms responsible for the asym-

metrical ENSO transition over the observational record and compared it against CMIP5
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Figure 3-4.: CMIP6 models’ performance on the CLIVAR ENSO Metrics 2021 (CEM2021,

Planton et al., 2021) and the couple leading interannual modes of subsurface variability.

The figure shows the metric values (anomalies) relative to multi-model mean error (MMME)

and normalized by the standard deviation (σ) of each column. The darker the blue (red),

the closer (further) the model is to the reference for a given metric. Missing information

is indicated in gray. As in Planton et al. (2021), the metrics are grouped according to

their application: (A) Performance, (B) Teleconnections, (C) Processes, and (D) EEOF,

the last column describing the interannual variability coupled modes. Individual metrics

are highlighted in color-codes according to particular categories (refer to Table B-1 for

definitions): background climatology (light green), basic ENSO characteristics (magenta),

teleconnections (yellow), physical processes (cyan), or the leading interannual subsurface

modes of variability (red, as defined in Section 3.2).
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Figure 3-5.: Intermetric correlations computed across the CMIP6 models. Individual met-

rics are highlighted in color-codes according to particular categories (refer to Table B-1 or

Table B1 in Planton et al. (2021) for definitions): background climatology (light green),

basic ENSO characteristics (magenta), teleconnections (yellow), physical processes (cyan),

or the leading interannual subsurface modes of variability (red, as defined in Section 3.2).

Correlations greater than ±0.5 had been indicated in the figure.
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historical simulation. They suggested that the stronger response of ocean waves against

the surface wind during El Niño than during La Niña plays a primary cause of a dominant

swing from El Niño to La Niña. The authors also pointed out that interbasin interactions

with the Indian and Atlantic oceans also play some role in driving the transition asymmetry.

Furthermore, in the historical simulations of the CMIP5, the model-to-model difference in

transitions asymmetry was significantly related to that in ocean wave response to surface

wind forcing but not to that in the interbasin interactions.

Finally, the fact that the previous analysis is based on only one simulation per model

raises questions regarding the robustness of the results. Recently, Lee et al. (2021) tested the

sensitivity of the CEM2021 (Planton et al., 2021) to internal variability alone by considering

large ensembles of CMIP6 model simulations. They determined that more than 50 ensemble

simulations are needed per model to robustly capture the baseline ENSO characteristics

and physical processes, at least 12 simulations for the background climatology analysis, and

at least 6 for the remote ENSO teleconnections. Consequently, an additional investigation

focused on a larger ensemble size is needed to reinforce the robustness of the result presented

here.

3.4. Conclusions

This study investigates the coevolution of the subsurface temperature of the Indian and

Pacific oceans using observations and CMIP6 historical simulation. An empirical model

evaluation approach has been applied to assess the representation of the CMIP6 models in

simulating the spatial patterns of the leading interannual modes of subsurface variability.

Our results indicate that 23 models from 13 different modeling institutions coincide in re-

producing the variability modes described by the reference data, thus, confirming the role

of the subsurface interbasin coupling in the ENSO’s oscillatory nature and phase transition.

In general, models with a nominal resolution of 100 km or more refined achieved high per-

formance in the empirical evaluation. Although, a higher resolution does not guarantee a

higher performance, as models of considerably different resolutions achieved similar results.

The ability of the CMIP6 models to reproduce the interannual subsurface temperature

modes was compared with their performance of the CLIVAR ENSO Metrics (CME2021;

Planton et al., 2021). The diverse range of model performance within each of the metrics

indicates the complex nature of the model biases and highlights that it is unlikely to be a

single model best suited to all applications. In addition, we found that the representation of

the interannual subsurface temperature modes between the two basins is highly correlated

with the ENSO life cycle (ENSO lifecycle) and the climatological structure of the zonal wind

stress (eq Taux bias). In agreement with previous studies (Ohba and Ueda, 2009; Okumura

et al., 2011; Ohba and Watanabe, 2012; Izumo et al., 2010b, 2014; Jourdain et al., 2016;

Wieners et al., 2016, 2017; Ha et al., 2017), the coupling between the Indian Ocean and the

Pacific Ocean at interannual time scales favors the ENSO phase transition. Therefore, we
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suggest that a realistic representation of the interbasin subsurface temperature variability at

interannual time scales is necessary for a correct representation of the ENSO phase transition

metrics and a better understanding of the ENSO phenomenon. Furthermore, increasing the

ensemble size in the empirical evaluation is needed to strengthen the robustness of the

results.



4. Conceptual Model

Abstract

Simple conceptual models are valuable tools for investigating theoretical concepts that

may serve as sources of insight into ENSO sensitivities and predictability. We study

the quasi-periodicity route to chaos arising from a seasonally forced delayed differential

model for the El Niño-Southern Oscillation (ENSO). For a specific set of parameter

values, the model can produce chaotic solutions that reproduce the irregular behav-

ior observed in the ENSO phenomena. The control parameter is the intensity of the

nonlinear coupling (k) between the ocean and the atmosphere, which modulates the

dynamical behavior of the system. Furthermore, we included an additional term in

the model to investigate the influence of the MJO-induced wind variability over the

Western Pacific. The modified model described a similar quasi-periodicity route to

chaos as the coupling parameter is increased. The inclusion of the MJO term shifts the

dominant periodicities of the numerical solution toward the lower frequencies.

Keywords

El Niño-Southern Oscillation (ENSO); Madden-Julian Oscillation (MJO); Delay Dif-

ferential Equations; Inter-basin Interaction; Tropical Indo-Pacific; Quasi-periodic route

to Chaos; Deterministic Chaos.

4.1. Introduction

The major aspects that give rise to El Niño-Southern Oscillation (ENSO), the dominant

mode of climate variability on the interannual time scale, are reasonably well understood

(Neelin et al., 1998). Bjerknes (1969) was to first to propose the positive atmospheric

feedback on the equatorial sea surface temperature (SST) field via the surface wind stress in

generating the ENSO cycle. Although the primary mechanisms are comprehended, ENSO’s

irregularity behavior presents challenges for its prediction, even at sub-annual (6-12 months)

lead times (Cane et al., 1986; Latif et al., 1994).

Much of the theory on the ENSO variability was grounded on the Zebiak-Cane model

(Cane and Zebiak, 1985; Zebiak and Cane, 1987), the first coupled ENSO model, and the

first dynamical model that produced a successful prediction of El Niño (Cane et al., 1986).

The model coupled an ocean numerical model (Cane and Patton, 1984), modified with

the addition of a frictional surface layer (Zebiak, 1985), to a Matsuno/Gill atmospheric
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model (Zebiak and Cane, 1987). The Zebiak-Cane model was the first to describe the

self-sustained coupled oscillation of the ENSO phenomenon and stated that the essential

elements of the ENSO are contained within the tropical Pacific (Zebiak and Cane, 1987). It

also highlighted the role of the ocean heat content in producing the oscillatory characteristics

of the model and the equatorial ocean dynamics in setting the intrinsic time lags that could

sustain the oscillation. Furthermore, various simple delay oscillator models were developed

and presented a more complete theory for the onset, termination, and cycling nature of

ENSO events (Suarez and Schopf, 1988; Battisti and Hirst, 1989; Tziperman et al., 1994;

Picaut et al., 1996; Jin, 1997a,b; Weisberg and Wang, 1997). The delayed oscillator models

rely on oceanic adjustment (i.e., equatorial waves) and air-sea coupling to establish the

phenomenon’s cycling nature. Four different types of delayed oscillator models had been

proposed, all of which are described extensively on Wang (2001, 2018) and references therein.

Despite that the oscillatory character of ENSO is well comprehended; its irregularity is

yet an open question. For example, spectral analysis of the Niño 3.4 time series, as seen

in Figure 4-1, shows power at all frequencies associated with the irregularity but with a

preferred time scale of 3 to 5 years, thus, implying that multiple time scales may be involved

in ENSO variability (Rasmusson and Carpenter, 1982; Jiang et al., 1995). The irregularity

of ENSO has been explained by two different mechanisms: (I) deterministic chaotic behavior

associated with large-scale nonlinear dynamics; and (ii) uncoupled atmospheric weather noise

1984 1988 1992 1996 2000 2004 2008 2012 2016 2020

4

8

16

32

64

128

256

Pe
rio

d 
(m

on
th

s)

A)  Niño 3.4 SSTA - Wavelet Power Spectrum (Morlet)

0 10 20
Power [°C]2

4

8

16

32

64

128

256

B) Global Wavelet
Spectrum

0

4

8

12

16

20

24

28

32

Po
we

r [
°C

]2

Figure 4-1.: (A) Niño 3.4 SSTA wavelet power spectrum, the colored contours indicate the

power, the thick contour encloses regions of greater than 95% confidence level for a red-

noise process. Cross-hatched regions on either end indicate the cone of influence where edge

effects due to the finite length of the time series become important. (B) Niño 3.4 SSTA

global wavelet spectrum.
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(i.e., stochastic forcing, Penland and Sardeshmukh, 1995; Blanke et al., 1997; Eckert and

Latif, 1997; Kleeman and Moore, 1997; Moore and Kleeman, 1999; Jin et al., 2007), although

these theories are not mutually exclusive. The deterministic chaotic behavior can result from

the nonlinear interaction between the seasonal cycle and the ENSO mode (Tziperman et al.,

1994, 1995; Chang et al., 1994; Jiang et al., 1995; Jin et al., 1994, 1996) which can also limit

ENSO’s predictability. This approach can also describe the tendency of El Niño to peak

at the end of the calendar year, explaining it through phase-locking to the annual cycle.

However, Stein et al. (2010, 2011) also found phase-locking when they employed a linear

stochastic model, suggesting that nonlinear dynamics may not be necessary for explaining

ENSO’s seasonality.

According to the first theory, ENSO’s irregularity occurs when the intrinsic ENSO’s fre-

quency enters into nonlinear resonant with the seasonal cycle. As the nonlinear coupling of

the system is increased, the frequency-locked regimes expand and overlap. As a result, chaos

arises as the ENSO oscillator is not able to lock to a single resonance and jumps irregularly

between unstable subharmonic solutions of the competing frequencies. This transition is one

of the universal routes to chaos and corresponds to the overlapping of nonlinear resonances

also known as “Arnold tongues” in parameter space (Jensen et al., 1984; Bohr et al., 1984;

Bak, 1986).

Different studies have suggested that westerly wind events (WWEs) as those associated

with the Madden-Julian Oscillation (MJO) play a significant role in ENSO dynamics and

predictability (Moore and Kleeman, 1999; Kessler and Kleeman, 2000; Boulanger et al.,

2004; Zavala-Garay et al., 2005; Zhang, 2005; McPhaden et al., 2006b; Shi et al., 2009;

Wang et al., 2011; Chen et al., 2016). WWEs are known for exerting an influence over the

ENSO by directly exciting oceanic Kelvin waves over the western and central Pacific that

triggers or accelerates the onset of El Niño (Harrison and Schopf, 1984; McPhaden et al.,

1988; McPhaden, 1992, 1999; Lengaigne et al., 2002), and by maintaining El Niño conditions

when WWEs are positioned over the eastern Pacific (Seiki and Takayabu, 2007). The low-

level westerly wind component of the MJO is characterized by synoptic-scale westerly wind

events (Zhang, 2005) which have an effective oceanic response because the wind events

are spatially and temporally coherent (Kessler et al., 1995; Shinoda and Hendon, 2001;

Zhang and Gottschalck, 2002). Furthermore, the Indian Ocean might influence ENSO by

a modulation of the Intraseasonal Variability (ISV). Izumo et al. (2010b) noted that zonal

wind variability over the western Pacific increases after a negative IOD event. Meanwhile,

Yuan et al. (2014) suggested that the eastward movement of MJO is favored during negative

IOD events, as the MJO activity is more pronounced over high SSTs, where deep connections

can be sustained (Gadgil et al., 1984).

Additionally, as discussed in Chapter 2, the coevolution of the subsurface temperature of

the Indian and the Pacific Ocean at interannual at scale suggested an enhancement of the

MJO signal over the Western Pacific during the development phase of an El Niño event.

In consequence, in this chapter, we study the possible contribution of the Indian Ocean
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over ENSO through an atmospheric bridge defined by the interaction of the MJO over the

Western Pacific Ocean. First, due to its simplicity, we examine the seasonally force ENSO

model of Tziperman et al. (1994) that includes the delayed positive and negative feedback

mechanisms through wind-driven oceanic waves. Then, the role of the MJO modulation

over the ENSO was analyzed by adding a mathematically formulated term that simulates

the seasonal variation of the MJO over the Western Pacific Ocean. In this study, we used

the direct numerical integrations and examination of return maps in a low-dimensional to

study the effects of both the seasonal cycle and the MJO over the ENSO’s periodicity and

irregularity. In addition, the dynamical behavior of the models is characterized by the

computation of the Lyapunov Exponents for the particular space parameter surveyed.

4.2. The circle map and the transition to chaos

In a similar manner that ENSO’s fundamental positive feedback has been studied through

conceptual models that capture the fundamental processes of the oscillation (Suarez and

Schopf, 1988; Battisti and Hirst, 1989; Tziperman et al., 1994; Picaut et al., 1996; Jin,

1997a,b; Weisberg and Wang, 1997), one-dimensional maps have been used to investigate

the nonlinearity in dynamical systems. This simplification has been possible as scaling

behavior found in the maps carry quantitatively over to real systems (Jensen et al., 1984).

A simple example where frequency locking occurs is the one-dimensional circle map (Jensen

et al., 1984; Bak, 1986), which is an iterative map of the circle to itself. The model is given

by:

θn+1 = fΩ(θn) = θn + Ω− k

2π
sin(2πθn) (mod 1) (4-1)

The circle map is nonlinear, and the parameter K controls the intensity of the nonlinearity.

The variable θn represents the phase of the oscillating system measured stroboscopically at

periodic time intervals tn = 2πn/ω, using the frequency of the external force ω (Jensen

et al., 1984). θn+1 denotes the angle of the location of the nth iterations of the circle and

Ω represents the frequency of the system in the absence of nonlinear coupling K. The mod

operator ensures that θn+1 remains between the valid unit interval by adding or subtracting

1 to its values. The full transition of the quasi-periodic route to chaos is obtained by varying

both the non-linearity parameter K and Ω. As one varies one of the two parameters the

system will pass through regimes that are phase-locked and regimes that are not until the

chaotic behavior is encountered.

A diagnostic tool for the transition to chaos in the circle map is the winding number (W ),

which represents the mean number of rotations per iteration, that is to say, the frequency of

the dynamical system. To scan for frequency locked regions, one varies Ω for a fixed K and
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Figure 4-2.: Return map of the circle map for Ω = 0.2 and K = 0.9, 1 and 1.2.

searches for rational numbers. The winding number is defined as:

W = lim
n→∞

1

n
(θn − θ0) (4-2)

where θn is calculated without taking modulo 1. Under different iterations, the variable θn
could converge to a series that is either periodic, quasiperiodic, or chaotic. A periodic series

is the result of the nonlinear resonance between two frequencies, hence θn+q = θn+p and the

frequency of the system (W ) is given by the rational number p/q. Moreover, a quasi-periodic

time series occurs when the winding number is irrational. If the series is chaotic, the winding

number is not defined. When the nonlinearity coupling K is between 0 and 1, the map is

monotonic and the behavior is periodic o quasi-periodic (Figure 4-2-A). At K = 1, the map

reaches an inflection point at θn+1 = 0, and the probability of the winding number to be

rational is close to one (Figure 4-2-B). For K > 1 the map is no longer invertible resulting

in chaotic trajectories (Figure 4-2-C).

In the circle map, the transition to chaos occurs as a function of the two parameters K and

Ω shown schematically by Figure 4-3-B. The wedge-like areas are regimes where W assumes

rational values called Arnold’s tongues. When K is close to zero, all the intervals are very

small and the probability of W being rational is almost zero. However, with increasing

nonlinear coupling the widths of all the phase-locked intervals increases. Eventually, for

K = 1 the Arnold’s tongues cover a large portion of the Ω axis and the probability of the

winding number being rational is almost 1 (Figure 4-3-A). At K > 1 the resonance regions

overlap generating a chaotic behavior as the system jumps between competing resonances.

Between jumps, the system still tends to be locked to the external frequency for some interval

of time (Tziperman et al., 1995).

The return map (θn+1 vs θn, Figure 4-2) represents another useful diagnostic of the tran-

sition to chaos. It occurs at the critical point K = 1 where the monotonicity is lost and



4.3 The conceptual model 57

Figure 4-3.: (A) Winding number W vs Ω for the circle map at K = 1, also known as the

Devil’s staircase. (B) Schematic Diagram of Arnold Tongues. The Devil’s staircase is the

cross-section of the Arnold Tonges diagram at K = 1.

∂θn/∂θn−1 = 0.

4.3. The conceptual model

The delayed oscillator models pivot around the idea that the strongest atmosphere-ocean

coupling takes place in the middle of the Pacific Ocean (Figure 4-4). In that respect, a

variation in the wind stress field induced by a positive SST perturbation in the center of

the Pacific generates downwelling Kelvin waves that travel east and westward-propagating

upwelling Rossby waves. As a result, the downwelling Kelvin waves enhanced the warming

of the coast of South America, initiating a warm event. Meanwhile, the Rossby waves reflect

on the western boundary of the Pacific Ocean as upwelling Kelvin waves, thus, creating

the delayed negative feedback that will reverse the ENSO phase. Nevertheless, It is worth

noting that western boundary reflection is not as efficient as the model suggests. The western

boundary is quite irregular and, in practice, results in substantial scattering instead of simple

reflection. Zang et al. (2002) found that only 30% of the energy of the Rossby waves is

reflected as a Kelvin wave over the western boundary.

The conceptual model proposed by Tziperman et al. (1994) incorporates such a delay

process and is described by the following equation:

dh(t)

dt
= c1A

(
h

(
t− L

2CK

))
− c2A

(
h

(
t− L

2CR
− L

CK

))
+ c3cos(ωat) (4-3)
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L

stronger coupling

Kw

Rw

Figure 4-4.: Schematic of the delayed oscillator mechanism. Strong coupling between the

atmosphere and the ocean over the central Pacific allows wind disturbances to create ocean

waves. The wind forces a downwelling Kelvin wave (Kw, red ripple) that deepens the ther-

mocline in the eastern Pacific. And an upwelling Rossby wave (Rw, blue ripple), which after

bouncing off the western edge of the ocean, decreases the depth of the thermocline in the

eastern Pacific.

where h(t) represents the thermocline depth deviation from the seasonal depth values at

the eastern boundary, t is time, L is the basin width, and ωa expresses the annual frequency

of the seasonal forcing. The first term on the right-hand side of Equation 4-3 represents the

wind-forced Kelvin wave that travels eastward at a speed CK . The second term denotes the

Rossby wave that travels westward at a speed CR and is reflected as a Kelvin wave off the

western boundary.

The forcing function A(h) relates wind stress to SST and SST to thermocline depth.

Munnich et al. (1991) proposed a forcing function A(h) tailored to rule out unrealistic be-

havior and fashioned after the shape of the tropical thermocline:

A(h) =


b+ + b+

a+

{
tanh

[
ka+
b+

(h− h+)
]
− 1
}
, if h+ < h,

kh, if h− ≤ h ≤ h+,

−b− − b−
a−

{
tanh

[
ka−
b−

(h− h−)
]
− 1
}
, if h < h−,

(4-4)

Following Munnich et al. (1991) a± > 1 and

h+ =
b+
ka+

(a+ − 1), h− =
b−
ka−

(a− − 1) (4-5)

The function A(h) is a linear piece inserted smoothly between two tanh segments where the

parameters b± > 1 impose the upper and lower limits of the function, and a± > 1 control the

curvature of A(h), i.e., how rapidly A(h) approaches the asymptotic values b± > 1 (Figure 4-

5). The parameter k controls the slope of A(h) at h = 0 and modulates the strength of the
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nonlinearity. As shown by Tziperman et al. (1994) k is a key parameter controlling the

model’s dynamical behavior.

For the integration of the conceptual model, we used the four-order Runge-Kutta algorithm

adapted for delayed differential equations. Then the analysis of the transitions to chaos in

the model is done by running the equations with different parameter values and examining

the h(t) time series. The model time series is obtained by integrating the model for 400 years

with a time step of 5 days. The first 50 years of the time series were removed to dissipate the

transient response of the model to the initial conditions. The values used in the numerical

simulation are reported in Table 4-1.

Parameter Description Numerical value

dt Time step 5 days

L Basin width 1

ωa Frequency of the annual cycle 2π/365

CK Kelvin wave speed 1/72 days−1

CK Rossby wave speed 1/216 days−1

a± Control parameters of the curvature of A(h) 1

b− Limit of A(h) as h→ −∞ -1

b+ Limit of A(h) as h→ +∞ 2

c1, c2 Magnitude of the waves’ feedback c1 = 1/180, c2 = 1/120

c3 Magnitude of the periodic forcing c3 = 1/138

Table 4-1.: Glossary of model’s parameter.

Following Tziperman et al. (1994, 1995) the phase space (h(t+ τ) vs h(t)) for the different
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Figure 4-5.: Forcing function A(h), representative of ocean-atmosphere coupling as described

by Equation 4-4.
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iterations of the model was obtained using “delay coordinates” with a delay time τ of 1 year,

Equation 4-6. The annual subsampling of the time series results in a simple closed curve in

the phase space. Then, the return map can be computed by calculating the angle θn from

the center of the attractor to the point (h(t), h(t+ τ)) in the phase space diagram (refer to

Tziperman et al., 1995, Figure 3).

h(t) = [h(t), h(t+ τ), ..., h(t+ (m− 1)τ)] (4-6)

Tziperman et al. (1994) reported four dynamical regimes exhibited by the model (Equa-

tion 4-3) as k, the nonlinear coupling, is increased. The first one is a periodic behavior

governed by the annual forcing Ωa (Figure 4-6-A) with the phase-space converging to an

attractor for small values of k. As k is further increased, the model describes an irregular

quasi-periodic behavior characterized by the emergence of a second frequency (Ωn), that of

the Tropical Pacific’s ocean-atmosphere system (Fei-Fei Jin and Neelin, 1993; Neelin et al.,

1998) which emerges from the delayed ocean adjustment with the preferable 3-4 year period

(Zebiak and Cane, 1987). The two frequencies are not in accordance with one another, which

results in a quasi-periodic time series. The resulting oscillation is irregular but not chaotic,

and the power spectrum displays two dominant frequencies with several subharmonics (Fig-

ure 4-6-B).

For even higher values of k, the system becomes frequency-locked. The second frequency

shifts to a rational multiple of the driving annual frequency: Ωn = Ωap/q, with p and q

integers. The oscillator is subjected to a nonlinear resonance between the driving annual

frequency Ωa and the internal oscillatory frequency Ωn. The result is a periodic time series

(Figure 4-6-C) in the parameter regimes (k vs Ωa) corresponding to a mode-locked solution

of Arnold’s tongues. Lastly, for certain values of k, the system becomes chaotic (Figure 4-

6-D). The chaotic behavior is caused by the overlapping of the resonances and the irregular

jump of the system between the frequency-locked solutions.

4.4. Implementation of the MJO forcing in the

conceptual model

Numerous studies (Kessler et al., 1995; Kessler and Kleeman, 2000; Hendon et al., 1999;

Shinoda and Hendon, 2001; Zhang and Gottschalck, 2002; Zhang, 2005; Zavala-Garay et al.,

2005; Hendon et al., 2007) suggested that the Madden-Julian Oscillation (MJO, Madden and

Julian, 1971, 1972), the dominant component of the intraseasonal variability in the tropical

atmosphere (Zhang, 2005), may influence the ENSO variability and predictability. MJO

constantly interacts with the ocean, thereby influencing the evolution of ENSO. Over the

equatorial Indian and Western Pacific oceans, an MJO event features an eastward propagat-

ing deep convection center flanked at the surface by anomalous easterly winds to the east and
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Figure 4-6.: Integration of the conceptual model (Equation 4-3) for the selected parameters

in Table 4-1. Shown are the Fourier spectrum (left column); a phase-space diagram (middle

column); return map (right column) of each run. The four cases shown are (A) k = 0.9,

(B) k = 1.2, (C) k = 2.2; and (D) k = 2.6.
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anomalously strong westerly winds at the west (Zhang, 2005). By triggering Kelvin waves

over the western Pacific Ocean, individual MJO events influence the thermocline depth and

SST that affect the ocean currents and heat fluxes.

Consequently, we introduced a new term in the delayed oscillatory model to investigate

the interaction between the high-frequency atmospheric variation of the MJO and the slow

ocean dynamics of ENSO. The last term in Equation 4-7 represents the effect of the MJO-

forced Kelvin waves generated at the western Pacific influencing the thermocline depth at

the eastern coast. The expression is multiplied by (I) a periodic Gauss function that imitates

the seasonal cycle of the MJO with larger amplitudes in boreal winter and spring (Zhang,

2005); and (II) a periodic piecewise function M(t) (Equation 4-8) that determines the overall

delayed effect of the MJO-induced ocean waves.

dh(t)

dt
= c1A

(
h

(
t− L

2CK

))
− c2A

(
h

(
t− L

2Cr
− L

CK

))
+ c3cos(ωat)

+c4A

(
h

(
t− L

CK

))[
(α− β) ∗ exp

(
−{[(t+ ϕ) mod N1]−B}2

2C2

)
+ β

]
∗M(t mod N2)

(4-7)

M(t) =


−0.8, if t < 25,

1, if 25 ≤ t < 45,

0, if t ≥ 45,

(4-8)

The piecewise function M(t) reproduces an idealized effect of an MJO event crossing

over the western Pacific Ocean. First, the MJO-induced surface easterlies winds generate

an upwelling Kelvin wave. Then, after the transit of the MJO-convective center over the

western boundary, the strong surface westerlies winds will induce a downwelling Kelvin

wave followed by a period of inactivity. Thus, the net effect of Equation 4-8 represents the

sequence of asymmetrical surface wind (usually MJO-induced westerlies are more vigorous

than easterlies, Zhang, 2005) followed by a dormancy period. We selected a periodicity of 50

days, although the MJO does not regularly oscillate, being highly episodic or discrete (Salby

and Hendon, 1994; Zhang, 2005).

Figure 4-7-A displays the shape of the periodic Gauss function throughout the time inte-

gration with its bell center at the beginning of the year, supposing that t0 is the beginning

of the calendar year. Meanwhile, the idealized cycling nature of the MJO is depicted in Fig-

ure 4-7-B. This was mathematically formulated by adding a seasonally varying frequency

of 50 days (Equation 4-8), where the first 25 days correspond to the effects of the easterlies

followed by 20 days of stronger westerlies and an inactivity period of 5 days. The comple-

mentary numeral values used for the integration of Equation 4-7 are reported in Table 4-2.
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Figure 4-7.: Idealized MJO seasonal cycle (A) and Annual MJO-induced ocean wave effect

variation (B) over the Western Pacific. (A) represents the shape of the Gaussian function

multiplying the last term in Equation 4-7. The bell controls the amplitude of the MJO-forced

Kelvin wave (c4) thought out the time integration, supposing that t0 is the beginning of the

calendar year. MJO has larger amplitudes during boreal winter and spring. (B) illustrates

the delayed contribution of the MJO-induced ocean waves due to surface wind variability.

Parameter Description Numerical value

c4 Magnitude of the MJO-forced wave’s feedback c4 = c1/2

ϕ Phase-shifting of the Gauss bell (i.e., translation on the time axis) 180 days

N1 Mod operator parameter. Controls the peridiocity of the gaussian function 365 days

N2 Mod operator parameter. Controls the peridiocity MJO-induced delayed effect 50 days

α Gaussian bell amplitude 0.9

β Vertical-shifting of the Gauss bell (i.e., translation on the y axis) 0.1

B Gaussian bell center 180 days

C Gaussian bell width 45 days

Table 4-2.: Glossary of complementary model’s parameter for the MJO interaction.
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Figure 4-8.: Same as Figure 4-6 but for the integration of the conceptual model (Equation 4-

3) for the selected parameters in Table 4-1. The four cases shown are (A) k = 0.9, (B)

k = 1.2, (C) k = 2.2; and (D) k = 2.6.
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Figure 4-8 shows the results of the integration of Equation 4-7 for the same set of values

of k as in Figure 4-6. In general, the behavior is very similar, although as the non-linearity

k increases, the longer the periods are, thus emphasizing lower frequencies. Interestingly,

chaotic behavior is obtained for a lower value of the non-linearity parameter (k = 2.2)

compared to the previous model with a much broader ENSO-related spectral peak. Earlier

different authors (Blanke et al., 1997; Chang et al., 1996; Jin et al., 1996), simulating the

impact of WWB/MJO as a stochastic forcing to their models, also found spectral peak

consistent with the ENSO that becomes chaotic at the higher coupling. Particularly, Blanke

et al. (1997) observed a broadening of the ENSO spectral peak in a hybrid coupled model

when the stochastic winds stress component was added to the simulation in comparison to

the run when noise is absent.

4.5. Chaotic dynamics

One commonly used method for studying chaotic dynamics is the computation of the

Lyapunov Exponents (LEs). These quantify the exponential divergence of initially close

state-space trajectories and estimate the amount of chaos in a system (Rosenstein et al.,

1993). Quantitatively, any two trajectories x(t) = f t(x0) and x(t) + δx(t) = f t(x0 + δx0)

in the phase space that start out very close to each other separate exponentially with time.

Their sensitivity to initial conditions can be calculated as:

‖δx(t)‖ ≈ eλt ‖λx0‖ (4-9)

where λ, the mean rate of separation of trajectories of the system, is called the leading

Lyapunov exponent. Positive LEs indicate exponential divergence of neighboring trajecto-

ries, which are the essential attribute of chaotic attractors (Parlitz, 2016). A negative LE

indicates that the trajectories are contracting asymptotically along the corresponding orbit;

meanwhile, stable points get assigned a −∞. For sufficiently long time series, it is possible

to directly assess the local diverge of trajectory segments in the reconstructed state space

(Rosenstein et al., 1993; Parlitz, 2016). These direct methods estimate the largest LE and

give graphical feedback to confirm the exponential divergence or convergence (Parlitz, 2016).

Here we estimate the largest LE for a range of the coupling parameter k for both models

analyzed in this chapter using the technic described by Parlitz (2016). Figure 4-9 shows

a comparison of (A) T the dominant periodicity and (B) the LEs for the time series h(t)

obtained while we vary the coupling parameter k. We confirm the chaotic behavior for

different range windows of k for both models according to the results.

For small values of k, Tziperman et al.’s model is characterized by neutral stability (λ ≈ 0)

and an increasingly dominant period. After k ≈ 1.31, the systems reach a chaotic behavior,

and the dominant period stabilized around four years. Henceforward, there is an oscillat-

ing window of chaotic and periodic behavior, after which the system reaches a long stable
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Figure 4-9.: (A) Dominant periodicity of h(t) time series for different values of the k-

parameter. (B) Numerical estimation of the Lyapunov exponent for different values of the

k-parameter.

condition window (λ = −∞), although the dominant period remains practically constant.

Between 2.38 < k < 2.48, there is a window of alternating chaotic/periodic behavior, where

the dominant periodicity does not suffer many alterations besides a particular peak where it

reaches 4.5 years. Then, for the range where 2.48 < k < 2.73, the system arrives at a chaotic

window where λ > 0 and the dominant periodicity rapidly increases. Finally, for k > 2.73,

there is an alternation between chaotic and periodic behavior, where the de dominant period

peaks a maximum of 5 years before settling around 4.5 years.

The MJO-forced conceptual model describes a similar behavior to Tziperman et al.’s

model but archives a higher dominant period for lower values of the coupling parameter k,

thus emphasizing the lower frequencies as Figure 4-8 also suggested. For small values of

k, the system is characterized by alternating chaotic and periodic solutions, which rapidly

reach a long stable condition simultaneous with Tziperman et al.’s model. Nevertheless, the

system achieves chaotic behavior earlier with a sustained chaotic window (2 < k < 2.09),
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which slowly drops, alternating between chaotic, neutral, and periodic solutions. After the

periodic solution window (2 < k < 2.5), the dominant period rapidly increases until it fixes

on 4.5 years. Henceforth the dominant period reaches a maximum of five years, and the

system describes neutral stability, with some dropback of T at 4.5 years for particular values

of k where λ > 0. Finally, for k > 2.75, the model oscillates between chaotic, neutral, and

periodic solutions, without altering the dominant periodicity of five years.

Jin et al. (1996), also studying the interaction of ENSO with the seasonal cycle, examined

the parameter-space to localize the chaotic and frequency-locked regimes in an intermediate

coupled model (refer to Jin et al., 1996, Figure 6). Although their results are strongly model-

dependent, they concluded that the frequency-locked solutions dominated most of the space

surveyed compared to the chaotic regimes. In agreement with Jin et al. (1996) but for the

models and the particular parameter-space analyzed, we also observed the dominance of

frequency-locked regimens for both models.

We also performed another experiment where the magnitude of the periodic seasonal

forcing (C3) was set to zero. The goal was to determine if a chaotic behavior would emerge

by only exciting the system with the modulation of the idealized MJO-forcing. Our results

indicated that for the range of the coupling parameter surveyed (1 < k < 3), the system did

not achieve chaotic behavior (results not shown).

4.6. Conclusions

In this chapter, we investigated the influence of the seasonal cycle and the contribution of

the MJO on the ENSO using a simple nonlinear seasonally forced model that simulates the

phenomenon. Previously, numerous studies indicated that ENSO’s irregularity might be a

result of deterministic large-scale nonlinear dynamics characterized by the quasi-periodicity

route to chaos (Tziperman et al., 1994, 1995). Here, by including additional seasonally vary-

ing frequency representative of the MJO, we also obtained a quasi-periodicity route to chaos

as the ocean-atmosphere coupling parameter increased. Furthermore, the modified model

showed the irregularity and interannual time period oscillation. Additionally, the inclusion of

the MJO term in the model also modified the dominant periodicity of the numerical solution

emphasizing the lower frequencies. Therefore, although ENSO irregularity and oscillatory

behavior could be explained by intrinsic elements contained within the tropical Pacific (Ze-

biak and Cane, 1987; Tziperman et al., 1994; Jin et al., 1994; Tziperman et al., 1995), the

inclusion of the phenomena like MJO may affect its timing and its strength. However, in the

case of Tziperman et al.’s model, the idealized MJO-forcing is not enough to force a chaotic

behavior when the seasonal forcing is absent.

For the parameter space surveyed and similar to Jin et al. (1996)’s discussion, we observed

the predominance of the frequency-locked solutions (λ < 0), representing the 67 and 65.45%

for Tziperman et al.’s model and the model that included the MJO-forcing parameter, re-

spectively. Additional experiments can be performed to complete the present study; for
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instance, the simultaneous variation of the parameters that intervene in the idealized MJO

forcing, such as C4 and the coupling parameter k, can give further inside into the dynamical

behavior of the system. Also, the inclusion of an interannual modulation of the MJO signal,

as suggested in Chapter 2, could complement the study of the ENSO sensitivities to the

coupling of the subsurface temperature of the Indian and the Pacific Oceans.

Likewise, decadal variations in the state of the ocean-atmosphere coupled mode can also

alter the results and favor the phase-locking (Kirtman and Schopf, 1998). In the case of our

highly idealized conceptual model, the asymmetric forcing function A(h) is parametrized

around a mean constant state of the Pacific system. Thus, changing the mean state can also

alter the results. Although, as stated by Zebiak and Cane (1987), the essential elements of

the ENSO are contained within the tropical Pacific, teleconnections are possible. And both

atmospheric noise and transition to chaos (through the interaction with the seasonal forcing)

may contribute to ENSO’s irregularity. The results support the hypothesis that intraseasonal

variability is not an essential component of ENSO (Zebiak, 1989), though it can interact con-

structively with the ENSO cycle through nonlinear ocean dynamics (Kessler and Kleeman,

2000). The overall results are significant because the addition of the MJO component to

the model can modify the strength of ENSO (compare the second column of Figure 4-6 and

Figure 4-8) and also its periodicity. Furthermore, the use of more comprehensive technics

as bifurcation analysis (Keane et al., 2016) and pullback attractors (Chekroun et al., 2018)

can provide valuable insight into the dynamic processes involved in its chaotic behavior.

Therefore, the study represents the first step for future work in this direction.



5. Conclusions

The present work constitutes an integrated study about the influence of the Indian Ocean

on ENSO, where we seek to understand the coupled interaction that could provide informa-

tion beyond the spring predictability barrier. Our research is grounded on previous investiga-

tions that suggested that interannual SST variability over the Indian Ocean (IOBM and/or

the IOD) can influence the following year’s ENSO, as well as favor its phase transitions (Kug

and Kang, 2006; Izumo et al., 2010b, 2014; Ha et al., 2017). Here a variety of data sources,

including several reanalyses, satellite databases, and CGCMs historical simulations, were

used to study the covariability of the Indian and the Pacific oceans, making a particular

emphasis on the subsurface variability.

A composite technic gave us an initial hint about an eastward propagating subsurface

signal that originated over the Indian Ocean before the onset of the most significant El Niño

events. This idea was supported by lead-lag correlation analysis, which suggested that a

signal that is first developed in the subsurface of the eastern Indian Ocean gets amplified

over the Western Pacific at interannual time scales. Next, we used an empirical approach

to diagnose the leading interannual modes of subsurface variability, which described a close

relationship with the ENSO cycle and its phase transition through ocean wave dynamics.

This analysis showed that the strong covariability of the Indian and Pacific oceans is closely

related to the subsurface ocean variability across the two tropical oceans. Previous investiga-

tions proposed that the IOBM/IOD or the combined effect of both phenomenons promotes

a systematic ENSO phase transition, thus enhancing ENSO’s biennial time scale (Ohba and

Ueda, 2009; Okumura et al., 2011; Ohba and Watanabe, 2012; Izumo et al., 2010b, 2014;

Jourdain et al., 2016; Wieners et al., 2016, 2017; Ha et al., 2017). Our results suggest that

the ENSO phase transition and its biennial tendency are strongly related to the coupled

ocean waves dynamics across the two oceans represented by the consecutive alternation of

the leading couple EEOF modes.

Moreover, when we compared the ability of state-of-the-art CGCMs in representing the

leading modes of subsurface variability with their performance of the CLIVAR ENSO Metrics

(CME2021; Planton et al., 2021) we found a significant correlation with the bias metrics of

the ENSO life cycle and event duration. For instance, the first metric, also known as the

ENSO transition asymmetry (Larkin and Harrison, 2002; Ohba and Ueda, 2009; McPhaden

and Zhang, 2009; Okumura and Deser, 2010), describes the tendency of El Niño events to

terminate quickly after their mature phase and shift into a cold phase by the following year.

In contrast, La Niña tends to persist throughout the second year and reintensifies in winter.
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Complementary, the ENSO duration metric assesses the number of months during which El

Niño/La Niña SSTA persists. According to Xian et al. (2019) two-thirds of El Niño events

terminate after one year, while nearly half of La Niña events last two years or longer. It has

been argued that a correct representation of the subsurface covariability between the two

ocean basins translates into a better representation of the ENSO’s life cycle metrics, as both

metrics are closely related to the phase transition.

Previous studies focused on interannual SST variability linked the influence of the Indian

Ocean onto ENSO through an atmospheric bridge (Clarke and Van Gorder, 2003; Izumo

et al., 2010b, 2014, 2016; Jourdain et al., 2016; Wieners et al., 2016, 2017; Ha et al., 2017;

Cai et al., 2019) or an oceanic connection Yuan et al. (2011, 2013). Instead, we choose to

investigate a possible atmospheric mechanism coupled with subsurface covariability between

the two oceans. First, our results showed that the accumulation of positive subsurface

temperature anomalies over the eastern Indian Ocean promotes the intensification of the

Walker Circulation, enhancing the low-level convergence over the Indo-Pacific region and the

subsequent build-up of heat content. Then, the following expansion of the westerly anomalies

from the Indian Ocean into the Western Pacific, in line with previous investigation (Izumo

et al., 2010b; Wieners et al., 2016, 2017; Wang et al., 2019; Saji et al., 2018), helped to

initiate the following El Niño event.

Also, we used a composting technique to study the atmospheric circulation during periods

of maximum variability of the EEOF2, which usually occur 12 months before the mature

phase of the El Niño events selected. As a result, the circulation exhibited the migration

of enhanced convection from the Warm Pool region over the Indian Ocean, which favors

the development of anomalous off-equatorial twin cyclones across the Indian Ocean and

the low-level converging anomaly above the Indo-Pacific region. Additionally, the eastward

propagation of the velocity potential and zonal divergent wind anomalies from the Indian

Ocean onto the Western Pacific coincide with the zonal propagation of the westerlies, leading

to favorable preconditioning of the onset of the El Niño event (Yamagata and Masumoto,

1990). It was noted that the strongest El Niño events coincide with periods of significant PCs

amplitude, which were all followed by a La Niña event the subsequent year. This highlights

the role of the interbasin subsurface coupling between the two basins in favoring the ENSO

phase transitions and the tendency of El Niño events to be followed by La Niña during the

subsequent year (Larkin and Harrison, 2002; Ohba and Ueda, 2009; McPhaden and Zhang,

2009; Okumura and Deser, 2010).

Additionally, we investigate a possible modulation of the intraseasonal wind variability

(ISV) by the Indian Ocean, as suggested by previous investigations (Izumo et al., 2010b,a;

Wilson et al., 2013; Benedict et al., 2015; Wieners et al., 2016). Furthermore, a significant

fraction of the ISV over the tropics is controlled by the Madden-Julian Oscillation (MJO,

Madden and Julian, 1971, 1972; Zhang, 2005), thus representing a possible bridge between

the two basins. Our results showed an enhancement of the 20-90day OLR longitudinal power

distribution over the Warm Pool during the boreal winter and spring season, coinciding
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with periods of maximum variability of the EEOF2. This suggests a possible interannual

modulation of the ISV mediated by the strong subsurface covariability across the two oceans.

Additionally, following the development of a couple of El Niño events, we showed the well

documented contribution of the MJO-induced wind ocean waves over the ENSO (Kessler

et al., 1995; Hendon et al., 1999; Yu and Rienecker, 1999; McPhaden, 1999; Kessler and

Kleeman, 2000; Lengaigne et al., 2002; Zhang, 2005; Zavala-Garay et al., 2005; Hendon

et al., 2007; Levine and McPhaden, 2016).

Finally, using a simple conceptual model (Tziperman et al., 1994), we investigate the

repercussions of the MJO-induced wind variability over the Western Pacific for the ENSO

dynamical behavior. Previously, ENSO’s irregularity has been explained by the nonlinear

resonant of the intrinsic ENSO’s frequency and the seasonal cycle (Tziperman et al., 1994,

1995; Chang et al., 1994; Jiang et al., 1995; Jin et al., 1994, 1996). In Tziperman et al. (1994)

’s model, the nonlinear coupling parameter controls the different dynamic regimens. When

we included an idealized MJO-forcing parameter to Tziperman et al. (1994) ’s model, we

observed the quasi-periodicity route to chaos as the increased the ocean-atmosphere coupling

parameter, as well as the enhancement of the lower ENSO’s frequencies. Furthermore, it

was shown that the frequency-locked regimens dominated the parameter space surveyed for

the models analyzed in this investigation.
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A. Appendix: Complementary Figures

A.1. Leading subsurface interannual variability modes for

different temporal filters
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Figure A-1.: The spatial pattern of the first mode of the subsurface temperature EEOF

from month 0 to month 28 when a 7 years low-pass filter (LPF) was applied. Similar to

Figure 2-4 but for a different time filter. Spatial standard deviation (σxy) of each field is

given on the upper-right corner. Dimensionless units.
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Figure A-2.: Similar to Figure A-1 but for the second mode of the subsurface temperature

EEOF when a 7 years low-pass filter (LPF) was applied.
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Figure A-3.: The spatial pattern of the first mode of the subsurface temperature EEOF

from month 0 to month 28 when a 2-7 years band-pass filter (BPF) was applied. Similar to

Figure 2-4 but for a different time filter. Spatial standard deviation (σxy) of each field is

given on the upper-right corner. Dimensionless units.
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Figure A-4.: Similar to Figure A-3 but for the second mode of the subsurface temperature

EEOF when a 2-7 years band-pass filter (BPF) was applied.
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Figure A-5.: The spatial pattern of the first mode of the subsurface temperature EEOF

from month 0 to month 28 when a 3-7 years band-pass filter (BPF) was applied and the

6 strongest El Niño events were omitted (i.e., 1968-69, 1972-73, 1982-83, 1987-88, 1997-98,

and 2015-16). Similar to Figure 2-4. Spatial standard deviation (σxy) of each field is given

on the upper-right corner. Dimensionless units.
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Figure A-6.: Similar to Figure A-5 but for the second mode of the subsurface temperature

EEOF when a 3-7 years band-pass filter (BPF) was applied and the 6 strongest El Niño

events were omitted (i.e., 1968-69, 1972-73, 1982-83, 1987-88, 1997-98, and 2015-16).
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Short name Description
Algorithmic

definition
Fields Units

Climatology double ITCZ bias Eastern Pacific meridional PR bias (“double ITCZ bias”) RMSE PR mm day −1

(light green) eq PR bias Equatorial Pacific zonal PR bias RMSE PR mm day −1

eq SST bias Equatorial Pacific zonal SST bias (“cold tongue bias”) RMSE SST °C
eq Taux bias Equatorial Pacific zonal Taux bias RMSE Taux 10−3 N m−2

double ITCZ sea cycle STD of eastern Pacific meridional PR seasonal cycle RMSE PR mm day −1

eq SST sea cycle STD of equatorial Pacific zonal SST seasonal cycle RMSE SST °C
eq Taux sea cycle STD of equatorial Pacific zonal Taux seasonal cycle RMSE Taux 10−3N m−2

Basic ENSO pattern NSO pattern: equatorial Pacific zonal SSTA (regression) RMSE SST °C °C−1

characteristics ENSO life cycle ENSO life cycle: SSTA evolution in Niño-3.4 (regression) RMSE SST °C °C−1

(light purple) ENSO amplitude ENSO amplitude: STD of Niño-3.4 SSTA STD (abs. rel. diff.) SST %

ENSO seasonality
ENSO seasonal timing: STD of Niño-3.4 SSTA

NDJ/MAM
STD (abs. rel. diff.) SST %

ENSO asymmerty ENSO asymmetry: Skewness of Niño-3.4 SSTA SKE (abs. rel. diff.) SST %

ENSO duration
ENSO event duration: Number of consecutive months with

ENSO life cycle >0.25 (Niño-3.4; based on regression)

Number of months

(abs. rel. diff.)
SST %

ENSO diversity

ENSO spatial pattern diversity: Interquartile

range (IQR) of all EN’s (LN’s) zonal position of the

maximum (minimum) SSTA

IQR (abs. rel. diff.) SST %

Telecon.

(yellow)
DJF PR teleconnection

ENSO PR telecon. pattern in global60 during DJF

(based on regression)
RMSE PR, SST mm day−1 °C−1

JJA PR teleconnection
ENSO PR telecon. pattern in global60 during JJA

(based on regression)
RMSE PR, SST mm day−1 °C−1

DJF TS teleconnection
ENSO TS telecon. pattern in global60 during DJF

(based on regression)
RMSE SST, TS °C °C−1

JJA TS teleconnection
ENSO TS telecon. pattern in global60 during JJA

(based on regression)
RMSE SST, TS °C °C−1

Processes

(cyan)
SST-Taux feedback

Atmospheric Bjerknes feedback

(Niño-3 SSTA,Niño-4 TauxA)
Slope (abs. rel. diff.) SST, Taux %

Taux-SSH feedback
Ocean–atmospheric Bjerknes feedback

(Niño-4 TauxA, Niño-3 SSHA)
Slope (abs. rel. diff.) SSH, Taux %

SSH-SST feedback Oceanic Bjerknes feedback in Niño-3 (SSH, SST) Slope (abs. rel. diff.) SSH, SST %

SST-NHF feedback Total heat flux feedback in Niño-3 (SST, NHF) Slope (abs. rel. diff.) SST, NHF %

ocean driven SST Ocean-driven SST change in Niño-3 (EN and LN)

dSSToc =

dSST - dSSTnhf

(abs. rel. diff.)

SST, NHF %

Table B-1.: Description of the CLIVAR 2020 ENSO metrics package, as taken from Plan-

ton et al. (2021). “abs. rel. diff.” stands for the absolute value of the relative difference,

“EN” for El Niño, “LN” La Niña, and “telecon.” for teleconnections. Seasons abbrevi-

ations MAM, JJA, NDJ, and DJF, correspond to the seasons March-May, June-August,

November-January, and December-February, respectively. The fields acronyms correspond

to Precipitation (PR), Sea Surface Temperature (SST), Zonal Wind Stress (Taux), Sea Sur-

face Height (SSH), Net heat flux (NHT), and Surface Temperature (TS). A full description

of each metric can be found in https://github.com/CLIVAR-PRP/ENSO_metrics/wiki.

https://github.com/CLIVAR-PRP/ENSO_metrics/wiki
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la Variabilidad Interanual del Paćıfico Tropical Como Respuesta a un Forzamiento del
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