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Abstract: The paper presents the results of the investigations on the direction-dependent accuracy of
the point identification during contact probe measurements with a coordinate measuring machine
(CMM). Considering the contact point identified by an orthogonal to the surface probe movement, the
transformation of coordinates was made in order to calculate the displacement of the measured point.
As a result, the positioning accuracy was estimated in three axes. The experiments demonstrated a
strong dependence of the displacement on the declination angle. Moreover, it was found that the
directional surface texture which provided different roughness in perpendicular directions, had an
impact on the positioning accuracy.
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1. Introduction

Coordinate measuring machines (CMMs) are widely used in industry for three-
dimensional measurements of various workpieces [1]. CMMs are capable of determining
the spatial coordinates of measurement points that are identified on the surface of a mea-
sured object, and then the probed spatial points are calculated to determine the best-fitting
geometrical elements [2]. CMMs are regularly calibrated and operate mainly in a stable
conditions, and due to the defined ambient conditions ensuring a long-term geometric
accuracy, the MPE (Maximum permissible error) parameter can be used to characterize the
CMM, according to ISO 10360-1: 2000 and ISO 10360-2: 2009 [3].

In many cases, a non-contact dimensional measurement is desirable, for instance,
to perform a continuous measurement during the technological process [4], to analyze
complex geometry, especially that achieved in additive manufacturing processes [5], or
in the case of soft objects to avoid scratching the surface during the measurement [6].
However, it is widely recognized that the application of tactile probing systems in CMMs
are rather favorable because of the higher accuracy obtained, compared to the non-contact
ones [7]. Obviously, the knowledge of coordinate measurement principles and the basic
rules of CMM operation is crucial for the correct assessment of the accuracy of the obtained
results [8]. The single point of uncertainty is very important [9], especially when considering
the uncertainty propagation rules. Thus, the present study is focused on the difference
between the identified and real contact point in the CMM measurements when the probe
ball tip moves at a certain angle toward the measured surface at the moment of contact.

Usually, a stylus used in CMMs for the contact measurement is equipped with a
ball tip in order to maintain the same distance from its center in all directions. However,
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in a complex CMM system, component errors tend to overlap each other, and thus they
determine the error vector for every single measurement point [10]. That is why the stylus
tip has undoubtedly some impact on the results of the measurements [11]. Similarly, the
determination of the contact point between the probe ball tip and the measured surface is
very important for the accuracy of measurements [12].

A question on the directional variability of the results obtained from a touch trigger
probe remains valid [13]. Johnson et al. [14] described and classified the wide range of
factors, which influence the errors of the CMM’s touch trigger probes. The first proposed
group consisted of motion-related factors, related to the probe tip’s interaction with the
measured surface. The second group consisted of probe errors dependent on the stylus
length, mass and rigidity, preload force, etc. In the third group, the included factors
generated by the operational mode of operation, while the fifth type of factor was connected
with the ambient variations. The last group of factors affecting the probe performance
were related measured object factors, addressed in detail by Wozniak and Dobosz [15].
The effect of the direction of probe approach was investigated by Miguel and King [16],
who connected it with probe lobing and with kinematic arrangement of the touch trigger
probes that caused a variation in trigger force. The differences in accuracy dependent
on the type of probe and stylus were confirmed in another study by Sousa [17], which
is particularly important considering the huge variety of probing systems designed for
different measurement tasks, with different principles and characteristics of tactile probing
systems [18]. In the study on the separation of the machine and touch-trigger probe
errors [19], it was demonstrated that the latter is dependent on the approach direction.
Similarly, the importance of the direction of probe’s approach to the point for running the
simulations of the model for CMM’s uncertainty estimation was emphasized [20]. However,
these studies did not look for any correlation between the contact point identification and
the resulting measurement inaccuracy. The issue was only indicated in the Good Practice
Guide [21] in terms of the larger variabilities of the results when the movement of the probe
was non-perpendicular to the measured surface.

Many studies have been undertaken to perform reliable uncertainty analyses and to
improve the accuracy of the CMM measurements [22]. Vrba et al. described the different
approaches in the CMM’s uncertainty evaluation [23]. Kubatova et al. [24] performed an
analysis of the repeatability and reproducibility of a CMM. Wojtyla et al. [25] proposed a
sensitivity analysis, a new method for the uncertainty assessment of coordinate measure-
ments, concerning the dimensions and geometrical deviations on the basis of the MPE.
Stojadinovic et al. [26] made a new contribution to the development of the digital twin
to support an inspection strategy of the CMM, by configuring a virtual CMM. Ren et al.
worked out a novel method based on the classical Abbé principle to measure the param-
eter error of the trigger probe to introduce the compensation during the measurement
process [27].

In the present study, the effect of several parameters on the accuracy of the planar
point identification on the measured surface was examined. These were: direction of
the point contact determined by the angle β, probe ball tip diameter, and the roughness
of the measured surface. The identification accuracy was analyzed in terms of the posi-
tion accuracy (AP) vector [28]. The AP parameter was used according to the definition
given in the standard PN-ISO 9283: 2003, and found to be very useful in the case of the
accuracy analysis of industrial robots [29]. This issue was undertaken because it is not
always possible to reach a probing point with the perpendicular movement of the probe
ball tip toward the measured surface, as it was described in [30]. Moreover, sometimes
quick or initial measurements are performed without keeping the exact perpendicularity
movement of the ball tip. Obviously, this sort of measurement would introduce certain
geometrical and computational errors, thus giving inaccurate results for the coordinate
dimensional measurements. The practice indicates that the higher the deviation is from
the perpendicularity, the larger the error will be. The error is further increased when
the larger diameters of the probe ball tip are used. Trying to minimize the impact of the
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non-perpendicularity of the probe movement, some solutions have been proposed, such
as the Mitutoyo MCOSMOS CAT1000 module capable of calculating each time anew the
direction measurement of the probing point, based on a 3D model of the complex surface.
It is important to keep the consistency in the CMM measurement procedure [31], however,
the issue of the non-perpendicular movement of a probe has not been properly addressed
and the quantitative recommendations are unavailable, especially in terms of the larger
declinations from the perpendicularity.

2. Materials and Methods
2.1. Measurement Devices and Procedures

In the planar point identification error analysis, the option was chosen, making it
possible to set the probe ball tip movement to the same contact point from different
directions. However, the axis of the stylus was always positioned vertically, i.e., the angles
between it and the coordinate axes were βx = βy = 0◦.

The experiments were carried out using a coordinate measuring machine CNC Mitu-
toyo Crysta-Apex C7106, as shown in Figure 1a. With the application of the measurement
head Renishaw PH10MQ, its maximum permissible error was MPEE = 1.7 + 0.3L/100 [µm].
In the measurement experiments, two scanning probes of the SP-25M type were used, one
denoted as ‘Probe 1’ had a ball tip with a 2 mm diameter and a stylus holder length of
173.35 mm, while the other denoted as ‘Probe 2’ had a ball tip with a 5 mm diameter and a
stylus holder length of 169.35 mm. Based on the previous experience, these two diameters
were found to be the most commonly used.
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Figure 1. Experimental setup: (a) CMM Mitutoyo Crysta-Apex C7106; (b) Sample 1, steel machined
by face milling; (c) Sample 2, granite standard of a right angle made by Mitutoyo.

Using the control software MCOSMOS 3.2 R.13, the CNC movement parameters were
defined as follows:

1. High precision measurement at the speed: v = 3 mm/s;
2. Safety distance: 0.5 mm;
3. Pretravel distance: a = 5 mm;
4. Probe deflection value: 0.3 mm.

For the experiments, two different surfaces were chosen. One was made out of steel
machined by face milling (Sample 1 shown in Figure 1b), and other was a granite standard
of a right angle made by Mitutoyo (Sample 2 shown in Figure 1c). The surface roughness of
both samples was measured in the area of the destined contact with the probe ball tip. The
directions of roughness measurement along the probe tip movement was denoted as α = 0◦
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and perpendicular to it as α = 90◦. The roughness was measured with a Mitutoyo SJ-500P
profilometer with a diamond stylus at the following parameters: evaluation length 4 mm,
sampling length 0.8 mm, and respective cut-offs λc = 0.8 mm and λs = 0.0025 mm. The
parameter Ra was measured eight times in two directions corresponding with the probe
movement α = 0◦ and α = 90◦, four times in each direction. The respective Ra values are
shown in Table 1.

Table 1. Roughness of the sample surfaces in the two directions of measurement.

Direction Angle α Sample 1 Sample 2

Along the probe movement 0◦ Ra = 0.8 µm Ra = 1.7 µm
Perpendicular to the probe movement 90◦ Ra = 0.3 µm Ra = 0.7 µm

The experiments were performed with the ball tip moving in two perpendicular
directions, at α = 0◦ and α = 90◦, defined by the main plane x-y of the local coordinate
system corresponding with the upper surface of the measured sample. At each sample
surface, 72 repetitions were made in the CNC mode in eight probing points placed evenly
on the sample surface, forming a circle with a 10 mm diameter. Following the calculation of
the center of this circle, it was set as an initial point A of the coordinate system xyz and used
in the experiments as a contact point to check its identification. Its position in the CMM’s
coordinate system, was determined as X = 410, Y = 410, and Z = 184 mm. The direction of
x-axis was chosen corresponding with the direction of maximal roughness defined along
the probe movement at α = 0◦. The respective y-axis was set in the direction of minimal
roughness at α = 90◦, i.e., perpendicular to the probe movement.

In the abovementioned system, shown in Figure 2a, the movement of the probe ball
tip of radius R toward the measured surface is perpendicular, along the z-axis, with angle
βx = 0◦. The stylus movement velocity is v. The distance a between the contact point A
and the center of the ball tip had to be constant for all measurements in order to minimize
the effect of the probe pretravel [32], so the starting point it was set at a = 5 mm. This
way, point A was made a reference point for the rest of the measurements with different
movement angles.
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Figure 2. Contact point A between the ball tip and the measured surface: (a) Basic coordinate system
oxyz for the identification of contact point A; (b) Coordinate system after the rotation of the local
coordinate system by angle β.

However, if the direction of the stylus movement v is not perpendicular to the mea-
sured surface, the system identifies point B, while the real contact took place in point A, as
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shown in Figure 2, thus generating an error. In order to analyze this error and ensuring
the same position of the probing point irrespective of the movement direction, the CNC
options were used as follows. The coordinate system was rotated accordingly, so that the
starting point of the movement laid on the newly defined z′-axis. Then, movement v took
place along the z′-axis down to the same contact point A, as it is shown in Figure 2b.

Geometrically, when the angle between the z-axis and z′-axis is β 6= 0◦, the starting
point must undergo some correction. The center of the ball tip along the axis ox′ will be
changed from 0 to ay

′ = +R × sinβ, where R is the radius of the ball tip. Moreover, to
keep the same travel length a − R of the ball tip center, coordinate z′ should be corrected,
too. The coordinate of the starting point along the oz′ axis should be reduced from the
basic value z = 5 mm at β = 0◦ down to the value az

′ = 5 − R × (1 − cosβ). Following the
corrections of the starting point in the declined coordinate system ox′y′z′, the contact point
A on the planar surface remained the same, while the touching points on the probe ball tip
changed. In addition, the travel between the starting point and touch point A was always
close to the assumed value 5 − R mm.

Analysis of the measurement results with different angles of the probe ball tip move-
ment required relevant equations to recalculate the coordinates appropriately.

2.2. Computations

It was necessary to prepare the equations able to compare the registered coordinates
of the probing points at the perpendicular and declined movements of the probe ball tip
to the measured surface. In particular, the equations had to describe the transformation
of the coordinates from the ox′y′z′ system to oxyz after two subsequent rotations. The first
rotation was around the z-axis by angle α, and the second rotation around the x-axis by
angle β, as it is shown in Figure 3.
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Thus, the first partial transformation, as shown in Figure 3b, can be described by the
matrix Az, as follows [28]:

Az =

 cos α sin α 0
− sin α cos α 0

0 0 1

. (1)

The second partial transformation, as shown in Figure 3c, corresponds with the matrix
Ax, as follows:

Ax =

1 0 0
0 cos β sin β
0 − sin β cos β

. (2)

Then, according to the abovementioned procedure with the two subsequent rotations,
the matrix Azx represents the transformation, as follows:

Azx = [Ax · Az] =

 cos α sin α 0
− sin α cos β cos α cos β sin β

sin α sin β − cos α sin β cos β

. (3)
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When the coordinates of the point [x′, y′, z′] have to be transformed to the basic
coordinate system oxyz, as shown in Figure 1, the following equation can be applied: x

y
z

 = [Ax · Az]
T

 x′
y′
z′

 =

cos α − sin α cos β sin α sin β
sin α cos α cos β − cos α sin β

0 sin β cos β

 x′
y′
z′

 (4)

to derive the final coordinates as follows:

x = x′ cosα − y′ sinα cosβ + z′ sinα sinβ, (5)

y = x′ sinα + y′ cosα cosβ − z′ cosα sinβ, (6)

z = y′ sinβ + z′ cosβ. (7)

2.3. Test Campaign

For the experiments and calculations, the following values of angle α were chosen:
0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, and 315◦. Four of the angles corresponded with the
directions of maximal and minimal roughness of the measured surface, namely, α = 0◦

and α = 180◦ with Ramax, and α = 90◦ and α = 270◦ with Ramin. Considering the possible
influence of the probing system, the angles between 180◦ and 360◦ allowed for checking
the symmetry of the generated errors.

The declinations of the z′-axis were used as follows. First, the basic measurement
was made at β = 0◦, i.e., with ball tip movement v perpendicular to the measured surface
(Figure 1). Next, the declination β took the values, as follows: 2◦, 4◦, 8◦, 12◦, 16◦, 20◦, 30◦,
and 40◦. Each measurement was repeated 25 times.

Accordingly, for eight values of angle α and nine values of angle β, the number of
the results was 8 × 9 × 25 = 1800 for one probe using one sample surface. Having two
probes and two samples to be measured, the overall number of the obtained results for the
analysis was 7200.

3. Results and Discussion
3.1. Identification of the Probing Points

Figure 4 presents the example of the screen displayed during the measurement, i.e., the
identification of point B as shown in Figure 2. In that case, all of the results were obtained
at α = 90◦ from the steel sample (Sample 1) with Probe 1. This angle corresponded with
the direction of the smallest roughness, as it was indicated in Table 1. The ball tip profile
is marked with a thin red curve, while light blue points corresponding with the ball tip
center positions identified at different movement angles β from 0◦ to 40◦. For the angle
combinations α = 90◦ and β = 40◦, the basic plane is shown by the dark blue dotted line in
the starting coordinate system oxyz observed along the ox-axis, declined to the oz-axis by
the 40◦ angle. The green points represent the coordinates of the identified contacts between
the probe ball tip and the measured surface.
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It can be seen that the coordinates of the ball tip center moved in the direction parallel
to the basic plane, along the probe ball tip movement vector, with an increasing β angle.
A similar trend can be seen among the green points corresponding with the identified
contact points. The first, placed most closely to the point with the coordinates (0, 0, 0), is
the basic point that is the result of 25 repetitions at α = 90◦ and β = 0◦. The differences
between the repetitions are negligibly small and not seen at this magnification. To illustrate
this, the mean values of the obtained and recalculated coordinates are collected in Table 2
together with the values of ±3s ranges. The latter ones varied from 2.12 × 10−17 up to
0.003 mm, which was close to the maximum permissible error MPEE = 1.7 + 0.3L/100 µm,
and thus negligible.

Table 2. Coordinates of the obtained x′y′z′ and recalculated xyz coordinates of the respective points B
and A, for Sample 1, Probe 1, α = 90◦.

β = 0◦
(Reference) β = 2◦ β = 4◦ β = 8◦ β = 12◦ β = 16◦ β = 20◦ β = 30◦ β = 40◦
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deviations
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Pont A
x −0.0220 −0.0614 −0.1009 −0.1797 −0.2622 −0.3531 −0.4432 −0.6640 −0.8806
y −0.0242 −0.0242 −0.0240 −0.0241 −0.0240 −0.0231 −0.0220 −0.0180 −0.0240
z −0.0002 0.0001 0.0022 0.0098 0.0218 0.0386 0.0601 0.1331 0.2338

Other green points in Figure 4 represent the groups of the results for angles β 6= 0◦,
so that the largest angle β = 40◦ of the ball tip movement vector v declination from the
perpendicular provided the most distant identification from the real point B. The trend
is very clear, the larger the angle β of the coordinate system ox′y′z′, the farther the point
identified by CMM from the real one will be.

The full set of the results collected from Sample 1 made out of steel using Probe 1 with
a 2 mm ball tip diameter is shown in Figure 5 in the form of diagrams in the respective
coordinate planes x′-y′, y′-z′, and x′-z′. The travel of the ball before contact was 5 mm. The
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different colors correspond with the different values of α angle, and each point represents
25 repetitions with almost similar results. The diagrams of the recalculated coordinates of
point A are shown in Figure 6.
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In both Figures 5 and 6, the points of the same color close to the center of coordinate
system (0,0,0) were obtained at β = 0◦, while the most distant ones were obtained at β = 40◦.
In the diagrams of Figure 5, the respective callouts were placed near the green points
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obtained at α = 270◦, but the pattern was identical for each value of α. Similarly, in Figure 6,
the callouts were given to distinguish the points obtained for different values of angle β.
As every step of the declination angle β increased, the group of the results found its place
farther from the central point (0,0,0). Thus, the identification errors of points A and B
increased, accordingly.

From the diagram x-y in Figure 6, it can be concluded that all of the coordinates are
shifted from the basic point according to the direction of the probe movement. However,
the displacements are not steady. When the movement took place along the highest
roughness direction at α = 90◦ and α = 270◦, the smallest displacement was detected, while
the angles α = 0◦ and α = 180◦ corresponding with the smallest roughness provided the
largest displacements. It is noteworthy that at the small declination angles β recalculated
the points laid in the plane x-y, i.e., on the measured surface. However, increase of the
angle β caused the increase of the z coordinate, moving the identified points away from
contact with the real surface.

3.2. Positioning Accuracy Analysis

Unfortunately, the standard ISO 10360-2:2001 does not identify the accuracy of the
probing point. Thus, in order to assess the positioning accuracy, the parameter AP was
taken according to the standard PN-ISO 9283:2003. Even though the latter standard was
withdrawn in 2012, there have been no other proposed definitions for the position accuracy
(AP). In the ISO 9283, the AP was defined as a deviation between the theoretical (set) value
of the position and the average of the real positions from n repetitions performed from the
same direction. Moreover, the multidirectional positioning accuracy was defined using
n repetitions performed from three orthogonal directions.

We found it useful to adopt the abovementioned definitions to the conditions of our
research. The average from 8× 25 = 200 repetitions at angle β = 0◦ was taken as the set value
of the basic point A. Similarly, the points obtained from the non-perpendicular movement
of the probe, were identified in 64 directions for α ≥ 0◦ and β > 0◦. For these results, the
vector AP defined by the components APx, APy, APz, was determined as follows:

AP =
√

AP2
x + AP2

y + AP2
z =

√(
1
25

25
∑

i=1
xi − xc

)2

+

(
1

25

25
∑

i=1
yi − y

)2

+

(
1

25

25
∑

i=1
zi − z

)2
(8)

where xc, yc, zc are coordinates of the basic point A obtained at β = 0◦; xi, yi, zi are coordinates
of the actually measured probing point; and n = 25 is the number of repetitions.

The results of the positioning accuracy calculations for steel (Sample 1 and Probe 1)
in two directions α = 0◦ (maximal roughness) and α = 90◦ (minimal roughness) are shown
in Table 3.

Table 3. Positioning accuracy AP [mm] analysis for Sample 1, Probe 1.

β = 2◦ β = 4◦ β = 8◦ β = 12◦ β = 16◦ β = 20◦ β = 30◦ β = 40◦

α = 0◦

APx 0.0000 0.0000 −0.0001 −0.0010 −0.0024 −0.0025 −0.0013 −0.0029
APy 0.0381 0.0767 0.1526 0.2420 0.3366 0.4311 0.6410 0.8742
APz 0.0006 0.0024 0.0100 0.0225 0.0393 0.0598 0.1343 0.2343
AP 0.0381 0.0767 0.1529 0.2430 0.3389 0.4352 0.6549 0.9051

α = 90◦

APx −0.0394 −0.0789 −0.1577 −0.2402 −0.3311 −0.4212 −0.6420 −0.8586
APy 0.0000 0.0002 0.0001 0.0002 0.0011 0.0022 0.0062 0.0002
APz 0.0003 0.0024 0.0100 0.0220 0.0388 0.0603 0.1333 0.2340
AP 0.0394 0.0789 0.1580 0.2412 0.3334 0.4255 0.6557 0.8899

When the probe movement direction at α = 0◦ is along the maximal roughness, the
respective coefficient APy describes the deviation of the identified points collected along
the y-axis. When the system is rotated by α = 90◦, the maximal roughness direction is
connected with the axis ox′, while the probe moves along the minimal roughness direction
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corresponding with y′-axis. When the coordinate system is recalculated back to the initial
one, the coefficient APx describes the deviation along the axis of the minimal roughness.
For easy comparison, these values of APy for α = 0◦ and APx for α = 90◦ are emphasized in
bold in Table 3. The absolute values of the AP along the maximal roughness, i.e., APy for
α = 0◦, are higher than that of APx for α = 90◦ at smaller values of β = 2◦, β = 4◦, β = 8◦, but
for the larger angles β, they are lower.

3.3. Effect of the Probe Diameter

For both Samples 1 and 2, the steel and granite, the effect of the probe diameters on the
point identification was the same. As illustrated by Figure 7, where the positioning accuracy
AP is almost the same for the steel and granite samples. An example of the positioning
accuracy results along the z-axis APz = f (β) are shown in the diagram in Figure 8. An initial
attempt of the normalization of the results indicated that the final normalized function
appeared to be less clear and rather useless, so it was decided to present the results as they
were obtained.
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Figure 8. Positioning accuracy along the z-axis APz = f (β) for Probe 1 and Probe 2, Sample 1.

It is noteworthy that the AP is increasing proportionally with the probe movement
angle β. The values of the AP are always positive, and for the probe ball tip with a ∅5 mm,
they are ca. 2 times larger than that for the probe ball tip with a ∅2 mm. At the same time,
the differences between the steel surface with a smaller roughness and granite surface with
a greater roughness are too small to be noticed at this scale. For this reason, the effect of the
probe diameter will be analyzed using the example of Sample 1 only.
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Some difference can be seen in the positioning accuracy along the z-axis, as shown in
Figure 8 and the AP along the axes x and y presented in Figure 9a,b. The values of APz are
always positive and again, more than 100% larger for Probe 2 with a ball tip diameter of
∅5 mm for each respective probe movement angle β.
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Probe 2, Sample 1: (a) APx = f (β); (b) APy = f (β).

In the case of function APz = f (β), as shown in Figure 8, the second order curves can
be applied in the investigated range of values. In turn, the dependencies of components
APx and APy on angle β are linear in the investigated range. For the different directions
described by α, APx and APy are positive (+) or negative (−) with similar absolute values
for the respective angles α, revealing a strong effect of the roughness of the measured
surface. It is seen that the larger diameter of Probe 2 provided larger positioning errors.
The largest values of the APx corresponded with angles α = 90◦ and α = 270◦ (minimal
roughness), as seen in Figure 9a, are similar to the ones of the APy component for angles
α = 0◦ and α = 180◦ (maximal roughness), as shown in Figure 9b. The increase of the probe
ball tip diameter from ∅2 mm up to ∅5 mm always resulted with the positioning error
increase by more than 100%.

3.4. Effect of the Measured Surface

It is obvious that each surface has its own peculiarities dependent on many factors.
In our study, we wanted to check if two different materials with a different roughness
have any impact on the results, when the probe movement is non-perpendicular to the
measured surface. Figure 10 presents the positioning accuracy results for two samples,
steel (Sample 1) and granite (Sample 2), measured for α = 0◦ in the direction of the highest
roughness Ra.
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Figure 10. Measured surface impact on the positioning accuracy AP at different angles β for α = 0◦:
(a) For Probe 1 (∅2 mm); (b) For Probe 2 (∅5 mm).

In the graphs, the distinguishable differences between the steel and granite samples
appear at the probe movement declinations β = 12◦, β = 16◦, and β = 20◦ for the smaller
Probe 1, and only at β = 16◦ for the larger Probe 2. In the latter case, the difference between
the AP values for Sample 1 and Sample 2 at β = 16◦ was 7.6 µm. Thus, it may be concluded
that the roughness is the main contributor among the surface material characteristics since
its effect is largely reduced by the increased diameter of the probe ball tip.

Moreover, some interesting observations can be made from the analysis of the compo-
nents APx, APy, and APz. Their values are collected in Tables 4 and 5.

Table 4. Positioning accuracy AP [mm] components for Probe 1 (∅2 mm).

β = 2◦ β = 4◦ β = 8◦ β = 12◦ β = 16◦ β = 20◦ β = 30◦ β = 40◦

Sample 1

APx 0.0000 0.0000 −0.0001 −0.001 −0.0024 −0.0025 −0.0013 −0.0029
APy 0.0381 0.0767 0.1526 0.2420 0.3366 0.4311 0.6409 0.8742
APz 0.0006 0.0024 0.0100 0.0225 0.0393 0.0598 0.1343 0.2344
AP 0.0381 0.0767 0.1529 0.243 0.3389 0.4352 0.6549 0.9051

Sample 2

APx 0.0001 0.0000 −0.0004 −0.0007 −0.0018 −0.0027 −0.0037 −0.0036
APy 0.0368 0.0741 0.1481 0.2349 0.3251 0.4152 0.6387 0.8633
APz 0.0006 0.0025 0.0096 0.0218 0.0391 0.0606 0.1348 0.235
AP 0.0368 0.0741 0.1484 0.2359 0.3274 0.4196 0.6527 0.8948

Table 5. Positioning accuracy AP [mm] components for Probe 2 (∅5 mm).

β = 2◦ β = 4◦ β = 8◦ β = 12◦ β = 16◦ β = 20◦ β = 30◦ β = 40◦

Sample 1

APx 0.0000 −0.0002 −0.0006 −0.0022 −0.0033 −0.0042 −0.0012 −0.0032
APy 0.0889 0.1784 0.3610 0.5544 0.7474 0.9355 1.3853 1.8211
APz 0.0013 0.0060 0.0243 0.0551 0.0976 0.1512 0.3365 0.5876
AP 0.0889 0.1785 0.3618 0.5571 0.7538 0.9477 1.4256 1.9136

Sample 2

APx −0.0004 −0.0001 0.0001 0.0001 0.0001 0.0002 0.0001 0.0001
APy 0.0897 0.1785 0.3581 0.5535 0.7399 0.9300 1.3897 1.819
APz 0.0013 0.0059 0.0238 0.0543 0.0967 0.1506 0.3349 0.5848
AP 0.0897 0.1786 0.3589 0.5561 0.7462 0.9421 1.4295 1.9107

The large majority of the APy values are smaller for Sample 2, as marked in bold in
Tables 4 and 5. This direction corresponds with the y-axis in the direction of α = 0◦. Only in
one case, the points identified on the granite surface of Sample 2 had substantially higher
APy values than that of steel surface of Sample 1. It took place at β = 30◦. It may be assumed
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that this component was decisive in most cases, whether the AP was higher for the granite
surface or the steel surface. In all points, this component was at least several times larger
than APx and APz.

4. Conclusions

The measurements and calculations performed in this study provided simple and exact
equations that describe how accurately the measuring point identification on the plane
surface is when the probe’s movement is non-perpendicular to it. It was demonstrated
that the probing point might be identified with an error as large as 0.110 mm when the
declination was as small as β = 4◦, while the maximum permissible error was MPEE ≈ 2 µm.
The larger angles, β > 20◦ in the performed experiments, can increase this error above
1 mm.

The research indicated the absolute necessity for keeping the perpendicular direction
of the probe movement toward the measured surface when collecting a probing point. Only
under this condition, the options “compensated point” and “point on the material” can
truly provide the coordinates of the probing point on the measured surface. Otherwise, the
systematic error generated by the non-perpendicular movement of the probe should be
corrected accordingly. It should be carried out in any measurement, where it is impossible
to ensure the perpendicular direction of the probe movement.

The parameter of the positioning accuracy AP was found useful for the assessment of
the point identification during the CMM measurement. It indicated a strong effect of the
probe diameters on the point identification. In the experiments, the probe ball tip with a
diameter of ∅2 mm generated two times larger the direction-dependent errors than the one
with a diameter of ∅5 mm.

Moreover, very small differences in the AP values were found between the respective
results obtained for the steel and granite surfaces. From the initial results it may be assumed
that the impact of the material on the direction-dependent errors is negligible, but each
individual task may reveal its own peculiarities in terms of roughness, friction, etc.

The results revealed the unequivocal symmetry of the coefficients APx and APy related
to the plane x-y, in terms of the average values for the auxiliary directions (α = 45◦–α = 135◦

and α = 225◦–α = 315◦). In both cases, the values are close to the ones obtained along the
axes x and y, where one of the components was dominating while the other was close
to zero.
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