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## ABSTRACT

This thesis describes a novel type of family of LANs, that is characterised by high performance, security and survivability. These qualities are of great importance for a lot of applications, especially in environments where uninterrupted operation and low overall time delay for message delivery are required. Such environments can be the military one, airports, crucial industrial areas, etc.

For this family of LANs a mesh topology with physical separation of the subscribers into intercommunicating groups, according to their properties and security demands, in combination with a modular structure is suggested. On this mesh topology a continuous retransmission of any received signal in any direction (flooding routing), together with the spread spectrum techniques, as a media multiple access method (Code Division Multiple Access) are used. This architecture guarantees survivability, offers security, gives possibility of simultaneous communication and similar performance to all the communication channels. The synchronisation and signalling problem of the LAN and the selection of the family of the spreading codes is solved through the use of known protocols, methods and technology. Many different architectures can be designed according to the above principles. Among them the idea of using a separate signalling and timing channel (e.g. a TDM channel) in a universal timing system improves the reliability, without affecting the performance.

A survivable and secure LAN topology, a member of this family, is described. The architecture and operation of two spread spectrum mesh topology LANs that use a signalling TDM channel and the maximal length binary sequences are examined and analysed.

The distributed design of the system in combination with the used code division multiple access method reduces greatly the collision probability and consequently the created delays. The statistical properties of the used packet switching method improves considerably the overall performance of the system. The selection of the spreading code bit rate defines the final bit error rate. Performance estimates for the flooding idea regarding the bit error rate and the collision probabilities have been evaluated. These estimates have been taken through the solution of a simplified mathematical model and verified from simulation tools that have been developed. These simulation tools compose an environment for the study of mesh topology networks.

## A. INTRODUCTION

During recent years the revolutionary development of the technology, in any field and the dependence of the every day life upon it, for any type of human activity, enhanced the already imposed need for advanced communications and new services. The improvement in this area is continuous and is mainly coming through the following means of realisation of these requirements:

- the massive and revolutionary use of computers for the development of communications,
- the introduction of the ISDN (integrated services digital network) and
- the use of fibre optic and VLSI technology.

The idea of communication is not involved any more only with the idea of the long distance interconnection but it has been spread out up to the level of the intercommunication of users, machines, instruments or appliances that are next to each other. Looking towards the solution of these problems interest has arisen in the installation and exploitation of Local Area Networks (LAN). A variety of LANs has been introduced and used up to now. Each one has its own individual features and properties, that cover particular requirements. Some of them have already been standardised, like the CSMA/CD, the Token Passing bus and the Token ring ( $\mathrm{J} 1, \mathrm{~J} 2, \mathrm{~J} 3$ ).

So during the construction of any campus it can be accepted that there are four utilities (E1) that have to be taken into account and need to be provided. These are the traditional utilities of :

- electricity (wiring),
- water (plumbing)
- air (HVAC)
- and now the most recent one, the communication networks.

Through these communication networks the equipment should be interconnected and integrated services should be provided. Such equipment and services are:

- telephone, paging, video phone,
- data, management data base, word processing, photocopying, image filing (videodisk),
- electronic mail, telex, fax, message service, public address, high speed data,
- lock monitoring, access control,
- computer terminal, personal computer, computer mainframe,
- temperature sensing, thermostat, heating control, climate control, air conditioning, fire detection,
- lighting control, elevator control, energy management,
- pay TV, cable TV,
- loan management,
- etc.

It is imperative for such a network to be cost effective and to have the following desirable features (E1) :

- low cost per channel,
- large number of channels per desk,
- 10 or more digital channels,
- broad-band channel,
- transparency,
- ISDN/OSI compatibility,
- TTL level connection option,
- freedom of choice of equipment,
- freedom of choice of bit rate,
- reliability,
- simple circuitry,
- low component count.

There are environments where in addition to the above features there is also an increased need for:

- high quality of communications with efficient utilisation of the available bandwidth and elimination of any type of time delays,
- secure communications,
- survivable and uninterrupted communications.

Survivability means fault tolerance due to hardware redundancy, decentralisation, alternative routing between any two nodes and dynamic reconfiguration through communication signalling and synchronisation protocols, that guarantee uninterrupted operation. Security is the protection of the data against unauthorised reception. High performance is mainly characterised by low delays, low BER, high throughput, low blocking and collision probabilities. Cases with such requirements can be found in :

- A defence $C^{3} 1$ (Command Control Communication Information) system where any delay, interruption, leakage of information to unauthorised person or even loss of information can be crucial.
- An airport where any abnormality in the interconnection of the control tower with the radar, the aeroplanes and the other facilities can create a calamity.
- An industrial facility where any mistake to the production line command and control system can result to huge problems for the company.
- Etc.

Ongoing research in the field of office automation, trying to fulfil some of these requirements for environments like the above mentioned, has stimulated interest in the following areas:

- The exploitation of the spread spectrum (SPSC) properties (A1, A2, A4, A5, A6, A7, A8) for the design of high quality and secure networks or
- The use of topologies based on various types of connected graphs (mesh topologies) for the design of survivable networks ( $\mathrm{H} 1, \mathrm{H} 2, \mathrm{H} 3, \mathrm{H} 4$ ).

Also in the field of network security recent trends demand the isolation of users with similar security characteristics into groups that intercommunicate through trusted bridges.

The current work aims to fulfil all the above referred requirements (security, survivability and high performance) in a new family of LANs, combining these areas (SPSC techniques and mesh topologies). So the architecture of this LAN is based (D25) at the use of :

- interconnected mesh topoiogy sub-LANs,
- the Code Division Multiple Access (CDMA) method,
- the flooding routing protocols (continuous retransmission of the received signal in all directions) and
- a separate signalling channel.

For this architecture :

- The mesh topology in combination with the flooding and signalling protocols offers survivability.
- The SPSC techniques in combination with the user's separation into sub-LANs offers security.
- The SPSC techniques in combination with the distributed nature of the flooding and signalling protocols offers high quality services.

The LAN's users are physically separated into groups (sub-LANs), according to the security requirements. The sub-LANs are interconnected with trusted "Sub-LAN Interconnecting Units" (SIU). This creates a cellular structure with modular features. These LAN's qualities allow for easy expansion and give to the system a high degree of security. The flow of information outside a sub-LAN is always controlled by the intelligence of the SIU.

In the past, SPSC techniques have been used in the design of military networks and of commercial satellite networks. Today packet radio networks using CDMA methods (A9, A10, A11, G1, G2) are the state of the art in the field of the wireless communications, for integrated traffic. Up to now a lot of work in SPSC techniques has been described in the existing literature on individual subfields of the area, such as: synchronisation, pseudorandom (PR) sequences, CDMA, design of wireless networks, etc., but not many have been reported on the exploitation and integration of them for the creation of wired systems. Of course since the most of this work was oriented only towards military applications, it is possible that information about developed protocols and systems has not been published in the open literature. In existing published research results, in the area of local communications, the LAN was mainly examined as an application of a token or of the CSMA methods. It was only after 1982 that references about the use of the CDMA techniques in LANs started appearing. Since then the SPSC LAN is examined only under the topologies of bus and star. These topologies do not offer survivability. At section B. 3 a quick overview of this work is given. These SPSC LANs offer good performance but from a
security point of view have a drawback, they cannot be used in environments where users with various clearances classifications coexist. In 1985 the idea of designing wireless (radio) SPSC LANs for indoor (within buildings) use (G3, G4) was firstly introduced. Since then a lot of publications in this area appeared (A12, G5, G6, G7). LANs of this type are convenient from an installation point of view, but they do not cover the above security requirements, since they have the advantages and disadvantages of the radio SPSC networks.

The implementation of a LAN with the above qualities and characteristics needs rather complicated and expensive software and hardware compared with the conventional ones. However this cost is traded against the offered services and since its use is oriented toward special applications, it can be consider as cost effective. In addition to this the continuous development of VLSI, fiber optics and bandwidth availability, continue to reduce the cost and the complexity of the implementation.

The rest of this thesis is organised as follows :

- Part B is an overview of the theory of the SPSC techniques and the existing work in the field of LANs. It contains three chapters. The first one gives a short tutorial of the SPSC communication techniques. An attempt has been made to focus this tutorial on the basic principles of SPSC theory. The points that are highlighted are the SPSC definitions and qualities, the direct sequence (DS) communication method, the properties of the correlation method, the basic theory on the use of spreading codes and the processing gain. The second chapter describes the basic aspects and definitions of the theory of LANs. The third chapter refers to existing work in the field of SPSC LANs.
- Part $C$ is a high level description of the architecture of the proposed family of mesh topology SPSC LANs. It consists of four chapters. In these chapters an analytical description of the philosophy and the design aspects and principles used by :
- the topology and,
- the communication and signalling protocols
involved is presented.
- Part D consists of five chapters. At them :
- A LAN member of this family of SPSC LANs as far as its structure and operation concerns is analysed.
- The LAN topology used is examined in greater detail.
- A description of the offered services and of the particular communication and signalling protocols that support them, is given.
- The compatibility and the relationship with the OSI model are examined.
- Two different protocols (a synchronous and an asynchronous one) are developed. An in depth discussion of their operation is done.
- In Part E a mathematical model of the suggested network is built. Through this model :
- An analysis of the distributed power in the LAN as a function of the topology and in relation with the traffic supported is given.
- The congestion probability, the probability of having various power values distributed over the sub-LAN and the probabilities of the worst case power status are calculated. It is proved that when the optimum value of the chip rate is used, independently of the use of signalling information, a theoretically null BER can be achieved and that the congestion probability is negligible.
- Part F deals with the simulation tools that were developed for the study of the behaviour of the flooding idea of the SPSC signals on mesh topologies at the physical layer. These tools can be consider as a basis for the creation of a performance evaluation simulation environment, for mesh topology LANs. The software is described. Through these tools performance estimates of the flooding idea, for this family of LANs, are evaluated. The influence of the traffic distribution in the LAN to the power distribution in it is discussed.
- Part $G$ is the conclusion. There the advantages and disadvantages regarding the current presentation are mentioned and recommendations for further research are given.


## B. THEORY AND EXISTING WORK ON SPSC SYSTEMS AND LANs

## B.1. SPSC TECHNIQUES IN COMMUNICATIONS

## B.1.1. SPSC TECHNIQUES DEFINITIONS

SPSC techniques are an implementation of Shannon's information-rate theorem (Appendix A). They can be defined as following (A1) :
"SPSC is a mean of transmission in which the signal occupies a bandwidth in excess of the minimum necessary to send the information. The band spread is accomplished by means of a code that is independent of the data. A synchronised regeneration of the code at the receiver is used for the despreading and subsequent data recovery." A more practical approach to this definition is given by the FCC (A12). FCC defines two types of SPSC forms, the frequency hopping (FH) and the DS :

- FH systems transmit narrow band signals with varying forms of data modulation on varying carrier frequencies. The carrier is then hopped from one frequency to another, over a wide bandwidth, at relatively rapid rates. While the signal's peak power is not changed its average power is spread over a wide bandwidth (e.g. 50 hopping frequencies separated by minimum 25 kHz each, with no one frequency to be occupied for more than 0.4 seconds, within any 30 sec period). Figure B.1.1.1 gives a sample of frequency changes over a period of time.
- In DS systems the wideband signal is created by mixing a narrowband signal with a PR data sequence at a much higher data rate than the information being transmitted. The effect of this mixing will be to spread the original signal over a new bandwidth whose shape is dependent on the spreading modulation, the length of the PR sequence and the data rate at which the sequence is mixed. The degree to which this spreading is done is defined as processing gain (PG). According to the FCC definition of SPSC systems of

1985, the original narrowband signal is to be spread over a bandwidth of at least 500 kHz . With the most recent release of this definition (1990), the demand of a minimum performance of 10 dB PG at the correlator receiver has been added.

FIG. B.1.1.1



The frequency changes over a period of time in a frequency hoping communication system.

Multiple access DS SPSC communication systems can be created via the use of families of codes, for the spreading action, that are highly orthogonal each other (high auto-correlation values and low cross-correlation). This allows many signals to be transmitted simultaneously, over the same channel and in the same frequency bandwidth (fig. B.1.1.2). The involved code is usually a PR digital sequence of a much higher bit rate (named chip rate) than the data. Each data bit is replaced by such a sequence or by a part of it. This type of multiple access system is named a CDMA system (A2, A3).


FIG. B.1.1.2
Principles of operation of CDMA systems.

The key terms that are met in these techniques are (A5):

- A. PG : Is the bandwidth expansion factor. It is equal to the ratio of the PR code bandwidth used for the spreading action over the bandwidth of the information. It can be seen that the higher the code bandwidth, the better are the interference rejection possibilities of the SPSC system. The increase in the spreading of the signal is achieved by the use of higher rate PR codes.
- B. orthogonality: This term describes the mutual transparency between two signals or the degree of interference the one to the other.
- C. correlation: It expresses the degree of agreement between a pair of signals $g_{(x)}$ and $f_{(x)}$ (autocorrelation if $g_{(x)}=f_{(x)}$ or crosscorrelation otherwise). It is described by the integral :

- D. codes: They are used in order to spread the information all over the required bandwidth for successful SPSC transmission. There are a lot of categories of codes that are used. Some of them are : Prime, Gold, JPL, linear, maximal, non-linear, etc. (A5).
- E. chip : It is the bit of the spreading code.

As has already been mentioned, the SPSC techniques have their own properties. These qualities attracted research interest for the creation of robust communication systems with improved performance. The penalty that has to be paid for obtaining these qualities is a higher hardware complexity and the occupancy of a channel with wider frequency bandwidth. These in the past were real problems and restricted the use of these techniques to military projects mainly, where the satisfaction of the requirements for improved quality compensated the increased cost. The recent advances in VLSI technology and the fiber optics applications, have largely eliminated these problems and have provided to the user wide bandwidths and complicated integrated circuits at very low cost. The main qualities of the SPSC techniques are (A1, A2, A4, A5, A6, A7, A8):

- A. The SPSC transmission is ideal for operation in a noisy environment. Through the despreading technique of the receiver any additive noise is spread even more, and consequently its power spectral density is reduced. This does not hold for AWGN, as it has infinite bandwidth and power.
- B. The SPSC transmission is not affected by other transmissions that operate in the same bandwidth and does not also affect them, since each one of them considers the rest as noise. Important preconditions are :
- that the power level of all the transmissions is lower than a threshold that depends upon the design of the system.
- that existing signals appear a low mutual interference (highly orthogonal signals) according to the specifications and to the design of the system.
- C. The SPSC techniques can provide low BER. Assuming a well-designed communication channel, then the BER theoretically can be reduced to 0
- D. Because of the low power spectral density combined with the wide bandwidth that is transmitted, the SPSC signal is difficult to detect or to jam. It is difficult to detect because it is hidden under the noise, and an unauthorised user would need to know of its existence in order to find it. The signal is also difficult to jam, because of its wide bandwidth and the PG obtained through the despreading process.
- E. The SPSC techniques provide protection against unauthorised reception or transmission because of the use of dedicated, private, spreading codes. The degree of security offered is a function of the used code.
- F. The SPSC techniques provide a high anti-multi-path capability. The multi-path interfering signals are not synchronised in time or in phase with the PR code that is generated at the receiver.
- G. The SPSC methods allow multiple user communications with selective addressing capability. Every user has its own private code for transmission or reception, according to the protocol used.
- H. The SPSC techniques have embedded an accurate universal timing. The accurate synchronisation is essential for successful communications through these methods.
- 1. The SPSC multiple access systems (CDMA) offer the possibility for concurrent communication capabilities.
- J. In SPSC multiple access systems the performance is similar for all the concurrently operating communication channels. In a CDMA system as the number of users increases, the quality deteriorates gradually and in the same way for every one of them.


## B.1.2. DS SPSC SYSTEMS AND PR SEQUENCES

As already mentioned, in a DS SPSC communication link, the spreading of the digital signal $D_{(t)}$ over a wider bandwidth is achieved through the multiplication of it with a higher bit rate PR sequence $C_{(t)}$. Suppose

- that $C_{(t)}$ consists of 'e' chips of period $T_{C}$,
- that the period of a data bit is $T_{d}$,
- that the bandwidth occupied by the data is $\mathrm{f}_{\mathrm{B}_{d}}$ and
- that the bandwidth of $\mathrm{C}_{(\mathrm{t})}$ and of the spread signal $\mathrm{S}_{(\mathrm{t})}$ is $\mathrm{f}_{\mathrm{B}_{\mathrm{C}}}$.

Then $\mathrm{S}_{(\mathrm{t})}$ should be (A1, A5):

$$
\begin{align*}
& S_{(t)}=D_{(t)} * C_{(t)} \\
& S_{(t)}=D_{(t)} \oplus C_{(t)}
\end{align*}
$$

. 2.


FIG. B.1.2.1
Frequency bandwidth of a SPSC signal it use QPSK and BPSK analogue modulation.

The use of equation (1) or (2) depends upon the type of signals that are involved. If they are bipolar ( +V corresponds to 1 and $-V$ corresponds to 0 ), then the first equation is in force. For pure digital signals where $+V$ corresponds to 1 and 0 corresponds to 0 , the other one is used. Both of them have the same effect, that is the spreading of the spectrum of the signal. The
resultant chip stream can be transmitted either as a multi-level digital signal, or as an analogue one. In the case of analogue transmission, the spread signal is modulated and then is transmitted.

$$
\mathrm{S}_{(\mathrm{t})}=\mathrm{D}_{(\mathrm{t})} * \mathrm{C}_{(\mathrm{t})} * \cos (2 \omega \mathrm{t})
$$


spread spectrum signal

data


FIG. B.1.2.2
A generic form of a simplified SPSC transmitter.

Any type of modulation (amplitude, phase, etc.) can be used. Usually the BPSK scheme is preferred, since the balanced modulation produces a suppressed carrier component that helps in hiding the signal under the noise. The BPSK occupies a bandwidth, whose every main side lobe is equal to the value of the chip rate. QPSK or more than four phases shift keying can also be used. In these cases the occupied bandwidth is smaller (fig. B.1.2.1) and since the PG is a function of it, the PG is consequently lower ( $A 3, A 4, A 5$ ).

Figure B.1.2.2 illustrates a generic simplified SPSC transmitter, with the signals represented in both the time and frequency domains. The power of the message is spread over the wider bandwidth that is occupied by the code (fig. B.1.2.3).


Frequency occupancy and power spectral density in a SPSC communication system in contrast to the conventional ones.

If it is accepted that the yielded power spectrum density of the signal is lower than the already existing power in the channel (noise plus other signais), then a SNR lower than one is created and the transmitted signal is hidden under the noise. So when the transmitted signal $S_{(t)}$ arrives at the receiver is :

$$
\begin{equation*}
R_{(t)}=\beta * D_{(t)} C_{(t) * *} \cos (2 \omega t)+n(t)^{+1}(t) \tag{4.}
\end{equation*}
$$

where:
$\beta$ is the transmission attenuation factor,
$R_{(t)}$ is the received signal,
$n_{(t)}$ is the additive white gaussian noise (AWGN) and
${ }^{1}(t)$ is any kind of interference signals.

The multiplication of the received signal with a synchronised replica of the spreading code and consequently the implementation of the correlation function reveals the initially transmitted message. At the receiver $R_{(t)}$ is amplified.

$$
\begin{equation*}
R_{1(t)}=D_{(t)}{ }^{*} C_{(t)}{ }^{*} \cos (2 \omega t)+n_{(t)}+1(t) \tag{5.}
\end{equation*}
$$

The amplified signal is multiplied with a synchronised replica of the used code at the transmitter, during the implementation of the spreading function (A1, A3, A5). The produced signal is integrated over the period of one data bit (correlation procedure). If we assume that the received signal is synchronous with the used replica of the spreading code, then through this procedure the spread signal collapses to the original modulated one. After the analogue demodulation and the rejection of any unnecessary side-band lobes, the initial data bit $D_{i}$ reappears. Figure B.1.2.4 illustrates a generic simplified DS SPSC receiver, with the used signals represented in both the time and frequency domains.


$$
\int_{0}^{\text {where }} \begin{aligned}
& T_{c}^{c} \\
& C_{(t \mid l} * C_{m(t)} * d t
\end{aligned}=\delta_{\mathrm{ml}} \left\lvert\, \begin{aligned}
& \delta_{\mathrm{ml}}=1 \text { if } \mathrm{m}=1 \\
& \delta_{\mathrm{ml}}=0 \text { if } \mathrm{m} \neq 1
\end{aligned}\right.
$$


analogue modulated $F_{0} \quad V$
spec signal


FIG. B.1.2.4
A generic form of a simplified SPSC receiver.

Any incoming signal follows the same process. Noise and interferences that are wider than the narrow band signal $D_{(t)}$ are also rejected. The undesired signals after the multiplication with the replica of the spreading code, are mapped into a bandwidth much wider than the original one. Any signal not synchronous with this code, through this multiplication procedure is spread, resulting in an enhancement of its bandwidth. In the above way the receiver will mostly reject any undesired signal.

```
\(X_{(t)}=R_{1(t)} C_{(t)}=\)
    \(=D_{(t)} C_{(t)}{ }^{2} \cos (2 \omega t)+\left[n_{(t)}+1(t)\right]_{(t)}=\)
    \(=D_{(t)} \cos (2 \omega t)+\left[n_{(t)}+{ }_{(t)}\right]_{(t)} /\) since \(C_{(t)}{ }^{2}=1\)
```

The demodulation procedure contributes further to this rejection.

$$
\begin{aligned}
X_{1(t)} & =X_{(t)} \cos (2 \omega t)= \\
= & D_{(t)}[\cos (2 \omega t)]^{2}+\left[n_{(t)}+1(t)\right] C_{(t)} \cos (2 \omega t)= \\
= & D_{(t)}+\left[n(t)^{+1}(t)\right] C_{(t)} \cos (2 \omega t)+(1 / 2) D_{(t)}[\cos (4 \omega t)]^{2}
\end{aligned}
$$

Figure B.1.2.5 illustrates a simplified block diagram of a SPSC transmitter and of a receiver (A3).

As it was referred at section B.1.1 the amount of noise and interfering signals power that allows the demodulation depends upon the $\mathrm{PG}=\mathrm{f}_{\mathrm{B}_{\mathrm{C}}}{ }^{\text {f }} \mathrm{B}_{\mathrm{d}}$. At the following the PG for a matched filter detector and for AWGN (A1, A2, A5) will be estimated.

The average energy $E_{S}$ (ensemble value) of a SPSC signal is (A2):

where $H_{(f)}$ is the Fourier transform of a matched filter impulse response. Consequently for AWGN with spectral density $N_{(f)}=N_{o} / 2$ the SNR at the output of a matched filter detector should be :


FIG. B.1.2.5
Simplified block diagram of a DS transmitter and a receiver.

This means that the SNR at the output of the matched filter depends only upon the energy of a data bit and not at all upon the shape of the filter. So the power $W_{\text {in }}$ at the input of the receiver should be :

$$
E_{S}=W_{\text {in }} T_{d} \Rightarrow W_{\text {in }}=\frac{E_{S}}{T_{d}}
$$

Since the bandwidth of that matched filter should be $\mathrm{f}_{\mathrm{B}_{\mathrm{C}}}$, then the noise power should be $2^{*}\left(N_{O} / 2\right)^{*} f_{B_{C}}$ and so the SNR at the input of the filter should be :

$$
\begin{aligned}
& \operatorname{SNR}_{\text {in }}=\frac{\frac{E_{s}}{T_{d}}}{N_{0} f_{B_{c}}}=\frac{1}{T_{d} f_{B c}} * \frac{E_{s}}{N_{0}}=\frac{1}{2 T_{d} f_{B_{c}}} S N R_{\text {out }} \\
& S N R_{\text {out }}=2 T_{d} f_{B_{C}} S N R_{\text {in }} \\
& S N R_{\text {out }}=2\left(f_{B_{c}} / f_{B_{d}}\right) S N R_{\text {in }}
\end{aligned}
$$

CDMA systems operate under the same principles and processes with DS SPSC techniques. Figure B.1.2.6 gives a simplified generic form of a CDMA communication system. Some preconditions of major importance for their successful operation are :

- The code members of the used spreading family of codes, should be highly uncorrelated with each other (orthogonal codes).
- The locally regenerated replica of the spreading code should be fully synchronised with the received signal, otherwise the resulting signal, after the demodulation, has lower power than the resulting signal from a fully synchronised code. This consequently reduces the final SNR.

A common problem often met at wireless DS SPSC networks and CDMA systems, is the "near far problem" as it is known. This is created from echoes or interfering signals that arrive at the receiver with high power due to a short distance from it. Some other interfering signals that are also creating a problem are echoes that due to multipath differences, arrive at the receiver synchronised with the main signal. These also result in interference.


FIG. B.1.2.6
Simplified generic form of a SPSC CDMA communication system.

The synchronisation of the receiver with the transmitter is one of the major problems during the design of the SPSC systems. Good synchronisation means that the arrived at the destination coded signal is exactly timed, in respect of the carrier wave, the internal clocks and the PR sequence, with the locally generated one. The synchronisation procedure is performed in two steps :

- A search is executed by the receiver. It tries to synchronise the locally generated code form with the incoming one (acquisition).
- Once the acquisition has been completed the tracking procedure starts. This operates continuously, as long as the communication channel is activated. It aims to achieve and maintain accurate synchronisation of the incoming chips with the locally generated ones.

The codes used for the implementation of the spreading action at SPSC systems should have the following qualities (A1) :

- Existence of a large number of codes (it should be at least equal with the number of users).
- From a security point of view they must offer the required security classification demanded by the system specifications.
- Simple required hardware for their generation.
- Be easy to generate.
- Randomness properties.
- Long periods.
- Be difficult to reconstruct from a short segment.
- High autocorrelation while the crosscorrelation and the partial correlation should be very low.

Such PR sequences can be generated in several ways, exploiting the properties of linear shift registers (LSRs) combinations (fig. B.1.2.7) (A5). The created in this way PR sequences mostly follow the above requirements, although they are rather easily reconstructed from short segments. The use of non-linear logic overcomes this problem. Special optical codes are often created and used for optical SPSC systems (D1, D2, 11).


## FIG. B.1.2.7 Linear and nonlinear pseudorandom sequence generator configurations.

The general equation that produces a PR sequence from a LSR is (A1):

$$
C_{n}=\sum_{k=1}^{r} d_{K} C_{n-k}[\bmod 2]
$$

where $c_{k}$ represents the output of the ' $k$ ' stage of the LSR and $a_{k}=\{0,1\}$ the feedback coefficient (taps). Between the various families of codes that can be produced by the LSR is the family of

Maximal Length Sequences (MS). Its codes have the maximum length of a sequence that can be produced by a LSR of $r$ stages : $L=2^{r}-1$. They can be used as the basis for the composition of other types of codes (A5).


FIG. B.1.2.8

The autocorrelation function and the power spectral density of a maximal length sequence.

The main qualities of the MS are as following (A1, A5):

- There is a balance in the number of zeros and ones ( $2^{r-1}$ ones and $2^{r-1}-1$ zeros) that the MS consists of
- In any period of $n$ cycles, the number of cycles where the values of the consecutive stages are zeros or ones are
- half of $n$ of length one,
- one-forth of n of length two,
- one-eighth of n of length three,
- etc.
- Consider a bipolar MS (the values of its bits are +1 or -1 ) then the autocorrelation function $R_{C_{(t)}}$ gives :

$$
R_{c_{(t)}}=\frac{1}{L} \sum_{k=1}^{L} C_{k} C_{k+r}=1 \text { if } r=0, L, 2 L \ldots . . \text { or with }-\frac{1}{L} \text { otherwise }
$$

- In the frequency domain the $M S$ occupy a spectrum $F_{c}(f)$ that is defined by the following equation :

$$
F_{c(f)}=\left[\sum_{m=-\infty}^{\infty} \delta_{\left(f-m f_{0}\right)}\right] \frac{L+1}{L} \operatorname{sinc}{ }^{2}\left(\pi f T_{C}\right)+\left.\frac{1}{L^{2}} \delta_{(f)}\right|_{0}=\frac{1}{T_{C} L}
$$

Figure B.1.2.8 shows the power at the output of the correlator as a function of the synchronisation of the incoming signal with the locally generated code at the receiver. In the case of a synchronous signal the power is maximum. As the synchronisation deteriorates the power is decreased. At the same figure is also given the frequency bandwidth occupied by the MS.

- A modulo-2 addition of a MS with a phase shifted replica of itself, results in another replica with another phase shift different from the two originais.

$$
C=C_{n}+C_{n+r}=\sum_{k=1}^{L} a_{k}\left[C_{n-k}+C_{n+r-k}\right] \bmod 2
$$

## B.2. LOCAL AREA NETWORKS

## B.2.1. MILESTONES IN LOCAL AREA NETWORKS

During recent years computer hardware and software have been under a continuous development. So remarkable declines in the size of equivalent memory, increases in the processing speed and reductions in computing cost have been achieved. The result of these, especially after the explosion of personal computing, is that the availability of computers and the variety of their applications have been increased. For a lot of these applications the need for inter-computer data communications has arisen. The satisfaction of this requirement led to the design of computer networks. For the local environment the LANs developed. Although LANs were initially pure data networks, current research aims to the integration of their traffic ( $\mathrm{C} 1, \mathrm{C} 2$ ) with voice and image.

Data communications have different requirements from voice communications (C3). Data communications :

- need high bit rates,
- have a burst nature,
- are not time critical,
- are not tolerant to errors and
- usually appear needs for local communication.

On the other hand voice appears the following characteristics

- has a high redundancy, around $50 \%$,
- occupies the channel long periods of time (100sec on average for the circuit switching PCM systems) and
- is sensitive to delays (it cannot afford more than 250 msec of total delay).

A computer network is a communication system that allows a number of autonomous computer systems to exchange information in a meaningful way in order to do a job. Every one of the computers of the network, in order to communicate with any other machine, must obey particular
protocols during the exchanging of information with the computer with which it is 'conversing' (C3, C4).

The LANs are resources sharing data communications networks that

- are spread over limited areas of 0.1 to 10 km with various interconnection patterns,
- use high bandwidths (over $1 \mathrm{Mbit} / \mathrm{sec}$ ) and
- are usually privately owned.

They are met in Universities, companies, factories, etc. LAN's main characteristics are the topology and the medium access method. Although it is difficult to separate the topology from the transmission medium access method, as their combination gives the LAN's architecture, this will be tried here.

The interconnection pattern used among the various users and nodes of the network is named the topology. The most widely met topologies in LANs are the star, the ring the bus, and the mesh (C3) (fig. B.2.1.1).

The star topology has a hub switch (central) from where point to point links with peripheral units start. The main disadvantage of this topology is its centralised nature. This topology can support a number of terminals communicating with a time sharing system. In this case the hub node might be the time sharing machine itself.

The ring topology is a decentralised structure, where each one of the nodes carries its own intelligence. Usually the required hardware per node is not complex. In such a LAN the message is passed from node to node untill it reaches its destination. The large advantages of the ring over other connecting methods are the guaranteed response time and the possibility to provide the user with a powerful network management system. Its main disadvantage is that the failure of a single node can result in the failure of the whole network.

Another decentralised topology is the bus. It is internationally accepted. It is a passive network where the signal is not regenerated at each node, but is broadcasted along the whole network.

FIG. B.2.1.1
The main types of used topologies for LANs.


The destination node reads the message as it passes through. This LAN uses passive nodes whose failure do not affect its operation. Another characteristic of this LAN is the possibility of easy expansion.

Finally a topology that covers any requirement and that does not belong to the above mentioned cases, is the mesh one. It does no follow special laws like the above, but it is designed according to the specifications of the application. This topology is very often served by communications and medium access protocols that have been developed especially for this particular application. Its main advantage is the high degree of redundancy that results in a more survivable network. The penalty that is usually paid in that case, is the required complexity of the used software and hardware and a high cost.

A variety of medium access strategies have been used. They give a common protocol to gain the user the control of the medium and they provide a means for resolving contention, when more than one subscriber requires access to the channel concurrently. The most common of these are the Carrier Sense Multiple Access / Collision Detection (CSMA/CD) and the Token Passing protocols. Both of them are used for decentralised structures.

The CSMA/CD is usually met with the bus topology (C6). It is based on the ALOHA transmission method. The user, before his transmission attempt, listens (senses) to the channel to determine if it is idle. If it is sensed empty then the data are transmitted. If it is sensed busy the user waits a random period of time and then attempts again. However because of the propagation delays of the bus, and of the non zero carrier detection time, a collision may occur when the user senses an idle channel and begins to transmit his data, while another user has already transmitted his packet, but it has not yet propagated to this subscriber. When a collision occurs all parties involved immediately cease their transmission and they wait a random amount of time before initiating a retransmission.

Token passing provides controlled access to the transmission medium. This results in no collisions when two or more users require access to the channel simultaneously. When a user wants to transmit a packet he seizes the free token. He changes it to a busy one and he appends his data packet to the busy token. The packet goes around the ring from node to node. When it arrives at the destination it is copied and then is retransmitted. Finally returns back to the sending station that removes the packet from the ring. After the removal of the packet the station generates a new free token and passes it to the neighbouring station. So the user is granted the channel access right when he gets the free token.

The main task to be succeeded from the combination of the media access protocol and the topology is the improvement of the survivability and of the performance. Good performance characteristics mean :

- low delays,
- Iow BER,
- high throughput,
- low blocking and collision probabilities,
- etc.

Regarding survivable networks a lot of work has been done in the field. The design philosophy of this work is usually based on mesh networks with active nodes that retransmit the received signals (E2, E3, S1, S2), according to the used protocols.

ISO has issued the general principles that the computer networks have to follow (OSI model) (C2, $\mathrm{C} 5)$. On the basis of this model the IEEE 802 committee ( $\mathrm{J} 1, \mathrm{~J} 2, \mathrm{~J} 3$ ) has standardised the above topologies (not the mesh and the star one), their medium access methods and their intercommunication methods.

LANs are an area under a dynamic development. A lot of research is taking place towards the improvement and estimation of the performance of LANs, the design of new routing, synchronisation and media access contention free protocols, the design of new topologies, the use of fiber optics, the traffic integration etc.

## B.2.2. THE OSI MODEL

The complexity and the variety of computer systems together with the need for their interconnection, created the requirement for the establishment of common rules and models, according to which computers should be designed. These rules and models define the architecture of the communication systems, so that standardisation can be achieved. It is well known that the architectures of the communication systems have been standardised mainly via ISO and IEEE.


- Data link layer host - IMP protocol
- Pnysical layer host - IMP protocol

FIG. B.2.2.1
The seven layers OSI reference model of ISO

Standardisation is very well organised and is fully implemented in telephone networks. It is followed by all the manufacturers and the service provider companies. Computer networks are still in their early days. The achievement of inter-network communication for the user is a
complicated work, that needs different procedures, accorging to the particular manufacturer, the network and the protocols used. The trend is toward the creation of a universal communication environment with standard procedures and interfaces for the set up of communication links. In this section a brief report of the existing international standards, that the system architectures should follow, will be given.

For the standardisation of computer communication systems the International Standards Organisation (ISO) developed the "seven layers" "open system interconnection" (OSI) (C2) reference model (fig. B.2.2.1). This is an abstract and general model that covers any kind of application. However the further need for specialisation in machines, networks and services, forced the development of specialised models, based on OSI, dedicated to particular purposes and services, such as Government OSI Profiles (GOSIP) and the NATO model for $\mathrm{C}^{3} \mathrm{i}$ systems (J4) (fig. B.2.2.2). GOSIP addresses the needs of Government administrative and tactical office environments.


According to the OSI model the communication among the modern computers is based upon a series of protocols (C2). These protocols are hierarchical and built in layers (levels). Each one of
them has been developed on its processor. For inter-communication between two particular machines, every layer of each one of them, has a conversation with the corresponding layer of the other machine. At every one of the computers, each layer offers particular services to the higher ones, shielding them from the actual way that these services are implemented. Between any two successive layers, interfaces exist. In real life, for the implementation of the conversation of any two computers at a particular layer, the information that has to be exchanged, is transferred from the higher to the lower layer, where the physical connection takes place.

The philosophy that describes the development of a layer is given by Zimmerman in 1980 (C2):

- 1. A layer should be created when a different level of abstraction is needed.
- 2. Each layer should perform a well defined function.
- 3. The layer boundaries should be chosen, in such a way that the information flow across the interfaces is minimised.
- 4. The number of functions should be large enough that distinct functions need not be thrown together in the same layer out of necessity, and small enough that the architecture does not become unwieldy.
- 5. The function of each layer should be chosen with an eye towards the internationally standardised protocols.

CCITT has recognised layers, 1-3, of OSI/ISO reference model. Now attempts are being made to be defined standards for all the forms of network services. Layers 4-5 are the difficult layers of the model and have traditionally been prerogative of computer manufacturers to implement their own standards within their own architecture (C2, C5). Layers 6-7 are more diversified because technology has just come into the areas of colour graphics and voice and data processing. Within the two higher layers no one standard will apply, but groups of standards, through which the interested parties will try either to provide or receive a service. Layers 1-3 are characterised as 'lower layers', while layers 5-7 are named 'higher layers'.

A short description of the OSI model has as follows (C2) :

- LAYER 1 : The physical layer. It provides characteristics to set up, maintain and release physical connections between data links entities.
- LAYER 2 : The data link layer. It aims at the implementation of the required procedures for the correct transmission of the data. This is done through:
- the appropriate processing of the data that are to be transmitted and
- the acknowledgement procedure.
- LAYER 3 : The network layer. It determines the characteristics of the interfaces between the hosts and the IMPs, the packets exchange protocol and also the routing protocol.
- LAYER 4 : The transport protocol. It is an end to end protocol. The program on the source machine carries a conversation with the program in the destination machine, using signalling messages. It ensures that the data arrive correctly at the other end. It connects the lower with the higher layers.
- LAYER 5 : The session layer. It is the user's interface into the network. Through this layer the user asks for a particular service or connection with another machine.
- LAYER 6 : The presentation layer. It performs general functions and provides services that apply to all users. Such functions are the message compression, the data encryption, file conversion for cooperation with incompatible machines, etc.
- LAYER 7 : The application layer. This layer provides user services, some general (e.g. electronic mail) and some specific. The user application programs run above this layer.


## B.3. SHORT REVIEW OF THE EXISTING SPSC LANs

Up to now SPSC techniques have been mainly used in radio networks. Today packet switching radio networks with integrated traffic (voice and data) are the state of the art (A2, A9, A10, A11, A12, G1, G2, G9). DARPA (Defence Advanced Research Project Agency) of the USA has done a lot of research towards this direction (G1). Recently, in addition to the above mentioned work, recommendations for use of SPSC with wireless indoor LANs were published (A12, G3, G4, G5, G6, G7, G16).


FIG. B.3.1 The architecture that was designed at Concordia University.

These wireless LANs usually consists of base stations and portable small size transmitters and receivers. Experimental and analytical work done by Dr. M. Kavehrad (G4, G5, G7) and by Dr. Pahlavan (G3, G6) have shown that a system with the following characteristics

- star connection
- chip rate of 255 chips/bit
- MS codes
- bit rates of $100 \mathrm{Kbits} / \mathrm{sec}$
- carrier of 1.2-1.5 GHz
- BPSK modulation
can support up to 50 users in a building. The major advantage of these LANs, due to the radio propagation used are :
- the relative independence from the distance or the position of the receiver, that allows the mobility of the subscribers,
- the easy installation that is very important in cases of buildings, and
- the independence from a faulted or cut line.

On the other hand these types of LANs are subject to the usual 'radio networks' limitations. However the advantages and qualities of the SPSC techniques help in overcoming some of the constraints of the radio propagation such as :

- the multipath propagation delays and fadings,
- the existence of interferences from other transmissions,
- the vulnerability to jamming
while others like
- the lack of privacy and security (since anybody can listen to a radio transmission broadcast),
- the synchronisation difficulty.
- the occupancy of the frequency spectrum,
- the dependence on the atmospheric conditions and from the morphology of the area,
- the bandwidth restrictions
still exist.

Except of the design of radio SPSC LANs, SPSC were also used in the field of wired communications during the last years. Several different groups, all over the world, have been working in this direction. Up to now, between them, only the University of Aberdeen has
presented a complete system architecture, while there are several publications in the individual areas that are involved with a SPSC wired system design, such as hardware, codes design, performance analysis, building of experimental links, etc.


FIG. B.3.2 $\begin{aligned} & \text { The logical and modular construction of } \\ & \text { Spreadnet. }\end{aligned}$

The first reference is from Canada (D4). Figure B.3.1 illustrates the main idea of the architecture that was proposed. It is a broadcast SPSC bus LAN. It consists of an uplink (transmission) and a downlink (reception) cable and of a synchronisation and wide band amplification unit. This unit receives the incoming SPSC uplink signal, amplifies it and retransmits it to the downlink cable. All the nodes transmit to the uplink cable and receive from the downlink one, analogously modulated signals. The problem of synchronisation has been solved through the periodical use of a SPSC sync, carrying the codes of different users, (one at a time). This is transmitted to the downlink cable by the synchronisation and wide band amplification unit. This proposal aims to serve integrated traffic (voice and data packets). Performance results obtained from mathematical analysis show that this LAN can support 8 voice users if a PG=167 exists and 12 data users if a PG=512 exists. This idea was further developed at the Korea Advanced institute of Science and

Technology (D5, D21), where further performance results, through analytical estimations, were


FIG. B.3.3
The block diagram of an optical SPSC system that was designed in Colombia University / USA.

Another architecture, named 'spreadnet', based on the bus topology and developed in the UK, is described in D3. The hardware and the protocols of a complete LAN were designed. According to this proposal the LAN can support 150 nodes on a bus of up to 2 Km length, using a transmission rate of $100 \mathrm{Mbits} / \mathrm{sec}$. The transmitted signais are baseband. The synchronisation problem (initial signal acquisition and tracking) is solved through the use of digital correlation techniques and continuous data acquisition. The signalling and network management are achieved through the use of separate virtual management channels. These channels are selected from the data channels. Fig. B.3.2 illustrates the logical and modular construction of a workstation. This
hardware structure is similar with the one described in D4. It differs from it in the synchronisation and signalling methods used. The wide band amplification unit is not also required. Further research and development on 'spreadnet' (D23) examines the use of fiber optics techniques in various topologies such as the active bus, the passive bus and the star.


In Japan research has been carried out on fiber optics SPSC LANs. Various topologies (figure B.3.4) have been examined for the design of transmission systems that use passive optical multiplexing with gold sequences (D12). Experimental, theoretical and simulation results were obtained for a multipoint-to-point network. According to them 12 users can be supported by a PR MS of 511 chips/bit.

In Columbia University an optical SPSC bus is suggested (D1,D13,D15,D16). A new type of optical prime codes were derived from a set of prime sequences obtained from the 'galois fields'. Two protocols were suggested and analysed (a synchronous and an asynchronous one). Experimental links, where the performance of the suggested code and protocols were examined, were set up. According to the results of the experiment 35 users can be supported from 1023 chips/bit. Figure B.3.5 illustrates the experimental links that were set up.


FIG. B.3.5 The proposed star connection from 'Bell communication research'.

FIG. B.3.6
The development principles of the suggested optical orthogonal code from 'Bell communication research'.

'Bell communication research' also suggested an SPSC CDMA optical system (D2,D17,D18,D19). Their proposal is for a star connection (fig. B.3.3). A new type of optical orthogonal codes, with processing methods for them, were developed. Simulation and mathematical analysis results are presented. According to them 50 users are supported from a PG of 1000. Figure B.3.6 shows the principle used for the development of the code and its optical processing method.
'Bell laboratories' are also involved in research in the area (D10, D20). Their suggestion is for a star 10 THz fiber optic CDMA system where the users choose randomly the carrier in the spectrum of up to 10 THz . An ideal theoretical model is described and the hardware requirements are given. According to the proposal the system can support thousands of concurrent transmissions.

So up to now a lot of suggestions exist for the design of SPSC LANs especially using fiber optics. These LANs, independently of the individually used protocols and topologies, have many advantages, such as a better performance than other conventional LANs, easy expansion of the network, concurrent communications. The main disadvantage of the up to now proposed architectures are the lack of survivability and security, which in many cases are of high importance. Survivability depends upon the continuation of the cable in bus topologies and upon the operation of the central servers in the other types of suggested architectures. Security is a combination of the whole network architecture and used technology.

## C. DESCRIPTION OF THE PROPOSED PRINCIPLES FOR THE DESIGN OF MESH TOPOLOGY SPSC LANs

Some of the main requirements and characteristics of a large class of LANs are survivability, security and high performance. Survivability means uninterrupted operation under various conditions. This can be achieved through hardware redundancy, decentralisation, alternative routing, and dynamic reconfiguration through communication, signalling and synchronisation protocols. Security is the protection of the data against unauthorised reception. It is achieved mainly at the level of the physical layer through appropriate topology, technology and coding. At higher layers it is ensured through the use of secure protocols and passwords. High performance is achieved with low delays, low BER, high throughput and low blocking and collision probabilities, etc.

All these requirements can be fulfilled by using interconnected mesh topology SPSC sub-LANs in combination with continuous retransmission of the received signal in all directions (flooding routing) (D25). These sub-LANs are groups of nodes that are connected into smaller networks. The users are connected on the nodes through SPSC interface units (SPSCIU).

Survivability of this LAN is achieved through the use of the fully distributed architecture in combination with mesh topologies and flexible routing and communication protocols. Security is a result of the used topology in combination with the SPSC techniques and the signalling protocols. Good performance characteristics are offered through the use of the DS SPSC techniques in combination with packet switching methods and a fully distributed and flexible architecture.

This part of the thesis will give a high level description of the architecture and of the design principles of the proposed SPSC LANs. It will be restricted to the three first layers of the OSI model, without extension to the higher ones and to the user environment and services. The topics that will be analysed are the topology, the communication protocols, the signalling protocols and finally brief details about the implementation of the suggested LAN and its problems. The
protocols will be described, from an operational point of view. These protocols are general, they are not limited to any of the suggested topologies, providing that these topologies are supported by the appropriate hardware. The selection of the topology influences the performance of the LAN, but not the philosophy and principles of the design and the operation.

## C.1. THE TOPOLOGY

## C.1.1. SECURITY AND LAN's TOPOLOGY

It is well known that security is achieved mainly

- at the level of the physical layer through the use of the appropriate
- topology (physical separation of the users to groups),
- technology (e.g. wire transmission, use of fiber optics techniques etc.) and
- coding and
- at the level of the higher layers mainly through the use of
- secure protocols
- cryptographic methods and
- passwords.

a : SUB-LAN intercannecting unit
$B$ : SUB-LAN
C : node
FIG. C.1.1.1 Interconnection of sub-LANs.

Every one of these methods offers a different type and degree of security, therefore their combination is used for the design of the security policy of communication systems. Among these current trends give high importance to the isolation of the highly secure data within groups of intercommunicating work-stations and to the use of secure crypto-codes.

In this family of LANs the security is inherent since (D24, D26):

- its topology design has been based mainly at the use of physically separated users into groups (sub-LANs) that are interconnected with secure bridges,
- its media multiple access method has been based on the use of secure coding (CDMA). In addition to this, the use of passwords and of secure protocols, at the higher layers, is not prohibited and depends upon the design of each particular LAN.


FIG. C.1.1.2 Configuration of a work station.

The interconnecting the above mentioned Sub-LANs bridges are known as Sub-LAN Interconnecting units (SIU) (fig C.1.1.1). The SIUs control the data flow according to the confidentiality of the data and to the security clearance of the far end destination. Every one of the Sub-LANs serves a particular part of the total traffic. In this way users that have similar characteristics, or that work under the same security requirements or restrictions, are allocated to the same sub-LAN. The number of users that are connected to a node depends upon the design (fig. C.1.1.2), creating so sets of work stations (the users that belong to the same node). The SPSCIU controls the output of the data from the user to the node. It contains all the required security information for giving the allowance for the implementation of any user to user connection.

So this LAN's architecture provides security based on trusted bridges of two hierarchical levels. The first (lower) level is at the node the SPSCIU and the second one is at the SIUs. The system controls the information flow both at the SPSCIU (before the output of the node to the sub-LAN)
and before the transfer from one sub-LAN to another one at the SIUs. So the degree of security achieved at the lower layers depends upon two factors :

- the crypto security provided by the spreading PR code and
- the control of data at the exit from the SPSCIU to the node, and from one sub-LAN to another.

In addition to this, in the case of the use of fiber optic techniques a further security enhancement is succeeded.

## C.1.2. TOPOLOGY's DESIGN PRINCIPLES

The described philosophy for the topology design creates a three levels structure. At the highest level is the Sub-LANs interconnection pattern, at the next one is the topology used inside the Sub-LAN and at the lowest is the node with the connected on it users. The selection of any particular topology at any one of these levels, influences the final survivability, the distribution of the created traffic over the LAN (the local traffic into the sub-LAN and the inter-Sub-LAN data stream), and consequently the performance of the LAN.

The internal topology of the Sub-LAN is important for the success of the desired degree of survivability. Conventional topologies like the bus, ring, tree and star do not offer survivability. The mesh topology sub-LANs, built according to the suggested architecture, offer the required hardware redundancy, decentralisation, alternative routing between any two nodes, and possibilities of dynamic reconfiguration through the appropriate support of communication, signalling and synchronisation protocols. Since there is extensive bibliography ( $\mathrm{H} 1, \mathrm{H} 2, \mathrm{H} 3, \mathrm{H} 5$, H6) analysing the mesh topologies in networks, this topic will not be examined.

The interior sub-LAN topology should be designed according to the case, considering the local traffic and any other existing requirements. It influences its operation as following :

- A graph that follows geometrical rules, or that has some symmetry, and is not built in an arbitrary way :
- is easier to study and its behaviour and performance is easier to predict and to estimate,
- the design of signalling protocols is more flexible,
- its expansion is easier,
- in cases of nodes and links failures, it has always under control its dynamic reconfiguration, modifying its behaviour and performance accordingly.
- The size of the graph and its connectivity policy influences the power both of the signal and of the echoes and the amount of traffic locally at the nodes and at the links, affecting the performance.

So the selection of any particular family of graphs for the creation of the internal mesh topology of the sub-LAN is very important.


FIG. C.1.2.1
Configurations of various topologies that can be used in a mesh topology SPSC LAN.

The inter-sub-LAN connectivity scheme influences

- the security,
- the survivability,
- the amount of inter-Sub-LAN traffic,
- the delays and
- the overall performance of the system.

Figures C.1.2 a to C.1.2.e illustrate various philosophies according to which the Sub-LANs can be interconnected. These are just a sample of the ways that the sub-LANs can be combined toward the design of the LANs' topologies.

In figure C.1.2.a a central bridge interconnects the sub-LANs. At this architecture

- shorter physical links between any two nodes of different sub-LANs are used than the physical links of some other topologies that are described,
- the topology is cheaper to install,
- the inter-sub-LAN traffic load that it can be supported depends upon the design of the central bridge (SIU),
- dispersion of the switching function between the sub-LANs is not offered, resulting so to low survivability,
- the inter-Sub-LAN traffic is routed through the central node (SIU) doing any switching functions between the sub-LANs and
- the central node (SIU) despreads, remodulates and then retransmits the SPSC information, giving so a degradation to the offered security.

All the above required functions have to be implemented by the SIU concurrently for any SPSC channel, otherwise system performance will be reduced. This makes the central SIU complicated.

The architecture of figure C.1.2.b, appears improved characteristics, compared with the above described one. In this case a sub-LAN interconnects several SIUs. Each one of them serves a number of sub-LANs. These sub-LANs can be defined as sub-LANs of rank 1, while the sub-LAN that connects the SIU can be named as sub-LAN of rank 2 . The sub-LAN of rank 2 executes all the switching functions in the same way but at a more distributed mode.

If the SIUs are replaced by sub-LANs then a hierarchical modular structure is created (fig. C.1.2.c). In this case a fully distributed and hierarchical LAN is created. In this variation of the topology super-groups of subscribers, according to the probability of activating communication links between the members of the different groups (sub-LANs) are created. So subscribers with a very high probability of communication with each other, may belong to the same sub-LAN of rank 1. Subscribers that belong in different sub-LANs of rank 1 , but have a high probability of intercommunication, would be served by the same sub-LAN of rank 2 and so on. So the subLANs of rank 1 serve subscribers, while the sub-LANs of higher ranks in the structure, serve the SIUs that interconnect the sub-LANs of lower ranks. This type of topology addresses the inter-sub-LAN traffic toward the higher rank sub-LANs, creating in this way long links and high delays for their set-up. This topology requires rather complicated routing and signalling protocols in order to be supported. The implementation of such a topology requires a lot of redundancy that increases the total cost, without this redundancy to offer a higher degree of distribution and to improve drastically the survivability. So from a survivability point of view this topology depends upon the operation of the higher rank sub-LANs. The main advantages of this hierarchical structure are that :

- it often fits the functional structure of institutes, serving better their requirements,
- it offers multilevel security control of the data flow and
- it offers a rather simple management system.

A different architecture is illustrated in figure C.1.2.d. In this case a serial chain of sub-LANs is used. Each one of these sub-LANs serves a number of subscribers. SIUs are used for the interconnection of the sub-LAN with the adjacent left and right ones. These SIUs process the incoming and outgoing signals of the sub-LAN (they demodulate the incoming signals, they read the destination, they remodulate it and they transmit it to the other sub-LAN). In the case that an incoming signal is destined to a subscriber of another sub-LAN, the SIU transmits it toward the SIU that interconnects this sub-LAN with the next one. The same procedure is repeated till the sub-LAN of the final destination has been reached. Because of the routing characteristic, the traffic distribution over the sub-LANs is not flat, but it depends upon the position of the sub-LAN in
the chain. The sub-LANs that are at the middle, have higher traffic than the ones that are at the two ends of the chain. This topology appears to have :

- a high probability of congestion,
- a low degree of survivability (the failure of any sub-LAN will separate the system into two parts) and
- rather long channel set-up and transmission time delays.

Figure C.1.2.1.e illustrates another topology that overcomes many of the above mentioned problems. It is built under the principles of a modular distributed system. Each one of the SubLANs has the possibility of being connected via SIUs to any other Sub-LAN, so providing intercommunication with it. Such a structure resembles a fully connected graph, with each vertex corresponding to a Sub-LAN and each edge to a SIU. This structure contributes to making the system very robust. Because of

- the immediate access of any Sub-LAN to any other one,
- due to the inter-Sub-LAN traffic minimisation and consequently to the reduction of the noise power inside the sub-LANs,
the performance (BER, collision probability, throughput, transmission delays) and the survivability are improved.


## C.2. COMMUNICATION PROTOCOLS

As has been mentioned, the operation of the network will be based at a flooding protocol. Flooding routing protocols have the characteristic of retransmitting all incoming signals, at any node, along every outgoing link. Thus the signal arrives first at the destination, following the shortest path. There are two ways of implementing the flooding :

- Passive flooding. The incoming power is retransmitted without being demodulated (fig. C.2.1). This phenomenon is similar to the way that water is flooded at a node of a grill of pipes. This means that the incoming signal at any node, is distributed equally to all the outgoing ports, for onward transmission in such a way that the total incoming power $W_{\text {in }}$ is greater than the total outgoing power $W_{\text {out }}$. In principle this implies that the process is a passive one although in practice amplifiers may be needed, because of line impedance matching requirements. Clearly such a passive flooding procedure results in numerous signal echoes being transmitted around the network (comparable to multi-path distortion in radio communications). However, the SPSC technique provides immunity against delayed echoes of signals, enabling only the synchronised signal to be decoded at the destination node. The failure of any link carrying this synchronised signal will not cause a break in communications because then, another synchronised signal will arrive at the destination node, through another route. The echoes act as wideband background noise. They depend upon the topology and should be absorbed gradually, otherwise the continuous increase of their power would result in infinite noise and unit bit error rate (BER). In this way the network will be overloaded in power and damaged. It is obvious that if the flooding meets the referred criteria (e.g. $W_{\text {out }}<W_{\text {in }}$ ), the power cannot increase with time, but it stays at most constant. If there is a packet transmission scheme, where packets are generated and transmitted at random time intervals, power will decrease and increase with time, according to the packet generation model, without exceeding a maximum value.
- Active flooding. The incoming power at any node is demodulated, read, and if the destination is at another node, it is remodulated and retransmitted. Such a procedure should always be under the control of routing protocols that prohibit the continuous
regeneration of the same signal (e.g. limitation to the signal retransmissions to a particular number ' $n$ '). With this scheme, due to the sequential regenerations of the signal, the echoes are replaced with a controlled heavy traffic environment. The following drawbacks are involved with this scheme:
- Requires a large amount of hardware per node for the implementation of all the required receivers and transmitters. Such a node would be very expensive and complicated.
- Reduction of the security, since the data are demodulated at every node.
- The continuous increase of the traffic load may:
- overload and damage the network,
- result in congestion due to power increase and
- result in collision, if the number of existing receivers and transmitters is lower from the required number by the traffic load.


FIG. C.2.1 The flooding procedure at a node.

With the passive flooding scheme the echoes generation is a big problem for the LAN. There are solutions to it as the followings

- A. The division of the LAN into intercommunicating sub-LANs for security reasons is also a tool used to reduce echo power. This feature allows for the creation of groups of nodes with size that fits the traffic requirements and the PG capabilities.
- B. The use of a statistical packet switching method, in a stochastic system, where every subscriber transmits packets at random time intervals without taking into account if at the same time, any other transmissions occur. This optimises the total amount of traffic flooded in the network.
- C. The use of a fully controlled media access method, where the subscribers, at predefined time intervals, using a distributed reservation scheme, gain permission for transmission.
- D. Appropriate selection of the spreading code (length, orthogonality and chip rate).
- E. Use of a fully controiled power environment, where part of the flooded power is absorbed, progressively with time, through the sequential floodings, by the system.

The code selection is another important factor that influences the operation and performance of the SPSC LAN. There is a large variety of families of codes that have properties appropriate for usage in a SPSC system (Section B.1.2). The selection among them clearly depends upon the architecture used (the design and the required performance, in relation with the developed signalling and synchronisation system)

The codes members of these families should be assigned to the transmissions. Many methods of code assignments are given in various published material (G8, D3). Some of them are :

- There is an one to one correspondence between the codes and the users. Every transmitter uses the code of the receiver of its destination.
- There is an one to one correspondence between the codes and the users. Every transmitter uses the code that corresponds to the transmitting user.
- There is a code control service that assigns the codes according to the security requirements or to the availability.

Every one of these methods has its own advantages and disadvantages. The main draw back is that the more complicated the code assignment protocol, the more complicated the signalling protocol becomes.

In the case of a passive flooding sub-LAN the existing interferences are classified as follows :
a. AWGN (AWGN).
b. Interference from the transmissions of other subscribers. These are considered as wide band interferences for any connection between a particular pair of subscribers.
c. Interference created by the transmission of signalling information, if the signalling information is transmitted on a separate channel.
d. Multi-path interferences created by the flooding of the signal. These are considered as wide band interference.

The AWGN cannot be avoided. The LAN has to operate within its limitations. SPSC signals and echoes that arrive at a node not synchronised with the locally generated code or with a different code than the locally generated one are considered as wide band noise. These signals, after the correlation procedure, are spread for a second time and their power spectrum density is reduced. Consequently this results in an improvement of the SNR. Signalling information according to its nature is treated as narrow band interference and is processed differently.


FIG. C.2.2
The occupancy of the frequency spectrum by the TDM channel, the SPSC channels and the transmitted beacons by the SIUs.

Another problem that also appears in a mesh topology passive flooding system is the "near far problem" (chapter B.1.2). This always has to be taken into account during the design phase. At section E. 2 estimates of the probability of it will be taken. In addition to it in the case of LANs that use MS is possible for echoes, or for some of the SPSC signals created by various subscribers, to arrive at a node synchronised (in phase) with the locally generated PR reference sequence.

There are a bot of strategies that can be used for the solution of the above problem. Some of them are :

- An analogue modulation scheme can be used (A3). Consider a bank of carrier frequencies. Every one of them differs from the next one $k^{*} f_{B_{d}}$. There is a correspondence between these frequencies and the users according to the design. So suppose that subscriber ' $n$ ' transmits the chips using analogue modulation with a particular carrier frequency $\mathrm{F}_{\operatorname{tr}(\mathrm{n})}$ (fig C.2.2). The frequency $\mathrm{F}_{\operatorname{tr}(\mathrm{n})}$ can be considered as a frequency shifted from a nominal one $F_{C}$, with a factor $f(n)=n^{*} k^{*} f_{B_{d}}$, where :

$$
\begin{aligned}
& f_{B_{d}}=1 / T_{d} \\
& F_{t r(n)}=F_{C}+f^{\prime}(n) \\
& T_{d}=\text { bit rate }
\end{aligned}
$$

The exact benefits from this shifting are analysed in Appendix 2. As is shown there, this shifting does not influence the orthogonality of the signals transmitted by different subscribers. Figure C.2.3 shows the results of this modulation at the receiver, in the frequency domain, after the demodulation of the signal. The signal of the monitored subscriber occupies its own region of the frequency spectrum and it can be isolated by the use of a filter. According to the spacing between any pair of carrier modulation frequencies the ISI (Intersymbol Interference) is reduced.


FIG. C.2.3
The results to the demodulation of the SPSC signal, when analogue modulation with different carriers has been used.


FIG. C.2.4

## A 30 nodes topology of a sub-LAN.

- At the input of any port a constant delay unit can be used. This unit creates a delay to the incoming signals, equal to an integer number of chips. This changes the transmission delays between any two nodes. Any signal that arrives at the destination from any route other than the shortest one, has followed a path that includes a larger number of nodes. Consequently in this way the final transmission delay is higher and the received signal is out of phase from the locally generated code at the destination. However it may happen that after the signal has gone througn too many nodes, it will arrive again in phase at the destination. In this case, this signal power spectrum density will have been highly reduced, resulting in a negligible level of interference. This is because of the sequential spliting and of the matching attenuation at the input of the nodes, that the signal has gone through. For example suppose we have a mesh topology sub-LAN with 30 nodes each of degree 9 and matching attenuation at the input port of any node of 0.8. Figure C.2.4 illustrates such a topology. At this figure the serial number (SN) of the nodes and of
the ports and the length of the links measured in time units are given. The addition of any node in the path that connects the transmitter with the receiver, adds an attenuation of 10 $d B$ to the outgoing SPSC signal. So the signal that will arrive synchronised to the receiver having followed a longer path of $n$ hops difference, will be $n * 10 \mathrm{~dB}$ weaker in power than the signal received through the shortest path (e.g. for $n=3$ this corresponds to 30 dB ).

So, supposing that there is the appropriate signalling synchronisation and hardware support, a statistical packet switching LAN of this family, independently of the type of active or passive flooding it uses and of the particular topology that has been built, will operate as follows (D24):

- Because of the use of the SPSC technique, the users connected to a node can gain access to the network by CDMA, without having to determine in advance if the medium is idle, as it is required by ETHERNET systems. Simultaneous access by many users is possible because each one selects a spreading sequence uncorrelated with the others. In this way at any physical link that connects any two nodes we have at any time the temporarily creation of virtual channels that operate at a concurrent basis and that connect particular pairs of users. The sequence's choice is mainly determined according to the code assignment protocol used.
- Suppose that a subscriber wants to transmit to another one. The SPSCIU selects the code that will be used, and spreads with it the information. It assembles it into packets and transmits them in a random way. Assuming there is accurate information about the current topology, the transmission is performed only from the port that corresponds to the shortest route. When the signal arrives at the first node, it is flooded in all the possible directions. When the generated signals arrive at the next node, they are reflooded and so on.
- As the SPSC signal is getting into a node in order to be flooded, it is monitored continuously. When the signal passes through the node of the destination, its code should be fully synchronised with the locally generated replica of the spreading code. The destination receiver monitors all the ports of its node checking the codes and the synchronisation of the incoming signals. It reads any signal that happens to be synchronised with the locally generated code.
- For a transmission towards a subscriber of another sub-LAN, the data are modulated appropriately for the transmission toward the SIU that connects this Sub-LAN with the next one and that belongs to the shortest route. There the signal is reflooded into the next sub-LAN. This procedure is repeated until the packet arrives at the destination.

The performance of the LAN described so far is design dependent. Due to the use of flooding routing protocols

- the BER is a function
- of the signal power,
- of the echo power,
- of the traffic and
- of the chip rate.
- the traffic depends
- upon the active user distribution over the network,
- upon the packet generation distribution scheme per user and per sub-LAN and
- upon the other end selection distribution over the spatial area of the Sub-LAN.
- echoes are a function of the topology (of the used connectivity scheme of the nodes in the sub-LAN and of the sub-LAN interconnection method) and of the traffic.

The appropriate value of chip rate can optimise the $B E R$ (theoretically $B E R=0$ ) for any combination of these parameters. Since CDMA offers concurrent communications, delay (ignoring the transmission delay) is a function only of the collision and congestion probability. Collision and congestion probabilities are defined at section D. 3 and depend mainly upon the chip rate, the topology and the signalling protocols used.

## C.3. SIGNALLING AND SYNCHRONISATION PROTOCOLS

The third of the main aspects of the design of a communication system is the signalling protocol and the synchronisation method that will be used. Signalling protocols usually offer :

- routing information,
- timing and synchronisation information,
- acknowledgement information,
- charging information,
- addressing information,
- topology information,
- any other required administration and network management information,
- etc.

Regarding the signalling information, a SPSC LAN has the following characteristics :

- SPSC techniques have inherent addressing capabilities.
- Routing information is usually hardware implementation dependent. Usually flooding routing protocols on mesh topologies do not need routing information.
- In the case of survivable networks, a mechanism should exist that will recognise any change to the current topology or routing paths, so that the network to act as a selflearning machine (according to the used architecture the topology knowledge may not be required).
- Synchronisation and timing information in SPSC systems can be obtained through the processing of the received signal (A5).
- LANs usually are local networks installed within private premises, excluding therefore the need for charging.
- SPSC systems can offer theoretically an absolute BER of zero for any network, under the preconditions
- of an ideal system,
- of correct selection of the chip rate and
- of accurate synchronisation.

Therefore the need of acknowledgement information depends upon the BER succeed and the collision and congestion probabilities.

It can be concluded that the existence of a signalling protocol, for the proposed mesh topology SPSC LANs, is not important and that it may be useless for any reason other than for obtaining network administration and management information. However the existence of a signalling mechanism could offer enhanced information and services (e.g. code assignment services, users security clearance information, etc.). Such services make the network more intelligent, but they are not required for the pilot operation (implementation of simple communication links). So according to the design :

- the signalling mechanism may get merged with the synchronisation mechanism into one, or even
- the signalling mechanism may be omitted or
- the synchronisation mechanism may be omitted or
- both of them may be omitted.

So for the implementation of the timing and synchronisation system of this family of SPSC LANs two policies can be followed :

- A timing and signalling protocol can be used. This defines a hand shaking procedure between the transmitters and the receivers and operates on hardware and software built for this purpose. The existence of a channel that will exchange the required information is necessary. This channel can be used for data transfer or of any other required signalling information. This design, although it looks more complex, is more convenient because it allows the creation of more flexible and intelligent systems, with a variation of services, at the lower levels of the OSI model, for network operation. In addition to this a quicker and more stable synchronisation is obtained. The separate synchronisation and signalling channel can be of many types (D4, D5, D6). Some of them are :
- A normal SPSC channel from the standard ones that are used for traffic between any particular pair of users, according to the case.


#### Abstract

- A separate SPSC channel from the standard ones that are used for traffic, operating on a common code, simultaneously with the other SPSC channels used for traffic. This channel will be shared among the users on a TDMA basis, or on a random basis, operating on the principle that when it is unused it can be seized by any one who needs it.


- A separate signalling channel common for all the users, over the SPSC channel operating on a TDM basis or on a random basis, under the principle that when it is unused it can be seized by any one who needs it.
- A separate channel operating on a burst mode, on a time sharing basis among the users on a common code.
- A timing only protocol is used. This defines a hand shaking procedure between the transmitters and the receivers and uses some of the well known and widely used SPSC system synchronisation methods (A1, A3, A5). It is implemented through the use of simpler and more hardware oriented protocols. At the receiver from the incoming signal, through the acquisition and tracking methods employed, synchronisation is obtained. The timing and synchronisation information are extracted from the incoming signal by correlation and other signal processing techniques. In this case there is not a real need for the existence of a separate channel. Signalling information can be omitted and a less intelligent system will be designed. This method has the following disadvantages :
- it is not certain that the timing information will be extracted from the signal,
- it requires complicated hardware and
- a time delay is introduced to achieve synchronisation.


## C.4. TECHNOLOGY ASPECTS FOR THE IMPLEMENTATION OF THE PROPOSAL

Building a new product is not something easy. It involves a lot of work in many areas. The coordination of all the technical aspects for meeting the required specifications is difficult and needs the cooperation of a lot of experts in many fields. The first step is always the construction of the laboratory prototype. Then the second step is the design of the industrial prototype and the final one is the design of the production line. The main factors that have to be considered are :

- the specifications,
- the low cost
- the easy maintenance,
- the appearance of the product and
- the cost of the production line.

In the case of the initial construction of a network, the main difficulty comes with the implementation of the ideas that are written on the paper, into a laboratory prototype, so that the evaluated performance through mathematical models and simulation tools to be achieved and measured. Since this LAN can be considered as a high technology product, built to offer communication services in specialised environments, the rest of the factors are of minor importance :

- Appearance is important for commercial products that are aimed at the consumer.
- The production line of this type of product (of a LAN) is rather simple, since it is based on the construction and assembly of PCBs.
- The maintenance of this type of product up to the PCB level is simple as far as the product has a modular structure and BITE (built in test equipment)
- The cost is a secondary factor for products that are destined for specialised environments

For the implementation of a network member of this family of SPSC LANs the main question that arises is whether its construction is feasible, from a technical and economical point of view, due to the created highly noisy environment. The design of the SPSCIU, the node and SIU can be done through the use of known techniques, while the required services can be implemented using microprocessor and higher level programming. Technical difficulties are introduced at the following points :

- SPSC systems require very wide bandwidth and consequently high chip rates and complicated hardware. However due to the continuous development of VLSI and fiber optics techniques, and the simultaneous continuous reduction of their cost, these techniques can be considered as low cost ones.
- The construction of a stabilised and balanced passive flooding matrix unit, when a passive flooding protocol is used needs very accurate circuit analysis, and very careful implementation. If for avoiding this problem an active flooding method is used, then a more complicate and expensive in hardware node has to be built. As has been mentioned, this solution degrades systems security. The use of fiber optics techniques simplifies the problem's solution.
- The extraction of the timing information from the incoming signal needs complex hardware that creates delays in the decoding of the information. The use of a separate signalling channel that will also be used for any type of timing information exchange, gives the best solution.


## D. ANALYSIS OF A LAN BUILT ACCORDING TO THE PROPOSED PRINCIPLES

## D.1. INTRODUCTION

In this part of the thesis the description of the architecture and the operation of a LAN, a member of the suggested family of SPSC LANs, is given. It is just a novel example, indicating the way that the implementation can be realised. This LAN has been built according to the previously mentioned design principles. The used architecture has been based on :

- the topology of figure C.1.2.1.e,
- a passive flooding protocol according to the description of section C. 2 and
- a separate signalling channel, operating on a TDMA basis.

It is characterised by :

- high survivability,
- homogenous and uniform traffic and echo distribution, due to the symmetry
- of the sub-LAN connectivity scheme and
- of the topology the interior the sub-LAN (nodes connectivity scheme),
- low required quantities of inter-Sub-LAN traffic, due to the direct access of any sub-LAN with all the others,
- relatively cheap hardware for node implementation, due to the :
- passive flooding protocol used, that does not require the demodulation of all the signals on the incoming ports of the nodes and
- the signalling protocol that allows the design of simple receivers for each user, since the SPSC signal does not carry the timing and synchronisation information,
- fulfilment of the security specifications,
- modularity.
- distribution and
- possibility of independent performance, characteristics and even design per sub-LAN.

Every sub-LAN can behave as an independent module, as far as the SIU operates as an
interface that on the one hand isolates the sub-LANs that inter-connects, and on the other hand connects these sub-LANs knowing the characteristics of each one of them.

## D.2. TOPOLOGY AND HARDWARE OF THE PROPOSED LAN

## D.2.1. OVERVIEW OF THE TOPOLOGY OF THE PROPOSED LAN

The topology used, (figure C.1.2.1.e), is fully distributed and modular. It offers a high degree of survivability, good performance and relatively low required transmission rates.

Figure D.2.1.1 illustrates the philosophy used for the design of a Sub-LAN's topology graph. It consists of a number of similar, fully connected, subgraphs (denoted category A). A $S N$ is allocated to every node of a subgraph. All the nodes of the various subgraphs of category A of the Sub-LAN, that have the same $S N$, are connected in such a way as to create another fully connected subgraph (denoted category B). In this way the topology achieves a symmetry and offers survivability. Figure D.2.1.2 illustrates the correspondence between these subgraphs and the nodes in a sub-LAN of 20 nodes.


FIG. D.2.1.1
The philosophy used for the design of a graph of a sub-LAN of the proposed topology.

This topology offers at least two different paths of minimum length, measured in hops, that interconnect any nodes. Each one of them consists of a maximum of two hops. In this way the shortest path (considering the number of links and not their physical length) between any two nodes of the same sub-LAN, before any failure in the network occur, includes the maximum three nodes. These are the node where the source of the signal belongs, the node of the far end destination and one more node between them. In addition to this shortest route there are also many other alternatives longer paths, that interconnect these two nodes. Although the shortest path regarding the number of hops is the described one, physically the shortest path measured in time length may follow a different route, that contains a higher number of hops.


FIG. D.2.1.2
An example of a sub-LAN of 20 nodes.

The size of the Sub-LAN influences the echoes created and consequently affects the SNR and hence the maximum transmission rate for obtaining the required PG. The philosophy that has been used for the connection of the Sub-LANs influences the traffic load that can be supported, the inter-Sub-LAN data stream and the overall performance characteristics.

For maximisation of survivability and performance of the inter-sub-LAN traffic, procedures for its uninterrupted flow exist. These are based on the existence of two SIUs between any two subLANs (figure C.1.1.1). One of them is in operation, while the other one is spare undertaking the
traffic when the first one gets out of oraer. In the case of failure of both the SIU no interruption of the inter-sub-LAN traffic could be caused, due to its restoration through alternative longer inter-sub-LAN paths, through other sub-LANs. In this way extra traffic load is created to the added sub-LANs at the path. A number of receivers exists to every incoming port of the SIU. This enables the SIU to receive several signals through the same port so improving the performance. The disadvantage of this redundancy is that increases the cost of the LAN and influences the complexity of the hardware, but on the other hand it ensures its smooth operation.

The SPSCIU are connected on the nodes through ports. The number of these ports defines the number of users per node. Each one of these ports has a SN. These numbers :

- are consecutive
- are given always by the system, independently of the existence of a user connected on it.

The use of more than one user and SPSCIU per node reduces the size of the sub-LANs and consequently the created interference. This also makes the configuration of the LAN cheaper but it reduces the survivability, since in this case the failure of any node will disconnect more than one user.

So any user at this topology is characterised upon the sub-LAN, the node and the SPSCIU, therefore its identification consists of :

- the SN of the sub-LAN that the user belongs,
- the SNs of the node at both the subgraphs and
- the SN of the port that the SPSCIU is connected on.


## D.2.2. OVERVIEW OF THE OFFERED SERVICES BY THE APPARATUS OF THE PROPOSED LAN

The proposed LAN according to the description consists of three types of apparatus :

- the nodes,
- the SIU and
- the SPSCIU.
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FIG. D.2.2.1 The block diagram of a node.

In this section a high level description of the features of these devices structure is discussed. This description is functionally oriented and it aims to give a clearer understanding of the suggested operation of the sub-LAN.

Figure C.1.1.2 illustrates the configuration of a node. Figure D.2.2.1 shows the block diagram (the modules required) (D24, D26) for the implementation of the node at a coaxial LAN. For fiber optics LANs this node's configuration needs to be modified. Its operations are :

- The nodes execute the passive flooding function (fig C.2.1) through directional physical links. Limiters remove the TDM information, which is used for signalling reasons, from the SPSC signal that carries the data. The TDM information follows an active flooding scheme.
- Each node serves a number 'I' of subscribers, through the SPSCIUs.
- The nodes monitor the incoming links and pass the received data to the SPSCIUs.
- The nodes have their own degree of intelligence.
- The nodes execute any required switching function when two of the subscribers who are served by the same node want to intercommunicate.
- The nodes execute the initial synchronisation function.

The TDM information is processed separately from the SPSC one. It is received and transmitted through the TDM Processing Unit of the node. The SPSC information is exchanged with the connected users on the node via the SPSCIUs. The outgoing SPSC data are transmitted through a SPSC Signal Transmission Unit. The flooding of the incoming information is realised through the Flooding Matrix Unit.

A number of SPSCIUs is connected at each node. Each SPSCIU serves a different subscriber. There is an one to one correspondence between the SPSCIUs and the subscribers :

- The SPSCIU processes the received information from the subscriber. This incoming information may be at any bit rate higher or lower than its nominal output, while the outgoing chip rate is a constant one.
- It checks, from a security point of view, the validity of the demanded connection for signal's transmission.
- It creates and modulates (anaiogue modulation) the SPSC signal.
- It creates any required signalling, timing, control or synchronisation signal.
- It reads the channels through the nodes to examine if anybody transmits toward the subscriber that it serves
- It demodulates any receiving signal separately for every incoming port. Any resulting signal is transformed to the required format to be understood by the subscriber's terminal
- It handles the TDM channel.

For the intercommunication between any two sub-LANs a common node, the SIU, is needed. This node is the bridge between these two sub-LANs. The SIU :

- interconnects two sub-LANs transferring data from the one sub-LAN to the other one, executing any required function :
- receives all the packets that are addressed to the other sub-LAN that is interconnected on it.
- demodulates the received packets and checks the security classification of the data and the validity of the transfer from a security point of view. - modulates the packets and retransmits them to the other sub-LAN
- handles the TDM channels of both the sub-LANs,
- performs the part of the initial synchronisation functions that correspond to it (according to chapter D.5.1).
- executes the flooding of the local traffic in both the sub-LANs,


## D.3. OVERVIEW OF THE PROTOCOLS AND THE OPERATION OF THE PROPOSED LAN

The proposed LAN can operate under two different signalling schemes. One of them will be called a synchronous architecture and the other, asynchronous. Both of them use :

- the same topology,
- the same principles of sub-LANs interconnection, and
- the same flooding method and protocols for communication.


The exchange of data between the subscribers is implemented through a packet switching method, using the SPSC channels. The packets are transmitted using synchronisation and routing information that is obtained through the TDM channel operation. Figure D.3.1 illustrates high level flow charts of the overall operation of the LAN under the two different signalling schemes. The
individuality of the asynchronous architecture in relation with the synchronous one, comes in the content of the time slots (TS) of the TDM channel and consequently in the procedure that the subscribers follow in order to communicate with each other. As far as the compatibility with the OSI model is concerned, nothing changes. The nodes, the SPSCIU, the SIUs, the TDM channel, the SPSC channel and the cancellation of the synchronised echoes are modules, operations and services that exist and operate under the same principles and in the same way.

The asynchronous architecture follows a random asynchronous statistical packet generation model. SPSC channels are created, that are occupied only for the packet duration. The packets are transmitted at random time intervals, as soon as they are generated. With this protocol virtual circuit routes are used. These routes are the same as far as no changes to the topology occur. This results to an improved performance.

The synchronous protocol sets up a link between the transmitter and receiver, something like a virtual circuit switching system, for the whole duration of the communication and packets transmission. The access to the media is fully controlled, while the transmission of the packets, after the channel has been seized, is asynchronous. In this way a synchronous procedure is followed that is free of collision or congestion, but with a penalty of :

- a low utilisation of the receivers,
- a low throughput,
- a rather limited number of simultaneously communicating subscribers (in comparison with the other protocol),
- high set up delays for the set up of a connection link,

Because of the packet switching method used, the load of the asynchronous LAN is a stochastic phenomenon (section E.2) and is different from the load of the synchronous protocol, which can be examined deterministically. So the asynchronous LAN, running concurrent communications, can support a higher number of subscribers, due to the probabilistic nature of its load.

The SPSC technique employed in combination with the passive flooding protocol used ensures that communication takes place over the shortest path, at any time, between any pair of source and destination nodes of the same Sub-LAN. The signal that arrives at the destination through this path, is synchronised with the locally generated replica of the spreading code. In the event of shortest's path failure of links or of intermediate nodes, a new shortest path, among all the many other alternative paths exists. This path is always selected by the protocol for the transmission. This mechanism provides survivability over interruptions and failures in links and nodes.

During the operation of any sub-LAN three types of signals exist (fig. C.2.2):

- A series of beacons is transmitted by each one of the SIU that are in operation.
- The timing and control signal for signalling purposes.
- The SPSC channels for data transfer.
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FIG. D.3.2
The correspondence of the TSs to the subscribers and to the nodes in a subLAN.

The required timing and signalling information for the realisation of the above schemes is obtain through the continuous distribution of a timing-control channel over the LAN. This timing-control channel works on a time sharing base (TDMA) within the same frequency band as the SPSC signals (D24). The SPSC signals and this TDM channel are concurrently and continuously flooded into the network.

The use of separate signalling channels for a SPSC LAN is not essential for its operation (section C3). Their use depends mainly upon the required services of the LAN and the information needed for it. In this design the existence of a separate signalling channel has been considered of great importance, due to :

- the plurality of information that it can carry,
- the rather simple required hardware for its implementation, compared with the required receiver complexity in the case where synchronisation is extracted from the received signal,
- the avoidance of the uncertainty and delay that is introduced in the case where synchronisation is extracted from the received signal.

This signalling channel operates on an active flooding scheme (section C.2). Using this scheme every node receives, processes and retransmits the signalling information along all outgoing links. Every sub-LAN has its own independent in operation TDM channel. All nodes and users of the sub-LAN share this channel on a slotted (TDMA) basis (fig. D.3.2). The allocation scheme of the slots to the nodes and users is predefined, permanent and continuous. Each TS is divided into time portions that are occupied by data produced from the TDM Processing Unit of the node and by the SPSCIU of the users of this node. So this TDM channel is shared between all the nodes, the SPSCIU and the SIUs of the sub-LAN, that are in operation. There is a fixed, one to one relation between the TSs and the nodes and the time portions and the subscribers.

The TDM channel operation guarantees the continuous availability all over the network of :

- timing and synchronisation information,
- routing information,
- information about the transmission delays,
- information about status of the subscribers (not at the asynchronous scheme),
- exchange of the acknowledgement information for the received data,
- etc. (any other type of signalling information that is required for offering the LAN other services, e.g. data security classification and users security clearance information).

The protocols operation have been based on the available signalling information (section D. 5 describes in detail the operation of these two architectures). Regarding the synchronisation, the operation of the signalling protocol of both these architectures is separated in two phases. The first one is the initial synchronisation procedure. This procedure is common for both these LANs. The other one is the normal exchange of information through the TDM channel operation.

The LAN's operation requires a universal timing system. Any sub-LAN, any node, and consequently any user, has its own independent clock, and is synchronised with the rest of the system. This universal timing is obtained in the starting phase of the operation of the LAN, through an initial synchronisation protocol. According to it, nodes exchange timing information, sequentially and in a circular mode, until synchronisation is achieved. This procedure is repeated for all the sub-LANs. The obtained synchronisation is maintained through the continuous distribution of timing information that is flooded into the sub-LAN by the TDM channel.

The information that each subscriber transmits during his own TS is flooded into the network. It arrives at all the other nodes always firstly through the shortest route, measured in time. From the obtained timing information the transmission delay between any two users is estimated. This time delay is used by the SPSC transmitters in order to find the appropriate phase shift of the PR sequence that will be used for the modulation of the data.

Because of the use of the SPSC technique, the users connected to a node can gain access to the network by CDMA, without having to determine in advance if the medium is idle, as is required by ETHERNET systems. Simultaneous access by many users is possible because each one selects a spreading sequence uncorrelated with the others. These sequences should form a
set with low mutual cross-correlation. MS have these characteristics, as described in part B.1.2. The use of this family of sequences is adequate for this example, although other sequences might be used in practice. Each sequence is a phase shifted replica of the basic MS. There is an one to one correspondence between the users and the phase shifts of the used MS. However the used phase shift for the spreading is different from the nominal one that corresponds to the user and it is the summation :

- of the standard phase shift which corresponds to the destination user and
- of the required transmission delay, for travelling the signal the distance transmitter destination, for the interconnection of this particular pair of users.

In this way the signal arrives always synchronised with the locally generated replica of the code.

The choice of the used connection phase shift of the sequence is determined mainly by the identity of the receiver (the transmitting node modulates its signal with the receiver's phase shift), but it can be also determined by the identity of the transmitter. In this way addressing becomes inherent to the system as it simply involves choosing the particular sequence allocated to the intended destination. The number of subscribers cannot exceed the number of different phaseshifts, that the used MS can provide (less or equal to the period of the code). Longer codes have to be used as the number of subscribers is increased. Since the length of the period of the code is always near to a power of 2 (e.g. $2^{n}-1$ ), an increase of the number of subscribers up to a number equal to the code period does not influence the hardware. However this increase influences the overall traffic load of the sub-LAN, so deteriorating the performance. The number ' $n$ ' is defined during the design of the network and is the appropriate number to create long enough sequences to serve the traffic requirements.

According to the above, we define congestion and collision as follows:

- Collision occurs if the total power at the receiving port of the destination node is higher than a threshold so preventing demodulation of the signal. This threshold designates whether the signal is recoverable or not. Cases of collision are created when more than one packets overlap each other, on the same link and at the same time (these packets are considered as noise the one for the other).
- Congestion occurs when more than one user tries to transmit data to the same destination at the same time through the same port, so that more than one synchronised signals to arrive concurrently at the node of the destination through the same port.

The combination of the SPSC techniques with the packet switching method used, allows multiple access to the network with low probability of collision or congestion (section E.2). This results in good message delivery times.




FIG. D.3.3
The introduced attenuation of a path that connects n nodes.

As explained in Part C , the routing scheme based on passive flooding involves every node, retransmitting all incoming signals along every outgoing link. Therefore together with the signal many echoes are also created. These echoes act as wide-band background noise. They depend upon the topology and are attenuated gradually. This means that the degree $d$ of each node is of great importance. The degree of the node is defined as the number of one direction links (outgoing or incoming) connected to the node. The attenuation that is introduced, due to the
flooding protocol, by the equal splitting of the incoming signal power to the node between the outputs, depends upon the degree of the node.

If the incoming power to node $i$ from port $j$ is $W_{i n}{ }_{(i, j)}$, then the power at the output port $k$, due to $\mathrm{W}_{\mathrm{in}(\mathrm{i}, \mathrm{j})}$ is $\mathrm{W}_{\text {out }(\mathrm{i}, \mathrm{k})}$, given by the following formula:

$$
W_{\text {out }(i, k)}=W_{\text {in }(i, j)} *((1-c) /(d-1))
$$

where
c: All the types of losses that are introduced during the implementation of a physical link (e.g. impedance miss-matching during the flooding, propagation attenuation etc.) plus an intended loss are included in ' $c$ '. This intended loss is used for absorbing the transmitted power in the system. This is a controlled way, for prohibiting a dynamic increase of the power and so avoiding an uncontrolled power condition. According to the value of the input node attenuation the rhythm of the absorption of both the signal power and the echoes power changes affecting so the SNR.
$d$ : degree of the node.
As the signal is flooded sequentially through the nodes the attenuation is accumulated in an exponential way (fig. D.3.3). So the higher the number of successive nodes in a path, the higher the total attenuation. Therefore there is a limitation to the number of nodes that the longest path between two subscribers could afford, without the signal disappearing. This number is highly dependent upon the degree of the nodes and is also influenced by the chip rate (section E.1).

If the node of the transmitting subscriber knows the shortest route towards the destination, then instead of flooding the signal towards all the output ports, this node transmits it only towards the direction of the shortest route. In this way the sequential floodings are reduced by one. This reduction means that the power of the spread signal at the destination is (1-c)/(d-1) times higher. This results in an improvement of the final SNR and consequently the system can support a higher number of subscribers or longer paths with higher number of nodes between the source and the destination.

Summary of the operation described up to now has as follows:

- After the data signal has been modulated using the MS and the SPSC techniques in the above described way, it is transmitted toward the outgoing link of the shortest route. At the next node it is distributed to all outgoing links in accordance with the passive flooding method. The nodes are acting as passive physical repeaters that after they attenuate and split the signal, they retransmit it. In this way through sequential flooding the signal arrives to any node through all possible routes (echoes). The required routing information for the initial transmission is available through the TDM channel. The route defined as the shortest one is not always the one that has the smallest number of hops, but it is the one that has the shortest transmission delay.
- Every receiving SPSCIU through its node monitors the network and picks up any information that has the shift of the code that corresponds to the subscriber that it serves. A locally generated PR sequence is correlated with the incoming data. This sequence is the particular one which defines the address of the user, and so if the received signal includes data that have been modulated with the same sequence and are synchronised with it, then this means that there are data addressed to this particular receiver. In this case the correlation process reduces the bandwidth of the appropriate part of the incoming signal, so achieving demodulation and recovering the data intended for this destination. Other components of the received signal (echoes and transmissions intended for other destinations) will be uncorrelated with the local sequence, and so will not have their bandwidth reduced, but on the contrary will be spread again over the full transmission bandwidth. The signals of the TDM channel and the transmitted beacons are treated as narrow band interferences and therefore are handled easily by the receivers, through well-known techniques (A14). The resultant signal power after the demodulation should always be higher than a threshold, otherwise the demodulated signal is considered as background noise. According to the level of this threshold the required SNR of the incoming signal is determined. The value of the threshold depends upon the design and is a function
- of the length of the accepted longest path (measured in sequential hops),
- of the topology,
- of the current traffic and
- of the chip rate.

Increasing the value of the threshold means that the number of hops is reduced (section E.1).

The inter-sub-LAN traffic is implemented through the SIUs. The SIUs, of any pair of SIUs, operate alternatively. One of them is used as a spare unit that starts operating, replacing the other one, in cases of malfunctions. The two SIUs are absolutely similar. The working one transmits a beacon indicating that is in working condition. As soon as this transmission stops, the second SIU starts its operation. The beacons are transmitted continuously by all the SIUs in operation. These are analogue modulated signals at different carrier frequencies that carry the identification of the transmitting SIU and the identification of the other sub-LAN that is interconnected by it.

For reducing congestion probabilities, any SIU may handle simultaneously a number of SPSC signals, proportional to the number of the subscribers of the sub-LAN. So for having a congestion probability of 0 and no delays, a SIU at every one of its input ports should have as many receivers and transmitters as is the maximum number of subscribers of the sub-LAN. If a smailer number of receivers and transmitters is used, then the performance of the inter-sub-LAN communication deteriorates. The optimum number of receivers and transmitters depends upon the amount of the inter-sub-LAN traffic and the values of the other end destination preferability coefficient, that is a stochastic parameter.

Half of the transmitters and receivers of a SIU are towards the one sub-LAN and the other half towards the other sub-LAN. A particular phase-shift of the reference MS corresponds to every one of the receivers of a port. The selection of the receiving code of the SIU depends highly upon the load of the input port through which the SPSC signal arrives at the SIU.

According to the description of the previous sections survivability and security are inherent in the system :

- Good overall survivability properties are achieved by :
- the mesh topology,
- the properties of the passive flooding protocol and
- the synchronisation information that is provided through the operation of the TDM channel.

Through these protocols the LAN acts as a kind of a self-learning machine. So at any modification of the topology, it always finds the shortest routes, following the disconnection, the interruptions and the failures in links or at nodes. The operation of the TDM channel updates the information about the topology and according to it the routing information and the transmission delays of the SPSC information are estimated.

- The structure provides security at two hierarchical levels (section C.1.1). The first (lowest) level is at the node the SPSCIU and the second one is at the SIUs. The system may control the information flow both through the intelligence of the SPSCIU, before the output of the node to the Sub-LAN, and before the transfer from one Sub-LAN to another, at the SIUs. The SIUs act as trusted bridges between the sub-LANs, so the degree of security achieved depends upon two factors:
- the crypto-security provided by the spreading code and
- the control at the exit of data
- from the node to the sub-LAN and
- from one Sub-LAN to another one.

Another major requirement of any network is the possibility of easy expansion. In this case the modular structure of the LAN under design allows :

- At the level of the sub-LAN the operation of one sub-LAN and the later expansion of the LAN in an evolving pattern.
- At the level of the user the operation of the LAN even without users. Users can be connected at any time to the nodes and at any node.

The expansion capacity of the LAN to sub-LANs is not unlimited, but it is programmable and it depends upon the initial design of the size of the sub-LAN. However in the case that no similar sub-LANs will be connected, then an endless structure can be organised, under the limitation that the inter-sub-LAN topology will not any longer be a fully connected graph, with all the consequences to traffic load distribution and to survivability. The signalling protocol described in
this work does not cover this case of the creation of an endless structure from different subLANs. So the expansion can take place in two successive steps. Firstly the empty nodes of a sub-LAN are filled with users, till the total capacity of the sub-LAN is saturated. In the second step a new sub-LAN is added. Then this sub-LAN also starts to be occupied with subscribers, until it also has been filled up and so on. For the addition of any one subscriber, simply the SPSCIU and the user device have to be connected to the node.

The expansion's protocol cornerstone is the signalling channel's existence. The TDM channel used for any sub-LAN is independent and it is always working with a particular number of TSs, even if some of them are empty. This number is the maximum capacity of the sub-LAN. So the addition of a new subscriber to a node or of a new sub-LAN to a SIU does not require the interruption of any part of the LAN, but it is implemented through a simple 'plug in' function.

## D.4. COMPATIBILITY WITH THE OSI MODEL

The present design is not extended further than the three first layers of the OSI model. Because of the peculiarities of the used SPSC techniques :

- the boundaries among these successive layers are not clear and
- some of the performed functions and operations can be allocated to other layers (G9).

The physical layer offers the majority of the functions that are performed in the three first layers.

Figure D.4.1 illustrates the compatibility of the present design with the OSI model.


The main functions that are implemented in the proposed LAN are :

- 1. Line coding of the data and of the signalling and synchronisation information,
- 2. Error control coding of the data and of the signalling and synchronisation information,
- 3. Packet assembling/disassembling of the data,
- 4. Spreading, monitoring, correlation, despreading of the data,
-5. Security checking of the data,
-6. Flooding of the data and the signalling and synchronisation information,
- 7. Synchronisation,
- 8. Signalling (routing information, acknowledgement information, topology information, user's status information, etc.).
-9. Transmission and reception of the signalling and synchronisation information.

The physical layer, in the present design, is the physical interface that connects the processing mechanisms, of any kind of data, of the higher levels, with their transportation system (nodes and channels). The following functions are executed in it :

- The SPSC data and the TDM information that are to be transmitted through the transportation system (the flooding operation), are processed appropriately, in order to obtain the required physical characteristics (function No 4,9).
- The addressing and routing of the packets (function No 4).
- The SPSC chip stream and the information of the TDM channel that are exchanged through the transportation system, using the flooding method (function No 6).
- The information of the SPSC channel and the TDM information that is flooded in the network is monitored and demodulated at the inputs of the nodes by the nodes and the SPSCIUs (function No 4,9).
- The creation, processing exchange of the routing and topology information, that is required for the routing and synchronisation functions of the LAN (function No.8).
- The synchronisation, the coding and the routing of the received information from the user and of the signalling information (functions No 1,7).

The function No. 8 offers many different services, therefore some of them may belong to this layer while others to higher ones. The spreading/despreading function (No. 4) although

- it contains a mean of error free communication (the SPSC techniques are noise resistant) and
- it has inherent addressing capabilities
since is implemented through the lowest level of the operations is considered as part of this layer.

The operation of the data link layer aims to ensure the communication channel to an error free one. It executes the following operations:

- The packet assembling/disassembling (function No 3).
- The error correction detection and the collision and congestion detection through the acknowledgement procedures (functions No 2,8).

In the network layer an end to end flow control is taking place. Functions of this layer have been transferred to the previous ones, since the addressing and routing are imbedded in the SPSC principles (physical layer). Function No. 5 (security checking) is implemented in this layers. The exchange also of any required information (function No.8) for the implementation of other intelligent services, that are offered by the LAN, is part of this layer.

## D.5. DESCRIPTION OF THE SYNCHRONOUS AND ASYNCHRONOUS ARCHITECTURES

## D.5.1. INITIAL SYNCHRONISATION

The initial synchronisation phase is the same for both the types of architectures. During this phase a universal timing environment and a common clock, are established all over the LAN. Initial synchronisation is implemented in two steps.

- During the first one initial synchronisation is achieved in one sub-LAN.
- During the second one initial synchronisation is repeated sequentially to all the other sub-LANs till ail of them share the same timing and clock.

The initial synchronisation procedure is a function that concerns the nodes and is executed by them. Every time and for any reason, that the network starts or at any cold start, this procedure is repeated.

## D.5.1.1. INITIAL SYNCHRONISATION. STEP 1

## Suppose

- that every sub-LAN consists of ' $k$ ' nodes,
- that each node i has ' d ' input-output ports (degree of the node) and
- that a serial number corresponds to every one of the nodes.

Since the suggested topology is the mesh one and since the network of the sub-LAN is a connected graph, there will be always a circular route, from node to node, that will include all the $k$ nodes and each one of them only once.

The first and the $d_{t h}$ input-output port of every two successive nodes are connected the one with the other. In this way a ring is created (figure D.5.1.1.1). Node No 1 is defined manually at the
initial starting up of the network. This is the master node for the synchronisation of the LAN. This must always be the starting point, for numbering the rest of the nodes of the whole LAN. Node No. 1 can be any node of the LAN.


FIG. D.5.1.1.1
Initial synchronisation. The creation of the ring.

When node No 1 is destroyed or fails, then the initial synchronisation procedure is repeated. In this case another node is defined as node No 1 manually.

Node No 2 takes its serial number from the system, and is the one that is connected to the first port of node No 1. Node No 3 is connected to the first port of No 2 and so on.

The initial synchronisation procedure between any two nodes within a sub-LAN is completed in two phases:

- Phase 1 : For achieving the initial synchronisation, node No 1 transmits timing bursts to node No 2. Every time burst consists of a number of bits that express the exact time that the transmission of the burst from Node No 1 started. As soon as node No 2 receives them, it reflects them back. In this way the transmission delay of this physical link, $T_{r d}{ }_{(1,2)}$, is estimated. These bursts are transmitted with a time period of $T_{S}$ (figure D.5.1.1.2), where :

$$
T_{s}>2 * T_{r d_{(i, j)}}+T_{1}+T_{p r}
$$

$T_{p r}$ is the time that a bit spends in the node before being reflected back.
$T_{1}$ is the total duration of each burst.
After $T_{r d_{(1,2)}}$ has been estimated, phase 1 is terminated and this transmission stops.


FIG. D.5.1.1.2


- Phase 2 : Node No 1 starts transmitting timing information in bursts to node No 2. The bit rate of these bursts is the same as the internal timing clock of Node No 1. Every one
of these bursts consists of a number of bits that express the transmission delay between these two particular nodes and the current time of Node No 1. Through this transmission : - the clock of the receiving node (Node No 2 ) is synchronised with the incoming bit stream,
- Node No 2 learns the transmission delay of the physical link 1-2 and
- Node No 2 obtains the same time as the transmitting node.

When synchronisation is achieved, the last received burst is reflected back as acknowledgement.

After this synchronisation has been achieved the link between the Nodes No 1 and No 2 is kept active. Node No 1 stops the transmission of timing bursts and starts transmitting timing information. This information consists of a bit stream that gives the current time of node No 1 . Through this transmission :

- the clock synchronisation between the two nodes is retained and
- the timer of node No 2 is kept synchronised with the one of node No 1 .

As soon as Node No 2 is fully synchronised with Node No 1, Node No 2 activates its link with the next node, Node No 3. Then the above described procedure is repeated.

Through the sequential repetition of this procedure the last node, Node No k, is synchronised with the previous one. Then the Node No k activates the link with the first node, Node No 1. In this way the ring is closed. If the first and the $\mathrm{k}_{\text {th }}$ nodes are found to be synchronised, all the timing links are interrupted and the TDM channel of the sub-LAN starts operating. If synchronisation between the first and the $k_{\text {th }}$ node is found to be different, then synchronisation has not been achieved. In this case the whole procedure is repeated.

If any node is faulty the ring never closes. The detection of the faulty equipment is done by the system, while its isolation is a manual procedure. If after time $T_{a}$ the ring has not closed, Node No 1 asks for timing information from Node No 2. In the same way Node No 2 asks for the same timing information from the next one and so on, until the faulty unit is found. Node No 1 indicates
this information. After recovery from the malfunction the initial synchronisation procedure is repeated.

## D.5.1.2. INITIAL SYNCHRONISATION. STEP 2

The initial synchronisation of all the other sub-LANs that compose the LAN takes place sequentially and in a circular mode.

Let's name the already synchronised sub-LAN ' $A$ '. After sub-LAN ' $A$ ' has been synchronised the same procedure is repeated at one of the adjacent sub-LANs, supposed 'B'. This sub-LAN is the one that is connected to the SIU of the synchronised sub-LAN, that corresponds to the node of the lower serial number. In sub-LAN 'B' this SIU is considered automatically as node No 1 . This SIU already carries the timing information of sub-LAN 'A'. From this SIU the initial synchronisation procedure in sub-LAN 'B' starts.

When sub-LAN ' $B$ ' has been synchronised, then the procedure is repeated for the sub-LAN ' $C$ '. The SIU that connects ' $A$ ' with ' $C$ ' has at ' $A$ ', during the synchronisation procedure, a serial number higher than the SIU that connects ' $A$ ' with ' $B$ ' and lower than all the other serial numbers of all the other SIUs of ' A '.

The same procedure is repeated until the last sub-LAN is synchronised. Then synchronisation should be the same within all the sub-LANs. If it is not, the same procedure is repeated again, from the beginning, starting again from the initial sub-LAN ' $A$ '.

## D.5.2. ASYNCHRONOUS PROTOCOL

## D.5.2.1. THE TDM CHANNEL

After the initial synchronisation phase the TDM channel starts operating normally, and independently at every one of the sub-LANs. It is shared between all the nodes, the SPSCIU and SIUs of any sub-LAN. Through this channel the synchronisation information is always available in the network and consequently the whole system is kept synchronised. Some other information that this channel carries is the tracking of the routing that has been followed. This operation, in combination with the common timing, gives at the end of every frame a complete picture of the shortest paths that connect any two nodes and of all the transmission delays for the intercommunication of any two SPSCIUs. Because of the importance of the information that is carried by the TDM channel, any distortion of it should be avoided. For this reason the use of error detecting and correcting codes is imposed. This will add some redundancy to the channel. In the following chapters it will be assumed that this channel is an error free one.

## D.5.2.1.1. DESCRIPTION OF THE TDM CHANNEL OF A SUB-LAN

The TDM channel of every sub-LAN consists of frames. Every frame contains a sequence of TSs and every TS corresponds to a node. The TS is divided into 4 main blocks :

- Node's identification (ID).
- Timing information.
- Routing information.
- Acknowledgement information. This block is divided into a number of successive time portions, in such a way, so that a one to one correspondence exists between the time portions and the SPSCIUs connected to the node (fig D.3.2).

According to the design, additional blocks may be appended to the TS. These will carry the required information for various services offered by the LAN (e.g. security checking of the transmitted information, users security clearance, etc.). After the end of the time portion of the
last SPSCIU of a node, the TS of the next node comes. Figure D.5.2.1.1.1 shows the minimum information that is carried through the TS of the TDM channel and the structure of the frame, for the operation of the LAN.

The TSs are of two distinct kinds

- The TSs that correspond to the user nodes.
- The TSs that correspond to the SIU.

Both of them have the same structure but they differ in size. In the case of the TS of a SIU the block of the acknowledgement information is divided into as many parts as the number of users of the other sub-LAN. There is an one to one correspondence between these parts and the users.


FIG. D.5.2.1.1.1 The structure of the TDM channel.

The first block of the TS is the identification of the node that is currently transmitting into the channel.

The second block is referrenced to the TDM signal's transmission time from the source node (the node to which the TS is dedicated). The difference between this time and the time that the signal is received by the destination node gives the transmission delay between these two nodes.

The third block shows the route that the TDM channel has followed from the source up to the node where it is read. It is divided into K-1 parts (as many as the nodes of the sub-LAN, minus one). Every one of them contains the identification of the node through which the signal has been flooded and the receiving port of this node. The information of this block is required during the initial transmission towards the shortest path.

The forth block is divided into as many parts as is the maximum number of users that can be connected on the node. Every part contains two portions. The first one of them includes the SPSCIU identification and the other one acknowledgement information for the data received from this SPSCIU. The acknowledgement consists of the serial numbers of the correctly received packets, with the identification of their source. The information of this block is required for data corruption and loss avoidance. Since :

- The length of the PR sequence and the chip rate can improve theoretically the BER to zero (section E.1).
- The system design can reduce or even null the collision and blocking probabilities (section E.2).
depending on the design this block may be omitted.

The existence of more types of blocks in the TS depends upon the required services by the LAN, e.g. security checking, etc.

In the following an example of the structure of the TDM TS of a user node is given. We accept that :

- the maximum 300 users are connected on a LAN,
- for security reasons these users are connected to physical groups of 30 , since this is the usual size of a small LAN (in this way the 300 users LAN is divided into 10 subLANs), and that
- two or three users are connected at every node,

According to the above numbers and the selected topology we can design a topology consisting from sub-LANs of 30 nodes ( 16 user nodes and 14 SIU ) with two users connected per node. For this example we describe the composition of the TDM channel, without taking into account the required blocks of the TSs for various extra services.

In the case of the above example the identification of a node can be fully expressed with 8 bits and of a user with 13 bits :

- the first 3 of them specify the sub-LAN,
- the next 5 describe the position of the node in the sub-LAN,
- the next 1 gives the identification of the SPSCIU and
- the last 4 are the identification of the incoming port.

So the first block contains 8 bits.

Suppose that the maximum measured time window by any node is one hour. Then on every hour the nodes update their time and start counting again from zero. If we assume that

- the clock used, for the accurate timing, is a submultiple of the chip rate,
- the chip rate is 511 times the users bit rate, and
- the bit rate is the standard 64000 bits $/ \mathrm{sec}$,
then it can be accepted that 37 bits are required for the accurate expression of the time : $2^{37}>60^{*} 60^{*} 511^{*} 64000$.

Through this clock the transmission delay can be estimated very accurately. Using a clock at submultiples of the chip rate the transmission delay can be estimated at submultiples of the chip period resulting in accurate synchronisation and maximisation of the succeeding PG. With 41 bits the time delay is estimated at time intervals of $1 / 10$ of the chip. Block two contains 41 chips.

The third block consists of 30-1 parts. In every one of them the IDs of the succeeding nodes that determine the path from the source node to the destination and the IDs of the corresponding input ports are stored. Each one of them has 12 bits (omitting the 9th one that gives the user of the node). So $29 * 12=348$ bits.

If arbitrarily we assume that the serial number of the packets is null every 128 packets, then 7 bits can express it. Suppose that between any two frames ' $m$ ' packets from various users (suppose ' $x$ ') have been received from a SPSCIU. Then the acknowledgement information for this SPSCIU is the serial numbers of all the received packets together with the ID numbers of the transmitting them SPSCIUs. The acknowledgement can be described by $(7+13)^{*} y$ bits, where

- the number $m$ is expressed by $y$ bits
- the number 13 expresses the identifications of the transmitting users and
- the number 7 is the SN of the packet.

The values of parameters ' $x$ ' and ' $m$ ' are a function of the traffic that any sub-LAN carries. Since in the current example it has been accepted that the node has up to 2 SPSCIUs on it, the total number of bits of the forth block of a user node will be : $2^{*}\left(y^{*}(7+13)+13\right)=26+40^{*} y$ bits. For a SIU this part will have : $2^{\star} 16^{*}\left(y^{*}(7+13)+13\right)=416+640^{*} y$ bits.

The total number of bits of a TS will be :

- Users node : $423+40$ * $y$ bits
- SIU $\quad: 813+640$ * y bits

For the 16 user nodes the length of the 16 TSs will be : $6768+640$ * $y$ bits
For the 14 SIU the length of the 14 TSs will be: $11382+8960$ * $y$ bits
The total number of bits of a frame will be : $18150+9600$ * y bits.

## D.5.2.1.2. OPERATION OF THE TDM CHANNEL

The operation of the TDM channel starts from the node with the lower SN , which is ' 1 ', and continues with the node of the next higher one. The TSs are shared between the node and the

SPSCIUs connected on it. If however there is not a SPSCIU connected on a port of a node or in the case a SPSCIU failure, then during this particular time portion of the $T$, the node transmits timing information. Since the duration of the

- TDM frame,
- TS and
- time portion
is preassigned, as soon as the corresponding time to the missing element or to the out of order element expires, the next transmitting element starts its operation.

After a SPSCIU has created the TDM signal, the node floods it into the network from all the outgoing ports. The transmitted signal arrives at the incoming ports of the first nodes around the transmitting node. There it is read. The receiving nodes read one input at a time. Meanwhile any incoming information from the other ports of the node, is temporarily stored at the input of this node. The received data are compared with the data that are already stored in the memory of the node, which are the contents of the previous TS. If they are the same, the incoming data are ignored, otherwise the memory content is updated. The new data are stored in the memory of the node and transmitted through the rest of the outgoing ports, towards all the other nodes. Before this transmission, the identifications of the node and of the corresponding incoming port are stored in the appropriate part of the third portion of the TS.

In this way the TDM signal arrives, at any other node, except the transmitting one, through the shortest route and gives to this node timing information and information about the route that has been followed. Through this mechanism the flooding of the signal of the TDM channel is not continuous and it stops as soon as the information has arrived at all the nodes. In cases of extensive nodes failures or link interruptions then the virtual path that connects two nodes may be too long in hops. In this case the power spectral density of the SPSC signal will be very low for the signal's recovery. Then operation of the TDM channel may be interrupted earlier.

## D.5.2.2. COMMUNICATION BETWEEN ANY TWO SUBSCRIBERS

## D.5.2.2.1. COMMUNICATION WITHIN THE SAME SUB-LAN

A major assumption for the correct operation of the network is that the synchronisation is not lost.

Suppose that a subscriber wants to transmit to another one and that both of them belong to the same sub-LAN. When the transmitting SPSCIU, receives the first data that are to be transmitted:

- checks the destination clearance classification, according the data security classification,
- assembles them in packets,
- chooses the appropriate phase-shift that corresponds to the destination,
- finds the transmission delay that corresponds to this particular link,
- modulates the packets to SPSC signal using the above information,
- transmits the packets at random time intervals, without taking into account :
- if the destination at this particular moment is occupied,
- if somebody else in the sub-LAN has already started transmitting to this particular destination,
- the load of the network.

The SPSCIUs, through their nodes, are monitoring continuously the incoming ports. The incoming signal and consequently the received data are under a continuous correlation process. Through this process any information that is addressed towards this particular SPSCIU is demodulated.

If two packets from different sources are sent to the same destination and happen to arrive there from the same port at the same time, then congestion takes place (section D.3). If at the receiver the traffic load is higher than a threshold, then the quality of the communication deteriorates and the BER increases as a function of the load. The continuous increase of the BER, results in collision (section D.3). In both the above cases, through the acknowledgement procedure of the TDM channel, an order for packet retransmission is given.

In more detailed, the description of the operation of the protocol is as follows :
Transmitting part :

- The SPSCIU of the transmitting user receives the information from the subscriber (voice or data) and stores it in a buffer. This information may be at any bit rate up to a predefined maximum.
- The transmitter denotes the security classification of the data and the security clearance of the receiver. The SPSCIU examines (from existing tables) the validity of the given information and issues, according to the case, transmission allowance.
- The existing information in the buffer is read and is processed sequentially (A3, B1, B2, B3)
- waveform or source or mixed coding for the voice,
- for both the voice and data line coding,
- packetizing,
- error control coding,
- adding of the appropriate overheads, etc. The added overheads contain information like security classification, transmitting and receiving SPSCIU identifications, etc.
- Simultaneously the SPSCIU finds from its stored tables the phase-shift of the spreading code that corresponds to the far end destination and the propagation delay of the shortest path that corresponds to this link.
- With these data the SPSCIU of the transmitting node shifts the locally generated spreading code appropriately, and adds ('exclusive or' addition or multiplication) the code to the packetized data.
- When this procedure has been completed the signal is ready to be transmitted. The created packets are transmitted from the outgoing port that corresponds to the shortest path, for further flooding at the next node. In this way the transmitted signal, is received by the destination, fully synchronised with the PR sequence that is generated locally at the receiver.
- Every packet after it is transmitted is stored in a buffer for a period of time equal to the duration of two frames of the TDM channel. If during this period the acknowledgement has been received then the buffer is discharged of the packets that have been acknowledged. Otherwise they are retransmitted.

Receiving part :

- The SPSCIU of the receiving subscriber, through the node, monitors continuously the power of the incoming channels.
- It samples this signal according to the chip rate clock and stores the samples in separate buffers, one for every one of the ports.
- For every one of the buffers an individual correlation process takes place. If the processed signal is found containing information modulated with the same phase shift as the locally generated code, then this information is revealed from the incoming signal. So the SPSCIU decodes the voice or data that were transmitted by the source, and feeds them to the user.
- The acknowledgement of the received information is sent back through the TDM channel. It is consisted from the serial numbers of the correctly received packets and from the identification of the SPSCIU that transmitted them.


## D.5.2.2.2. INTER-COMMUNICATION BETWEEN DIFFERENT SUB-LANs

A major assumption for the correct operation of the network is that the synchronisation is not lost.

A subscriber that requires a connection with a destination, that belongs to another sub-LAN, transmits towards the active SIU, that inter-connects the two sub-LANs in the following way.

- He detects which is the operating SIU.
- He selects in a random way one of the receivers of the SIU's port that corresponds to the shortest route.
- He transmits using the code (phase shift) of this receiver, following the procedure described at section D.5.2.2.1.
- If it happens this receiver is occupied by another transmitter, and so a congestion takes place, this is recognised through the acknowledgement procedure. In this case after a random time interval, he chooses again randomly another receiver and repeats his trial.

The SIU receives this signal demodulates it and correlates it with the locally generated replica of the spreading code (according to the procedure of section D.5.2.2.1). After the initially transmitted information has been obtained, the overheads are checked. According to the security specifications of the system, a retransmission allowance is issued. Assuming retransmission permission, then the SIU reads the other end destination code and transmission delay and modulates again the data according to this information. After the modulation retransmissions into the other sub-LAN follows.

Any required signalling is exchanged through the TDM channel of every one of the sub-LANs separately, in the way that has been described. Regarding the acknowledgement services, these are offered:

- once locally at any one of the sub-LANs, between the SIU and the user, and
- once after the packet reception from the destination, between the source of the data and the destination.

The routing and timing procedures of the TDM channel, concern the internal communication in every one of the sub-LANs, therefore their retransmission is not required.

## D.5.2.2.3. FAULTY NODES BY-PASS

When a node of the shortest route that connects two communicating subscribers fails or when some links of this route are interrupted, then the SPSC signal arrives at its destination through another route (since it is flooded into the network). This new path will be the shortest one at this
time. The new route will be of a different propagation delay. Therefore the SPSC information will arrive at the destination not synchronised with the locally generated replica of the spreading code.

Till the exchange of the next TDM frame no data will be demodulated at the destination. Both the TDM and the SPSC information always follow the same path, that is the shortest existing one. With the next TDM frame, the TDM channel, having followed the same route with the SPSC channel, will carry the appropriate information for the new propagation delay estimation. In this way the next transmission will be implemented with the new propagation delay and the link will be restored.

The transmitting SPSCIU stores always a reasonable amount of information (packets), till the reception of the acknowledgement (e.g. the packets that correspond to two TDM frames time period). Acknowledgement is given through the TDM frames. The transmitting SPSCIU will retransmit the required information (not received packets) along the followed alternative route with the new adjusted transmission delay and using the corresponding phase shift of the receiver.

If a SIU is faulty then another one undertakes the operation. The faulty SIU stops transmitting the flag that shows its operational condition, and the other SIU starts transmitting its own one.


FIG. D.5.2.2.3.1 The creation of alternative routing in the case of an inter-sub-LAN connection interruption.

If both the SIU that interconnect two particular sub-LANs get out of order, then the communication between these two areas is not interrupted, but it is kept through longer inter-subLAN paths. The information is transmitted to another sub-LAN and is then retransmitted to the sub-LAN of the destination (figure D.5.2.2.3.1). The distribution of the inter-sub-LAN traffic within the others sub-LANs is implemented in a random way. This results to traffic load increase at the sub-LANs that serve the faulty connection's inter-sub-LAN traffic.

The used chip rate determines the maximum traffic supported by the sub-LAN. Increasing it a tolerance is offered for serving extra inter-sub-LAN traffic load, so that the performance to be kept constant, without any significant deterioration of the quality. For being the SIUs able to serve this increased incoming load, some redundancy at the number of the concurrently served subscribers by them, should exist.

## D.5.2.3. PACKET LENGTH ESTIMATION

This part will examine the effects of the TDM channel use, to the packet length and to the SPSCIUs memory requirements. These two magnitudes will be examined

- for the topology of section D.5.2.1.1 example (figure C.2.4),
- for node's degree $=10$ and
- for the interior sub-LAN traffic.

The size of the memory is influenced by the number of already transmitted packets that have to be stored (acknowledgement's procedure realisation). Since the LAN is integrated for any type of traffic, a major restriction that has to be taken into account is the tolerance of voice to delays up to $250 \mathrm{msec}(\mathrm{B} 3)$. This time is analysed as the required time for:

- the packets transmission,
- the acknowledgement transmission through the next TDM channel's frame,
- the required retransmission in case of packet's reception failure and frame.


## TABLE D.5.2.3.1. : THE RELATION SHIP BETWEEN THE PACKET LENGTH AND THE PERIOD OF THE FRAME OF THE TDM CHANNEL FOR THE INTERIOR THE SUB-LAN TRAFFIC.

| Column A: | The value of ' y '. |
| :---: | :---: |
| Column B: | Period of the frame of the TDM channel in msec. |
| Column C: | The length of the frame in bits. |
| Column D: | Number of transmitted frames during 250 msec . |
| Column E: | Maximum number of packets received from the SPSCIU during a frame period. |
| Column F: | Maximum number of packets per incoming port received from the SPSCIU during a frame period. |
| Column G: | Corresponding number of bits per packet. |
| Column H : | SPSCIU required memory |


| A | B | C | D | E | F | G | H |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 16.65 | 33300 | 15.00 | 1 | 1 | 1066 | 2132 |
| 2 | 22.41 | 44820 | 11.15 | 3 | 1 | 1434 | 8164 |
| 3 | 28.17 | 56340 | 8.87 | 7 | 1 | 1803 | 25242 |
| 4 | 33.96 | 67860 | 7.36 | 15 | 1 | 2172 | 65160 |
| 5 | 39.69 | 79380 | 6.30 | 31 | 2 | 1268 | 78616 |

## It will be assumed

- 64000 bits/sec data bit rate,
- negligible transmission delay and processing time of the TDM signal at any node,
- 2 Mbits/sec TDM channel bit rate,
- that any packet is transmitted the maximum 3 times,
- that any packet is stored for two frame period waiting for the acknowledgement and,
- that the length of a frame of a sub-LAN will be FL1=18150+9600*y ( $y$ is the number of bits that expresses the maximum number of packets that are received during a frame period from a user (section D.5.2.1.1)),

If $\mathrm{A} \%$ redundancy is added at the number of bits of each frame, for error control coding is included, then FL1 becomes :

FLI $=\left(18150+9600^{\star} y\right)^{\star} A / 100$
If we accept arbitrarily that $\mathrm{A}=20 \%$ then FL1 becomes :
$F L 1=21780+11520^{*} \mathrm{y}$.
Then the frame period becomes:
FL1/2,000,000 sec

Table D.5.2.3.1 illustrates the relationship of $y$ with the packet length for the interior the sub-LAN traffic. For three retransmissions of the same packet in the case of errors, the minimum six frames should be transmitted every 250 msec.

## D.5.3. SYNCHRONOUS PROTOCOL DESCRIPTION

## D.5.3.1. THE TDM CHANNEL

After the phase of the initial synchronisation, the TDM channel starts operating, independently for every one of the sub-LANs. It is shared between all the SPSCIUs and SIUs of any node and of any sub-LAN. Its operation offers two main kinds of service :

- It maintains the correct timing and synchronisation status of the LAN in all the phases of network's operation.
- It implements the required channel for the exchange of the signalling and acknowledgement information.

A more detailed view of TDM's channel operation, has as follows :

- During the initial synchronisation phase, the timing information is spread all over the subLAN, creating a universal timing platform.
- After the initial synchronisation, through this channel
- Any required timing and synchronisation information, is always available in the network.
- Information about the tracking of the routing that has been followed, is always available in the network. This is required for obtaining :
- a complete picture of the shortest paths that connect any two nodes,
- a complete knowledge of the used incoming ports of the nodes,
- all the required information for the estimation of the transmission delays during the intercommunication of any two nodes.
- The acknowledgement service is exchanged among the intercommunicating users.
- Information about the status of the subscribers, (if they are receiving, transmitting or if they are in an idle situation), for congestion's avoidance, is always available in the network.
- Information used for other LAN's services, is always available by the LAN.

The TDM channel operates under exactly the same principles and in the same way as the TDM channel of the asynchronous protocol (chapter D.5.2.1). The only difference arises in the additional information about the status of the subscribers, that is carried by the TSs.

Every frame of the TDM channel of a sub-LAN consists of two types of TS

- The TSs that correspond to the SIU.
- The TSs that correspond to the rest of the nodes.

Both these types of TSs have the same structure but they differ in interior size (number of SPSCIU). The TS is divided in 4 main blocks :

- Node's identification.
- Timing information.
- Routing information.
- SPSCIUs portions. Each one of them contains three parts :
- SPSCIU identification
- status information of the transmitters and the receivers (this block of information is used for the congestion's avoidance)
- acknowledgement information.

In the case of the TS of a SIU this part contains information about :

- the receivers allocation in the SIU's incoming ports to the sub-LAN's transmitting SPSCIU,
- the status information of the transmitters and the receivers of the other subLAN.
- acknowledgement information.

According to the design additional blocks may be appended to the TS. These will carry the required information for extra LAN's services (e.g. security checking of the transmitted information).

The first, the second and the third blocks of the TS are identical with already those described in chapter D.5.2.1.2. The fourth block is divided into as many parts as the maximum number of users that can be connected on the node. The contents of the SPSCIU identification and of the acknowledgement information have also been described at chapter D.5.2.1.2. The status information contains :

- the destination of the transmitted information,
- the source of the received information.

Since LAN's topology of this type is not concrete but flexible, according to every case's requirements, TDM channel's frame length varies according to the design (section D.5.2.3).

## D.5.3.2. COMMUNICATION BETWEEN ANY TWO SUBSCRIBERS

## D.5.3.2.1. COMMUNICATION WITHIN THE SAME SUB-LAN

Suppose that subscriber 'I' wants to transmit to the 'L' one and that both of them belong to the same sub-LAN. As soon as subscriber 'l' indicates this decision, his SPSCIU waits for one frame period of the TDM channel (the whole next frame) to find out:

- if anybody else is transmitting to subscriber 'L', and
- if the port that he is intending to use, is busy.

This is found through the continuous reading of the TDM channel. The following information is obtained through this procedure :

- Whether or not subscriber ' $L$ ' is receiving SPSC signals. If he is, from which user and through what node's input port.
- Whether or not any subscriber has expressed the desire to communicate with the 'L' one. If any one has, through what node's input port is this transmission going to be realised.

If subscriber ' $L$ ' is already receiving through the particular input port that interests ' 1 ', or if anyone else has expressed the intention to transmit towards ' $L$ ' through this input port, then the indication 'busy' is given to 'I'. If neither of these is happening, then subscriber 'l' puts an indication that he wants to transmit to ' $L$ ' in the next frame. If in the same frame any other subscribers have also expressed an initial intention to transmit to 'L' through the same node's input port, then a queue is created. There are many ways for precedence to be allocated amongst the users. If for example it is accepted that the SN of each one of them is the main criteria, then :

- Suppose that no precedence difference exists. A higher priority is given to the subscriber with the lower SN. The rest of them are put in a waiting list in a sequence according to their SN .
- Otherwise, 'I', according to his precedence and to the precedence of the other connection's candidates with 'L', is appended at the appropriate position of the waiting list. Also, according always to 'I's' precedence, it is possible, if 'L' is busy, for 'L' to be interrupted, and the line to be occupied by 'I'.


FIG. D.5.3.2.1.1 The actions that take place per frame for

When 'I' takes the priority to communicate with ' $L$ ', he starts transmitting to ' $L$ ', using the SPSC channel. He selects the code sequence's phase shift that corresponds to ' $L$ ', and with the beginning of the next frame he starts the transmission. So the set up delay time is 3 periods of a TDM channel's frame (fig. D.5.3.2.1.1). After the set up of the channel the connection is implemented according to section's D.5.2.2.1 description.

## D.5.3.2.2. INTER-COMMUNICATION BETWEEN DIFFERENT SUB-LANs

Suppose that a SIU inter-connects sub-LANs 'A' with 'B'. The SIU receives any signal originated from ' A ' and destined towards ' B ' and decodes it. It examines the connection's validity from a security point of view. If it is O.K. it modulates the data again with the appropriate code and retransmits it into the other sub-LAN 'B'. Since sub-LAN's 'A' SPSCIUs should know which SIU receivers are free (not occupied), the SIU during its own TS of the TDM channel declares the busy receivers.

For the set up of the path the following procedure takes place. Suppose that subscriber ' $A_{m}$ ' from sub-LAN ' $A^{\prime}$ ' wants to transmit toward another one ' $B_{n}$ ' of sub-LAN ' $B$ '. ' $A_{m}$ ' starts the usual procedure towards the SIU that interconnects the two sub-LANs. 'Am'during his TDM channel's TS puts the indication that he wants to communicate with ' $\mathrm{B}_{\mathrm{n}}$ '. The appropriate SIU reads it. The SIU with every TDM channel's frame dedicates a free receiver to every one of the SPSCIU that want to communicate with it. If there is not a receiver available then a busy indication is given. In this case the SPSCIU is put in a waiting list. This procedure forbids the same input port's receiver to be selected by more than one user transmitters. With the start of the next TDM channel's frame of sub-LAN ' $B$ ', the SIU, following the above mentioned procedure and acting as a subLAN's ' B ' subscriber, captures destination ' $\mathrm{B}_{\mathrm{n}}$ ' and dedicates a free transmitter to it. As soon as destination ' $B_{n}$ ' is dedicated to ' $A_{m}$ ' the SIU informs ' $A$ ' about it. With the next frame ' $A_{m}$ ' starts transmitting. In this way the virtual channel ' $\mathrm{A}_{\mathrm{m}}{ }^{\prime}-->^{\prime} \mathrm{B}_{\mathrm{n}}$ ' is set up. The total required set-up time for an inter-sub-LAN connection is 5 frames' period.

After the communication link's set up the data transmission starts. The SIU receives the SPSC signal demodulates and correlates it with the locally generated replica of the spreading code. After the initially transmitted information has been obtained, checks the transmission's security validity, modulates it again with the new code and retransmits it in the other sub-LAN. So the signal arrives at the destination subscriber. Any required signalling or acknowledgement information is exchanged through the TDM channel.

If ' $\mathrm{B}_{\mathrm{n}}$ ' is occupied then this information is given to the SIU by the appropriate TS of sub-LAN's 'B' TDM channel. This information is retransmitted by the SIU to ' $A_{m}$ ' through the next TDM channel's frame of ' A '.

## D.6. PROPOSED LAN'S PERFORMANCE DESCRIPTION AND PARAMETERS

The performance of these LANs depends upon the particular values that will be given to various variables in the implementation and installation phase. These variables are :

- The maximum number of sub-LANs.
- The used topology inside the sub-LAN (number of subgraphs, number of nodes per subgraph, maximum number of users per node).
- The used attenuation at the input port of any node.
- The accepted maximum length of a link measured in hops (not in time).
- The used chip rate.
- The used flooding scheme.

These variables influence the total amount of created traffic and the power of the echoes.

Accepting that the passive flooding protocol is used, the echoes power is a function of :

- the topology
- the traffic and
- the input node attenuation.

So finally the performance is influenced by the above referred factors and the amount of created traffic. Traffic depends upon

- the user distribution over the network,
- the packet generation distribution,
- the other end selection distribution and
- the topology.

According to the described architecture we define the BER of a physical link that connects two particular nodes, as the summation of all the corrupted bits of all the transmitted packets through the virtual links of this physical link over the total summation of the bits of these packets. The BER is a function of the echoes power, the topology, the input node attenuation, the traffic and the chip rate. BER is reduced in the same way for all the virtual channels of any particular link.

Since the traffic load and the echoes vary throughout the topology, the BER is not constant and is different in the various paths that connect any two nodes. The average BER is defined as the summation of all the corrupted bits of all the transmitted packets through every virtual link over the total summation of the bits.

When a passive flooding protocol is used, as the number of nodes in a sub-LAN is increased, while the final number of users and the created traffic are kept constant, the distributed power of the noise over the links and the nodes is reduced. At the same time the links are becoming longer in hops and the degree of the nodes is increased. Therefore the power of the received signal is reduced and so the total PG of the sub-LAN is changed and the final BER deteriorates. Increasing the chip rate produces a better PG and BER and consequently longer paths and higher amounts of traffic can be served.

The traffic distribution, under a passive flooding protocol scheme, affects the power distribution over the LAN and consequently the BER. The worst case of traffic occurs when all the users try to communicate with destinations located in a particular area of the network. During any transmission the transmitted power of the signal of interest is reduced progressively following the hops. Any transmission is initially directioned towards the shortest route and the signal arrives always at the destination through this shortest route. Due to all these factors at the worst case of traffic a great amount of the initially transmitted power accumulates at the area of the receivers of the destination. This power is kept flooded to the rest of the network. In this way, in the area of the receivers a highly noisy environment exists. The required chip rate for serving this type of traffic will also serve, with improved performance, any other traffic situation.

Regarding the concurrent communications, under a passive flooding protocol scheme, the number of concurrent transmitting users that any particular topology may support is not constant and depends upon the chip rate used, and the distance of the destination, measured in hops. The higher the chip rate, the higher the PG and consequently the higher the afforded power of noise due to echoes can be, or alternatively lower the incoming SNR. The performance of all the virtual channels created during the communication of the users is the same and depends upon the
instantaneous traffic load and the echoes in any particular link or node. The BER is a direct function of the SNR. The higher the SNR the lower the BER is.

The input node attenuation controls the value of absorbed power from the sub-LAN. This influences the SNR and consequently the final BER. Assuming that the input node attenuation is 1 then no power loss exists in the system. In this case a continuous linear increase of the power in the sub-LAN occurs. As it gets higher both the power of the echoes and of the signal of interest are reduced, but at a different rate, due to the different number of sequential floodings that they have gone through. After time $t$ the amount of power that has been absorbed by the system becomes equal to the initially transmitted power. A static power equilibrium is obtained. The selection of the correct input node attenuation in combination with the appropriate chip rate value can give the required PG for nullifying the BER

Since CDMA offers concurrent communications, delay is a function only of the collision and congestion probability (ignoring the required transmission time). Due to the CDMA qualities, to the very low congestion probability (fig. E.2.1.1 and E.2.1.2) and to the mesh topology, both of them can be considered as zero. Collision and congestion probability depend mainly upon the

- chip rate,
- used topology and
- signalling protocol.

As the chip rate is reduced collisions start to appear, and consequently delays due to retransmissions. So collision is a design problem and delays due to the required retransmissions can be nulled. For these reasons delay is not considered as a performance parameter. Theoretically in a sub-LAN without any type of thermal noise and the appropriate selection of the value of the chip rate, the BER can be nulled. For a null BER this LAN can be considered as collision free.

## E. SHORT MATHEMATICAL ANALYSIS OF THE PROPOSED LAN.

The performance of any network depends mainly upon the used architecture and communication protocols. Any one of them is influenced by a lot of factors. For the suggested network the interactive factors that have a dominating role are the used chip rate, the spatial distribution of the active (transmitting and receiving) users, the LAN's topology and the traffic load.

In SPSC systems when the noise overcomes a threshold then the BER is increased as a function of the incoming SNR. For a particular user as noise is considered the summation of the white gaussian one with the transmissions of the other subscribers, that are out of his interest. In the present design, in any one of the sub-LANs, due to the used packet switching method, when more than one packet overlap each other, on the same link and at the same time, then these packets are considered as noise the one for the other. This creates cases of collision. Collision and congestion have been defined earlier in this work (section D.3).

In this part of the work a mathematical model of the passive flooding scheme is developed. Through this model the following estimations are taken for the environment of a sub-LAN :

- the influence of the topology to the traffic served and to the required chip rate,
- the congestion probability and
- the probabilities of having various power figures in it

Through these estimations is proved

- theoreticaily that a null BER can be achieved
- that the collision and congestion probabilities are negligible,
when the optimum value of the chip rate is used, independently of the use of signalling information. Another task of this analysis is to show that this optimum value of the chip rate is feasible according to today is technology for the implementation of such a LAN.


## E.1. POWER ANALYSIS AND TRAFFIC SUPPORTED AS A FUNCTION OF THE TOPOLOGY

## E.1.1. POWER ANALYSIS

In this section the traffic power that can be supported is examined in relation to the topology and the number of subscribers that can be served, taking into consideration the requirements for survivability. Although the model has been based on the suggested topology in section $D$, this does not introduce a major restriction that limits the application of these estimations to this topology and influences the generalisation of the results.

The estimations are based on the environment of a Sub-LAN, with the following simplifying assumptions :

- Every one of the users of a Sub-LAN is transmitting data packets to a station of another Sub-LAN, while at the same time is receiving data from a subscriber of another Sub-LAN.
- The flooded data are packets of constant size transmitted at random time intervals.
- The traffic created by any user will be examined as a parameter that describes the normalised average time that the user occupies the channel.
- The link attenuation is zero (the attenuation of connecting cables or optical fibers is assumed to be compensated for by appropriate signal amplification at the input of each node).
- All the nodes of a Sub-LAN have the same degree.
- The channel noise is low enough that it can be ignored.
- The flooded power accumulates at the nodes in accordance with a homogeneous distribution model, as if the physical links that interconnect the nodes of the Sub-LANs do not exist and every node is straight connected to the other ones.
- The transmitted signals are continuously flooded.
- All the physical links are unidirectional.
- Each pair of Sub-LANs is connected together by two SIUs for survivability reasons.
- The SIUs are symmetricaily distributed all over the Sub-LAN, so that the inter-Sub-LAN traffic is homogeneously distributed all over the sub-LAN.
- One period of the spreading sequence corresponds to the period of one data bit.
- The spreading sequences used are the maximal length linear binary sequences. This assumption is adequate for performance estimation, although other sequences might be used in practice.
- The signal initially flooded into the network by a user is transmitted along the route of the shortest virtual path. The required routing information is available through the continuous operation of the TDM channel.
- The voice and/or data transmission bit rate is 64000 bits/sec.

The following parameters are taken into account in the performance estimates:

- The power, W, transmitted by a user.
- The number, l, of subscribers per node.
- The number, m, of fully connected subgraphs that comprise any Sub-LAN, and the number, $s$, of nodes that the subgraph contains.
- The total number, $N$, of subscribers per LAN.
- The attenuation, $c$, of any link of the Sub-LAN ( $0<c<1$ as described at section D.3).
- The number, $h$, of nodes that form the shortest virtual path between any two nodes.
- The required chip rate, $\mathrm{B}_{\mathrm{C}}$, in $\mathrm{Kchips} / \mathrm{sec}$.
- The required chip sequence-length, e, for the Sub-LAN.
- The number, $j$, of Sub-LANs of the LAN.
- The total number, g, of subscribers per Sub-LAN.
- The degree, $d$, of the nodes.
- The PG 'PG'.
- The average normalised time, $T_{\text {tr }}$, that the traffic created by any user occupies a virtual communication channel.
- The number of stages, $n$, of the LSR that produces the PR sequence.

The average total power ' $W_{t}$ ' that exist throughout any one of the Sub-LANs will be the power of the initial transmissions ' 2 * $g^{*} T_{\operatorname{tr}}{ }^{*} W$ ' plus the power arising from the echoes of the previously transmitted, flooded and attenuated packets. The upper limit of $W_{t}$ may be calculated as follows

$$
\begin{align*}
W_{t} & =2 T_{\operatorname{tr}} g W\left(1+p+p^{2}+\ldots+p^{n}+\ldots\right)= \\
& =2 T_{\operatorname{tr}} g W \sum_{n=0}^{\infty} p^{n}= \\
& =2 T_{\operatorname{tr}} g W \frac{1}{1-p}\left|\begin{array}{c}
p=1-c \\
0<p<1
\end{array}\right| \Rightarrow> \\
W_{t} & =2 T_{\operatorname{tr}} g W \frac{1}{c} \quad .1 .
\end{align*}
$$

where $g=l^{*}\left(k-2^{*}(j-1)\right)$ and the number of nodes of a sub-LAN is $k=s^{*} m$

If we consider a particular transmission and we examine the power $W_{d}$ of the received signal at the destination, then, as a function of the transmitted power, $W$, this will be given by:

$$
\begin{equation*}
W_{d}=\frac{p^{h} w}{(d-1)^{h-1}} \tag{2}
\end{equation*}
$$

where $d=m+s-2$
because the signal has been received by the node but not flooded by it yet (figure D.3.3). The total attenuation that is imposed on the signal depends upon the number of nodes that compose the virtual path that connects the source of the signal with the destination. Therefore there is a limit to the maximum number of nodes that the shortest path between two subscribers could be allowed to have. This limit is highly dependent upon the particular topology used, the attenuation at the input port of a node and the chip rate. Table E.1.1.1 presents such results for a LAN of 240 subscribers.

If we assume that the total power is not distributed all over the network (links and nodes) but that is gathered at the nodes, then the existing power ' $W_{n}$ ', at a particular input port of a node will be the total power divided with the number of nodes ' $k$ ' and the number of input ports ' $d$ ', less the locally transmitted power:

$$
\begin{align*}
W_{n} & =\frac{W_{1}}{k d}-W I T_{t r}= \\
& =\frac{[2[k-2[j-1]]-(1-p] k d] W \mid T_{t r}}{[1-p] k d}
\end{align*}
$$

Thus the SNR at any input port of this node is given by:
SNR $=\frac{W_{d}}{W_{n}-W_{d}}$
SNR $=\frac{p^{h}[1-p] k d}{[d-1)^{\mathrm{h}-1}[2[k-2(j-1)]-(1-p] k d] I T_{t r}-p^{h}(1-p] k d} \quad .4$.
SNR $_{\text {out }}=$ PG SNR $=\frac{B_{c}}{B_{d}}$ SNR $=\frac{B_{d}{ }^{e}}{B_{d}}$ SNR
For a SPSC receiver the output signal to noise ratio, SNR $_{\text {out }}$ after the correlation procedure used to recover (de-spread) the wanted signal is given by :
SNR out $=\mathrm{e}$ SNR
. 5.
$\mathrm{B}_{\mathrm{d}}$ denotes the information-data bit rate in kbits/sec.

For a matched filter demodulator the required e is estimated to be given by (Section B.1.2, A2):

$$
\mathrm{e}=2 \mathrm{SNR} R_{\text {out }} \mathrm{Q}
$$

where

$$
Q=\frac{(d-1)^{h-1}[2[k-2[j-1]]-(1-p) k d] I T_{t r}-p^{h}[1-p) k d}{p^{\hbar}(1-p) k d}
$$

The actual transmission chip rate of the SPSC LAN is the information transmission bit rate multiplied by the length of the PR spreading sequence. With the assumption that a MS is used, the period length is an integer of the form $2^{n}-1$ which must be chosen so that it is greater than or equal to the period, e, required to meet the SNR requirements. Hence the transmission chip rate, $\mathrm{B}_{\mathrm{C}}$, will always be greater than or equal to e times the data rate :

$$
\mathrm{B}_{\mathrm{c}}=6410^{3}\left[2^{\mathrm{n}}-1\right] \geqslant 6410^{3} \mathrm{e} \quad .7 .
$$

Let ' $a$ ' be a bandwidth efficiency coefficient, where $0<a \leq 1$, defined by $e=a\left(2^{n}-1\right)$. The higher ' $a$ ' is, the better is the utilisation of the bandwidth by the users of the sub-LAN and the less is the redundancy. This redundancy may be used for the support of inter-Sub-LAN traffic (in this case users of different sub-LANs could still intercommunicate, through a third sub-LAN, when failures occur). The smaller 'a' is the more inter-sub-LAN traffic may be supported by the system.

## TABLE E.1.1.1. : THE INFLUENCE OF THE CHIP-RATE FROM THE TSC, THE ATTENUATION AND THE NUMBER OF HOPS

| TSC | : TOPOLOGY SPREADING COEFFICIENT |
| :--- | :--- |
| B | : REQUIRED CHIP RATE (kilochips / sec) |
| N | : TOTAL NUMBER OF SUBSCRIBERS SERVED BY A LAN |
| TRAFFIC | $:$ PERCENTAGE OF CHANNEL OCCUPANCY PER USER IN EVERY |
|  | TIME UNIT |
| ATTENUATION | : ATTENUATION OF ANY LINK PLUS THE MATCHING ATTENUATION |
| HOPS | : NUMBER OF SEQUENTIAL FLOODINGS THROUGH THE SHORTEST |
|  | VIRTUAL PATH BETWEEN THE SOURCE OF THE DATA AND THE |
|  | DESTINATION |


| B | TRAFFIC | TSC | $N$ | NODES | ATT/TION | HOPS |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |
| 2788.6 | 0.80 | 88.20 | 240.00 | 54 | $20 \%$ | 2 |
| 9002.9 | 0.30 | 88.20 | 240.00 | 54 | $20 \%$ | 3 |
| 80629.8 | 0.40 | 88.20 | 240.00 | 54 | $10 \%$ | 3 |
| 71681.4 | 0.30 | 88.20 | 240.00 | 54 | $20 \%$ | 4 |
| 2422.5 | 0.30 | 144.00 | 240.00 | 66 | $20 \%$ | 3 |
| 73924.2 | 0.40 | 144.00 | 240.00 | 66 | $10 \%$ | 3 |
| 35089.2 | 0.40 | 144.00 | 240.00 | 66 | $20 \%$ | 4 |
| 88682.9 | 1.00 | 144.00 | 240.00 | 66 | $20 \%$ | 4 |
| 75940.2 | 0.40 | 182.25 | 240.00 | 66 | $10 \%$ | 3 |
| 39919.7 | 0.30 | 256.00 | 240.00 | 72 | $10 \%$ | 3 |
| 80479.3 | 0.60 | 256.00 | 240.00 | 72 | $10 \%$ | 3 |

## E.1.2. TRAFFIC SUPPORTED

The number of users that any particular topology may support is not constant and depends upon the chip rate used. The higher the chip rate is the higher is the PG and consequently a higher power due to echoes can be tolerated.

The performance of all the virtual channels created during the communication of any two users is the same and depends upon the instantaneous traffic load and the echoes at any particular link or node. As the traffic is increased the performance is reduced in the same way for all the channels of this particular link or node. Any change of the topology influences the noise environment because of the echoes. So for any particular chip rate the amount of traffic that may be served successfully by the LAN is a function of the topology.


FIG. E.1.2.1
The TSC as a function of the users and the nodes.

We define the Topology Spreading Coefficient (TSC) as a measurement of the density of users of the LAN in relation to the complexity of the topology and to the size of the LAN (D24) :

$$
T S C=\frac{j^{2} d^{2}}{i}
$$

The smaller TSC is, the smaller is the number of nodes of the LAN and the greater is the number of users per node. The higher TSC is the more the users are spread over the geographical area of the LAN. The surface of figure E.1.2.1 gives a picture of the TSC. Point ' $A$ ' corresponds to a small and dense LAN. Point ' $B$ ' corresponds to a LAN with a topology that has many nodes and a few users (TSC=7056, 324 users, 1 user per node, 354 nodes and 6 sub-LANs). Point ' C ' corresponds to TSC=2592, 456 users distributed to 6 Sub-LANs 258 nodes, having connected 2 users per node. The peaks ' $D$ ', ' $E$ ', ' $F$ ', ' $G$ ' of this surface correspond to the same topology with the one of point ' B ' increasing the number of users connected on a node, at each one of them, by 1. At point ' $G$ ' there are 6 users per node. The TSC of any particular topology is reduced as the number of users per node is increased.


FIG. E.1.2.2
The traffic as a function of the users and the chip rate.

The surface of figure E.1.2.1 gives a first understanding of the characteristics of the topology (nodes, users) that corresponas to every value of the TSC. Further information about the topologies that correspond to any particular value of TSC can be obtained from existing tables. Appendix $C$ has an example of such a table. Every one of these topologies has its own requirements in chip rate for serving the same amount of traffic, as it is shown in figures E.1.2.3 and E.1.2.4.


FIG. E.1.2.3
The traffic as a function of the chip rate and the TSC for 2 hops.

Figure E.1.2.2 describes the traffic that can be supported as a function of the number of users and of the chip rate. The variation of the values around the minima of points 'A', 'B', 'C', 'D', 'E', 'F' for 153 users are the results of the influence of the number of the sequential floodings $(2,3$ or 4 hops) and of the total attenuation per link ( $20 \%$ or $10 \%$ ). The variation of the traffic supported along the axes of users is due to the change of the vaiue of the size (spreading) of the topology that is given by TSC. These parameters do not appear in the figure but have been taken into account in the estimations. The influence of the chip rate and of the traffic due to the attenuation and the number of the sequential floodings can also be seen in TABLE E.1.1.1.

Surfaces of figures E.1.2.3 and E.1.2.4 show the traffic that can be supported by the system as a function of the TSC and of the chip rate for a virtual path of 2 or 3 sequential floodings between the transmitter and the receiver.


FIG. E.1.2.4
The traffic as a function of the chip rate and the TSC for 3 hops.

In both figures E.1.2.3 and E.1.2.4 the chip rate depends upon the TSC and the traffic. The more distributed the topology is the higher is the traffic that may be supported with a relatively low chip rate. The existing local peaks are due to particular topologies that are widely spread in the geographical sense, like for example the local peak of figure E.1.2.4 between the points ' $A$ ' and ' $B$ '. This peak corresponds to the marked topology of appendix $C$.

Both the surfaces of figures E.1.2.3, and E.1.2.4 have been drawn for a total attenuation, at the input of any node of $10 \%$ and a $30 \%$ redundancy at the required chip rate for serving inter-subLAN traffic.


FIG. E.1.2.5
The influence of the average time that a user occupies the channel, as a function of the topology for a LAN of 480 subscribers.

Figure E.1.2.5 illustrates the relationship between the TSC for topologies that support 480 users and the traffic for different values of the required chip rate (D24). These curves have been drawn for 3 hops virtual links under attenuation of $10 \%$. The performance of all these virtual channels is the same and depends upon the instantaneous traffic load and the echoes of any particular link or node. As the traffic is increased the performance is reduced, in the same way, for all the channels of this particular link or node. The increase of the traffic influences the noise environment because of the echoes.

## E.2. ESTIMATION OF THE CONGESTION AND OF THE WORST CASE POWER STATUS PROBABILITY

According to the description of the flooding architecture is obvious that at any sub-LAN will exist areas (links and incoming ports) where locally and for limited period of time peaks in power value will occur. These peaks depend highly upon the topology (the existing shortest routes) and the values of prefer ability of a user to communicate with another one and the total traffic generated by any user. So the power status of the sub-LAN varies in space and time.

In this section the estimation of the congestion probability will be analysed and the probabilities of the worst case power status of the sub-LAN will be calculated. These estimations are examined in relation to the traffic and the number of subscribers that can be served, taking into consideration the use of the passive flooding protocol and of the mesh topology. Although measurements have been taken only for the suggested topology of figure C.2.4, this does not introduce a restriction that limits the application of these estimations to any topology and that influences the results.

The estimations are based on the environment of a Sub-LAN, with the following simplifying assumptions:

- The flooded data are packets of constant size transmitted at random time intervals.
- The traffic created by any user will be examined as a parameter that describes the normalised average time that the user occupies the channel.
- All the nodes of a Sub-LAN have the same degree.
- The channel noise is low enough that it can be ignored.
- The flooded power accumulates at the nodes in accordance with a homogeneous distribution model, like if the physical links that interconnect the nodes of the Sub-LANs do not exist and every node is straight connected to the other ones.
- The transmitted signals are continuously flooded.
- All the physical links are one direction.
- Every two Sub-LAN are connected together by two SIUs for survivabiility reasons, that operate simultaneously.
- The SIUs are symmetrically distributed all over the Sub-LAN, so that the inter-Sub-LAN traffic can be homogeneously distributed all over the sub-LAN.
- The created traffic by the SiUs is considered as equal with the traffic created by the rest of the users nodes .
- There is a homogenous distribution of the traffic generated all over the network. This means that there is the same probability for any user to transmit a packet.
- Both the local generation of any packet by any individual subscriber and the generation of packets by all the subscribers all over the system, are independent events that follow a Poisson distribution (X1).

For the estimation the following parameters will be considered :

- Due to the sequential floodings the power of a packet reduces continuously its power. This means that in practice after time ' Te ' this power will be faded at such a degree that can be ignored.
- The mean time between two succeeding transmissions of a packet into the network independently of its source is ' $T_{\mathrm{n}}$ ' (from any user). So the total number of the transmitted packets over time $T_{e}$ are $T_{e} / T_{n}$.
- The duration of a packet is ' $T_{p}$ ',
- The mean transmission delay from the output of a node to the input of the next one is 'Tr',
- The mean transmission delay of the SPSC signal from the moment that is coming into a node till the output from it is ' $T_{r n}$ ',
- The preferability of calling a subscriber 'i' of node ' $n$ ' any other one ' $j$ ' of node ' $m$ ' is defined by a coefficient of preference ' $\mathrm{K}_{\mathrm{n} \boldsymbol{m}} \mathrm{m}_{\mathrm{j}}$ ', where both i and j belong to the under consideration sub-LAN. For the inter-sub-LAN traffic the far end destinations are considered as users connected on the corresponding SIU.
- The probability of implementing a physical connection from to ' $n$ ' through the port 'a' of node ' $n$ ' is defined by a coefficient of port usage ' $\mathrm{D}_{\mathrm{a}}$ '.
- The total traffic generated by subscriber ' $i$ ' of node ' $n$ ' is ' $O_{n i}$ ',
- The average normalised time, ' $T_{\text {tr }}$ ', that the traffic created by any user occupies a virtual communication channel.
- The parameters $k, I, g, d, w, c, p, h, B_{c}, e, j, P G$ have been defined in chapter E.1.

Due to the modularity, homogeneity and symmetry of the system, and also to the similarities in the structure of the sub-LANs, we will accept that the figures that express the congestion probability and the probability of the worst case power status for one sub-LAN describe the theoretical performance of the rest of the sub-LANs. Therefore these probabilities will be estimated only for one of them.

The overall congestion probability is the summations of the individual congestion probability of the sub-LANs of the system. The total probability of missing a packet will be the summation of the probability of collision and of congestion of the node. The collision probability depends upon the probability of the worst case power status.

## E.2.1. ESTIMATION OF THE CONGESTION PROBABILITY

The probability of a free source to transmit a packet during a time interval ' $T_{p}$ ' ( $T_{p}=$ packet duration) is Poisson. It can happen to exist more than one transmissions concurrently at any time. The probability of $x$ sources being occupied ( $x$ users being transmitting) during a packet period for a particular ' $T_{n}$ ' $\left(T_{n}=\right.$ mean time between packets transmission) is given by ( X 2 ) :

where
$-x_{1}=T_{p} / T_{n}$ (the integer part of the division) is the mean number of the packets that are transmitted all over the network during the period of a packet.

- ' $x$ ' is of lattice type,

The probability of the implementation of any one of the ' $x$ ' transmissions is still the same, since this is a conditional probability that is always 1 if ' $x$ ' users are transmitting concurrently


FIG. E.2.1.1.a
The congestion probability for the sub-LAN of fig. C.2.4 as a function of the number of concurrently transmitted packets and the mean time between packets transmission.

The probability ' $\operatorname{Pr}(i j i)^{\prime}$ ' that user ' $j$ ' of node ' $q$ ' receives traffic from user ' $i$ ' of node ' $s$ ' is given by

$$
\frac{0_{s_{i}} k_{s_{i} q_{j}}}{\sum_{n=1}^{k} \sum_{i=1}^{1}\left[o_{n_{i}} \kappa_{\left.n_{i} q_{j}\right]}\right]}
$$

. 2.
where
$-{ }^{-} \mathrm{O}_{\mathrm{si}} \mathrm{K}_{\mathrm{si}} \mathrm{q}_{j}$ ' is the traffic that is generated by subscriber ' $\mathrm{si}_{\mathrm{i}}$ ' towards the ' $\mathrm{a}_{\mathrm{j}}$ ' one,

- the denominator expresses the total traffic that is generated by all the users of the sub-


FIG. E.2.1.1.b
The congestion probability for the sub-LAN of fig. C.2.4 as a function of the number of concurrently transmitted packets and the mean time between packets transmission.

The probability that the connection of node ' $s$ ' with node ' $q$ ' is implemented through port ' $a$ ' of node ' q ' is given by :

$$
D_{a} \frac{o_{s_{i}} k_{s_{i} q_{j}}}{\sum_{n=1}^{k} \sum_{i=1}^{1}\left[o_{n_{i}} k_{n_{i} q_{j}}\right]}
$$

where

$$
\sum_{n=1}^{d} D_{n}=1
$$

In the same way is estimated that the probabiity that user ' j ' of node ' q ' receives traffic from user 'i' of node ' $m$ ' from port 'a' is given by :

$$
v_{a} \frac{o_{m_{j}} K_{m_{i}} q_{j}}{\sum_{n=1}^{k} \sum_{i=1}^{1}\left[o_{n_{i}} K_{n_{i}} q_{j}\right]}
$$

The probability that ' qj ' receives a packet from one of the ' $x$ ' transmitting sources suppose ' s ' is :

$$
D_{a} e^{-x} \frac{x_{1}^{x}}{x!} \frac{0_{s_{i}} K_{s_{i}} q_{j}}{\sum_{n=1}^{k} \sum_{i=1}^{1}\left[0_{n_{i}} K_{n_{i}} q_{j}\right]}
$$

. 3.

Assuming that $x>2$ then the probability of having at least 2 concurrent transmissions is given by ' 1 '. Then the probability of receiving ' q ' from ' $m$ 'and ' $s$ ' simultaneously becomes:

$$
P=D_{a}^{2} e^{-x} \frac{x_{1}^{x}}{x!} \frac{o_{s_{i}} K_{s_{i} q_{j}}}{\sum_{n=1}^{k} \sum_{i=1}^{1}\left[o_{n_{i}} K_{n_{i}} q_{j}\right]} \frac{0_{m_{i}} K_{m_{i}} q_{j}}{\sum_{n=1}^{k} \sum_{i=1}^{1}\left[o_{n_{i}} K_{n_{i}} q_{j}\right]}
$$

From this equation at figures E.2.1.1.a, E.2.1.1.b and E.2.1.2 the congestion probability has been estimated, assuming :

- a sub-LAN of 90 users (topology of fig. C.2.4),
- that all the traffic from all the users toward any destination has the same coefficient of preference ' $K_{n i m j}$ ' and
- that the amount of traffic generated by any user ' $\mathrm{O}_{\mathrm{nj}}$ ', follows a Gaussian distribution with mean 0.5 and standard deviation 0.3 .

From the created graphs it can be seen that the resultant congestion probability is negligible. This yields from the assumption that the packet transmission probability is an independent event. If the packets transmissions are related to each other then these results do not hold any longer.

Figures E.2.1.1.a and E.2.1.1.b illustrate the congestion probability as a function of the number of concurrent transmissions, and of the mean number of transmitted packets at the sub-LAN, assuming that

- the coefficient of port usage of the receiving node for the incoming port of interest 'a' is $D_{a}=0.95$ (fig. E.2.1.1.a) and $D_{a}=0.001$ (fig. E.2.1.1.b),
- the maximum possible number of connected users on the sub-LAN is $90(g=90)$ while the mean number of concurrently transmitted packets $x_{1}$ is progressively increased from 2 to 82.


FIG. E.2.1.2
The congestion probability for the sub-LAN of fig. C.2.4 for 87 users as a function of the number of concurrently transmitted packets for various values of $\mathrm{Da}_{\mathrm{a}}$ (curve ' A ' $: \mathrm{D}_{\mathrm{a}}=0.001, \mathrm{~B}^{\prime}: \mathrm{D}_{\mathrm{a}}=0.25, \mathrm{C}^{\prime}: \mathrm{D}_{\mathrm{a}}=0.95$ ).

As the number of transmitted packets ' $x$ ' is increased up to the number of users, the traffic is increased and consequently there are more cases of receiving the same user data, from one port and from more than one transmitters concurrently, resulting so to the congestion probability increase. For the worst case of traffic and for a high value of $D_{a}\left(D_{a}=0.95\right)$ this probability becomes $10^{-5}$. As the number of concurrently existing in the network packets gets smaller, this probability is highly reduced. For a low value of $D_{a}\left(D_{a}=0.001\right)$ and for the worst case of traffic this probability is reduced to $10^{-12}$.

Figure E.2.1.2 gives some curves from the above surfaces. It illustrates the congestion probability as a function of the number of concurrent packet transmissions, for mean number of packets transmissions $x_{1}=87$, during time period $T_{p}$, and for various values of $D_{a}\left(D_{a}=0.95, D_{a}=0.25\right.$, $\mathrm{D}_{\mathrm{a}}=0.001$ ).

## E.2.2. ESTIMATION OF THE WORST CASE POWER STATUS PROBABILITY

We assume for simplification reasons that all the physical links from node to node are of the same length in time. After time t from its transmission a packet will have been flooded through a number of nodes ' $n$ '. Therefore ' $n$ ' arises as follows :

$$
\begin{aligned}
& \frac{t}{T_{r}+T_{r n}}=n+t \bmod \left(T_{r}+T_{r n}\right) \\
& n=\frac{t}{T_{r}+T_{r n}}-t \bmod \left(T_{r}+T_{r n}\right)
\end{aligned}
$$

Where $T_{r}+T_{r n}$ expresses the transmission delay of the signal from the input of a node till the input of the next one.

Then at the input of any node the transmitted power has been attenuated ' $p$ ' ( $p=1-c$ ) times. At the output of the node, after the flooding, the power has been attenuated ' $\mathrm{p}(\mathrm{d}-1)^{\prime}$ times. So the power
of a packet ' $W$ packet' at the input of a node after time $t$ from transmission, ignoring the created echoes and including the attenuation ' $p$ ' (section E.1.1 equation 1 ) is :

$$
W_{\text {packet }}=\frac{p^{n} W}{[d-1]^{n-1}} \quad .2 .
$$

Because of the flooding and of the attenuation, practically the power of a packet is faded to a negligible value after time ' $\mathrm{T}_{\mathrm{e}}$ '. We can accept that for any faded packet, a new one is created (the packet generation follows the Poisson model). During this time interval ' $\mathrm{T}_{\mathrm{e}}$ '

$$
x_{1}=T_{e^{\prime}} / T_{n}-T_{e} e^{\bmod \left(T_{n}\right)}
$$

packets are initially generated and transmitted in the system, by all the subscribers together. The upper bound to this number of packets is

$$
\left(T_{e} / T_{p}-T_{e} \bmod \left(T_{p}\right)\right)^{*} g
$$

The probability distribution of ' $x$ ' packets being generated during time ' $\mathrm{T}_{\mathrm{e}}$ ' is Poisson:

$$
P_{r_{x}}=e^{-x_{1}} \frac{x_{1}^{x}}{x!} .3
$$

Assuming a cold start at time $-T_{r n}$ and the initial transmission of a packet, then every time interval ' $T_{r}+T_{r n}$ ' a new flooding is implemented. Each packet through the flooding procedure creates at any time ${ }^{\prime}(\mathrm{d}-1)^{\mathrm{n}_{1}}$ more packets, but attenuated correspondingly in power (' n ' is defined at equation 1). So due to the created echoes in multiples of time ' $T_{r}+T_{r n}$ ' and for a time period ' $T_{e}$ ' the following numbers of packets are distributed at the input ports of the nodes:

$$
\begin{array}{cc}
\text { TIME } & \text { NUMBER OF PACKETS } \\
-T_{r n}+T_{r}+T_{r n} & 1 \\
-T_{r n}+2\left(T_{r}+T_{r n}\right) & (d-1)^{2-1} \\
-T_{r n}+3\left(T_{r}+T_{r n}\right) & (d-1)^{3-1} \\
\ldots \ldots \ldots \\
-T_{r n}+m\left(T_{r}+T_{r n}\right) & (d-1)^{m-1}
\end{array}
$$

The total number of echoes ' $n_{1}$ ' that a packet creates in the system at the input of the nodes, is the summation of the number of packets of the above table. ' $n_{1}$ ' is given by:

$$
n_{1}=\sum_{n=1}^{\frac{T_{e}}{T_{p}+T_{r n}}-T_{e} \bmod \left[T_{r}+T_{r n}\right]}[d-1]^{n-1}
$$

Thus for each packet sent into the network, the number of packets produced as echoes is continuously increased with time. Because of the attenuation of the echoes their total power conveys to a finite limit (section E.1.1).

For simplification reasons suppose that when $\mathrm{T}_{\mathrm{r}}+\mathrm{T}_{\mathrm{rn}}>\mathrm{T}_{\mathrm{n}}$, then :

$$
T_{r}+T_{r n}=n_{2} * T_{n} \text {, where } n 2 \in N
$$

then during the required time period for the transmission of a packet from the input of a node to the input of the next one, $n_{2}=\left(T_{r}+T_{r n}\right) / T_{n}$ packets are generated. So the total number of packets and echoes that are generated from $n_{2}$ transmissions during time ' $T_{e}$ ' in the system is $n_{1}{ }^{*} n_{2}$. The total number of packets and echoes that exists at any time in a sub-LAN is :

$$
n_{3}=n_{2} n_{1}\left[\frac{T_{e}}{T_{r}+T_{r n}}-T_{e} \bmod \left[T_{r}+T_{r n}\right]\right]
$$

For simplification reasons we assume that

- $T_{p}, T_{r}, T_{r n}$ are constants with the same value for all the packets, links and nodes
- a homogenous distribution of the packet generation between the k nodes of the subLAN exists,
- the probability of receiving any one of the ' $n_{3}$ ' packets of the echoes through any one of the 'd' input ports of a node is the same,

$$
-T_{n}<T_{p} .
$$

Since $T_{n}<T_{p}$, the echoes overlap each other at the inputs of the nodes (fig. E.2.2.1). Equation 3 gives the probability distribution function for the initial transmission of ' $x$ ' packets. Any one packet of them creates n 1 echoes. So the probability of creating n 1 echoes from packet i ' is ' 1 ' under the condition that the packet has been transmitted. So the probability of creating $n_{1}$ echoes from packet ${ }^{i}$ ' is the same with the probability of the initial transmission of this packet : $\mathrm{P}_{\mathrm{r}_{\mathrm{x}}}=\mathrm{P}_{\mathrm{rechoes}}$.


FIG. E.2.2.1
The packets arrival at the input ports of a node as a function of time.

We can assume, without affecting significantly the accuracy of the model, that the power of all the echoes, of all the ' $x$ ' initially transmitted packets, after the second hop, are homogeneously distributed all over the nodes and their input ports. Therefore we have the same probability 'Prechoes', estimated from equation 3, of receiving any one of these echoes (after the second hop) through any one of the incoming ports of any node. Then according to equations $1,2,4$ the power of these echoes met at an input port, for $n_{2}$ packet initial transmissions, becomes:


So, at any incoming port and at any time, for the $n_{3} / r_{1}$ initial packets transmissions, the following value of power due to echoes will exist:

$$
W_{\text {echoes }}=W \frac{1}{k d} \frac{n_{3}}{n_{1}} \sum_{n=3}^{\frac{T_{e}}{T_{r}+T_{r n}}-T_{e} \bmod \left(T_{r}+T_{r n}\right)}\left[p^{n}\right] .5 .
$$

For any one of the $x$ packets initial transmissions, the power $W^{*} p$ of the first hop, will be at only one incoming port and the power $W^{*} p^{2} /(d-1)$ of the second hop, will be at only ' $d-1$ ' incoming
ports. So assuming that $x(x=n 3 / n 1)$ transmissions are generated during time interval ' $T_{e}$ ', equation .3. gives the probability of having at :

- $x$ incoming ports of the sub-LAN during time interval ' $T_{e}$ ' power $W^{*} p+W_{\text {echoes }}$
- $x^{*}(d-1)$ incoming ports of the sub-LAN power $W^{*} p^{2} /(d-1)+W_{\text {echoes }}$ during time interval 'Te',
- any incoming port at any moment power $W^{*} p+W_{\text {echoes }}$ and
- any incoming port at any moment power $W^{*} p^{2} /(d-1)+W_{\text {echoes }}$


FIG. E.2.2.2
The mean and maximum power in a subLAN of fig. C.2.4 as a function of the number of concurrent transmissions.

Let's examine a particular incoming port, suppose the 'a' of node 's'. There during time interval

[^0]- the power $W^{*} p$ of the first hop of the initial transmission of one packet from node $' s-1$ ' that is connected on port 'a' of 's' with probability (the equation 3 of E.2.1 modified) :

$$
P=D_{a} e^{-n_{2}} \frac{n_{2}^{n_{2}}}{n_{2}!} \frac{\sum_{i=1}^{1} \sum_{j=1}^{1} o_{(s-1)_{i}} K_{(s-1]} q_{j}}{\sum_{n=1}^{k} \sum_{i=1}^{1} \sum_{j=1}^{1}\left[o_{n_{i}} K_{\left.n_{i} q_{j}\right]}\right.} .
$$

where

$$
\frac{\sum_{i=1}^{1} \sum_{j=1}^{1} o_{(s-1)_{i}} k_{(s-1)} q_{j}}{\sum_{n=1}^{k} \sum_{i=1}^{1} \sum_{j=1}^{1}\left[o_{n_{i}} k_{\left.n_{i} q_{j}\right]}\right.}
$$

expresses the probability of any one of the ' 1 ' users of node 's-1' to transmit a packet to any one of the 'I' users of node ' $q$ ' and

$$
e^{-n_{2}} \frac{n_{2}^{n_{2}}}{n_{2}!}
$$

expresses the probabiity of having up to $n 2$ transmissions during time interval ' $T_{r}+T_{r n}$ '. The maximum number of packets that can be transmitted from 's-1' during this time ' $T_{r}+T_{r n}$ ' is ' $n_{2}$ '. It is possible ' $n_{2}$ ' of the 'l' users of node ' $s-1$ ' to transmit a packet toward node ' $s$ '. Due to the relatively large duration of the packet compared with ' $T_{r}+T_{r n}$ ' or ' $T_{n}$ ' these packets will overlap each other. In this case the received power from the first hop becomes $W_{1}=n_{2} W^{*} p$. So assuming that $n_{2}<x$ and $1>n_{2}$ then the probability of receiving at the input port ' $a$ ' of node ' $q$ ' power $W_{1}$ becomes (from equation 6 ) :

$$
P_{1}=e^{-n_{2}} \frac{n_{2}^{n_{2}}}{n_{2}!}\left[D_{a} \frac{\left.\sum_{i=1}^{1} \sum_{j=1}^{1} o_{(s-1)_{i}} K_{(s-1) q_{j}}^{\sum_{n=1} \sum_{i=1}^{\sum} \sum_{j=1}^{1}\left[o_{n_{i}} K_{n_{i} q_{j}}\right]}\right]^{n_{2}} .7 . ~ . ~ . ~ . ~}{\text {. }}\right.
$$

Since a packet duration is $T_{D}$ during this period are generated

$$
n_{4}=\frac{T_{p}}{T_{n}}-T_{p} \bmod \left[T_{n}\right]
$$

packets. However only the $n_{2}$ are created during the duration of a flooding period. The rest of them are generated during the next floodings. These means that in our case they will arrive at node ' $q$ ' as second hop signal or as echoes.

- the power $n_{2} W^{*} p^{2} /(d-1)$ of the second hop of the initial transmission of $n_{2}$ packets from the node ' $\mathrm{s}_{\mathrm{j}}-2$ ' connected on port ' $\mathrm{b}_{\mathrm{j}}$ ' of node ' $\mathrm{s}-1$ ' with probability (from the equation 7) :

$$
P_{2}=e^{-n_{2}} \frac{n_{2}^{n_{2}}}{n_{2}!}\left[D_{a} \frac{\left.\sum_{j=1}^{d-1} \sum_{i=1}^{1} \sum_{j=1}^{1} o_{\left(s_{j j}-2\right]_{i} K_{\left[s_{j i}-2\right]_{i} q_{j}}}^{\sum_{n=1}^{k} \sum_{i=1}^{1} \sum_{j=1}^{1}\left[o_{n_{i}} K_{n_{i} q_{j}}\right]}\right]^{n_{2}} .8 . .8 . . ~ . ~ . ~}{8}\right.
$$

So the maximum accumulated power at the input of a node is expressed by :

$$
n_{2} w p+n_{2} w \frac{p^{2}}{d-1}+W_{\text {echoes }}
$$

FIG. E.2.2.3 The maximum power probability for the sub-LAN of fig. C.2.4 at a particular input port of a particular node.

Since according to the model described a precondition of having packets transmissions is the creation of echoes, accepting that the probabiliy of having ehoes is one, then the probability of having this maximum power at a particular input of a particular node is a conditional probability given by

$$
P_{1} * P_{2} \cdot(10)
$$



FIG. E.2.2.4 The mean power probability for the subLAN of fig. C.2.4 as a function of the power and the mean time between packets transmission at any input port of any node.

The described mathematical model is simplified by a lot of factors. This model, (equations 3, 7, 8 and 10) gives the probability of having the various power status at a sub-LAN. The maximum
power (equation 9) defines the upper bound in power at any incoming port of any node and at a particular incoming port of a particular node. The collision probability, according to the given definition (section D.2), depends upon the ability of the receiver to demodulate the signal (section D.6). This ability is a function mainly of :

- the length of the spreading code
- the maximum number of hops of a route and
- the threshold of the receiver.

Considering these factors, an upper bound for the probability of collision has to be defined. This is a techno-economical problem, since the higher this upper bound is the more expensive the required hardware becomes.

The Tables 2, and 3 of Appendix 6 give solutions to equations 3, 7, 11 and 12. These solutions apply to the sub-LAN of fig. C.2.4 having connected three users per node. The following values have been given to the variables:

- The coefficient of preference $\mathrm{K}_{\mathrm{ij}}$ is the same for all the pairs of users.
- The distribution of the total traffic that is generated by the users is Gaussian with mean 0.5 and deviation 0.3.
- The coefficient of port usage ' $\mathrm{D}_{\mathrm{a}}$ ', anywhere it is used, accepts the values $0.001,0.5$, and 0.95 .
- The packet duration is $195^{\star} 10^{-6}$ sec.
- The packet is practically extinguished in $80^{*} 10^{-6}$ sec.
- The total transmission delay is $8 * 10^{-6} \mathrm{sec}$.
- The incoming total link attenuation (incoming port to incoming port) takes the values of 0.9 and 0.8.
- The maximum 90 packets from different users can be transmitted during one packet period, $2.17^{* 1} 10^{-6}$ sec $<T_{\mathrm{n}}<19.5^{*} 10^{-6} \mathrm{sec}$.
- The transmitted power of a chip is 500 power units.
- The received power of the signal of interest, that is buried under the estimated mean power, for the various values of the total attenuation is given by table 6.1 of Appendix 6 .

Table 6.2 results from equations 3 and 5 . It gives the incoming power (columns $D, E, F$ ) for various mean times between packet transmissions (column ' $B$ '), for various values of the attenuation (column ' $C$ ') while the actual number of transmitted packets varies from 2 to 90 (column ' $A$ '). Column ' $G$ ' gives the probability of having concurrently, as many transmissions as is given by column ' $A$ '. Column ' $D$ ' gives the average power of the echoes that will be met at any point of the sub-LAN with probability 1 if the number of transmissions of column ' A ' is implemented. Column 'E' gives the power of the echoes plus the power of the first hop. The power of column ' $E$ ' is met at equal number of points of the sub-LAN with the number of transmissions. Column ' $F$ ' describes the resulting power from the echoes and the second hop of an initially transmitted signal. This power will be met at $(\mathrm{d}-1)^{\star}$ (the number of initial transmissions) points of the sub-LAN.

It can be seen that the probability of having the various values of power depends upon the number of the concurrent transmissions and the mean time between packet transmissions, while the value of power depends upon the number of the concurrent transmissions and the attenuation. As the number of concurrent transmissions is increased the traffic is also increase and so the amount of power becomes higher, simultaneously the probability of having this number of packets concurrently flooded in the sub-LAN gets lower. As the attenuation is increased the absorbed power gets higher resulting to lower load of the network. As the difference between the number of concurrent transmissions and the mean time between packet transmissions gets higher the probability of having this number of concurrent transmissions gets lower.

Table 6.3 results from equations $7,8,9$ and 10 . It gives the maximum incoming power of a particular incoming port of a particular node (column ' $F$ ') and the probability of its occurrence (column ' $I$ ') for various mean times between packet transmissions (column ' $B$ ') for various values of the attenuation (column ' $C$ '), for the number of concurrent transmissions (column ' $A$ ') and for various values of $\mathrm{D}_{\mathrm{a}}$ (column ' $E$ '). As the number of concurrent transmissions is increased the traffic is also increased and so the amount of power becomes higher, simultaneously as the attenuation is increased the absorbed power gets higher resulting to lower load of the network. On the other hand as the number of concurrent transmissions is increased, while the mean time
between packets transmissions do not changes the probability of having this number of packets concurrently flooded in the sub-LAN gets lower. This in combination with the probability of having a lot of packets transmitted from one node and also with the probability of having one node receiving the power of a number of packets that are flooded for a second time, makes the probability of having the maximum possible power negligible. The results of table 6.3 are also influenced from $D_{a}$, the lower the value of this parameter is, the lower the probabilities of the table are.

Figures E.2.2.2, E.2.2.3 and E.2.2.4 are resulting from tables 6.2 and 6.3. Figure E.2.2.2 illustrates the average echoes power and the maximum power as a function of the number of concurrently transmitted packets, for $p=0.8$, and $n_{2}=1, n_{2}=2, n_{2}=3$ and $n_{2}=4$. Figure E.2.2.3 illustrates the probability of the shown in fig. E.2.2.2 maximum power occurrence, as a function of $n_{2}$, for $D_{a}=0.5$. This probability is not influenced by the mean time between packets transmissions. Combining the results of this figure with fig. E.2.2.2, the number of concurrent transmissions can be found. Fig. E.2.2.4 shows the probability of occurrence of the mean power as a function of the power for various values of the mean time between packets transmissions. The axes of ' $x$ ' gives the mean power, but not the number of concurrent transmissions. Changing the value of ' $p$ ' the mean power will also be changed. Combining the results of this figure with fig. E.2.2.2, the number of concurrent transmissions can be found. From these two figures is concluded that the probability of having any particular value of mean power has an upper limit, while its value depends upon the mean time between packets transmissions.

## F. SIMULATION OF THE PROPOSED LAN

This chapter will give a short description :

- of the architecture of the software that has been built for the simulation of the passive flooding idea of the proposed LAN,
- of the model that is simulated and
- of the obtained performance results.

The major task is to prove that the passive flooding implemented on a mesh topology using SPSC techniques, is a cost effective one and that an optimum theoretical $B E R(B E R=0)$ can be achieved, with low required chip rates. This results from the relation ship between the incoming power of the spread signal and the existing power in the channel.

The rest of the performance estimates (the BER, the delays and the throughput) of the various types of LANs, that are members of this family, depend upon the protocols and hardware design of each one individually. These estimates are of minor importance, due to the negligible delays because of the concurrent communication offered, of the low congestion probability (section E.2), of the possibility to achieve a theoretical zero BER (section E.1) and of the use of short overheads.

For the implementation of desired system goal simulation tools were developed. These tools consist of a simulation environment where the topology is generated, the TDM channel operates and the users' data are generated, spread, flooded, received and evaluated. The analysis and design of these tools were done with the aid of MASCOT. The required software was written in SIMULA.

These simulation tools can be considered as a framework for the development of a general simulation environment, that can be used for the study of mesh topologies and multiple access broadcast networks. In this integrated environment the following services will be available

- the possibility of developing random mesh topologies,
- the possibility of studying the routing of these topologies and their survivability,
- the possibility of studying the behaviour of broadcast networks at the physical layer,
- the possibility of studying the behaviour of the SPSC receiver,
- the possibility of installing any communication protocol on the network,
- the possibility of studying the behaviour and the performance of the protocol,
- the possibility of studying the overall performance of the three first layers of the OSI model.


## F.1. AN INTRODUCTION TO MASCOT (R1).

MASCOT (Modular Approach to Software Construction, Operation and Test) provides the definitions of both :

- a design method for real time software and
- a support environment within which the software is designed, developed, used and maintained.

These definitions are language independent. MASCOT has been implemented in languages as diverse as FORTRAN, CORAL 66 and most recently Ada.

MASCOT provides the means to achieve many of the goals of software engineering in real time systems :

- structured design,
- modularity,
- controlled operation,
- decision postponement
- quality assurance,
- multi-processor capabilities,
- multi-tasking,
- ordered construction,
- testing,
- maintainability,
- language independence,
- static network size.

The features of MASCOT version 3.1 known as MASCOT 3 break down into three main areas :

- communication model
- structural forms
- progressive development

The structural elements of the communication model are

- the activities,
- the intercommunication data areas (IDA),
- the paths,
- the access interfaces,
- the ports and
- the windows.

MASCOT provides a number of constructional forms to express design structures :

- sub-systems
- servers
- composite components

During the development of a project there is the need to provide facilities that enable a support environment to record the progression of a design. MASCOT 3 provides basic facilities in this area to control the progressive capture of design details. The facilities are a natural extension to those of the hierarchical design representation and are tied to the concept of separately defined controlled interface specifications. Three status values are defined:

- registered module,
- introduced module,
- enrolled module.


FIG. F.1.1
MASCOT's elements representation.

So following the above MASCOT principles, the parts of the system that is to be designed are represented in a data flow form. Each one of them is named an activity and consists an individual module of the software. The data that is used by the activities are stored in memory areas named poois. Channels interconnect activities and read the pools. Figure F.1.1 illustrates the symbols of MASCOT elements.

## F.2. AN INTRODUCTION TO SIMULA (R2, R3)

SIMULA is a general purpose programming language. It inherits the algorithmic properties of ALGOL 60 and introduces methods for structuring data. The main characteristic of SIMULA is that it is easily modelled towards specialised problem areas, and hence can be used as a basis for Special Application Languages.

SIMULA is a language for programming both small problems and large and complex systems in administration science and technology. Among the main advantages of SIMULA are its object oriented approach to programming, which allows very cost effective program development, and the standardisation of the language which means that SIMULA programs can easily be transferred between different SIMULA systems.

Simulation involves complex entities, called processes, which consist of data structures and algorithms that operate on these structures. SIMULA is general enough to serve as the base for the definition of a simulation language.

SIMULA uses the Algol 60 notions of classes and objects, as well as facilities for the treatment of quasi parallel systems. Classes permit the definition of complex entities which later can be used as elementary entities. In other words these complex entities can be used globally without having to refer to their components. Because of this feature SIMULA can be used to define program oriented languages. For example, facilities for handling symmetrical lists have been defined in the class SIMSET. Similarly the class SIMULATION has been defined which offers facilities for handling quasi-parallelism.

So SIMULA is a dynamic discrete event simulation language. It describes the sequence of actions in space and time, as well as relationships. It creates a time environment and it generates a pseudo-parallel domain in it, where the various processes run simultaneously.

## F.3. THE SIMULATION MODEL

## F.3.1. DESCRIPTION OF THE SIMULATED MODEL

The model that has been built offers two different and independent functions for the communication links of a mesh topology sub-LAN :

- estimates the BER and
- estimates the existing power.

Therefore it focuses on the topology and routing analysis and the power and voltage status of the network. It operates as follows:

- A sub-LAN of ' $M$ ' nodes is created. This sub-LAN is built according the topology defined in section D.2. The use of this topology does not restrict the generality of the obtained results, that can be considered as a characteristic sample.
- In the initial phase of simulation the TDM channel starts to operate. From the first frame all the subscribers learn all the required routing and timing information.
- Next all the users start to generate data. After the data have been appropriately processed, through the SPSC techniques, every user's data are transmitted to a predefined destination concurrently with all the others.
- The SPSC signals are flooded into the network.
- All the destination users, read any incoming signal. After the required processing the transmitted information is recovered and compared with what was transmitted. From the comparison of the results, the performance of the system is estimated.

The built program for the simulation of this model is divided into two parts :
-The first one, the TDM operation (TDM.SIM), builds the topology with the possibility for future changes. In this program the TDM channel is created, and flooded. It operates in the time domain and for the total time period of the LAN's operation. The created signalling, synchronisation and routing data are stored in files for further use.

- The other one, the LAN operation (LOP.SIM), runs the activities,
- of data generation,
- of SPSC signal creation,
- of transmission and flooding and
- of data receiving.


FIG. F.3.1.1
The overall MASCOT model of the
implemented program.

Figure F.3.1.1 illustrates the main modules of the software and their interconnection in a MASCOT graphical form (D24, D26). Figure F.3.1.2 and F.3.1.3 presents more detailled MASCOT diagrams of the two programs. Figure F.3.1.4 gives the correspondence of the activities to classes. The channels in these programs are implemented through the exploitation of SIMULA characteristics. Figure F.3.1.5 presents the hierarchical activation relationship between the classes and procedures of the programs.


FIG. F.3.1.2 LAN operation. Detailed MASCOT description.


FIG. F.3.1.3 TDM operation. Detailed MASCOT description.

| sn | ACTIVITIES [MASCOT] | SIMULA CLASSES |
| :--- | :--- | :--- |
| 1 | topology | system topology, new tepology, topology |
| 2 | systeminput | inputdata |
| 3 | simulation systern | declarations, main program |
| 4 | new data | Users initialization, new data, pdrdm sequence |
| 5 | narrow band interference | TDM, narbandintri |
| 6 | flooding | flooding node, tdm transmission, node1, read data, |
| 7 | DSp | data transfer |
| 8 | performance estimation | receivers |

$\begin{array}{ll}\text { FIG. F.3.1.4 } & \begin{array}{l}\text { The correspondence between the } \\ \text { MASCOT activities and the classes of the } \\ \text { implemented program. }\end{array}\end{array}$


FIG. F.3.1.5 Software classes and procedures activation diagram.


FIG. F.3.1.6
Program LOP.SIM. Flow chart at the class level.

class system topology : Checks if a change to the topalogy has to be done.
class new topology : Change the existing topology.
class topology $\quad$ : Creates the initial topology.
class TDM
: Activates the time slots of the nodes.
class flooding node : Executes the flooding of the information of the TDM channel.
class TDM transmission : Transfers the information from the output of a link to the input of thenext one.

FIG. F.3.1.7 Program TDM.SIM. Flow chart at the class level.

CONTINUOUS REPEATIIAN


FIG. F.3.1.8 The used algorithm for the implementation of the flooding.


FIG. F.3.1.9
A 9 nodes topology of a sub-LAN.


FIG. F.3.1.10
The simulated receiver.

Flow charts of the created programs 'LAN operation (LOP.SIM)' and 'TDM operation (TDM.SIM)' are illustrated in figures F.3.1.6 and F.3.1.7. Figure F.3.1.8 shows the flooding and the new data creation algorithms.

The outputs of the program are the accumulated power and the incoming voltage at the input of any node. These are different and independent each other. From the accumulated and distributed
power over the spatial area of the LAN and in comparison with the power of the signal of interest, the optimum chip rate can be estimated. From the incoming voltage the corresponding voltage at the output of the receiver and the BER are estimated. Through them the average BER of the system and the corrupted bits per link will be discussed as a function of the input node attenuation. Further than this, examples will be given of how the incoming power to a node and the output voltage of the receivers are influenced from the topology, the matching attenuation and the other end selection distribution. The concurrent transmission of only one packet of 10 bits from all the users, does not influence the final results. This is because an ideal hardware system has been supposed where external noise sources, others than the signal echoes, do not exist. The TDM channel (not the created by it data) is not used at the LAN operation program, since its existence, from a power point of view, does not influence the system performance.

Using these tools two different topologies were built :

- A 9 nodes topology with 2, 4, 6 and 10 users connected per node (fig. F.3.1.9).
- A 30 nodes topology with 3 and 4 users connected per node (fig. C.2.4).

Measurements have been implemented on them under the following types of traffic :

- Type 1 : All the users transmit packets to a destination of the same sub-graph (e.g. user of node 1 to user of node 3 in fig. F.3.1.9 and user of node 13 to user of node 16 in fig. C.2.4).
- Type 2 : All the users transmit packets to a destination of another sub-graph (e.g. user of node 1 to user of node 6 in figure F.3.1.9 and user of node 13 to user of node 30 in figure C.2.4).
- Type 3: All the users transmit packets to a destination randomly chosen (e.g. user of node 1 to user of node 9 in figure F.3.1.9 and user of node 13 to user of node 11 in figure C.2.4).
- Type 4 : All the users transmit packets to a destination of one particular sub-graph (e.g. user of node 2 to user of node 3 and user of node 4 to user of node 8 in figure F.3.1.9 and user of node 13 to user of node 30 and user of node 2 to user of node 25 in figure C.2.4).
- Type 5 : All the users transmit packets to a destination of one particular sub-graph. The selection of the destination is such that no congestion occurs. (e.g. user of node 2 to user of node 3 and user of node 4 to user of node 8 in figure F.3.1.9 and user of node 13 to user of node 30 and user of node 2 to user of node 25 in figure C.2.4). This can be considered as the worst case of traffic.

In order to restrict our estimations all simulation results were obtained under the following assumptions :

- One packet of 10 bits per user is transmitted. So the total number of transmitted concurrently packets is equal to the number of users.
-The chip rate is always examined in conjunction with the bit rate. This means that the chip rate is taken as the transmitted number of chips per bit. This number is always an integer and corresponds to the full length of the pseudorandom sequence.
- The packet generation is not random but simultaneous for all the users (worst case of traffic).
- No congestion exists in the network.
- The whole simulated model is considered as an ideal one where no losses due to internal noise is introduced.
- The acknowledgement procedures are not used.

Figure F.3.1.10 illustrates the block diagram of the simulated receiver. The transmitted signal is considered in terms of the power and the voltage of the chips. For simplification reasons the power that corresponds to a chip is processed separately to the voltage. At the nodes and at the receivers during the flooding procedure the accumulated power is estimated, while the voltage is processed (voltage and power are not related). The negative sign of the voltage at the output of the correlator indicates the reception of a negative bit.

All these measurements have been taken for the worst case of traffic (traffic 5) and for simultaneous transmission starting of all the packets (one packet per user). In this way the worst traffic conditions into the sub-LAN are simulated. The concurrent transmission of only one packet
of 10 bits from all the users, does not influence the final results. This is because an ideal hardware system has been supposed where external noise sources, others than the signal echoes, do not exist. The influence of the type of channel that has been used is ignored, although usually fiber optics SPSC LANs use optical codes and optical processing.

In the following and in the tables and curves that are appended, the figure of attenuation will describe the amount of power that has gone through the attenuation unit. For example input node attenuation : 0.8 means that the $80 \%$ of the signal has gone through the attenuation unit and that the remaining $20 \%$ has been absorbed by it.

## F.3.2. THE SIMULATION RESULTS

Tables of Appendix 4 examine one by one the corrupted communication links. The information that is found in these tables are the starting and ending node of the physical link, the length of the physical link measured in hops, the number of the corrupted virtual links on it and the total number of the corrupted bits of the virtual links as a function of the attenuation for various chip rates. Every one of these tables is referred to a particular topology and to particular chip rate. They illustrate the influence of the number of hops to the number of corrupted bits per virtual link. As the number of hops is increased, the performance deteriorates. When the chip rate is increased the performance is improved.

Figures F.3.2.1 and F.3.2.2 illustrate the overall BER of all the communication links of the subLAN. The curves of these figures have resulted by averaging the data of all the tables of Appendix 4. Every figure presents the average $B E R$ as a function of the attenuation for the various chip rates that have been used. It can been seen, that the more concentrated the subLAN is, the lower the required chip rate is to nullify the BER. More analytically fig. F.3.2.1 corresponds to the topology of fig. F.3.1.9. The measurements have been taken for 63,127 and 255 chips and for 2,6 and 10 users per node. Fig. F.3.2.4 corresponds to the topology of fig. C.2.4. The measurements have been taken for 127, 255 and 511 chips and for 3 and 4 users per
node. For the topology of fig. C. 2.4 ( 30 nodes and 90 users) 127 chips support communication links of 2 hops and 511 chips support communication links of 3 hops. For the topology of fig. F.3.1.9 communication links of 2 hops are supported from 127 chips. In this topology there are no physical links that require 3 hops connections.


FIG. F.3.2.1


#### Abstract

The average BER as a function of attenuation for the topology of fig. F.3.1.9. Curve ' A ' corresponds to 63 chips, 2 users/node, ' B ' to 63 chips, 3 users/node, 'C' : 127 chips 10 users/node, 'D' : 255 chips 10 users/node.


The number of concurrent transmitting users that any particular topology may support is not constant and depends upon the chip rate used, and the distance of the destination, measured in hops. The higher the chip rate is the higher the processing gain is and consequently higher the afforded power of noise due to echoes can be, or alternatively lower the incoming SNR. Echoes power is not only a function of the topology but also of the traffic, the used attenuation at the input port of any node, the accepted maximum length of a link measured in hops (not in time).

The performance of all the virtual channels created during the communication of the users is the same and depends upon the instantaneous traffic load and the echoes at any particular link or node. The BER is a direct function of the incoming into the node SNR. The higher the SNR the lower the BER is. As the number of nodes at a sub-LAN is increased (while the final number of users and the created traffic are kept constant) the distributed power of the noise over the links and the nodes is reduced. At the same time the links are becoming longer in hops and the degree of the nodes is increased. During the transmission, the transmitted power of the signal of interest, is reduced progressively following the hops. Therefore the power of the received signal of interest is reduced and so the total required processing gain of the sub-LAN is changed. By increasing the chip rate better processing gain is achieved and consequently longer paths and higher amount of traffic can be served. So for any particular chip rate the amount of traffic that may be served successfully by the LAN is a function of the topology.


FIG. F.3.2.2 The average BER as a function of the attenuation for the topology of fig. C.2.4. Curve ' A ' corresponds to 127 chips, 3 users/node, ' B ' : 255 chips 3 users/node, 'C' : 511 chips 3 users/node, 'D' : 511 chips 6 users/node.


TIME
FIG. F.3.2.3 The incoming power at the receiver and the power of the signal of interest after the first and second hop as a function of the attenuation for the topology of fig. F.3.1.9 and for traffic type 5.

At figures F.3.2.3 and F.3.2.4 the accumulated power (incoming) at an input of a randomly chosen node as a function of the attenuation has been plotted. Together with this curve the change of the signal of interest at the same input of the same node also as a function of the attenuation is shown for various hops. As signal of interest are considered the spread data that are flooded in the sub-LAN. The incoming power is the signal of interest plus the echoes and the initial transmissions of any other users. The curves of figure F.3.2.3 correspond to the topology of fig. F.3.1.9 (at the topology of fig. F.3.1.9 the signal of interest arrives at the destination from only one or two hops routes) and of fig. F.3.2.4 to the topology of fig. C.2.4.

Every time that the signal of interest is flooded through a node (hop) the signal's power is reduced in accordance with the relation of section D.3. This power reduction is subject to the attenuation value. The same holds for the incoming power also. Therefore the signals of all these
curves of figures F.3.2.3 and F.3.2.4 results from a continuous and sequential use of this equation of section D. 3 (fig. D.3.3). As the attenuation is increased the signals of the curves change at a different rate. This change is exponential and depends upon how many times the equation has been applied

- individually to the components that the incoming signal consists of and
- to the signal of interest.

From these curves the SNR can be estimated.


FIG. F.3.2.4 The incoming power at the receiver and the power of the signal of interest after the first, second and third hop as a function of the attenuation for the topology of fig. C.2.4 and for traffic type 5.

From figures F.3.2.1, F.3.2.2, F.3.2.3 and F.3.2.4 and from the tables of Appendix 4 an indication of the importance of the influence of the attenuation to the performance of the system is given For the optimised value of this parameter $B E R=0$ is obtained for the minimum required chip rate.


FIG. F.3.2.5 The incoming power as a function of time for any receiver of the topology of fig. F.3.1.9. Curve ' $A$ ' corresponds to attenuation 1 and curve ' B ' to attenuation 0.9 .

Assuming that the input node attenuation is 1 then no power is absorbed and consequently no power loss exists at the system. As the attenuation is increased a percentage of both the echoes and the signal power are absorbed resulting to a reduction of their value, but at a different rate. After time $t$ the amount of power that has been absorbed by the system becomes equal to the initially transmitted power. The required time delay for reaching this saturation point is decreased as the attenuation increases (the saturation point comes closer to the transmission starting point). This time delay is relatively short. A static power equilibrium is obtained. This relation is described in fig. F.3.2.5. This figure is referred

- to the topology of fig. F.3.1.9,
- to an arbitrarily chosen receiver (from the second port of node 8),
- to traffic of type 5,
- to 10 users connected on every node and
- to chip rate 127 chips per bit.

It describes the relationship between the incoming power and the time. The time corresponds to the time instance that the data are received.

- Curve ' $A$ ' is referred to the case of an ideal system without loss (case of attenuation 1 ), then the flooded power into the system is accumulated, and a continuous increase of the incoming power takes place. This increase is illustrated for an arbitrarily chosen receiver. It can been seen that there is a linear increase of the power as a function of the time.
- Curve ' $B$ ' is referred to the case of attenuation different from 1 then the power does not increase continuously. After some time the power loss due to attenuation is balanced with the incoming one and then the incoming power is stabilised.

So the incoming power, at any incoming port, for any attenuation value different from 1 can be considered as a constant independent of the time.

The traffic distribution affects the power distribution over the LAN and consequently the BER. The tables of Appendix 5 illustrate the incoming power distribution over the network as a function of the attenuation, the used chip rate and the used type of traffic, for both the topologies of figures C.2.4 and F.3.1.9. For cases of traffic 1 and 2 we have a homogenous distribution of the traffic over the network for any value of the attenuation. For traffic 5 the traffic is examined only in the subgraph where the receivers are. This is the worst case of traffic since all the users try to communicate with destinations located at a particular area of the network. Any transmission is initially directed to the shortest route and the signal arrives always at the destination through this route. Due to all this factors of traffic type 5, a great amount of the initially transmitted power accumulates in the area of the receivers of the destination. This power is kept flooded to the rest of the network. In this way in the receivers area a highly noisy environment exists. The required chip rate for serving this type of traffic will also serve, with improved performance, any other traffic situation.

## G. CONCLUSIONS

This work involves a lot of fields of research:

- An overall description of the architecture and the design principles of a family of SPSC LANs built on mesh topologies.
- An example of a LAN member of this family is described and analysed and
- Simulation tools are built for the study of the behaviour of the OSI lower layers of mesh topology LANs. These tools were used for the performance evaluation of the flooding idea implemented in a LAN member of this family of LANs.

The suggested family of LANs is built on a mesh, modular topology (D24, D25). According to the modules' configuration and size, the number of connected users varies. These architectures offer security survivability and good performance. The topology used is fully distributed and the suggested routing always offers alternative paths. The used protocols give the ability of learning the system the existing, at any time, topology. The users and the traffic that may be supported are a function of the topology. The following ideas are introduced throughout this thesis :

- The use of SPSC techniques on wired mesh topology LANs, using broadcasting flooding protocols is realistic. Examining it from a cost effectiveness point of view, it can be considered as implementable. Such an architecture offers security and survivability with good performance results.
- The combination of security and survivability can only be achieved if the architecture of the system is constructed from interconnected mesh topology sub-LANs (under the precondition that is supported by the appropriate hardware and protocols).
- The signalling is not vital for the operation of this family of LANs. However its existence makes the LAN more flexible and enhances the offered services. Signalling can be realised through a separate channel (e.g. a TDMA channel), without this to deteriorate the performance (under the precondition that is supported by the appropriate hardware protocols).
- The performance of this family of LANs, when a passive flooding scheme is used, as far the delays and the congestion and collision probabilities concern, appears good.
- The simulation of any system is usually based on a top to bottom design. MASCOT (D24, D26) is the correct tool for the implementation of this design, since it gives the required structures that are independent of the language. SIMULA is an object oriented programming language whose layouts fit to MASCOT design principles. Theirs combined use creates an object oriented environment.
- The developed tools can be considered as the basic framework for the development of a general simulation environment, where the operation of the Physical layer, for any kind of LAN, will be examined.

The main qualities of this LAN can be summarised as: Almost contention free multiple access, security, survivability, noise resistance communication, integrated traffic, inherent addressing capabilities, possibiity of grouping the users in separate sub-LANs according to their features, requirements and security demands, simultaneous access to the network, low time delays, and the same performance for all the virtual communication channels within any link. The BER depends upon the design and is a function mainly of the used chip rate and of the attenuation.

An architecture of a LAN member of this family has been analysed. It has the following characteristics :

- Its symmetrical topology creates a homogenous noise environment that improves the performance.
- For the solution of the big problem of SPSC techniques, that of synchronisation, the use of a separate TDM communication channel, on the same physical link that is used by the SPSC channels, is suggested. This channel carries continuously the timing information and any other required control, routing or signalling information, offering uninterrupted availability of any necessary timing and synchronisation information.
- The problem of code orthogonality has been solved by the use of the same code for all the subscribers, shifted by a different number of bits, related to a reference version of the code in each case (e.g. using a different phase for each subscriber).
- As a routing protocol has been introduced the fully passive flooding in a mesh topology. Passive flooding allows the data to arrive at the destination through any possible route.
-The combination of the maximal length sequences used with the existence of a universal timing environment, simplifies the hardware, reduces the probability of errors, due to loss of synchronisation, and improves the performance, due to low transmission delays.

A simplified mathematical model has been built and analysed for the study of the performance evaluation of the flooding idea implemented at this family of LANs. Through this model :

- the influence of the topology to the traffic supported, for various chip rates
- the congestion probabilities, for various sub-LAN designs, and
- the various power status probabilities, for the passive flooding architecture
can be estimated. Some results have been presented. These results give a good performance image. The performance estimates were concentrated mainly on providing an answer to the crucial question :
"What is the relationship between the transmitted data bit rate, the chip rate, the topology and the attenuation for optimising the BER (assuming ideal channels and a system with no noise or errors due to the hardware)?"

This answer defines the required bandwidth for the implementation of the LAN and consequently the cost effectiveness of it.

Simultaneously with this mathematical model simulation tools were developed with the aid of MASCOT, using SIMULA. The developed package can be used as the basic framework for the creation of a simulation environment for testing any type of mesh topology LANs and protocols in the lower layers of the OSI model.

Regarding the current work, the aim of this simulation was also to prove the cost effectiveness of the flooding idea on mesh topologies and the influence of the attenuation to it, as far as the relationship of the chip rate with the bit rate was concerned. The simulation of the operation of the protocols that can be developed, using these ideas, for further performance estimations, is beyond of the scope of this work, since it depends upon the particular designs. The simulation results were estimated for a particular sub-LAN, and for the concurrent transmission from all the
users of one packet, with a limited number of bits, due to computing power hardware limitations, assuming ideal channels and a system with no noise or errors due to the hardware. The results obtained from the simulation program match with the results from the mathematical analysis.

According to the definitions of the performance characteristics and by examining the results of the mathematical analysis and the simulation, it can be concluded that the traffic at a passive flooding architecture, is mainly depended upon the topology configuration, the user distribution over the network, the packet generation distribution and the other end selection distribution. The most condense the LAN is the shortest paths exist at a penalty of lack of survivability. The input node attenuation is of main importance since it controls the power of the echoes in the LAN. The traffic supported depends always upon the used chip rate. Supposing an ideal hardware and using the correct value of the chip rate a theoretical zero BER can be achieved. The selection of the chip rate depends upon the input node attenuation. The BER depends upon the design and is a function mainly of the used chip rate and of the attenuation. In addition to the above factors, the length of the links in hops is a function of the receiver's threshold. The lower this threshold is the longer the link. From the above we conclude that the selection of the correct values of these parameters is a design optimisation problem. Congestion is a traffic load function, while the major factor that influences the collision is the chip rate used.

Evaluating the received measurements according to the characteristics of the architecture, it can be concluded that :

- The more spread a sub-LAN is the longer the routes (in hops) that are created.
- The longer a route is the higher the required chip rate is.
- The optimum value of the attenuation parameter is between 0.9 and 0.8 (fig. F.3.2.1 and F.3.2.2).
- The more spread a sub-LAN is the lower the incoming power at any port and consequently the higher the tolerance of the sub-LAN to inter-sub-LAN traffic is.
- The flooded power is homogeneously distributed all over the network.
- Considering the sub-LAN of 30 nodes as a basic unit for the composition of a LAN, then BER=0 can be achieved for any type of traffic, using a chip rate of 511 chips/bit with attenuation 0.9 (fig. F.3.2.2). For the same sub-LAN it was also estimated:
- that the worst case of congestion probability was $10^{-5}$ and
- that for having theoretically $B E R=0$ and covering any possible case of traffic (probability of occurrence $10^{-43}$ ) 2047 chips per bit were required while for covering the usual maximum load of traffic (probability of occurrence $4 * 10^{-2}$ ) 511 chips per bit were required.

This type of LAN is appropriate for serving the main types of traffic, that is voice and data, because :

- of the use of dedicated channels to any one of the transmissions
- of the introduced low delays,
- of its good performance and
- of the statistical properties of the SPSC channels to exist only for the period of time that the transmission lasts,

The suitability of this type of LAN for real time image transmission or for slow scanning image transmission, depends upon the characteristics and the design of every particular sub-LAN. This is because for this type of traffic a high transmission bit rate is required. This family of SPSC LANs, according to the design of every one of its members individually, can support various bit rates and types of traffic. Previous hardware limitation to for the increase of channel capacities, transmission rates and for building complicated hardware circuits have been overcome, through the progress in the area of fibre optics and VLSI technology. Due to these qualities such a LAN can be used to various environments such as a bank, a war ship, etc.

Comparison of the performance results of this work with already existing systems, as for example ETHERNET or the bus designed SPSC LANs, has not been done. This is difficult to be implemented, due to the main differences that exist between these systems and the current work.

In this thesis a basic knowledge of the properties, the operation, the performance and the potentials of a new family of LANs has been provided. The implementation of a LAN with these qualities and characteristics needs rather complicated and expensive software and hardware compared with the conventional ones. However this cost is traded against the offered services and since its use is oriented toward special applications, it can be consider as cost effective.

Since the analysis of a communication system is endless, a lot of further research is required in this area. This research can stimulate :

- the study of the qualities and survivability of particular topologies that can be used at SPSC LANs,
- the study of the influence of particular topologies to the performance of the LAN,
- the design of communication and signalling protocols that can be implemented at mesh topology SPSC LANs, either on coaxial or fiber optics channels,
- the comparison of the performance of this work with the performance of other LANs that exist in the market or that are under development,
- the performance estimates through mathematical models or using simulation tools and
- the hardware design and implementation for building such a LAN,


## APPENDIX

## 1. SHANNON's THEOREM

Shannon's theorem is the basis of the SPSC techniques. According to the theorem there is a relationship between the signal to noise ratio and the ability of the channel to transfer error free information (A5)

$$
C=F \log 2\left[1+\frac{W /}{N}\right]
$$

where $C=$ the capacity in bits per second,

$$
\begin{aligned}
& F=\text { bandwidth in hertz, } \\
& N=\text { noise power, } \\
& W=\text { signal power }
\end{aligned}
$$

If $\mathrm{S} / \mathrm{N} \ll 0.1$, then we can accept

$$
\begin{aligned}
& \mathrm{C}=1.44 \mathrm{~F} \frac{\mathrm{~W}}{\mathrm{~N}} \\
& \mathrm{~F}=\frac{1}{1.44}-\frac{\mathrm{N}}{\mathrm{~W}} \mathrm{C}
\end{aligned}
$$

## 2. ESTIMATION OF THE INFLUENCE OF THE CARRIER FREQUENCY SHIFTING TO THE ORTHOGONALITY OF THE USED CODES

In this appendix is shown that for analogue modulated SPSC signals, the frequency shifting of the carrier does not influence the orthogonality of the used çodes. For simplicity reasons it will be assumed that ASK is used and that all the subscribers transmit information at the same bit rate. The same methodology can be used for any kind of modulation and for different transmission bit rates of the users.

Suppose the existence of ' $g$ ' users transmitting analogue SPSC signal. The used carriers are selected according to the described methodology at section C.2. Figure C.2.3 illustrates such a system. For simplicity reasons it can be assumed that only two subscribers the ' i ' and ' j ' transmit at any time, without this to be a limitation for the general case of ' $g$ ' simultaneous transmissions. Suppose that the user No i transmits on the carrier $\mathrm{F}_{\mathrm{tr}(\mathrm{i})}$ and that the No $j$ one on a frequency $F_{t(j)}$ :

$$
\begin{aligned}
& F_{\operatorname{tr}(i)}=F_{\mathrm{c}}+\mathrm{f}_{(\mathrm{i})} \\
& F_{\mathrm{tr}(\mathrm{j})}=\mathrm{F}_{\mathrm{c}}+\mathrm{f}_{(\mathrm{j})}
\end{aligned}
$$

Suppose that the spreading code is transmitted at a chip rate $\mathrm{B}_{\mathrm{C}}$ of e chips/sec and period $\mathrm{T}_{\mathrm{C}}$.

Suppose that the transmitted data by i and j are correspondingly:
$m_{m_{[ }(n)} \mid n \in Z$
of $a$ bit rate of $B_{d}$ bits $/ \mathrm{sec}$. Then the period of one bit will be:
$T_{d}=1 / B_{d}$

Suppose that the spreading code used from subscriber $i$ is $C_{(i)}$ and that the spreading code used from subscriber $j$ is $C_{(j)}$. Any sequence of data can be considered as a sequence of numbers. So the $C_{(i)}, C_{(i+j)}, m_{(i)}, m_{(j)}$ can be written in the time domain as:


FIG. 2.1
The SPSC signal with ASK modulation in the frequency domain.
$C_{i}(t)=\sum_{n=-\infty}^{\infty}\left[C_{(i)} \hat{\delta}\left(t-i T_{c}\right]^{\star} \operatorname{rect}\left(\frac{t}{T_{C}}\right)\right]$
$C_{j}(t)=\sum_{n=-\infty}^{\infty}\left[C_{(j)} \delta\left(t-(j) T_{c}\right)^{\star} \operatorname{rect}\left(\frac{t}{T_{C}}\right)\right]$
$m_{i(t)}=\sum_{n=-\infty}^{\infty}\left[m_{i}[n]^{\delta}\left(t-n T_{d}\right)^{*} \operatorname{rect}\left(\frac{t}{T_{d}}\right)\right]$
$m j_{[t]}=\sum_{n=-\infty}^{\infty}\left[m j(n]^{\delta}\left[t-n T_{d}\right)^{\star} \operatorname{rect}\left(\frac{t}{T_{d}}\right)\right]$
where $C_{(i)}=0$ if $i<0$ or $i>e-1$.

After the spreading process the following signals will be created:

$$
\begin{aligned}
S_{i(t)} & =m_{i(t)} C_{i(t)} \\
S_{j(t)} & =m_{j(t)} C_{j(t)}
\end{aligned}
$$

These signais after the analogue modulation will be:
a. time domain

$$
\begin{aligned}
& g_{i(t)}=S_{i(t)} \cos \left(2 \pi F_{t r(i)}{ }^{t}\right) \\
& g_{j(t)}=S_{j(t)} \cos \left(2 \pi F_{(r(j)} t\right)
\end{aligned}
$$

b. frequency domain

$$
\begin{aligned}
& G_{i f f}=\left[\left[\sum_{n=-\infty}^{\infty}\left[m_{i(n)} e^{-j 2 \pi n T_{d}}\right]\right] T_{d} \operatorname{sinc}\left(f T_{d}\right)\right] *\left[\frac{1}{2} \delta\left(f+F_{\left.t r_{[i)}\right)}+\frac{1}{2} \delta f_{\left[t-F_{t r}\right.}\right]\right] * \\
& *\left[\left[\sum_{n=-\infty}^{\infty}\left[C_{(i)} e^{-j 2 \pi i T_{c}}\right]\right] T_{c} \operatorname{sinc}\left[\left(T_{c}\right)\right]\right. \\
& G_{j(f)}=\left[\left[\sum_{n=-\infty}^{\infty}\left[m_{j(n)} e^{\left.-j 2 \pi n T_{d}\right]}\right] T_{d} \operatorname{sinc}\left(f T_{d}\right)\right] *\left[\frac{1}{2} \delta\left(f+F_{t r_{(j)}}\right)+\frac{1}{2} \delta\left(f-F_{t r_{(j)}}\right]\right] *\right. \\
& *\left[\left[\sum_{n=-\infty}^{\infty}\left[C_{(j)} e^{-j 2 \pi(i+j) T_{C}}\right]\right] T_{c} \operatorname{sinc}\left(T_{c}\right)\right]
\end{aligned}
$$

Figure 2.1 gives these two signals in the frequency domain.

At the receiver of the destination of subscriber ' $j$ ' the following signal will be received :

$$
\mathrm{R}_{(\mathrm{t})}=\mathrm{b}_{\mathrm{i}} \mathrm{~g}_{\mathrm{i}(\mathrm{t})}+\mathrm{b}_{\mathrm{j}} \mathrm{~g}_{\mathrm{j}(\mathrm{t})}+\mathrm{n}_{(\mathrm{t})}
$$

where:
$-b_{j}, b_{j}$ are the attenuation factors of the signals of interest due to their flooding into the sub-LAN and to the attenuation 'c' (section D.3) and
$-n_{(t)}$ is the channel noise.
The receiver demodulates the signal and then applies the crosscorrelation procedure. The demodulation procedure will be:

$$
\begin{aligned}
& B_{(t)}=R_{(t)} \cos \left(2 \pi F_{t r(j)} t\right)=b_{i} g_{i(t)} \cos \left(2 \pi F_{t r}(j) t\right)+b_{j} g_{j(t)} \cos \left(2 \pi F_{t r(j)} t\right)+ \\
& +n_{(t)} \cos \left(2 \pi F_{t r}(j){ }^{t}\right)= \\
& =b_{i} S_{i(t)} \cos \left(2 \pi F_{t r(i)} t\right) \cos \left(2 \pi F_{\operatorname{tr}(j)} t\right)+b_{j} S_{j(t)} \cos \left(2 \pi F_{t r(j)} t\right) \cos \left(2 \pi F_{t r}(j){ }^{t}\right)+n_{(t)} \cos \left(2 \pi F_{\operatorname{tr}(j)}{ }^{t}\right)
\end{aligned}
$$

Suppose that $F_{\operatorname{tr}(i)}-F_{\operatorname{tr}(j)}=f_{(i-j)}$ then:

$$
\begin{aligned}
& B_{(t)}=\left(b_{j} / 2\right) S_{j(t)}+\left(b_{j} / 2\right) S_{j(t)} \cos \left(4 \pi F_{t r}(j) t\right)+\left(b_{i} / 2\right) S_{i(t)} \cos (2 \pi f(i-j) t)+ \\
& +\left(b_{i} / 2\right) S_{i(t)} \cos \left(2 \pi\left(F_{t r}(i)+F_{t r}(j) t\right)+n_{(t)} \cos \left(2 \pi F_{\operatorname{tr}(j)}{ }^{t}\right)\right.
\end{aligned}
$$

All the high frequency products (harmonic frequencies of $F_{C}$, etc.) can be removed by the use of the appropriate low pass filter. At the output of the filter the signal will be:

$$
B_{(t)}=\left(b_{j} / 2\right) S_{j(t)}+\left(b_{i} / 2\right) S_{i(t)} \cos \left(2 \pi f_{(i-j)} t\right)+n_{(t)}
$$

Because of the nature of the SPSC system and of the properties of the crosscorrelation procedure, the signal at the output of the correlator will be :

$$
\begin{aligned}
& B_{(t)} C_{j(t)}=\left(b_{j} / 2\right) S_{j(t)} c_{j(t)}+\left(b_{i} / 2\right) S_{i(t)} c_{j(t)} \cos \left(2 \pi f_{(i-j)} t\right)+n_{(t)} C_{j(t)} \\
& B_{(t)} C_{j(t)}=\left(b_{j} / 2\right) m_{j(t)} c_{j(t)} c_{j(t)}+\left(b_{i} / 2\right) m_{i(t)} c_{j(t)} C_{i(t)} \cos \left(2 \pi f_{(i-j)}\right)+n_{(t)} c_{j(t)}
\end{aligned}
$$

If $\mathrm{S}_{\mathrm{j}(\mathrm{t})}$ arrive at the destination of j with $\mathrm{C}_{(\mathrm{j})}$ highly uncorrelated with $\mathrm{C}_{(\mathrm{i})}$ then:

$$
\mathrm{B}_{(\mathrm{t})} \mathrm{C}_{\mathrm{j}(\mathrm{t})}=\left(\mathrm{b}_{\mathrm{j}} / 2\right) \mathrm{m}_{\mathrm{j}(\mathrm{t})}
$$

If $\mathrm{S}_{\mathrm{j}(\mathrm{t})}$ arrive at the destination of j with $\mathrm{C}_{(\mathrm{j})}$ highly correlated with $\mathrm{C}_{(\mathrm{i})}$, then if we accept that $\mathrm{C}_{(\mathrm{j})}=\mathrm{C}_{(\mathrm{i})}$ :

$$
\begin{aligned}
& B_{(t)} C_{j(t)}=\left(b_{j} / 2\right) m_{j(t)} C_{j(t)} C_{j(t)}+\left(b_{i} / 2\right) m_{i(t)} C_{i(t)} C_{i(t)} \cos \left(2 \pi f_{(i-j)} t\right)+n_{(t)} C_{j(t)} \\
& B_{(t)} C_{j(t)}=\left(b_{i} / 2\right) m_{j(t)}+\left(b_{i} / 2\right) m_{i(t)} \cos (2 \pi f(i-j) t)
\end{aligned}
$$

By the use of a filter (fig. C.2.3) the signal of interest can be isolated.

## 3. TSC DATA

TABLE 3.1. : DATA THAT DEFINE THE VARIOUS VALUES OF TSC.

| TSC | : Topology Spreading Coefficient |
| :--- | :--- |
| N | : Total number of user of the LAN |
| g | : Number of users of a sub-LAN |
| L | : Maximum number of users per node |
| J | : Number of sub-LANs of a LAN |
| D | : Degree of a node |
| E | : Total Number of Nodes of the LAN |



| 2592.00 | 468 | 78 | 2 | 6 | 12 | 266 | 800.00 | 240 | 60 | 2 | 4 | 10 | 13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1728.00 | 702 | 117 | 3 | 6 | 12 | 20.4 | 533.33 | 360 | 919 | ? | : | 10 | 13 |
| 1296.00 | 936 | 156 | 4 | 6 | 12 | 264 | 400.00 | 480 | 120 | 4 | 4 | 10 | 13 |
| 1036.80 | 1170 | 195 | 5 | 6 | 12 | 2 E 6 | 320.00 | 600 | 150 | 5 | 4 | 10 | 13 |
| 1900.00 | 280 | 56 | 1 | 5 | 14 | 300 | 972.00 | 324 | 54 | 3 | 6 | 9 | 13 |
| 2450.00 | 560 | 112 | 2 | 5 | 14 | 300 | 729.00 | 432 | 72 | 6 | - | 9 | 138 |
| 1633.33 | 840 | 168 | 3 | 5 | 14 | 300 | 583.20 | 540 | 90 | 5 | 6 | 9 | 13 |
| 122500 | 1120 | 224 | 4 | 5 | 14 | 300 | 54800 | 264 | 88 | 2 | 3 | 12 | 13 |
| 980.00 | 100 | 280 | 5 | 5 | 14 | 300 | 132.00 | 396 | 132 | 3 | 3 | 12 | 13 |
| 3042.00 | 552 | 92 | ? | 6 | 13 | 306 | 324.00 | 528 | 176 | 4 | 3 | 12 | 13 |
| 2028.00 | 828 | 138 | 3 | 6 | 13 | 306 | 259.20 | 660 | 220 | 5 | 3 | 12 | 13 |
| 1521.00 | 1104 | 184 | 4 | 6 | 13 | 306 | 833.33 | 360 | 72 | 3 | 5 | 10 | 14 |
| 1216.80 | 1380 | 230 | 5 | $\varepsilon$ | 13 | 306 | 625.00 | 480 | 96 | 4 | 5 | 10 | 14 |
| 7056.00 | 324 | 54 | 1 | 6 | 14 | 354 | 500.00 | 800 | 120 | 5 | 5 | 10 | 14 |
| 3528.00 | 618 | 108 | 2 | 6 | 14 | 354 | 648.00 | 270 | 90 | 2 | 3 | 12 | 14 |
| 2352.00 | 972 | 162 | 3 | 6 | 14 | 354 | 132.00 | 405 | 135 | 3 | 3 | 12 | 14 |
| 1754.00 | 1296 | 216 | 4 | 6 | 14 | 354 | 324.00 | 540 | 180 | 4 | 3 | 12 | 14 |
| 1411.20 | 1620 | 270 | 5 | 6 | 14 | 354 | 259.20 | 875 | 225 | 5 | 3 | 12 | 14 |
| 756.25 | 610 | 128 | 4 | 5 | 11 | 180 | 968.00 | 272 | 68 | 2 | 4 | 11 | 11 |
| 605.00 | 800 | 16:0 | 5 | 5 | 11 | 180 | 645.33 | 408 | 102 | 3 | 4 | 11 | 14 |
| 1200.00 | 450 | 75 | 3 | 6 | 10 | 180 | 484.00 | 544 | 136 | 4 | 4 | 11 | 118 |
| 900.00 | 600 | 100 | 4 | € | 10 | 130 | 387.20 | 680 | 170 | 5 | 4 | 11 | 14 |
| 720.00 | 750 | 125 | 5 | 6 | 10 | 180 | 972.00 | 360 | 60 | 3 | 8 | 9 | 15 |
| 1152.00 | 344 | 86 | 2 | 4 | 12 | 181 | 729.00 | 480 | 80 | 4 | ¢ | 9 | 15 |
| 768.00 | 516 | 129 | 3 | 4 | 12 | 184 | 583.20 | 600 | 100 | 5 | 6 | 9 | 15 |
| 576.00 | 688 | 172 | 4 | 4 | 12 | 184 | 1250.00 | 270 | 54 | 2 | 5 | 10 | 15 |
| 460.80 | 860 | 215 | 5 | 4 | 12 | 184 | 833.33 | 405 | 81 | 3 | 5 | 10 | 15 |
| 1800.00 | 312 | 52 | 2 | 6 | 10 | 186 | 625.00 | 5.10 | 108 | 4 | 5 | 10 | 15 |
| 1200.00 | 468 | 78 |  | 6 | 10 | 186 | 500.00 | 675 | 135 | 5 | 5 | 10 | 15 |
| 900.00 | 624 | 104 | 4 | 6 | 10 | 186 | 968.00 | 288 | 72 | 2 | 4 | 11 | 15 |
| 720.00 | 780 | 130 | 5 | 6 | 10 | 186 | 645.33 | 432 | 108 | 3 | 4 | 11 | 15 |
| 1764.00 | 180 | 60 | 1 | 3 | 14 | 186 | 484.00 | 576 | 144 | 4 | 4 | 11 | 156 |
| 882.00 | 360 | 120 | 2 | 3 | 14 | 186 | 387.20 | 720 | 180 | 5 | 4 | 11 | 156 |
| 588.00 | 510 | 180 | 3 | 3 | 14 | 186 | 1250.00 | 280 | 56 | 2 | 5 | 10 | 160 |
| 41.00 | 720 | 240 | 4 | 3 | 11 | 186 | 833.33 | 420 | 84 | 3 | 5 | 10 | 160 |
| 352.80 | 900 | 300 | 5 | $\hat{3}$ | 14 | 186 | 625.00 | 560 | 112 | 4 | 5 | 10 | 160 |
| 1512.50 | 340 | 68 | 2 | 5 | 11 | 190 | 500.00 | 700 | 140 | 5 | 5 | 10 | 160 |
| 1008.33 | 510 | 102 | 3 | 5 | 11 | 150 | 1200.00 | 396 | 66 | 3 | ¢ | 10 | 162 |
| 756.25 | 680 | 136 | 4 | 5 | 11 | 190 | 900.00 | 528 | 88 | 4 | 6 | 10 | 162 |
| 605.00 | 850 | 170 | 5 | 5 | 11 | 190 | 720.00 | 660 | 110 | 5 | - | 10 | 162 |
| 2178.00 | 360 | 60 | 2 | 6 | 11 | 210 | 1521.00 | 156 | 52 | 1 | 3 | 13 | 162 |
| 1452.00 | 510 | 90 | 3 | $\varepsilon$ | 11 | 210 | 760.50 | 312 | 104 | 2 | 3 | 13 | 162 |
| 1089.00 | 720 | 120 | 4 | 6 | 11 | 210 | 507.00 | 458 | 156 | 3 | 3 | 13 | 162 |
| 871.20 | 900 | 150 | 5 | 6 | 11 | 210 | 380.25 | 624 | 208 | 4 | 3 | 13 | 162 |
| 1352.00 | 400 | 100 | 2 | 4 | 13 | 212 | 304.20 | 780 | 260 | 5 | 3 | 13 | 162 |
| 901.33 | 600 | 150 |  | 4 | 13 | 212 | 1512.50 | 320 | 64 | 2 | 5 | 11 | 180 |
| 676.00 | 800 | 200 |  | 4 | 13 | 212 | 1008.33 | 480 | 96 | 2 | s | 11 | 180 |
| 510.80 | 1000 | 250 | 5 | 4 | 13 | $2: 2$ | 756.25 | 6.40 | 128 | 4 | , | 11 | 180 |
| 1800.00 | 100 | 80 | 2 | 5 | 12 | 220 | 605.00 | 800 | 160 | 5 | 5 | $1:$ | 180 |
| 1200.00 | 600 | 120 | 3 | 5 | 12 | 220 | 1152.00 | 336 | 84 | 2 | 4 | 12 | 180 |
| 900.00 | 800 | 160 | 4 | 5 | 12 | 220 | 768.00 | 504 | 126 | 3 | 1 | 12 | 180 |
| 720.00 | 1000 | 200 | 5 | 5 | 12 | 220 | 576.00 | 672 | 168 | 4 | 4 | 12 | 180 |
| 2178.00 | 384 | 66 | 2 | 6 | 11 | 22 | 460.80 | 840 | 210 | 5 | 6 | 12 | 180 |
| 1152.00 | 576 | 96 | 3 | 6 | 11 | 222 | 151250 | 320 | 6. | : | 5 | 11 | 180 |
| 1089.00 | 768 | 128 | 4 | 6 | 11 | 222 | 1008.33 | 480 | 96 | \% | 5 | 11 | 180 |
| 871.20 | 960 | 160 | 5 | 6 | 11 | 222 |  |  |  |  |  |  |  |
| 1800.00 | 110 | 82 | 2 | 5 | 12 | 225 |  |  |  |  |  |  |  |
| 1200.00 | ¢15 | 123 | 3 | 5 | 12 | 225 |  |  |  |  |  |  |  |
| 900.00 | 820 | 164 | 4 | 5 | 12 | 225 |  |  |  |  |  |  |  |
| 720.00 | 1025 | 205 | 5 | 5 | 12 | 225 |  |  |  |  |  |  |  |
| 3136.00 | 232 | 58 | 1 | 4 | 14 | 24 |  |  |  |  |  |  |  |
| 1568.00 | 464 | 116 | 2 | 4 | 14 | 244 |  |  |  |  |  |  |  |
| 1045.33 | 696 | 174 | 3 | 1 | 14 | 244 |  |  |  |  |  |  |  |
| 784.00 | 928 | 232 | 4 | 4 | 14 | 24 |  |  |  |  |  |  |  |
| 627.20 | 1160 | 290 | 5 | 4 | 14 | 214 |  |  |  |  |  |  |  |
| 2592.00 | 456 | 76 | 2 | E | 12 | 258 |  |  |  |  |  |  |  |
| 1728.00 | 684 | 114 | 3 | 6 | 12 | 258 |  |  |  |  |  |  |  |
| 1296.00 | 012 | 152 | 4 | $\varepsilon$ | 12 | 258 |  |  |  |  |  |  |  |
| 1036.80 | 1140 | 190 | 5 | 6 | 12 | 258 |  |  |  |  |  |  |  |
| 2112.50 | 48. | 96 | 2 | 5 | 13 | 260 |  |  |  |  |  |  |  |
| 1408.33 | 720 | 142 | 3 | 5 | 13 | 260 |  |  |  |  |  |  |  |
| 1056.25 | 960 | 192 | 4 | 5 | 13 | 2 EO |  |  |  |  |  |  |  |
| 845.00 | 1200 | 240 | 5 | 5 | 13 | 260 |  |  |  |  |  |  |  |

## 4. SIMULATION RESULTS. CORRUPTED LINKS AND BITS AS A FUNCTION OF THE ATTENUATION.

TABLE 4.1. : CORRUPTED LINKS AND BITS AS A FUNCTION OF THE ATTENUATION FOR THE SUB-LAN OF FIG. F.3.1.9 FOR THE TRANSMISSION OF 10 BITS PER USER.

```
NODES
9
USERS2
CHIPS PER BIT : 63
CHIP PERIOD
16
SIMULATION DURATION : }1125
TYPE OF TRAFFIC : 5
RECEIVERS THRESHOLD : 0
LACK OF SYNCHRONIZATION : 0
```

COLUMN A :ID OF NODE
COLUMN C : ID OF INCOMING PORT
COLUMND : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE
PHYSICAL CONNECTION
COLUMNE : TOTAL NUMBER OF CORRUPTED BITS
TR : TRANSMITTER
RC : RECEIVER

|  | 05 | H0PS | attenuation |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iR | RC |  | 0.1 | 0.99 | 0.95 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 |
| A | A C |  | DE | OE | OE | OE | 0 E | OE | DE | OE | DE |
| 1 | 81 | 2 | 23 | 00 | 00 | 00 | 60 | 00 | 00 | 00 | 00 |
| 2 | 73 | 2 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 3 | 83 | 2 | 24 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 4 | 94 | 2 | 22 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 5 | 71 | 2 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 6 | 84 | 2 | 11 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |

TABLE 4.2. : CORRUPTED LINKS AND BITS AS A FUNCTION OF THE ATTENUATION FOR THE SUB-LAN OF FIG. F.3.1.9 FOR THE TRANSMISSION OF 10 BITS PER USER.

```
NODES : 9
USERS : 6
CHIPS PER BIT : 63
CHIP PERIOD : 16
SIMULATION DURATION : }1125
TYPE OF TRAFFIC : 5
RECEIVERS THRESHOLD : 0
LACK OF SYNCHRONIZATION : 0
```

COLUMN A :ID OF NODE
COLUMN C : ID OF INCOMING PORT
COLUMND : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE
PHYSICAL CONNECTION
COLUMNE : TOTAL NUMBER OF CORRUPTED BITS
COLUMN F : NUMBER OF HOPS
TR : TRANSMITIER
RC : RECEIVER

|  | OF | HOPS |  | attenuation |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| iR | RC |  | 0.1 | 0.99 | 0.95 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 |
| A | A C |  | OE | DE | DE | DE | OE | DE | OE | 0 E |
| 1 | 81 | 2 | 618 | 616 | 611 | 57 | 00 | 00 | 00 | 00 |
| 2 | 73 | 2 | 69 | E 10 | 45 | 00 | 00 | 00 | 00 | 10 |
| 3 | 83 | 2 | 612 | 612 | 58 | 33 | 00 | 00 | 00 | 00 |
| 4 | 94 | 2 | 612 | 57 | 22 | 11 | 00 | 00 | 00 | 00 |
| 5 | 71 | 2 | 56 | 14 | 00 | 00 | 00 | 00 | 00 | 00 |
| 6 | 84 | 2 | 511 | 510 | 58 | 22 | 00 | 00 | 11 | 13 |
| 7 | 91 | 1 | 22 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 8 | 91 | 1 | 11 | 11 | 00 | 00 | 00 | 00 | 00 | 00 |

TABLE 4.3. : CORRUPTED LINKS AND BITS AS A FUNCTION OF THE ATTENUATION FOR THE SUB-LAN OF FIG. F.3.1.9 FOR THE TRANSMISSION OF 10 BITS PER USER.

```
NODES : 9
USERS
1 0
CHIPS PER BIT : }12
CHIP PERIOD : 8
SIMULATION DURATION : }1125
TYPE OF TRAFFIC : 5
RECEIVERS THRESHOLD : 0
LACK OF SYNCHRONIZATION : 0
```

COLUMN A :ID OF NODE
COLUMN C : ID OF INCOMING PORT
COLUMND : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE PHYSICAL CONNECTION

COLUMN E : TOTAL NUMBER OF CORRUPTED BITS
COLUMN F : NUMBER OF HOPS
TR : TRANSMITTER

RC : RECEIVER

|  | of | HOPS | attenuation |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TR | RC |  | 0.1 | 0.99 | 0.95 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 | 0.3 |
| A | $A C$ |  | OE | OE | 0 E | 0 O | 0 E | OE | 0 E | OE | OE | 0 E |
| 1 | 81 | 2 | 66 | 1012 | 1010 | 33 | 10 | 00 | 00 | 00 | 00 | 00 |
| 2 | 73 | 2 | 33 | 44 | 33 | 22 | 00 | 00 | 00 | 00 | 00 | 00 |
| 3 | 83 | 2 | 44 | 1 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 4 | 94 | 2 | 88 | 33 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 5 | 71 | 2 | 00 | 11 | 00 | 00 | $\checkmark 0$ | 00 | 00 | 00 | 00 | 00 |
| $\epsilon$ | 84 | 2 | : 5 | 15 | 15 | 15 | 17 | 17 | 17 | 17 | 17 | 17 |
| 7 | 91 | 1 | 44 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 8 | 91 | 1 | 4 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |

## TABLE 4.4. : CORRUPTED LINKS AND BITS AS A FUNCTION

 OF THE ATTENUATION FOR THE SUB-LAN OF FIG. F.3.1.9 FOR THE TRANSMISSION OF 10 BITS PER USER.```
NODES : 9
USERS : }1
CHIPS PER BIT : 255
CHIP PERIOD : 4
SIMULATION DURATION : 11250
TYPE OF TRAFFIC : 5
RECEIVERS THRESHOLD : 0
LACK OF SYNCHRONIZATION : 0
```

COLUMN A :ID OF NODE
COLUMN C : ID OF INCOMING PORT
COLUMND : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE
PHYSICAL CONNECTION
COLUMNE : TOTAL NUMBER OF CORRUPTED BITS
COLUMN F : NUMBER OF HOPS
TR : TRANSMITTER
RC : RECEIVER

|  | OF |  | HOPS | attenuation |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TR/R | RC |  |  | 0.1 | 0.99 | 0.95 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 | 0.3 |
| A | A | 6 |  | DE | 05 | DE | DE | DE | 0 E | DE | DE | 0 E | DE |
| 1 | 8 | 1 | 2 | 00 | 1010 | 44 | 11 | 00 | 00 | 00 | ט0 | 00 | 00 |
| 2 | 7 | 3 | 2 | 33 | 33 | 22 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 4 | 9 | 1 | 2 | 56 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |

TABLE 4.5. : CORRUPTED LINKS AND BITS AS A FUNCTION OF THE ATTENUATION FOR THE SUB-LAN OF FIG. C.2.4 FOR THE TRANSMISSION OF 10 BITS PER USER.

```
NODES : 30
USERS
CHIPS PER BIT
1 2 7
CHIP PERIOD
    8
SIMULATION DURATION : }1125
TYPE OF TRAFFIC
    5
RECEIVERS THRESHOLD : 0
LACK OF SYNCHRONIZATION : 0
```

COLUMN A :ID OF NODE
COLUMN C : ID OF INCOMING PORT
COLUMND : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE PHYSICAL CONNECTION

COLUMN E : TOTAL NUMBER OF CORRUPTED BITS
COLUMN F : NUMBER OF HOPS
TR : TRANSMITTER
RC : RECEIVER

|  | OF | HiDP | ATtenuation |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TR | RC |  | 0.1 | 0.99 | 0.95 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 |
| A | A $C$ |  | OE | 05 | OE | 05 | 05 | DE | DE | 2 E | 0 E |
| 1 | 266 | 2 | 22 | 33 | 33 | 11 | 00 | 00 | 00 | 00 | 00 |
| 2 | 272 | 2 | 00 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 5 | 307 | 3 | 82 | $E 2$ | 42 | 42 | 32 | 32 | 32 | 32 | 32 |
| 6 | 251 | $\hat{3}$ | 103 | 123 | 93 | 103 | 93 | 93 | 93 | 103 | 103 |
| 12 | 262 | 3 | 93 | 93 | 82 | 72 | 72 | 93 | 93 | 103 | 113 |
| 14 | 298 | 2 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 15 | 303 | 2 | 33 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 18 | 279 | 3 | 83 | 83 | 62 | 6, 3 | 63 | 93 | 103 | 123 | 123 |
| 20 | 309 | 2 | 33 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 27 | 11 | 3 | \& 3 | 83 | 33 | 33 | 00 | 00 | 00 | 00 | 00 |

TABLE 4.6. : CORRUPTED LINKS AND BITS AS A FUNCTION OF THE ATTENUATION FOR THE SUB-LAN OF FIG. C.2.4 FOR THE TRANSMISSION OF 10 BITS PER USER.

```
NODES : 30
USERS
CHIPS PER BIT255
CHIP PERIOD : 4
SIMULATION DURATION : }1125
TYPE OF TRAFFIC : 5
RECEIVERS THRESHOLD : 0
LACK OF SYNCHRONIZATION : 0
```

COLUMN A :ID OF NODE
COLUMN C : ID OF INCOMING PORT
COLUMND : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE PHYSICAL CONNECTION

COLUMN E : TOTAL NUMBER OF CORRUPTED BITS
COLUMN F : NUMBER OF HOPS
TR : TRANSMITTER
RC : RECEIVER

| 1005 |  | HOPS | attenuation |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0.1 | 0.99 | 0.95 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 | 0.3 |
| \% | $A C$ |  |  | 0 E | OE | DE | OE | OE | OE | 0 E | 0 E | OE | 0 E |
|  |  |  |  |  |  |  | 00 | 00 | 00 | 00 | 00 | 00 |
| 5 | 307 | 3 | 22 42 | 22 52 | 62 | 62 | E 2 | 62 | 42 | 42 | 32 | 22 |
|  |  | 3 | 73 | 52 | 53 | 32 | 43 | 73 | 73 | 93 | 93 | 113 |
| 18 | 279 | 3 | 43 | 53 | 42 | 22 | 22 | $\bigcirc 2$ | 42 | 52 | 73 | 93 |
| 27 | 1 | 3 | 33 | 43 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 0 |

TABLE 4.7. : CORRUPTED LINKS AND BITS AS A FUNCTION OF THE ATTENUATION FOR THE SUB-LAN OF FIG. C.2.4 FOR THE TRANSMISSION OF 10 BITS PER USER.

```
NODES : 30
USERS : 3
CHIPS PER BIT : 511
CHIP PERIOD : 2
SIMULATION DURATION : }1125
TYPE OF TRAFFIC : 5
RECEIVERS THRESHOLD : 0
LACK OF SYNCHRONIZATION : 0
```

COLUMN A :ID OF NODE
COLUMN C : ID OF INCOMING PORT
COLUMND : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE PHYSICAL CONNECTION

COLUMN E : TOTAL NUMBER OF CORRUPTED BITS
COLUMN F : NUMBER OF HOPS
TR : TRANSMITTER

RC : RECEIVER

|  | OF | HOPS | ATTENUATION |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TR/R | RC/R |  | 0.1 | 0.99 | 0.95 | 0.9 | 0.8 | 0.7 | 0.6 | 0.5 | 0.4 | . 3 |
| A | A 6 |  | OE | OE | DE | OE | 0 E | DE | DE | 0 E | DE | DE |
| 5 | 307 | 3 | 22 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 6 | 252 | 3 | 00 | 11 | 11 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |
| 12 | 262 | 3 | 11 | 00 | 00 | 00 | 11 | 11 | 31 | 73 | 73 | 143 |
| 18 | 279 | 3 | 11 | 32 | 00 | 00 | 53 | 73 | 83 | 83 | 153 | 00 |
| 27 | 11 | 3 | 33 | 33 | 00 | 00 | 00 | 00 | 00 | 00 | 00 | 00 |

## TABLE 4.8. : CORRUPTED LINKS AND BITS AS A FUNCTION OF THE ATTENUATION FOR THE SUB-LAN OF FIG C.2.4 FOR THE TRANSMISSION OF 10 BITS PER USER.

```
NODES : 30
USERS : 6
CHIPS PER BIT : 511
CHIP PERIOD : 2
SIMULATION DURATION : }1125
TYPE OF TRAFFIC : 5
RECEIVERS THRESHOLD : 0
LACK OF SYNCHRONIZATION : 0
```

COLUMN A :ID OF NODE
COLUMN C : ID OF INCOMING PORT
COLUMND : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE PHYSICAL CONNECTION

COLUMN E : TOTAL NUMBER OF CORRUPTED BITS
COLUMN F : NUMBER OF HOPS
TR : TRANSMITTER
RC : RECEIVER


## 5. SIMULATION RESULTS. THE DISTRIBUTION OF THE INCOMING POWER OVER THE TOPOLOGY

TABLE 5.1. : POWER DISTRIBUTION OVER THE NETWORK FOR VARIOUS TYPES OF TRAFFIC IN THE SUB-LAN OF FIG. F.3.1.9.


## TABLE 5.2. : POWER DISTRIBUTION OVER THE NETWORK FOR VARIOUS TYPES OF TRAFFIC $\mathbb{N}$ THE SUB-LAN OF FIG.

 C.2.4.NODES ..... 30
USERS ..... 3
CHIPS PER BIT ..... 511
CHIP DURATION ..... 2
SIMULATION PERIOD ..... 11250
RC RECEIVER
COLUMN A ..... :ID OF NODE
COLUMN C ID OF INCOMING PORT
TRAFFIC : 1
TRAFFIC : 2
0.99 0.8 0.2

| AT/TION: |  |  | 0.8 | 0.2 | 0.990 .8 |  | 0.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | RC | INCOMING | INCOMING | INCOMING | INCOMING | INCOMING | NCOMING |
| A | C | POWER | POWER | POWER | POWER | POWER | POWER |
| 3 | 1 | 1.78\& +4 | 1. $748+3$ | 3.09\& +2 | 1. $78 \&+4$ | 1. $74 k+3$ | 3.09\& +2 |
| 4 | 2 | $1.78 \&+4$ | 1. $73 \varepsilon+3$ | 3. $088+2$ | 1.77\&+4 | 1. $64 \varepsilon+3$ | 3.02k+2 |
| 5 | 3 | 1. $78 \&+4$ | 1. $75 \&+3$ | 3. $098+2$ | 1. $78 \&+4$ | 1. $74 \&+3$ | 3. $096+2$ |
| 6 | 4 | 1.78\&+4 | 1. $766+3$ | 3.09\& +2 | 1. $78 \&+4$ | 1. $748+3$ | 3. $098+2$ |
| 1 | 4 | $1.79 \&+4$ | 1. $786+3$ | $3.098+2$ | 1. $788+4$ | 1. $748+3$ | 3.09\& +2 |
| 2 | 5 | $1.78 \&+4$ | 1. $768+3$ | 3. $098+2$ | 1. $788+4$ | 1. $746+3$ | $3.098+2$ |
| 9 | 1 | 1. $778+4$ | 1. $658+3$ | 3. $028+2$ | 1. $798+4$ | 1. $78 \&+3$ | 3.09\& +2 |
| 10 | 2 | 1. $76 \&+4$ | 1. $62 \varepsilon+3$ | 3.01\& +2 | 1. $808+4$ | 1. $858+3$ | 3. $16 \&+2$ |
| 11 | 3 | 1.78\& +4 | 1. $746+3$ | 3.09\& +2 | 1. $798+4$ | 1. $78 \&+3$ | 3.09\& +2 |
| 12 | 4 | $1.80 \&+4$ | 1. $868+3$ | 3. $16 \&+2$ | 1. $79 \%+4$ | 1. $78 \&+3$ | $3.09 \&+2$ |
| 7 | 3 | $1.656+4$ | 6. $62 \&+2$ | 1. $668+1$ | 1. $798+4$ | 1. $78 \&+3$ | 3.09\& +2 |
| 8 | 4 | $1.65 k+4$ | 6.76\& +2 | 1. $68 \&+1$ | 1. $79 \&+4$ | 1. $78 \&+3$ | 3.09\& +2 |
| 15 | 1 | 1. $78 \&+4$ | 1. $74 \&+3$ | 3. $098+2$ | 1. $78 \&+4$ | 1. $75 \alpha+3$ | . $09 \alpha+2$ |
| 16 | 2 | $1.78 \&+4$ | 1. $73 \&+3$ | 3.08\& +2 | 1. $65 \%+4$ | 6. $526+2$ | 1. $64 \&+1$ |
| 17 | 3 | 1.78\& +4 | 1. $75 \&+3$ | $3.098+2$ | 1. $788+4$ | 1. $75 \alpha+3$ | 3.09\& +2 |
| 18 | 4 | 1.78\& +4 | 1.76\& +3 | 3.096 +2 | 1. $788+4$ | 1.75\& + 3 | 3.09\& +2 |
| 13 | 4 | 1. $798+4$ | 1. $78 \&+3$ | 3.09\% +2 | 1. $786+4$ | 1. $75 \%+3$ | 3.09\& +2 |
| 14 | 5 | $1.78 \&+4$ | 1. $76 \&+3$ | 3.09\& +2 | 1. $788+4$ | 1. $75 k+3$ | $3.09 \&+2$ |
| 21 | 1 | 1. $788+4$ | 1. $748+3$ | $3.098+2$ | 1. $788+4$ | 1. $75 k+3$ | 3.09\& +2 |
| 22 | 2 | 1. $768+4$ | 1. $63 \&+3$ | 3. $01 \%+2$ | 1.67\& ${ }^{\text {1. }}$ ( 4 | 7. $736+2$ | 2. $396+1$ |
| 23 | 3 | 1. $788+4$ | 1.74\& + 3 | 3. $098+2$ | 1. $78 \alpha+4$ | 1.75k+3 | 3. $096+2$ |
| 24 | 4 | 1. $78 \&+4$ | 1.76\& + 3 | $3.09 \&+2$ | 1. $78 \alpha+4$ | 1.75\& +3 | 3.09\& +2 |
| 19 | 4 | 1. $80 \&+4$ | 1.87\& +3 | 3. $16 \&+2$ | 1. $78 \&+4$ | 1.756+3 | 3.09\& +2 |
| 20 | 4 | 1. $658+4$ | $6.76 \&+2$ | 1. $688+1$ | 1. $786+4$ | 1. $75 \&+3$ | 3.09\& +2 |
| 27 | 1 | 1.78\& +4 | 1. $74 \%+3$ | 3. $098+2$ | 1. $786+4$ | 1. $748+3$ | 3.09\& +2 |
| 28 | 2 | $1.78 \&+4$ | 1. $736+3$ | 3. $08 \&+2$ | 1. $76 \&+4$ | 1.62\& +3 | $3.01 \&+2$ |
| 29 | 3 | 1. $788+4$ | 1. $75 \&+3$ | $3.09 \&+2$ | 1. $78 \&+4$ | 1. $746+3$ | 3.09\& +2 |
| 30 | 4 | 1. $78 \&+4$ | 1. $76 \&+3$ | $3.09 \&+2$ | 1. $786+4$ | 1. $748+3$ | $3.09 \&+2$ |
| 25 | 4 | 1. $798+4$ | 1. $78 \&+3$ | 3. $098+2$ | 1. $786+4$ | 1. $746+3$ | $3.098+2$ |
| 26 | 5 | 1. $78 \&+4$ | 1. $76 \&+3$ | $3.09 \&+2$ | 1. $78 \&+4$ | 1. $746+3$ | 3.09\& +2 |

TRAFFIC: 5

| AT\TION: |  | : 0.99 | 0.8 | 0.3 |
| :---: | :---: | :---: | :---: | :---: |
| RC |  | INCOMING | INCOMING | INCOMING |
| A | c | POWER | POWER |  |
| 26 | 6 | 1.788+4 | 1. $788+3$ | $4.868+2$ |
| 27 | 2 | 1. $668+4$ | 7.35\& +2 | $4.358+1$ |
| 28 | 3 | $1.718+4$ | 1.068 + 3 | $9.278+1$ |
| 29 | 4 | $1.688+4$ | 3. $646+2$ | $6.098+1$ |
| 30 | 7 | $1.618+4$ | $4.136+2$ | $6.158+0$ |
| 25 | 1 | $1.698+4$ | $8.798+2$ | $6.16 \&+1$ |
| 27 | 7 | $1.798+4$ | 1.82\& +3 | 4.88\&+2 |
| 28 | 7 | $1.628+4$ | $5.118+2$ | 2.178+1 |
| 29 | 3 | 1.716+4 | 1.078+3 | $9.336+1$ |
| 25 | 7 | 1.628+4 | $5.008+2$ | $2.118+1$ |
| 26 | 7 | 1.63\&+4 | $5.336+2$ | $2.30 \&+1$ |
| 26 | 2 | 1.868+4 | 2.278+3 | $5.43 \delta+2$ |
| 28 | 1 | $1.686+4$ | $8.416+2$ | 5.976 +1 |
| 29 | 8 | 1.76\&+4 | 1.658+3 | $4.69 \alpha+2$ |
| 30 | 3 | $1.728+4$ | $1.086+3$ | 9. $398+1$ |
| 25 | 3 | 1. $688+4$ | $8.548+2$ | $6.03 \alpha+1$ |
| 26 | 4 | 1.66\&+4 | $7.448+2$ | $4.418+1$ |
| 27 | 9 | 1.766+4 | 1.608+3 | $4.55 \alpha+2$ |
|  | 1 | $1.668+4$ | 7.318+2 | $4.346+1$ |
|  | 9 | $1.638+4$ | 5.75\& +2 | 3.598+1 |
| 25 | 2 | 1.698+4 | 9.478+2 | $7.588+1$ |
| 25 | 9 | 1.62\&+4 | $5.056+2$ | $2.16 \&+1$ |
| 29 | 9 | 1.76\&+4 | 1.596+3 | $4.558+2$ |
| 28 | 9 | 1. $628+4$ | 4.838+2 | $2.048+1$ |
| 27 | 1 | 1.82\&+4 | $2.038+3$ | 5.09\&+2 |
| 28 | 2 | $1.84 \delta+4$ | 2.09\&+3 | $5.12 \&+2$ |
|  | 1 | 1. $628+4$ | $5.038+2$ | 2.11\&+1 |
| 30 | 4 | $1.848+4$ | 2.08\& +3 | $5.12 \mathrm{E}+2$ |
|  | 4 | $1.828+4$ | 1.96\&+3 | 4.948+2 |
|  | 5 | $1.808+4$ | $1.848+3$ | 4.78\& ${ }^{\text {a }}$ |

## 6. MATHEMATICAL ANALYSIS RESULTS.

TABLE 6.1. : THE POWER OF THE SIGNAL OF INTEREST AT THE INCOMING PORTS OF THE NODES AT POWER UNITS FOR THE SUB-LAN OF FIGURE C.2.4.

| NUMBER | INCOMING POWER OF SIGNAL OF INTEREST |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| OF | AFTER THE FLOODING WITH ATTENUATION OF |  |  |  |
| HOPS | $0.05 \%$ | $0.1 \%$ | $0.2 \%$ | $0.3 \%$ |
| 1 | 475.00 | 450.00 | 400.00 | 350.00 |
| 2 | 56.40 | 50.60 | 40.00 | 30.60 |
| 3 | 6.70 | 5.70 | 4.00 | 2.68 |
| 4 | 0.80 | 0.64 | 0.40 | 0.23 |

# TABLE 6.2. : THE USUAL VALUES OF POWER THAT CAN BE 

 MET IN A SUB-LAN AND THEIR PROBABILITY OF OCCURENCE AS A FUNCTION OF THE USED ATTENUATION, THE NUMBER OF CONCURRENT TRANSMISSIONS AND THE MEAN TIME BETWEEN PACKET TRANSMISSION (FOR THE SUB-LAN OF FIGURE C.2.4 WITH 3 USERS CONNECTED ONEACH NODE).

COLUMN A COLUMN B

COLUMN C COLUMN D COLUMN E

COLUMN F
COLUMN G
: NUMBER OF CONCURRENTLY TRANSMITTED PACKETS.
: MEAN TIME BETWEEN PACKET TRANSMISSIONS, MEASURED IN MICRO-SECONDS.
: THE TOTAL ATTENUATION.
: MEAN POWER DUE TO ECHOES
MEAN POWER DUE TO ECHOES AND THE FIRST HOP OF AN INITIALLY TRANSMITTED SIGNALS AT ANY INPUT PORT.
: MEAN POWER DUE TO ECHOES, THE SECOND HOP OF AN INITIALLY TRANSMITTED SIGNAL AT ANY INPUT PORT
: THE PROBABILITY OF HAVING THE INDICATING POWER AT COLUMN 'D' OR 'E' OR 'F'

|  | 8 | $C$ | D | $E$ | $F$ | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $1.951+01$ | 8.001 | 1.23 |  |  |  |
| 6 | $1.954+01$ | $8.008-01$ | $13.708+001$ | 4.378+002 | $28.708+$ |  |
| 10 | 1.958+01 | $8.001-01$ | $16.178+001$ | 4.62k+002 | $21.128+00$ |  |
| 11 | $1.958+01$ | 8.008 -01 | 18.63 ¢ +001 | $4.868+002$ | $21.368+002$ | 4.72 |
| 18 | 1.951+01 | 8.001-01 | $11.112+002$ | 5.118+002 | $21.618+0$ |  |
| 22 | $1.958+01$ | 8.00d-01 | $1.368+002$ | $5.368+002$ | $21.868+002$ |  |
| 26 | 1.95 +01 | 8.008-01 | $11.608+002$ | $5.601+002$ | $2.108+002$ | 219 |
| 30 | $1.954+01$ | 8.008-01 | $1.858+002$ | 5.85 +002 | 2.35t+002 | 2.37 |
| 34 | $1.954+01$ | $8.008-01$ | $2.108+002$ | 6.108+002 | $2.601+002$ | 1.33 |
| 38 | $1.958+01$ | $8.004-01$ | $2318+002$ | 6.348+002 | $2.848+002$ | 1.698 |
| 42 | $1.951+01$ | 8.005-0 | 2.598+002 | 2 | 3.098+002 | 1.08 |
| 46 | $1.958+01$ | 8.008 | $2.848+002$ | 6.848+002 | 3.344+002 |  |
| 50 | 1.958+01 | 8.008-01 | $3.088+002$ | . $088+002$ | 3.58」+002 |  |
| 5 | $1.958+01$ | 8.008 - | 3.33 | , |  |  |
| 58 | $1.951+01$ | 8.008-01 | $3.588+002$ | .5014002 | . | 9.95d-041 |
| 62 | $1.958+01$ | $8001-$ | 3.828 | 7 874 | 4.32t+002 |  |
| 66 | $1.954+01$ | 8.00\%-01 | 4.07\&+002 | , |  |  |
| 70 | $1.958+01$ | 8.008 -01 | 4.32d+002 | 002 |  |  |
| 74 | $1.958+01$ | 8.008-01 | 4.56d+002 | $8.564+002$ | 5.068+002 |  |
| 78 | 1.95ı+01 | 8.008-01 | 1.81 $4+002$ | $8.818+002$ | $5.318+002$ | 063 |
| 82 | $1.958+01$ | 8.008-01 | $5.068+002$ | 002 | +002 | 2.934-068 |
| 86 | $1.958+01$ | 8.008-01 | $5.308+002$ | 9.308+002 | $5.808+002$ | 3.604-073 |
| 90 | 1.95k+01 | 8.008-01 | 5.55 |  | . 058 \$+002 | 078 |
| 2 | 9.75i+00 | 8.008-0 | $1.238+001$ |  | ,6.23a+001 | 003 |
| 6 | 9.752+00 | 8.00d-01 | 70 | 4.3 | $8.708+001$ | 18-002 |
| 10 | $9.758+00$ | 8.008-01 | 6. $178+001$ | 62 | 1.128+002 |  |
| 14 | $9.753+00$ | $8.005-01$ | $8.638+0$ | 4.86d+002 | 1.368 +002 | 002 |
| 18 | $9.758+00$ | 8 -008-01 | .118+002 | . $112+002$ | 61 $4+002$ | 003 |
| 22 | $9.75 d+00$ | 8.004-01 | $368+002$ | 002 | 002 | 004 |
| 28 | $9.758+00$ | 8.008 | 60 d |  |  |  |
| 30 | $9.758+00$ | 8.008-01 | .85d+002 | $5.854+0022$ | 002 | 8 |
| 34 | $9.758+00$ | 8.008-01 | $108+002$ | $108+002$ | . $608+002$ | 1.168-016 |
| 38 | $9.758+00$ | 8.008 -01 | 348+002 | 0022 | $2.844+00$ | 318-013 |
| 2 | $9.754+00$ | 8.008-01 | $2.598+002$ | $595+0023$ | $3.098+002$ | 05d-015 |
| 16 | $9.758+00$ | 8.008-01 | $2.848+002$ | $6.848+0023$ | $3.348+002$ | 768-018 |
| 5 | $9.754+00$ | 8.008-01 | $3.088+002$ | 7.08b+002 3 | 3.588+002 | 0. 5 -02i |
| L | $9.758+00$ | 8.008-01 | $3.33 \mathrm{~d}+002$ | $336+0023$ | $3.838+002$ | 814-03: |
| 88 | 9.751+00 | 8.008-01 | 2.58b+002 | . 588+002 4 | 4.08d+002 | 178-027 |
| 2 | 9.75 +00 | 8.008-01 | $3.828+002$ | 82d +002 | 328+002 | 03: |
|  | $9.758+00$ | 800 | 78 | 078 +002 |  |  | $1.95 s+018.00 \mathrm{~s}-018.63 d+001$ \& $86 d+0021.36 d+002 \quad 4.72 d-004$ $195 \downarrow+018$ 008-01 1.11 $8+0025.118+0021.618+0021.02 \downarrow-006$

$1.958+01 \quad 8.008-011.368+0025.368+0021.868+0021138-008$
$1.95 t+018.008-011.608+0025.608+0022108+0022198-011$
$1.958+018.008-011.858+0025.858+0022.358+0022.378-014$
$1.958+018.008-012.108+0026.108+0022.608+0021.338-017$
$1.954+018.008-012.348+0026.348+0022.84\}+0024.698-021$
$1.95 d+01 \quad 8.008-012.59 d+0026.598+0023.098+002 \quad 1.098-024$
$1.95 d+018.004-012.848+0026.848+0023.34 k+0021.748-028$
$1.95 t+018.008-013.08 \downarrow+0027.08 \&+0023.58 \&+0021.97 d-032$
$1.958+018.00 d-013.338+0027.336+0023.838+022 \quad 1.628-036$
$1.95 b+018.004-013.58 b+0027.58 b+0024.088+0029.95 d-041$
$1.95 \mathrm{~d}+01 \quad 8.00 \mathrm{~d}-01 \quad 3.82 \mathrm{~s}+0027.82 \mathrm{t}+0024.32 \mathrm{t}+0024.64 \mathrm{~d}-045$
$1.95 t+018800 k-01407 b+0028.078+002 \& 578+002168 t-049$
$1.95 d+01 \quad 8.00 k-014.32 \mathrm{k}+0028.32 \mathrm{~s}+0024.82 \mathrm{~d}+0024.77 \mathrm{~d}-054$
$1.958+018.008-01 \quad 6.568+0028.568+002 \quad 5.068+002 \quad 1.08 t-058$
$1.958+018.008-01 \quad 4.81 \mathrm{~d}+0028.818+002 \quad 5.318+0021.971-063$
$1.958+018.001-015.068+0029.06 d+0025.568+0022.938-068$
$1.958+018.008-01 \quad 5.308+002 \quad 9.308+002 \quad 5.808+002 \quad 3.608-073$
$1.954+018.008-015.554+0029.55+0026.054+0023.66 \downarrow-078$
$3.901+00 \quad 8.008-018.631+0014.86 \downarrow+0021.368+0022.82 \downarrow-002$
$3.908+00 \quad 8.001-01 \quad 1.118+0025.118+0021.618+0027.178-002$
$3.908+00 \quad 8.004-01 \quad 1.368+0025.361+002 \quad 1.86 \$+0028.284-002$
$3.908+00 \quad 8.00 \mathrm{~d}-01 \quad 1.608+0025.60 \mathrm{~s}+002 \quad 2.108+002$ \&.49 -002
$3.90 \$+008.008-011.85 \&+0025.85 \$+0022.35 \$+0021.33 \&-002$
$3.908+008.008-012.108+0026.108+0022.60 \mathrm{~d}+0022.32 \mathrm{f}-003$
$3.908+00 \quad 8.008-012.348+0026.348+002 \quad 2.848+0022.558-004$
$3.908+00 \quad 8.004-012.598+0026.598+002 \quad 3.09 k+002 \quad 1.841-005$
$3.908+008.008-012.848+0026.818+0023.348+0029.158-007$
$3.908+00 \quad 8.008-01 \quad 3.088+0027.08 \&+0023.58 \$+0023.22 \&-008$
$3.908+00 \quad 8.008-01 \quad 3.334+002 \quad 7.338+0023.838+0028.258-010$
$3.908+00 \quad 8.008-01 \quad 3.58 \mathrm{~d}+002 \quad 7.58 \mathrm{~s}+0024.08 \mathrm{~d}+002 \quad 1.58 \mathrm{~s}-011$
$3.90 \mathrm{~d}+008.001-013.82 \mathrm{z}+0027.82 \mathrm{~s}+0024.32 \mathrm{~s}+0022.291-013$
$3.908+00 \quad 8.001-014.078+0028.078+0024.578+002 \quad 2.578-015$
$3.908+00 \quad 8.001-014.32 \mathrm{~h}+0028.32 \mathrm{f}+0024.82 \mathrm{t}+0022.27 \mathrm{f}-017$
3. $908+00 \quad 8.001-014.56 \$+0028.568+0025.068+0021.601-019$
$3.90 \$+008.001-014.814+0028.81 \downarrow+0025.311+0029.108-022$
$3.908+008.001-015.06 \&+0029.068+002 \quad 5.56\}+0024.221-024$
$3.908+008.008-015.308+0029.308+0025.808+0021.618-026$
$3.908+00 \quad 8.008-015.558+0029.558+0026.058+0025.101-029$
$3.258+00 \quad 8.008-01 \quad 1.238+001 \quad 4.128+0026.238+001 \quad 4.341-009$
$3.254+00 \quad 8.008-013.708+001 \quad 4.378+0028.701+001 \quad 4.718-006$ $3.258+00 \quad 8.008-016.178+001 \quad 4.621+0021.128+002 \quad 3.654-004$ $3.25 d+00 \quad 8.00 \mathrm{t}-018.63 \mathrm{~d}+001 \quad 4.86 \mathrm{~d}+002 \quad 1.368+002 \quad 5.918-003$ $3.25 \mathrm{i}+008.00 \mathrm{~b}-01 \quad 1.118+0025.118+0021.618+0023.168-002$ $3.25 \&+008.001-011.364+0025.368+0021.868+0027.028-002$ $3.258+00 \quad 8.008-011.608+0025.608+0022.108+0027.658-002$ $3.25 \&+00 \quad 8.001-01 \quad 1.858+0025.854+0022.35 \$+002 \quad 4.54 \downarrow-002$ $3.25 \&+008.008-012.108+0026.108+002 \quad 2.608+002 \quad 1.598-002$ $3.254+00 \quad 8.004-012.344+0026.344+002 \quad 2.844+0023.51 \mathrm{~d}-003$ $3.258+00 \quad 8.008-012.598+002 \quad 6.598+0023.098+0025.11 \mathrm{~d}-004$ $3.25 \&+00 \quad 8.008-012.848+0026.81 \&+0023.348+002 \quad 5.108-005$ $3.254+00 \quad 8.008-013.084+0027.088+0023.581+0023.601-006$ $3.25 \downarrow+00 \quad 8.001-01 \quad 3.33 k+002 \quad 7.33 \downarrow+0023.83 \downarrow+0021.85 \downarrow-007$ $3.25 t+00 \quad 8.004-013.588+0027.588+0024.08 t+002 \quad 7.118-009$ $3.25 d+00 \quad 8.004-01 \quad 3.828+0027.82 d+0024.328+0022.088-010$ $3.258+00 \quad 8.008-01 \quad 4.078+0028.078+002 \quad 4.578+0024.698-012$ $3.25 d+00 \quad 8.00 \mathrm{~d}-014.32 \mathrm{~d}+0028.32 \mathrm{~d}+0024.82 \mathrm{~d}+0028.32 \mathrm{~s}-014$ $3.25 \mathrm{~d}+008.00 \mathrm{~d}-014.56 \mathrm{~d}+0028.56 \mathrm{~d}+0025.06 \mathrm{f}+002 \quad 1.18 \mathrm{~d}-015$ $3.258+00 \quad 8.008-01 \quad 4.818+0028.818+002 \quad 5.31 d+002 \quad 1.34 d-017$ $3.258+00 \quad 8.00 \$-015.068+002 \quad 9.068+002 \quad 5.568+0021.258-019$ $3.25 \$+008.001-015.301+0029.308+0025.80 \mathrm{~d}+0029.58 \mathrm{k}-022$ $3.25 \&+00 \quad 3008-015.55 \downarrow+0029.55 d+0026.058+0026.108-024$
$2.798+00 \quad 8.008-01 \quad 1.238+001 \quad 1.12 d+0026.238+0011.078-010$
$2.798+00 \quad 8.008-013.708+001 \quad 4.378+0028.708+001 \quad 2.108-007$
$2.798+00 \quad 8.008-016.178+001 \quad \& .628+0021.128+0022.958-005$
$2.798+00$ \& 001-01 \& .638+001 $4.864+0021.368+0028.68 \mathrm{~d}-004$
$2.798+00800 \mathrm{~d}-01 \quad 1.11 \mathrm{~d}+0025.11 \mathrm{f}+002 \quad 1.618+0028.36 \mathrm{~d}-003$ $2.798+008$ 8 00\&-01 1. $36 d+0025.36 \$+0021.95 d+002 \quad 3.378-002$ $2.798+00 \quad 8.008-01 \quad 160 \mathrm{~d}+002 \quad 5608+002 \quad 2.10840026618-002$ $2.798+00 \quad 8.008-01 \quad 1.858+0025.858+0022.358+0027.148-002$ $2.798+00 \quad 8.008-012.108+0026.108+0022.604+0021.54 k-002$ $38 \quad 2.798+00 \quad 8.00\}-012.34 \delta+002 \quad 6.34\}+002 \quad 2.848+002 \quad 1.818-002$ $42 \quad 2.798+00 \quad 8.008-012.598+002 \quad 6.598+002 \quad 3.098+002 \quad 1.778-003$ 4E 2.798+00 8.008-01 $2.84 d+002 \quad 6.84 \&+002 \quad 3.34 d+0028.61 d-004$
$5 \hat{2}$ 2.798 +00 \& 000 -01 $2.08 \&+0027.08 d+0023.588+002 \quad 1.108-004$ $54 \quad 2.798+00 \quad 8.00 \downarrow-013.33 \&+0027.33 \downarrow+0023.83 \&+0021.03 九-005$ 58 : $798+00$ \& 00$\}-013.58 \&+0027.58 \downarrow+0024.084+0027.14 \&-007$
 $66 \quad 2.793+00$ \& 003-01 $4.078+0028.078+002 \quad 4.57 \&+002 \quad 1.54 \&-009$ $70 \quad 2.798+00 \quad 8.001-01 \quad 4.328+002 \quad 8.32 \mathrm{f}+0024.828+0024.958-011$ 71 2.798+00 8.004-01 $4.564+0028.568+002 \quad 5.068+002 \quad 1.27 \mathrm{~d}-012$
 $82 \quad 2.798+00 \quad 8.004-015.06 \$+0029.06 \downarrow+002 \quad 5.56 \downarrow+0024.12 d-016$ $86 \quad 2.798+00 \quad 8.004-01 \quad 5.308+0029.308+0025.80 \$+0026.13 \&-018$ $90 \quad 2.798+00 \quad 8.008-015.558+0029.55 \$+0026.05 \$+0027.078-020$ 2 2.48 $+00 \quad 8.001-01 \quad 1.23840011 .128+0026.238+0012.54 \mathrm{t}-012$ $62.44+00 \quad 8.008-013.708+0014.378+0028.701+0018.368-009$ $10 \quad 2.414+00 \quad 8.00 \mathrm{~d}-016.17 \mathrm{~d}+001 \quad 4.62 \mathrm{k}+002 \quad 1.12 \mathrm{t}+002 \quad 1.97 \mathrm{f}-006$ $142.44 d+00 \quad 8.008-018638+0014.868+0021.36 d+0029.718-005$ 18 2.411+00 8.008-01 1.11d+002 5.11\& +002 1.61 $1+002 \quad 1.571-003$ 22 2.48 $+008.00 \$-01 \quad 1.36 \$+0025.361+0021.86 d+0021.06 d-002$ $26 \quad 2.448+00 \quad 8.008-01 \quad 1.608+0025.608+002 \quad 2.108+0023.508-002$ $30 \quad 2.44 \mathrm{~d}+00 \quad 8.00 \mathrm{~d}-011.85 \mathrm{~d}+0025.85 \mathrm{~d}+002 \quad 2.35 \mathrm{~d}+002 \quad 6.31 \mathrm{~s}-002$ $342.148+00 \quad 8.008-012.108+002 \quad 6.104+0022.608+0026.728-002$ 38 2. $14 \mathrm{~h}+00$ 8.008-01 $2.348+0026.34 \mathrm{~h}+0022.84 \mathrm{~h}+002$ 4.501-002 12 2.148+00 8.001-01 $2.598+0026.594+002 \quad 3.098+0021.996-002$
 $50 \quad 2.468+00 \quad 8.001-013.088+0027.088+0023.588+002 \quad 1.291-003$ $54 \quad 2.44+00 \quad 8.004-013.338+0027.338+0023.838+0022.02 \mathrm{t}-004$ $58 \quad 2.418+00 \quad 8.001-01 \quad 3.588+0027.588+0024.084+002 \quad 2.35 \&-005$ 2 2.4 4 b $+008.00 \mathrm{~b}-013.82 \mathrm{~b}+0027.82 \mathrm{~b}+002$ 4.32 $+0022.08 \mathrm{~d}-006$ $66 \quad 2.48+00 \quad 8.008-01 \quad 1.078+002 \quad 8.078+002 \quad 4.57 \mathrm{f}+002 \quad 1.138-007$ $70244+008.00 \mathrm{~d}-01$ \& $32 \mathrm{~d}+0028.32 \mathrm{~s}+0024.82 \mathrm{~d}+0027.69 \mathrm{~d}-009$ 4 2.418 $+008.008-014.558+0028.568+0025.068+0023.301-010$ 8 2. 148 $+008.001-01 \quad 4.811+0028.811+0025.318+0021.141-011$ 32 2. 141 $+008.001-015.068+0029.068+0025.568+0023.238-013$
 2.418 $+0088.008-015.558+0029.558+0026.058+0021.458-016$ $2.178+008.008-011.238+0014.128+0026.238+0015.848-014$ $2.178+00 \quad 8.004-013.708+0014.378+0028.708+0013.048-010$ $2.178+008.008-016.17 d+001 \quad 4.628+0021.128+0021.138-007$ 1 2.17 $+008.008-018.63 d+001 \quad 4.862+002 \quad 1.364+0028.82 \mathrm{l}-006$ $2.178+00 \quad 8.008-01 \quad 1.118+002 \quad 5.118+002 \quad 1.618+0022.258-004$ 2.178+00 8.008-01 1.368+002 5.368+002 1.868 +002 2.108-003 $2.178+00 \quad 8.008-01 \quad 1.608+002 \quad 5.608+002 \quad 2.108+0021.268-002$ $2.178+00 \quad 8.008-01 \quad 1.854+0025.858+002 \quad 2.358+002 \quad 3.581-002$ $2.178+00$ \& 008-01 2.108+002 6.10\$ $20022.60 \$+0026.028-002$ $2.178+008.008-012.318+0026.348+0022.818+0026.378-002$ $42 \quad 2.178+00 \quad 8 \quad 008-012.598+0026.598+002 \quad 3.091+002 \quad 4.458-002$
 $50 \quad 2178+00$ 8.008-01 3.08\$ $+0027.08 \$+0023.58 \$+0027.218-003$ $54 \quad 2.17 \mathrm{~d}+00 \quad 8.00 \mathrm{~d}-01 \quad 3.33 \mathrm{~d}+0027.33 \mathrm{~d}+0023.83 \mathrm{~d}+002 \quad 1.78 \mathrm{~d}-003$ $58 \quad 2.178+00 \quad 8.008-01 \quad 3.58 \&+0027.584+0024.08 \&+002 \quad 3.28 \&-004$ 62 2.17d $+00 \quad 8.00 \mathrm{~d}-01 \quad 3.82 \mathrm{~s}+0027.82 \mathrm{t}+0024.32 \mathrm{t}+0024.59 \mathrm{t}-005$ $662178+00$ \& $008-011.078+0028.07 \downarrow+002 \quad 4.578+0021.978-006$ $70 \quad 2.178+00 \quad 8.008-01 \quad 4 \quad 32 s+002 \quad 8.32 \&+002 \quad 4.82 \&+002 \quad 4.248-007$ 74 2.17 $1+00 \quad 8001-014.568+0028.561+002 \quad 5.06 \$+002 \quad 2.871-008$ $78 \quad 2.178+00 \quad 8.001-01 \quad 4.818+0028.818+002 \quad 5.318+0021.578-009$ 82 2. $178+00 \quad 8.008-015.068+0029.068+002 \quad 5.561+0027.038-011$ $10 \quad 9.754+00 \quad 8.001-01 \quad 6.174+001 \quad 4.628+002 \quad 1.12 d+002 \quad 1.198-001$ $14 \quad 9.754+00 \quad 8.001-018.638+001 \quad 4.868+002 \quad 1.368+002 \quad 3.288-002$ 18 9.758+00 8. 00d-01 $1.118+002 \quad 5.118+0021.618+002$ 2.898-003 $229.754+00 \quad 8.008-01 \quad 1.368+002 \quad 5.368+0021.864+0021.08 \$-004$ $26 \quad 9.758+00 \quad 8.001-01 \quad 1.608+002 \quad 5.601+002 \quad 2.108+0021.988-006$ $30 \quad 9.754+00 \quad 8.008-01 \quad 1.858+002 \quad 5.854+002 \quad 2.358+002 \quad 1.974-008$ $349.758+00 \quad 8.00 \mathrm{t}-012.108+0026.108+002 \quad 2.60 \mathrm{~d}+002 \quad 1.168-010$ $38 \quad 9.754+00 \quad 8.008-01 \quad 2.348+002 \quad 6.348+002 \quad 2.848+002 \quad 4.31\}-013$ 12 9.75 $\downarrow+008$ 800 -01 $2.598+0026.59 \downarrow+0023.098+0021.05 d-015$ 46 $9.758+00 \quad 8.008-012.848+002 \quad 6.848+002 \quad 3.348+002 \quad 1.764-018$ $50 \quad 9.758+00 \quad 8.008-01 \quad 3.08 d+0027.084+002 \quad 3.58 d+002 \quad 2.098-02 \mathrm{i}$ 54 9.75 $+00 \quad 8.008-01 \quad 3.33 \&+002 \quad 7.33 \&+002 \quad 3.83 \&+002 \quad 1.81 \&-024$ 58 9 758 $+00 \quad 8.008-013.58 d+0027.58 \&+0021.088+002 \quad 1.17 d-027$ $629.754+00 \quad 8.004-013.828+0027.828+0024.32 \mathrm{~d}+0025.71 \mathrm{z}-0 \approx:$
$74 \quad 9.75 t+00 \quad 8.00 t-01 \quad 432 d+002 \quad 8.32 t+002 \quad 4.82 d+0026.46 d-038$
78 g.75t+00 8.00t-01 4.81$\}+0028.81\}+0025.31 t+002$ 2 $948-045$
$82 \quad 9.758+00 \quad 8.008-015.068+002 \quad 9.068+0025.568+0021.598-049$ \&6 $9.75 d+00 \quad 8.002-015.30 d+002 \quad 9.30 d+002 \quad 5.808+0025.91 d-053$ $90 \quad 9.75 \&+00 \quad 8.00 \mathrm{~d}-01 \quad 5.55 d+002 \quad 9.55 d+0026.058+0026.33 \mathrm{~d}-0.57$ $26.50 \mathrm{~d}+00$ $6 \quad 6.508+00$ $10 \quad 6.508+00$ $146.50 \mathrm{~h}+00$ $186.504+00$ $22 \quad 6.504+00$ $26 \quad 6.504+00$ $30 \quad 6.508+00$ $346.508+00$ $38 \varepsilon .508+00$ $42 \leqslant .508+00$ 46 6.508+00 $50 \quad 6.50 \mathrm{c}+00$ $54 \quad 6.508+00$ $58 \quad 6.508+00$ $62 \quad 6.508+00$ $66 \quad 6.508+00$ $70 \quad$ E. $508+00$ $74 \quad 6.508+00$ $78 \quad 6.503+00$ $6.508+00$ $6.505+00$ $6.508+00$ $4.888+00$ $4.888+00$ 4. $888+00$ $4.888+00$ $1.88 \mathrm{~s}+00$ $1.888+00$ $4.88 d+00$ $4.888+00$ $4.88 \&+00$ 4.88ぇ+00 4888400 $1.88 \&+00$ $4.888+00$ $4.888+00$ $4.884+00$ $4.88 \mathrm{~d}+00$ $1.888+00$ $4.888+00$ 4.88¿+00 $1.88 \mathrm{~d}+00$ $4.888+00$ $4.888+00$ $4.88 a+00$ $3.90 \mathrm{a}+00$ $3.908+00$ $3.904+00$ $3.908+00$ $3.908+00$ $3.908+00$ $3.908+00$ $3.908+00$ $3.908+00$ 3. $904+00$ $3.908+00$ $3.904+00$ $3.908+00$ $3.908+00$ 3. $90 \mathrm{~b}+00$ $3.908+008$
$3.90 d^{2}+00$ 2. 00t-01 $456 \downarrow+002$ \& $568+0025.05 d+002 \quad 1.608-019$
3.908+00 8.008-01 $4.81 d+0028.818+002 \quad 5.318+002$ 9.108-022
$2.908+0028.004-015.06 d+0029.06 d+0025.56 d+002$ 4.22d-024
$3.908+00 \quad 8.008-015.30 d+002 \quad 9.308+002 \quad 5.808+002 \quad 1.618-026$
$3.90 \&+00 \quad 8.00 d-015.55 d+0029.55 d+002 \quad 6.05 d+002 \quad 5.10 d-029$
$3.25 \mathrm{~d}+00 \quad 8.00 \mathrm{~d}-01 \quad 1.23 \mathrm{~d}+001 \quad 4.12 \mathrm{~d}+002 \quad 6.238+001 \quad 1.348-009$
$3.25 d+00 \quad 8.008-01 \quad 3.70 d+001 \quad 4.378+0028.708+001 \quad 4.718-006$
$3.25 d+00 \quad 8.00 \mathrm{~d}-016.178+001 \quad 1.628+002 \quad 1.128+002 \quad 3.65 \downarrow-004$
$3.25 d+00 \quad 8.00 \$-018.638+001 \quad 4.864+002 \quad 1.368+002 \quad 5.948-003$
$3.258+00 \quad 8.008-011.118+0025.118+0021.518+0023.168-002$
$3.258+00 \quad 8.008-01 \quad 1.36 \downarrow+002 \quad 5.36 \$+0021.86 \$+002 \quad 7.028-002$
$3.258+00 \quad 8.008-01 \quad 1.608+002 \quad 5.60 \mathrm{~d}+002 \quad 2.108+0027.658-002$
$3.25 d+008.00\}-01 \quad 1.85 d+0025.85 \downarrow+002 \quad 2.35 d+002 \quad 4.54 d-002$
$3.25 d+00 \quad 8.008-012.10 d+002 \quad 6.108+0022.608+002 \quad 1.598-002$
$3.25 d+008.008-012.348+0026.348+0022.848+002$ 3.51d-003
$3.25 d+00 \quad 8.00 \mathrm{~d}-01 \quad 2.59 \mathrm{~d}+002 \quad 6.598+002 \quad 3.098+002 \quad 5.118-004$
$3.258+008.008-012.848+0025.848+0023.348+0025.108-005$
$3.258+00 \quad 8.008-013.088+0027.08 \mathrm{~d}+0023.58 \mathrm{~d}+0023.608-006$
$3.25 \downarrow+00 \quad 8.008-013.338+0027.33 \downarrow+0023.83 \downarrow+002 \quad 1.85 d-007$
$3.25 \&+00 \quad 8.001-013.588+0027.58 \&+0024.08 \&+0027.118-009$
$3.25 \mathrm{~s}+0088.00 \mathrm{~s}-013.82 \mathrm{~s}+0027.82 \mathrm{f}+0024.32 \mathrm{~h}+002$ 2.08z-010
$3.25 \mathrm{~d}+00 \quad 8.00 \mathrm{~d}-014.07 \mathrm{k}+0028.07 \mathrm{~d}+0024.57 \mathrm{~d}+002 \quad 4.69 \mathrm{~d}-012$
$3.25 b+00 \quad 8.00 \mathrm{~s}-014.32 \mathrm{~b}+0028.32 \mathrm{~s}+0024.82 \mathrm{~s}+0028.32 \mathrm{t}-014$
$3.25 \&+00 \quad 8.00 \downarrow-01 \quad 4.56 d+002 \quad 8.56 \downarrow+002 \quad 5.06 \downarrow+002 \quad 1.18 \downarrow-015$
$3.258+00 \quad 8.008-01 \quad 4.81 b+0028.818+002 \quad 5.316+002 \quad 1.34 \downarrow-017$
$3.254+00 \quad 8.001-015.068+002 \quad 9.06 d+002 \quad 5.56 \downarrow+002 \quad 1.258-019$
$3.258+00 \quad 8.008-015.308+0029.308+0025.808+0029.588-022$
$3.25 \&+00 \quad 8.008-015.55 \&+0029.55 \&+0026.058+0026.104-024$
$2.798+008.008-01 \quad 1.238+001 \quad 4.128+002 \quad 6.238+001 \quad 1.078-010$
$2.798+00 \quad 8.008-01 \quad 3.708+001 \quad 4.378+002 \quad 8.708+001 \quad 2.108-007$
$2.798+00 \quad 8.008-016.17 \$+001 \quad 4.62 \mathrm{~s}+002 \quad 1.128+0022.95 \&-005$
$4 \begin{array}{llllll}1 & 2.79 d+00 & 8.008-01 & 8.63 d+001 & 4.86 d+002 & 1.36 d+002 \\ 8.688 & -004\end{array}$
$2.798+00 \quad 8.004-01 \quad 1.11 \downarrow+002 \quad 5.118+002 \quad 1.618+0028.354-003$
$2.798+00 \quad 8.004-01 \quad 1.368+002 \quad 5.368+002 \quad 1.868+002 \quad 3.378-002$
$2.798+00 \quad 8.008-011.608+0025.608+002 \quad 2.108+0026.614-002$
$30 \quad 2.798+00 \quad 8.008-01 \quad 1.858+002 \quad 5.85 d+002 \quad 2.35 \downarrow+0027.148-002$
$34 \quad 2.798+00 \quad 8.00 \mathrm{~d}-012.108+0026.108+002 \quad 2.608+002 \quad 4.548-002$
$38 \quad 2.798+00 \quad 8.008-012.348+0026.34 d+0022.818+0021.81 \$-002$
42 2.798 $+0088008-012.598+0026.598+0023.098+002 \quad 4.77 \mathrm{f}-003$
$46 \quad 2.798+00 \quad 8.008-012.848+002 \quad 6.848+002 \quad 3.348+0028.614-004$
$50 \quad 2.798+00 \quad 8.008-01 \quad 3.088+002 \quad 7.088+002 \quad 3.58\}+002 \quad 1.106-004$
$\begin{array}{lllllll}51 & 2.79 ぬ+00 & 8.00 d-01 & 3.33 k+002 & 7.33 k+002 & 3.83 \\ 5 & 2002 & 1.038-005\end{array}$
$58 \quad 2.708+00 \quad 8.008-01 \quad 3.58 \&+002 \quad 7.588+002 \quad 4.088+002 \quad 7.148-007$

| 62 | $2.79 \mathrm{~d}+00$ | $8.00 \mathrm{~d}-01$ | $3.82 \mathrm{~d}+002$ | $7.82 \mathrm{~s}+002$ |
| :--- | :--- | :--- | :--- | :--- |
| 4.32 s |  |  |  |  |$+002 \quad 3.77 \mathrm{f}-008$

t6 $2.798+00 \quad 8.004-014.078+0028.078+0024.578+0021.548-009$
$70 \quad 2.79 \mathrm{~s}+00 \quad 8.00 \mathrm{~d}-01 \quad 4.32 \mathrm{~d}+0028.32 \mathrm{~d}+0024.82 \mathrm{~d}+002 \quad 4.95 \mathrm{~d}-011$
i4 $2.798+00 \quad 8.00 \mathrm{~d}-014568+0028.564+002 \quad 5.068+002 \quad 1.274-012$
$78 \quad 2.798+00 \quad 8.00 \mathrm{~d}-01 \quad 4.81 d+002 \quad 8.818+002 \quad 5.318+0022.628-014$
$82 \quad 2.798+00 \quad 8.00 \mathrm{~d}-01 \quad 5.06 d+002 \quad 9.06 d+002 \quad 5.56 d+002 \quad 4.12 \mathrm{~d}-016$
$86 \quad 2.798+00 \quad 8.008-01 \quad 5.308+0029.308+002 \quad 5.808+0026.138-018$
$90 \quad 2.79 \&+00 \quad 8.00 \mathrm{~d}-015.55 d+0029558+002 \quad 6.05 \&+002$ 7.078-020
2 2.44d $+00 \quad 8.00 \mathrm{~d}-01 \quad 1.23 \mathrm{~s}+001 \quad 4.12 \mathrm{~d}+0026.23 \mathrm{~d}+001 \quad 2.54 \mathrm{~d}-012$
$62.448+0088.008-013.708+0014378+0028.704+0018.364-009$
$50 \quad 4.884+00 \quad 8.00 \mathrm{~L}-01 \quad 3.08 \$+002 \quad 7.08 \$+002 \quad 3.58 \$+002 \quad 4.53 \mathrm{~L}-011$
54 4 888 + 008 8 00\&-01 $3.332+0027.334+0023.834+0024.991-013$
$58 \quad 4.888+00 \quad 8.004-01 \quad 3.588+002 \quad 7.588+002 \quad 4.088+0024.098-015$

$5 \quad 4.88 d+00 \quad 8.008-01 \quad 4.078+002 \quad 8.078+002 \quad 4.578+002 \quad 1.238-019$

(4) $4.88 \&+00 \quad 8.00 d-014.568+0028.568+002 \quad 5.068+002 \quad 1.428-024$
3 4.88d+00 8.00\$-01 $1.81 d+0028.81 d+002 \quad 5.31 d+002 \quad 3.45 k-027$
$82 \quad 4.888+00 \quad 8.008-01 \quad 5.06 d+002 \quad 9.06 \$+002 \quad 5.568+002 \quad 6.878-030$
$3.90 \$+00 \quad 8.008-014.078+0028.074+002457 \mathrm{~d}+0022.574-015$
$3.908+00 \quad 8.00 \mathrm{~s}-014.32 \boldsymbol{z}+0028.328+0024.828+0022.278-017$

TABLE 6.3. : THE MAXIMUM VALUES OF POWER THAT CAN BE GATHERED IN A SUB-LAN TOGETHER WITH THE PROBABILITY TO MEET IT AT A PARTICULAR INPUT PORT OF A PARTICULAR NODE, AS A FUNCTION OF THE USED ATTENUATION, THE NUMBER OF CONCURRENT TRANSMISSIONS AND THE MEAN TIME BETWEEN PACKET TRANSMISSION (FOR THE SUB-LAN OF FIGURE C.2.4 WITH 3 USERS CONNECTED ON EACH NODE).

```
COLUMN A
COLUMNB : MEAN TIME BETWEEN PACKET TRANSMISSIONS, MEASURED IN
MICRO-SECONDS.
    THE TOTAL ATTENUATION.
    NUMBER OF CONCURRENTLY ARRIVED PACKETS AT AN INPUT PORT
    AFTER THEIR FIRST HOP ( }\mp@subsup{n}{2}{\prime}\mathrm{ ).
COLUMN E : MEAN POWER DUE TO ECHOES .
COLUMN F : COEFFICIENT OF PORT USAGE.
COLUMNG : MEAN POWER DUE TO ECHOES AND THE FIRST HOP OF n}\mp@subsup{n}{2}{}\mathrm{ INITIALLY
TRANSMITTED SIGNALS AT A PARTICULAR INPUT PORT,
COLUMNH : THE PROBABILITY OF HAVING THE INDICATING POWER AT
    COLUMN 'G'.
COLUMNF : MEAN POWER DUE TO ECHOES, THE FIRST HOP OF n}\mp@subsup{n}{2}{}\mathrm{ INITIALLY
        TRANSMITTED SIGNALS AND THE SECOND HOP OF n
        TRANSMITTED SIGNALS AT A PARTICULAR INPUT PORT.
COLUMNI : THE PROBABILITY OF HAVING THE INDICATING POWER AT
    COLUMN '1'
```

| A | B | C |  | D E |  | G |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 34 | $6.508+00$ | 8.008-01 | 2 | 1.008-03 | $012+003$ |  | $12+003$ |  |
| 38 | ©.50b+00 | 8 004-01 | 2 | 1. 008-03 | $038+003$ | 010 | 5et+003 |  |
| 2 | 6.50k+00 | 8 00d-01 | 2 | $1008-0.3$ | 066+003 | 01 | 65at+00: |  |
| 6 | 6. $503+00$ | 8 008-01 | 2 | $1008-03$ | 08\% +003 | 13t-010 | 1384003 |  |
| 50 | $6.508+00$ | 8.008-01 | 2 | 1.006-03 | $118+003$ | .13z-v10 |  |  |
| 54 | - $508+00$ | $8008-01$ |  | 1 008-03 | +00 | 138-010 |  |  |
| 58 | $650 \mathrm{~d}+00$ | $8.004-01$ |  | $1004-03$ | 16 +003 |  |  |  |
| ¢ 2 | 6. $508+00$ | $8008-01$ | 2 | $1008-03$ | $18.6+003$ | .124-010 | 20 0 d00 |  |
| 66 | $6.508+00$ | 8.008-01 | 2 | 1.008-03 | 218+003 | 13\&-010 | $108+003$ |  |
| 70 | $6.508+00$ | 3 00s-01 |  | $1009-03$ | $238+003$ | 13t-010 |  |  |
| 74 | $6.508+00$ | 8.008-101 | 2 | 1.008-03 | 268+00 | 134-010 |  |  |
| 78 | - $503+00$ | $8.008-01$ | 2 | 008-03 | . $202+003$ |  |  |  |
| 82 | 6508+00 | $8.004-01$ | ? | $1004-03$ | 238 +003 |  |  |  |
| 86 | 6. 508 500 | $\bigcirc 004-01$ |  | 1008-03 | 238 200 |  | $47 d+003$ |  |
| 90 | $6.508+00$ | 8 008-01 |  | 1.004-03 | $368+00$ |  |  |  |
| ? | $4.888+00$ | $8.004-01$ |  | $1004-03$ | $378+002$ | $\begin{aligned} & 134-010 \\ & .138-010 \end{aligned}$ | $912+002$ |  |
| 6 | $4.888+00$ | $8004-01$ |  | 00t-03 | 37 $d+00$ c |  | $07 t+003$ |  |
| 10 | $4.888+00$ | 8.008-01 |  | $\begin{aligned} & \text { cot-03 } \\ & .008-03 \end{aligned}$ | 82at+ |  | $48+003$ | 953-015 |
| 14 | $1888+00$ | $8006-01$ |  | $\begin{aligned} & .008-03 \\ & .008-03 \end{aligned}$ | $1868+00$ |  | $15+003$ | 954-018 |
| 18 | $1888+00$ $188 k+00$ | $800 \mathrm{~h}-01$ $8004-01$ |  | $\begin{aligned} & 1.004-03 \\ & 1008-03 \end{aligned}$ | $68+00$ | ,34-0.0 | - | 958-06: |
| 22 | $1888+00$ | $8.004-01$ $8.008-01$ |  | $\begin{aligned} & \text { Ood-03 } \\ & \text { ood } \end{aligned}$ | $508+002$ | 134-01 | 6, + | 95doci: |
|  |  | $8.004-01$ |  | $100 \mathrm{~d}-03$ | $9.858+002$ | 13¢-01 | 445+003 | 954-015 |
| 31 | $1.888+00$ | $8.008-01$ |  | 1.008-03 | 015+003 | .13t-0 | $518+003$ | 958-016 |
| 38 | 1.888 ${ }^{\text {d }}$ +00 | 8.008-01 | 2 | 1.004-03 | $1.038+003$ | 138-0 | 88+003 | 6.954-01: |
| 42 | $4.888+00$ | 8 008-01 | 2 | $1.004-03$ | . $068+003$ | $2138-0$ |  | $6.958-016$ |
| 46 | $4.884+00$ | $8008-01$ |  | $1.004-03$ | 088 +003 | 38-010 |  | 6 こち\&-J |

 i4 3．908＋00 8．008－01 $78 \quad 3.908+00 \quad 8.001-01$ $82 \quad 3.908+00 \quad 8.008-01$ $86 \quad 3.908+00 \quad 8.008-01$ $90 \quad 3.90 \mathrm{~d}+00 \quad 8.00 \mathrm{~h}-01$ $3.258+00 \quad 8.004-01$ $3.258+008.00 \mathrm{t}-01$ $10 \quad 3.258+00 \quad 8.004-01$ $14 \quad 3.258+00 \quad 8.00 \mathrm{~d}-01$ $\begin{array}{lll}18 & 3.25 \downarrow+00 & 8.008-01\end{array}$ $223.258+008.004-01$ $26 \quad 3.258+00 \quad 8.008-01$ $30 \quad 3.258+00 \quad 8.008-01$ $343.251+00 \quad 8.008-01$ $38 \quad 3.258+00 \quad 8.003-01$ $42 \quad 3.254+00 \quad 8.008-01$ 46 3．25d＋00 8．008－01 $\begin{array}{lll}50 & 3.252+00 & 8.008-01\end{array}$ 4 3．258 400 8．008－01 $58 \quad 3.25 k+00 \quad 8.00 \mathrm{k}-01$ 62 3．254＋00 8．004－01 $66 \quad 3.25 \lambda+00 \quad 8.001-01$ $70 \quad 3.254+00 \quad 8.002-01$ 74 3．258＋00 8．004－01 $18 \quad 3.25 \$+00 \quad 8.095-01$ $82 \quad 3.254+0088.008-01$ $86 \quad 3.254+00 \quad 8.004-01$ $90 \quad 3.251+00 \quad 8.002-01$ $2.798+00 \quad 8.008-01$
$2.798+00 \quad 8.001-01$
$10 \quad 2.792+00 \quad 8.005-01$ $14 \quad 2.798+00 \quad 8.001-01$ $\begin{array}{lll}18 & 2.798+00 & 8.001-01\end{array}$ $22 \quad 2.79 \mathrm{~d}+00$ 8．008－01 $26 \quad 2.798+00 \quad 8.008-01$ $30 \quad 2.798+00 \quad 8.001-01$ $34 \quad 2.798+00 \quad 8.008-01$ $38 \quad 2.798+00 \quad 8.008-01$ 42 2．798＋00 8．008－01 $46 \quad 2.798+00 \quad 8.008-01$ $50 \quad 2.798+00 \quad 8.008-01$ $54 \quad 2.798+00 \quad 8.008-01$ $58 \quad 2.798+00 \quad 8.008-01$ $62 \quad 2.798+00 \quad 8.008-01$ 66 2．798＋00 8．003－01 $70 \quad 2.794+00 \quad 8.008-01$ $74 \quad 2.798+00 \quad 8.004-01$ $78 \quad 2.798+00 \quad 8.00 \mathrm{~d}-01$ $82 \quad 2.798+00 \quad 8.008-01$ $86 \quad 2.798+00 \quad 8.008-01$ $90 \quad 2.798+00 \quad 8.008-01$ $2.488+008.008-01$ $62.413+008005-01$ （10） $2.44 \mathrm{~d}+00 \quad 8.00 \mathrm{~d}-01$ $50 \quad 1.954+01 \quad 8.008-01$ $54 \quad 1.954+018.008-01$ $58 \quad 1.95 d+01 \quad 8.008-01$ $62 \quad 1.954+01 \quad 8.008-01$ $66 \quad 1.958+01 \quad 8.004-01$ $70 \quad 1.958+018.008-01$ 74 1．954＋01 8．004－01 78 1．954＋01 8．004－01 82 ！951 $+01 \quad 8.004-01$ 86 1．954＋01 8．008－01 $90 \quad 1.954+01 \quad 8.008-01$ $9.754+008.001-01$ $9.758+00 \quad 8.008-01$ $10 \quad 9.75 \$+00 \quad 8.00 \mathrm{~d}-01$ 14 9．758＋00 8．008－01 $189.758+008.008-01$ $229.75 \mathrm{k}+008.00 \mathrm{z}-01$ 26 9．758 $+008.004-01$ $30 \quad 9.75 k+00 \quad 8.008-01$ 34 9．754＋00 8．008－01 $38 \quad 9.751+60 \quad 8.008-01$ 42 9．754＋00 8．004－01

3 1．006－03： $1.65 d+0038.754-0152.69\}+0034.634-026$ 3 1．008－03 1．68d＋003 8．798－015 $2.764+0034.638-025$ $1.004-031.718+0038.798-0152.844+0034.63 t-026$ 1．00d－03 1．73d +003 8．79d－015 2．91d +002 1． $63 \mathrm{~d}-\hat{\mathrm{v}} 26$ $1.008-031.768+0038.708-0152.988+0034.634-026$ 1．004－03 1．218＋003 8．798－015 ！．35d＋003 4．63\＆－026 $1.008-031.248+0038.798-0151.438+0034.634-026$
 1．004－03 1．298＋003 8．798－015 1．58s +003 ： $63 \mathrm{~s}-026$ 1．008－03 $1.318+0038.798-015 \quad 1.65 \mathrm{~d}+003 \quad 4.538-026$ $1.008-031.34 \mathrm{k}+0038.79 \mathrm{~h}-0151.73 \mathrm{~d}+0034$ 63d－026 1．008－03 $1.358+0038.798-015 \quad 1.80 \mathrm{~d}+003 \quad 4.638-026$
 1．008－03 1．418 $+0038.798-0151.958+0031.63 \mathrm{~d}-026$ 1．00 $1.031 .138+0038.79 \&-0152.02 b+0034.63 \&-025$ 1．008－03 1．458 $+0038.798-0152.108+003$ 1．638－026 1．008－03 1．488 $1.0038 .788-0152.178+0034.638-026$ 1．00d－03 1．51d＋0038．79d－015 2．25d＋003 4．63\＆－026 1．003－03 1．53d $+0038.79 \mathrm{~d}-0152.32 \mathrm{~s}+0034.63 \mathrm{~d}-026$ 1．008－03 1．56d＋003 8．798－015 2．39\＆＋003 1．63d－026 $1.00 \mathrm{~d}-031.58 \mathrm{~d}+0038.79 \mathrm{~s}-0152.47 \mathrm{~d}+0034.63 \mathrm{k}-026$ $1.008-031.618+0038.798-0152.548+0031.638-026$ $1.008-031.63 \downarrow+0038.79 \$-0152.62 \downarrow+003$ 4．63\＆－026 1．008－03 1．668＋003 8．798－015 $2.698+003$ 4． $63 \mathrm{~d}-026$ 1．008－03 1．68d＋003 8．79d－015 $2.76 d+003$ 4．63d－026 1．008－03 1．718＋003 8．798－015 2．84 $+0034.638-026$ 1．00\＄－03 1．734＋003 8．791－015 $2.918+0034.63 \mathrm{~d}-026$ 1．00d－03 1．768＋003 8．798－015 $2.98 \mathrm{~d}+003$ 4．63d－026 1．008－03 1．21d＋003 8．79及－015 1．368＋003 1．638－026 1．00ł－03 $1.248+0038.798-015 \quad 1.43 \mathrm{~d}+0034.63 \mathrm{~d}-026$ 1．008－03 $1.268+0038.79 \mathrm{~d}-015 \quad 1.518+0031.63 \mathrm{t}-026$ 1．008－03 1．298＋003 8．791－015 $1.58 \mathrm{~d}+0034.63 \mathrm{~d}-026$ 1．008－03 1．31 $+0038.798-0151.658+0031.638-026$ $1.001-031.348+0038.798-0151.738+0034.638-026$ $1.00 \mathrm{~d}-03 \quad 1.368+0038.798-015 \quad 1.80 \mathrm{~d}+0034.63 \mathrm{~h}-026$ $1.00 \mathrm{~d}-031.398+0038.798-0151.888+0034.63 \mathrm{z}-026$ 1．008－03 1．418＋003 8．798－015 1．958＋003 \＆63t－026 $1.00 \mathrm{~d}-031.438+0038.798-0152.02 z+0034.63 \mathrm{~d}-026$ 1．008－03 1．468＋003 8．798－015 2．108＋003 4．63\＆－026 1．008－03 1． $488+0038.798-015 \quad 2.178+0034.638-026$ 1．008－03 1．518＋003 8．79d－015 2．25\＆＋003 4．63d－028 $1.00 \mathrm{~h}-03 \quad 1.53 \mathrm{~d}+0038.798-015 \quad 2.32 \mathrm{k}+003$ \＆．63d－026 $1.008-031.568+0038.798-0152.398+0034.638-026$ $1.008-031.58 \mathrm{~d}+0038.79 \mathrm{~g}-015 \quad 2.478+0034.838-028$ 1．006－03 1．618＋003 8．798－015 2．544＋003 4．634－026 1．004－03 1．63b $+0038.798-0152.62 \mathrm{~d}+0034.53 \mathrm{~d}-026$ 1．008－03 1．668＋003 8．798－015 2．698＋003 4 63a－026 1．00\＆－03 1．68d＋003 8．798－015 2．76d＋003 4．63\＆－026 1．008－03 1．715＋003 8．798－015 $2.842+003$ 4． $63 \mathrm{z}-026$ 1．008－031．73\＆＋0038798－0152．91る＋003 4．63\＆－02E $1.004-031.768+0038.798-0152.984+0032.654-026$ $1.008-031.61 \mathrm{~d}+0032.61 \mathrm{~d}-0191.803+0033$ 438－035 $1008-03 \quad 1.648+0032.514-0191.878+0033.428-054$ $1.00 \mathrm{~d}-031.664+0032.61 子-6191.958+6033.436-034$ $5.008-017.088+0026.258-0031.37 \mathrm{~d}+0033$ 308－004 $5.008-017.33 \mathrm{~d}+0026.25 \mathrm{~d}-003144 \mathrm{~d}+0033.30 \mathrm{t}-004$ $5.008-017.588+0026.258-0031.518+0033308-004$ $5.008-017.828+0026.258-0031.598+0033.308-004$ 5．00t－01 8．078＋0026．25d－003 1．666＋003 3．30d－004 5．008－018．32d＋002 6．25d－003 1．748＋003 3 308－004 5．004－01 8．568 $40026.25 \mathrm{~d}-0031.818+0033.308-004$ 5．00s－018．81 $4+0026.258-0031.88 d+0033.30 \mathrm{~s}-004$ $5.008-019.06 d+0026.25 d-0031.96 d+0033.304-004$ 5．008－01 9．308＋002 6．25 $-0032.03 d+0033.308-004$ $5.00 \mathrm{t}-019.55 \$+0026.258-0032.108+0033.304-004$ 5．004－01 4．128＋002 6．25\＆－003 4．77\＆＋002 3 308－004 $5.00 \mathrm{~d}-01 \quad 4.37 \mathrm{~d}+002 \quad 6.25 d-003 \quad 5.51 d+0023.304-004$ $5.004-014.624+0026.258-0036.254+0023.304-004$ 5．008－01 4．868＋0026．25\＆－003 6．998＋002 3．308－004 $5.008-015.118+0026.25 \mathrm{~b}-0037.72 \mathrm{~d}+0022.308-004$ 5．004－015．36 $+0026.25 \mathrm{~d}-0038.47 \mathrm{~d}+0023.308-004$ 5．008－01 5．608＋0026．25\＆－003 9．218 $+0023.308-004$ $5.00 \mathrm{k}-015.85 \mathrm{~d}+002 \quad 6.25 \mathrm{~h}-0039.95 \mathrm{~d}+0023.30 \mathrm{~d}-004$ 5．008－01 6．108＋002 6．258－003 1．076＋003 3．308－004 5．008－01 6．34 $+0026.251-0031.148+0033$ 308－004 1 5．008－016．598＋002 6．258－003 1．228＋003 3．308－004

14 2．448＋00 8．002－01 $182.44 \mathrm{t}+00$ 8．0ct－01 22 2．44d＋00 8．00t－01 25 2 $148+00 \quad 8.004-01$ $30 \quad 2.44$ d +00 8．00t－01 $34 \quad 2.44+00 \quad 8004-01$ $38 \quad 2.441+00 \quad 8.004-01$ 42 2．44t $+00 \quad 8.004-01$ 46 2．41 +00 8．00t－01 $50 \quad 2.44 \mathrm{~h}+00 \quad 8.00 \mathrm{~h}-01$ $542.648+00 \quad 8.008-01$ $58 \quad 2.48+00 \quad 8.008-01$ 62 2．448＋00 8．008－01 66 2．4 $4+00 \quad 8.004-01$ $70 \quad 244+008.008-01$ $742488+00 \quad 8.008-01$ 78 2．448400 8．00d－01 82 2．414＋00 8．008－01 86 2．14d +00 8．008－01 $90 \quad 2.48+00 \quad 8.008-01$ $2.178+00 \quad 8.008-01$ $6 \quad 2.17 \mathrm{~h}+008.005-01$ $10 \quad 2.17 \mathrm{t}+00 \quad 8.00 \mathrm{~s}-01$ $14 \quad 2.178+00 \quad 8.008-01$ $18 \quad 2.178+00 \quad 8.008-01$ $22 \quad 2.178+00 \quad 8.001-01$ $26 \quad 2.178+00 \quad 8.008-01$ $30 \quad 2.17 \mathrm{~L}+00 \quad 8.002-01$ $31 \quad 2.178+00 \quad 8.001-01$ $38 \quad 2.178+008.001-01$ $42 \quad 2.178+00 \quad 8.001-01$ $46 \quad 2.178+00 \quad 8.001-01$ $50 \quad 2.178+00 \quad 8.001-01$ $54 \quad 2.178+00 \quad 8.008-01$ $58 \quad 2.178+008.001-01$ $62 \quad 2.178+00 \quad 8.008-01$ $66 \quad 2.178+00^{2} 8.008-01$ $70 \quad 2.178+\infty 0 \quad 8.001-01$ $74 \quad 2.178+00 \quad 8.004-01$ $78 \quad 2.178+00 \quad 8.004-01$ $82 \quad 2.178+00 \quad 8.004-01$ $86 \quad 2.178+00 \quad 8.008-01$ $90 \quad 2.178+\infty 0 \quad 8.008-01$ $21.958+01$ 8．008－01 $6 \quad 1.95 k+01 \quad 8.002-01$ 10 1．958＋01 8．001－01 $14 \quad 1.958+01 \quad 8.008-01$ 18 ：．954＋01 8．008－01 $22 \quad 1.95 \mathrm{~d}+01 \quad 8.008-01$ $26 \quad 1.958+01 \quad 8.008-01$ $30 \quad 1.958+01 \quad 8.00 \mathrm{~d}-01$ $341.958+01 \quad 8.004-01$ $38 \quad 1.954+01 \quad 8.008-01$ $42 \quad 1.958+01 \quad 8.008-01$ $46 \quad 1.954+01 \quad 8.008-01$ $46 \quad 9.758+00 \quad 8.008-01$ $50 \quad 9.754+00 \quad 8.001-01$ $54 \quad 9.754+00 \quad 8.001-01$ $58 \quad 9.758+00$ 8．008－01 $62 \quad 9.754+00 \quad 8.001-01$ $66 \quad 9.758+00 \quad 8.001-01$ $70 \quad 9.758+00 \quad 8.008-01$ 74 9．758＋00 8．008－01 $78 \quad 9.754+00 \quad 8.008-01$ 82 9．758＋00 8．001－01 $86 \quad 9.758+00 \quad 8.003-01$ $90 \quad 9.75 \%+00 \quad 8.008-01$ $26.508+00 \quad 8.008-01$ $6 \quad 6.508+008.008-01$ $\begin{array}{lll}10 & 6.508+\infty 0 & 8.008 \\ -01\end{array}$ 11 6．508＋00 8．001－01 $18 \quad 6.501+008.001-01$ $226.508+00$ 8．002－01
$41.008-031.698+0032.618-0192.028+0033.438-634$ $1008-031.718+0032.618-0192.098+0033.134-034$ 1．008－03 1．748＋003 2．61d－019 2．178＋003 3．438－034 $1.008-031.768+0032.614-0192.248+0033.434-034$ $1.004-031.79 \mathrm{k}+0032.61 \mathrm{k}-0192.32 \mathrm{~d}+0033.43 \mathrm{~d}-\hat{0} . \mathrm{s} 4$ 4 1．008－03 1．814＋003 2．618－019 $2.308+0033.432-024$ $41.00 \mathrm{~d}-031.83 k+0032.61 \mathrm{~d}-0192.46 \mathrm{~d}+0033.43 \mathrm{~d}-034$ $41.001-031.866+0032.61 k-0192.54 d+0033.43 \mathrm{~d}-034$ 4 1．008－03 1．88\＆＋003 2．61d－019 $2.618+0033.43 \mathrm{~d}-034$ 4 1．00t－03 1．91 $4+0032.618-0192.69 t+0033$ 43t－034 1 1．00t－03 1．93 4003 2．61d－019 $2.76 \mathrm{~h}+003$ 3．43t－034 $41.008-031.968+0032.61 k-0192.83 \mathrm{~d}+0033.43 \mathrm{~d}-034$ $41.008-031.98 \mathrm{t}+0032.614-0192.916+0033.43 \mathrm{~d}-034$ $1.008-032.01 t+0032.61 t-0192.98 \downarrow+0033.43 \mathrm{~d}-034$ 4 1．008－03 2．034＋003 2．614－019 3．064＋003 3．434－034 $1.008-032.068+0032.61 \mathrm{~h}-0193.138+0033.438-034$ 4 1．008－03 2．088＋003 2．61t－019 $3.204+0033.438-034$ $41.008-032.118+0032.614-0193.288+0033.434-034$ 4 1．00d－03 2．13\＆ $40032.614-0193.354+0033.43 d-034$ 4 1．008－03 2．168＋003 2．61t－019 3． $42 t+0033.43 \downarrow-034$ 4 1．008－03 1．618＋003 2．61d－019 1．808＋003 3．138－034 $41.00 \mathrm{t} 031.648+0032.618-0191.878+0033.43 \mathrm{~h}-034$ 4 1．00\＄－03 1．66d＋003 2．61 $-019 \quad 1.954+003$ 3．43d－034 4 1．008－03 1．698＋003 2．618－019 $2.028+0033.43 \mathrm{~d}-034$ 4 1．004－03 1．71 +003 2．61 $-0192.09 \mathrm{~d}+003$ 3．43d－034 $41.008-031.788+0032.618-0192.178+0033.438-034$ $41.008-031.768+0032.618-0192.241+0033.138-034$ $41.008-031.798+0032.61$ t－019 $2.328+0033.434-034$ 4 1．008－03 1．814＋003 2．611－019 $2.398+0033.43 \mathrm{~h}-034$ 4 1．00h－03 1．83t＋003 2．61t－019 2．46s＋003 3．43h－034 $41.008-031.854+0032.618-0192.548+0033.434-034$ $41.008-031.882+0032.618-0192.618+0033.432-034$ $41.001-031.918+0032.61 \mathrm{t}-0192.69 \mathrm{i}+0033.43 \mathrm{~d}-034$ $41.008-031.938+0032.618-0192.768+0033.438-034$ $41.001-031.964+0032.61 k-0192.831+0033.43 \mathrm{~d}-034$ $41.001-031.981+0032.611-0192.918+0033.434-034$ 4 1．001－03 2．014＋003 2．61t－019 2．984＋003 3．432－034 1 1．001－03 2．03 $+0032.618-0193.06 \$+0033.431-034$ $41.002-032.064+0032.614-0193.134+0033.43 k-034$ 4 1．008－03 2．084＋003 2．61t－019 3．204＋003 3．438－034 4 1．008－03 2．114＋003 2．618－019 3．284＋003 3．43\＆－034 4 1．008－03 2．138＋003 2．61t－019 3．35\＆＋003 3．438－034 4 1．001－03 2．162＋003 2．611－019 3．42k＋003 3．438－034 5．00t－01 4．12t＋002 6．25t－003 4．77h＋002 3．30d－004 1 5．008－01 4．378＋002 6．258－003 5．51 $4+0023.308-004$ $5.001-014.628+0026.258-0036.258+0023.308-004$ $15.00 \mathrm{~d}-014.868+0026.25 \mathrm{~d}-0036.99 \mathrm{t}+0023.30 \mathrm{~d}-004$ $5.00 \mathrm{~d}-015.118+0026.251-0037.738+0023.308-004$ $5.008-015.364+0026.258-0038.478+0023.30 \mathrm{~d}-004$ $5.00 \mathrm{~d}-015.601+0026.25 \mathrm{~d}-0039.218+0023.30 \mathrm{~b}-004$ $5.008-015.85 \lambda+0026.25 d-0039.95 \downarrow+0023.30 \mathrm{~d}-004$ 5．008－01 6．108＋002 6．258－003 1．078＋003 3．308－004 5．008－01 6．34d＋002 6．25d－003 1．148＋003 3．30d－004 $5.008-016.59 \$+0026.258-003 \quad 1.228+0033.308-004$ 5．004－01 6．84d＋002 6．258－003 1．298＋003 3．20d－004 1 5．008－01 6．84 $+0026.25 \mathrm{~d}-0031.298+0033.308-004$ l $5.008-017.088+0026.258-0031.378+0033.30 \mathrm{~d}-004$ 1 5．008－01 7．338＋002 6．258－003 1．448＋003 3．30d－004 1 5．008－01 7．584＋002 6．25t－003 1．51\＆+003 3．30 -004 $15.001-017.828+0026.25 \mathrm{~d}-0031.598+0033.304-004$ $15.00 \mathrm{~d}-018.07 \$+0026.25 \mathrm{~d}-0031.668+0033.308-004$ 1 5．008－01 8．32\＆＋002 6．258－003 1．748＋003 3．30k－004 $15.008-018.568+0026.258-0031.818+0033.308-004$ 1 5．008－018．814＋0026．258－003 1．881＋003 3．301－004 5．001－01 9．068＋002 6．258－003 1．968＋003 3．308－004 1 5．001－01 9．308＋002 6．251－003 2．03d＋003 3．308－004 5．008－01 9．55\＆＋002 6．251－003 2．108＋003 3．30d－004 2 5．008－01 8．128＋002 7．82t－005 9．178＋002 4．34\}-007 $25.00 \mathrm{~d}-018.378+0027.82 \mathrm{f}-0059.91 \mathrm{~d}+0024.31 \mathrm{~d}-007$ 2 5．001－01 8．62 +002 7．82d－005 1．07 $+0034.34 \mathrm{~d}-007$ $25.004-018.864+0027.824-0051.148+0034.34 \mathrm{~d}-007$
 $25.004-019.368+0027.828-0051.298+0034348-007$

26 6.508+00 8.008-0 $30 \quad 6.508+00 \quad 8.008-01$ $34 \quad 6.508+00 \quad 8.008-01$ $38 \in 508+008008-01$ $42 \quad 6.508+00 \quad 8.008-01$ 45 E.508+00 8.008-01 $50 \quad 6.508+00 \quad 8.008-01$ $54 \quad 6.508+00 \quad 8.008-01$ $\begin{array}{llll}58 & 6.508+00 & 8.008-01\end{array}$ 62 6.508+00 8.008-01 $66 \quad 6.508+00 \quad 8.00 \mathrm{~b}-01$ 70 :. $50 \mathrm{~d}+00 \quad \because .008-01$ $74 \quad 6.508+00 \quad 8.004-01$ 78 §.508+00 8.008-01 $826.508+00 \quad 8.00 \mathrm{~d}=01$ $86 \quad 6.50 \$+00 \quad 8.004-01$ $90 \quad 6.508+00 \quad 8.008-01$ 2 4.888 $+00 \quad 8.008-01$ $6 \quad 4.888+00 \quad 8.008-01$
$10 \quad 4.888+00 \quad 8.004-01$
14 4.884+00 8.008-01
$18 \quad 4.883+00 \quad 8.008-01$
$22 \quad 4.888+00 \quad 8.008-01$
$26 \quad 4.888+00 \quad 8.001-01$
$30 \quad 1.888+00 \quad 8.008-01$
$34 \quad 4.888+00 \quad 8.008-01$
$38 \quad 1.888+00 \quad 8.008-01$
42 1.881+00 8.008-01
$46 \quad 4.888+00 \quad 8008-01$
$50 \quad 4.888+00 \quad 8.008-01$
$54 \quad 4.888+00 \quad 8.008-01$
$58 \quad 4.882+00 \quad 8.004-01$
$624.884+008.004-01$
$66 \quad 4.888+00 \quad 8.001-01$
$70 \quad 4888+00 \quad 8.001-01$
$71 \quad 4.882+00 \quad 8.002-01$
$\begin{array}{lll}78 & 4.888+00 & 8.004-01\end{array}$
$82 \quad 4.881+00 \quad 8.008-01$
6 4.888+00 8.001-01
$0 \quad 4.881+00 \quad 8.001-01$
$23.908+008.008-01$
6 3.908+00 8.001-01
$10 \quad 3.908+00 \quad 8.008-01$
$11 \quad 3.908+00 \quad 8.008-01$
$18 \quad 3.908+00 \quad 8.001-01$
$22 \quad 3.904+00 \quad 8.008-01$
$26 \quad 3.908+00 \quad 8.008-01$
$30 \quad 3.908+00 \quad 8.001-01$
$34 \quad 3.908+008.008-01$
$38 \quad 3.908+00 \quad 8.004-01$
$42 \quad 3.908+00 \quad 8.004-01$
$16 \quad 3.908+00 \quad 8.008-01$
$50 \quad 3.908+00 \quad 8.008-01$
$54 \quad 3.901+00 \quad 8.008-01$
$58 \quad 3.908+00 \quad 8.008-01$
62 3.908+00 8.001-01
$66 \quad 390 \$+00 \quad 8.008-01$
$70 \quad 3.908+00 \quad 8.008-01$
$743.908+00 \quad 8 \quad 008-01$
$78 \quad 3.904+00 \quad 8.004-01$
82 3.908+00 8.008-01
$86 \quad 3.908+00 \quad 8.004-01$ $\begin{array}{llll}90 & 3.908+00 & 8.008-01\end{array}$
$3.25 d+008.005-01$
$3.258+00 \quad 8.008-01$
$10 \quad 3.258+00 \quad 8.008-01$ $143.258+00 \quad 8.008-01$ 18 3.258+00 8.008-01 $22 \quad 3.254+00 \quad 8.008-01$ 25 $3.258+00 \quad 8.008-01$
$25.008-019.608+0027.928-0051.368+0034.348-007$
$25.008-019.85 d+0027.82 \mathrm{f}-005 \quad 1.448+003434 \mathrm{~s}-007$ $2500 d-01 \quad 1.018+0037.828-0051.518+003$ \& 34d-007 $25008-011.03 d+0037.82 \delta-005158 d+003 \div 328-007$ $25.008-011.068+0037.82 d-0051.66 d+003<38-007$ $25.008-011.088+0037.82 d-0051.73 d+0034348-007$ $25.008-01 \quad 1.118+0037.82 d-005: 81 d+0034348-1.07$ 2 5.008-01 $1.128+0037.828-0051.884+0034.348-067$
 $5.008-011.188+0037.228-005 \quad 2.038+003 \& 346-007$ $5008-011.218+0037.828-0052.108+0034.34 \mathrm{~d}-007$ 5.00d-01:23d+003 7 228-005 2.188+003 1.34d-007 $5.00 \mathrm{~d}-0: 1.26 d+0037.828-0052.25 d+003 \& 34 \mathrm{~d}-007$ $5.004-011.288+0037.82 \mathrm{~b}-0052.328+0034.34 d-607$
 5.008-01 1.338+003 7.82d-005 2.478+003 4.34 3 -007 $25.008-01 \quad 1.368+0037.828-005 \quad 2.548+0034348-007$ 2 5.00d-01 8.12d+002 7.82d-005 9.178+002 4.388-007 2 5.008-01 8.37d $+0027.828-0059.918+0024.344-007$ 2 5.008-01 8. $62 \mathrm{~d}+0027.82 \mathrm{~d}-005$ 1.078+003 4.34d-007 2 5.008-01 8.86d+002 7.82d-005 1.148 +003 4.34d-007 2 5.008-01 9.118+002 7.82d-005 1.218+003 4.34 $\mathbf{2}-007$
 5.008-019.608+002 7.82d-005 1. 368+003 4.318-007 $25.008-019.85 d+0027.82 d-005144 d+0034348-007$ $25.004-011.01 \mathrm{k}+0037.82 \mathrm{~d}-0051.51 \mathrm{~h}+003$ 1.34d-007 $5.004-011.03 t+0037.82 d-005 \quad 1.58\}+0034.34\}-007$ 5.001-01 1.064 +003 7.828-005 $1.664+003$ 4.348-007 $5008-011.088+0037.82 \mathrm{z}-0051.73 \mathrm{~d}+003 \quad 4.34 \mathrm{~h}-007$ 5.008-01 $1.118+0037.828-0051.818+0034.34 \mathrm{~d}-007$ $5.008-01 \quad 1.138+003 \quad 7.828-005 \quad 1.886+003 \quad 4.344-007$ 5.008-01 1.168 +003 7.821-005 $1.95 \mathrm{f}+003$ 4.34d-007
 5.00d-01 1.21d+003 7.82d-005 2.108+003 4.31 $2 \mathrm{f}-007$ $5.008-01 \quad 1.238+0037.828-0052.188+0031341-007$ 5.001-01 1.26 $1+0037.82 \mathrm{~d}-0052.25 \mathrm{~d}+0034.31 \mathrm{~d}-007$
 5.008-01 1.318+003 7.828-005 $2.108+0034$ 4.34d-007 5.008-01 1.338+003 7.82t-005 $2.178+003$ 4.34 1.007 $5.008-011.368+0037.828-005 \quad 2.518+003$ 4.34d-007 $5.008-01 \quad 1.218+0031.108-0061.368+0037.248-010$ $5.008-011.248+0031.108-006 \quad 1.138+003 \quad 7.248-010$ 5.00 5 -01 $1.268+003 \quad 1.108-006 \quad 1.518+003 \quad 7.248-010$ 5. 008-01 $1.294+003 \quad 1.108-006 \quad 1.58 \$+003 \quad 7.248-010$ $5.008-011.318+0031.108-0061.65 d+0037.248-010$ $5.00 \mathrm{~d}-01 \quad 1.34 \mathrm{~d}+0031.10 \mathrm{~d}-0061.73 \mathrm{~d}+003 \quad 7.24 \mathrm{~d}-010$ $5.008-01 \quad 1.368+0031.108-006 \quad 1.80 \$+003 \quad 7.248-010$ $5.004-01 \quad 1.398+003 \quad 1.1081-006 \quad 1.88 \$+003 \quad 7.24 \mathrm{~d}-010$ $5008-011.118+0031.108-0061.958+0037.248-010$ $5.008-011.138+003 \quad 1.108-005 \quad 2.02 \mathrm{~d}+0037.24 \mathrm{f}-010$ $5.008-011.462+0031.108-0062.10 \$+0037.244-010$ $5.008-011.188+0031.108-0062.178+003 \quad 7.248-010$ $5.008-011.518+0031.103-0062.25 d+0037.248-010$ $5.00 \mathrm{~d}-011.53 \mathrm{~d}+0031.10 \mathrm{~d}-0062.32 \mathrm{~d}+00372 \mathrm{3} \mathrm{k}-010$ 5 508-01 1.568 $+0031.108-0062.39 \downarrow+0037.248-010$ 5.008-01 $1.588+003 \quad 1.108-006 \quad 2.47 \mathrm{~d}+0037.248-010$ $5008-01 \quad 1.61 \$+0031.108-0062.548+0037248-010$ $5.008-01 \quad 1.638+003 \quad 1.108-0062.62 d+0037.288-010$ $5008-011.668+0031.108-006 \quad 2.698+0037.248-010$ $5.008-011.688+0031.601-0062.768+003 \quad 7.24 \mathrm{~d}-010$ 5 508-01 $1.718+0031.108-0062.848+0037.248-010$ 5.068-01 1.73d+003 1.108-006 $2.918+003 \quad 7.248-010$ $5.008-011.768+0031.108-0062.888+0037248-010$ 5.00d-01 1.218+003 1.10d-006 $1.368+003724 \mathrm{~d}-010$ $5.008-011.248+0031.108-0061.438+003>248-010$ $5.008-011.268+0031.108-006 \quad 1.518+0037.248-010$ $5008-011298+0031.108-0061.588+0037.248-019$ $5.004-01 \quad 1.314+0031.108-006 \quad 1.65 d+003 \quad 7.248-010$ $5.688-01: .288+0031.108-006 \quad 1.734+063 \quad 7.244-010$ $5.008-01 \quad 1.368+0031.108-006: .808+003 \quad 7.244-010$
$30: 3.3 \mathrm{~d}+00 \quad$ \& $008-01$ $3.253+008.003-51$ $3.55+00 \quad 8.008-01$ $3253+008.008-01$ 3.25a $+00 \quad 8.00 \mathrm{~d}-01$ $3.25 d+608.008-01$ - $3253+00 \quad 8.008-01$ 8 2. $25 \mathrm{a}+00$ 8.00d-0! $62 \quad 2.258+00 \quad 8.008-01$ ( $3.258+00$ 8.00才-01 $70 \quad 3.258+00 \quad 8.008-01$ $14 \quad 3.258+00 \quad 800 \mathrm{~d}-01$ $78 \quad 3.258+008.004-01$ $82 \quad 3.252+00 \quad \therefore .00 \alpha^{-01}$ $86 \quad 3.258+00 \quad 8.008-01$ $50 \quad 3.25 d+00 \quad 8.00 \mathrm{a}^{2}-01$ $2.998+00 \quad 8.008-01$ 2. $798+008.008-01$ $\begin{array}{llll}10 & 2.798+00 & 8.008-01\end{array}$ $14 \quad 2.798+00 \quad 8.00 \mathrm{z}-01$ $\begin{array}{llll}18 & 2.798+00 & 8.008-01\end{array}$ 22 2.798 $200 \quad 8.004-01$ $\begin{array}{llll}26 & 2.798+00 & 8.00 \mathrm{~d}-01\end{array}$ $30 \quad 2.798+00 \quad 8.00 \mathrm{~b}-01$ $34 \quad 2.798+00 \quad 8.008-01$ $33 \quad 2.798+00 \quad 8.008-01$ $42 \quad 2.798+00 \quad 8.008-01$ $\begin{array}{llll}16 & 2.798+00 & 8.008-01\end{array}$ $50 \quad 2.798+00 \quad 8.00 \mathrm{~d}-01$ $54 \quad 2.798+00 \quad 8.008-01$ $\begin{array}{llll}58 & 2.798+00 & 8.008-01\end{array}$ $62 \quad 2.798+00 \quad 8.008-01$ $\begin{array}{llll}65 & 2.798+00 & 8.004-01\end{array}$ $70 \quad 2798+00 \quad 8.008-01$ $742798+00-8.004-01$ $78 \quad 2.798+00 \quad 8008-01$ $82 \quad 2.798+00 \quad 8.008-01$ $86 \quad 2.792+00 \quad 8.003-01$ $30 \quad 2.798+00 \quad 8.008-01$ $22.448+0088008-01$ $2412+008008-01$ $10 \quad 2.448+008.004-01$ $142.418+00 \quad 8.00 \mathrm{~d}-01$ $182.445+00 \circ 008-01$ $222.488+00 \quad 8.008-01$ 25 2. $14 \mathrm{~s}+00$ - $9.008-01$ $302.44 d+008.008-01$ 24 2 $148+00 \quad 8.008-01$ $88 \quad 2.448+00 \quad 3.008-01$ 42 : $418+00$ ? 008 -01 $46 \quad 2.44 \mathrm{~d}+00 \quad 8.004-01$ $50 \quad 2.14 \mathrm{~d}+00$ \&. $00 \mathrm{~d}-01$ $51 \quad 2.448+00 \quad 8.00 \mathrm{~d}-01$ $582.446+00$ :. $045-01$ 52 2. $248+00 \quad 8.008-01$ $66 \quad 2.418+00 \quad 8.008-01$ $70 \quad 2.488+008.008-01$ $742.418+00 \quad 8.00 \mathrm{~d}-01$ $782414+00 \quad 8.004-01$ $82 \quad 2.418+00 \quad 8.00 \mathrm{~d}-01$ $86 \quad 2.448+00 \quad 8.008-01$ $90 \quad 2.418+00 \quad 8.00 \mathrm{~d}-01$ $22.178+008.008-01$ $62.17 \mathrm{~d}+008.80 \mathrm{~d}-01$ $10 \quad 2.178+00 \quad 8.008-01$ $14 \quad 2.178+0088008-01$ $\begin{array}{llll}18 & 2.178+00 & 8.008-01\end{array}$ $22 \quad 2.178+00 \quad 8.008-01$ $26 \quad 2.178+00 \quad 8.001-01$ $30 \quad 2.178+00 \quad 8.008-01$
 $35.004-01: 41:+0031.104-0061.954+0037.244-010$ 3 5.008-01 1 ! $58+003$ 1.108-006 $2.028+003$ 7.248-010 $5.005-11: 4=2+003: 108-0062.108+0037.248-010$
 $35004-01: 518+0031.108-0062.254+0037.242-010$ 3 5008-01 1 活 $+0031.10 \mathrm{~d}-0062.32 \mathrm{~d}+0037.24 \mathrm{~d}-010$ $35.008-011.554+0031.104-0062.398+0037.242-010$ 3 5.008-61 1. 5êd $+0031.10 \mathrm{~d}-005 \quad 2.17 \mathrm{~d}+003 \quad 7.248-010$ 3 5.608-01 1.618+003 1.108-006 2.548+003 7.248-010 3 5.00d-01 :. $638+0031.108-0062.62 \mathrm{~d}+0037.218-010$
 3 5.008-01 $1588+0031.108-0062.768+0037.248-010$ 3 5. $008-011.718+0031.108-0062.848+0037.248-010$ $3 \quad 5.508-01 \quad 1.738+0031.108-006 \quad 2.918+0031.248-010$ ? 5 008-01 1.76 $\ddagger+0031.108-0062.988+0037.248-010$ 3 5.008-01 1.218+003 1.108-006 1.368+003 7.248-010 $35.008-01: 248+0031.108-006 \quad 1.438+003 \quad 7.248-010$ 3 5.00d-01 1.26d+003 1.10d-006 1.518+003 7.248-010 $35.008-011.298+0031.108-0061.588+0037.242-010$ 3 5.008-01 1.318+003 1.108-006 1.65 +003 7.248-010 3 5.008-01 1. $318+0031.10 \mathrm{z}-0061.73 \mathrm{~d}+003724 \mathrm{z}-010$ 3 5.008-01 1.368+003 1.10d-006 1.808+003 7.248-010 3 5.008-01 $1.398+0031.108-0061.888+003 \quad 7.248-010$ 3 5.008-01 1.41d+003 1.108-006 1.95 $+0037.248-010$ 3 5.008-01 $1.48 \mathrm{~d}+0031.108-005 \quad 2.028+0.037 .24 \mathrm{~d}-010$ 3 5.008-01 1.664+003 1.108-006 2.108+003 7.248-010 3 5.008-01:.484+003 1.108-006 2.178+003 7.248-010 3 5.004-01 1.518+003 1.108-006 2.254+003 7.248-010 $35.008-011.588+0031.108-0062.328+0037.248-010$ 3 5.008-01 1.568+003 1.108-006 2.398+003 7.248-010 3 5.008-01 1.588+003 1.108-006 2.47d +003 7.24h-010 3 5.008-01 1.618+003 1.108-006 2.514+003 7.248-010 § 5 . 008-01 $1.638+0031.108-0062.62 \downarrow+0037.241-010$ 3 5.008-01 1.658+003 1.108-006 2.698+003 7.248-010 $35008-01 \quad 1.688+0031.108-0062.764+0037.248-010$ 3 5.008-01 1.718+003 1.108-006 2.848+003 7.248-010 $3 \quad 5.008-01 \quad 1.738+0031.108-006 \quad 2.918+0037.241-010$ 3 5.008-01 1.761+003 1.108-006 2.982+003 7.248-010 $45.008-011.618+0031.638-0081.808+0031.348-012$ $45.008-011.548+0031.638-0081.87 \$+0031.348-012$ $45.008-011.688+0031.638-0081.95 \&+0031.348-012$ - 5.008-01 1.698+003 1.63d-008 2.028+003 1.348-012
 4 .5.008-01 1. $748+0031.63 \mathrm{~d}-008 \quad 2.172+003 \quad 1.318-012$ $5.008-011.368+0031.638-0082.248+0031.344-012$ 4 5.008-01 1.788+003 1.63d-008 2.32d+003 1.34 1.012 4 5.008-01 1.818+003 1.638-608 2.398+003 1.348-012 4 5.008-01 $1.938+003 \quad 1.63 \mathrm{~d}-008 \quad 2.668+003 \quad 1.348-012$ $45.008-01: .365+0031.638-0082.548+0031.348-012$ 4 5.008-01 $1.888+003 \quad 1.638-008 \quad 2.618+0031.348-012$ $45.008-011.318+0031.638-0082.598+0031.34 d-012$ $45.008-011.538+0031.638-0082.768+0031.318-012$ $45.004-01 \quad 1.58+0031.638-0082.838+0031.348-012$ 4 5.008-01 1.988 $+0031.53 \mathrm{~d}-0082.91 \mathrm{~d}+003 \quad 1.34 \mathrm{~d}-012$ 4 5.008-01 $2.018+003 \quad 1.638-0082.988+003 \quad 1.348-012$ $45008-012.038+003: .638-\cos 3.068+003 \quad 1.348-012$ 45 004-01 $2068+0031.638-0083.138+0031.348-012$ $45.008-012.088+0031.638-0083.208+0031.348-012$ 4 5.008-01 2.118+003 1.638-008 3.288+003 1.348-01? $45.008-012.138+0031.63 \mathrm{~d}-0083.358+0031.34 \mathrm{~d}-012$ $45.00 \mathrm{~d}-012.16 \mathrm{~d}+0031.63 \mathrm{~d}-0083.42 \mathrm{~d}+0031$ 34d-012 $45.008-011.618+0031.63 \mathrm{k}-0081.808+0031.344-012$ 1 5.008-01 1.648+003 1.63\}-008 1.87d+003 1.31t-012 $45.008-01 \quad 1.668+003 \quad 1.638-0081.958+003 \quad 1.348-012$ $15.008-011.691+0031.638-0082.02 \mathrm{t}+0031.341-012$ 4 5.008-01 1.788+003 1.638-008 2.098+003 1.348-012 45 008-01 1.74d+003 1.631-008 2.178+003 1.348-012 45 008-01 1.76d+003 1.638-008 2.248+003 1.34d-012 $45.008-011.79 \mathrm{~d}+0031.63 \mathrm{~d}-0082.32 \mathrm{~d}+0031.34 \mathrm{~d}-012$

## REFERENCES-BIBLIOGRAPHY

## A. SPSC THEORY

A1. R. L. Pickholtzt, D.L. Schilling, L.B. Milstain. "Theory of SPSC communications - A tutorial". IEEE, Trans. Commun., vol. COM.30, pp. 855-884, May 1982.

A2. R. Skaug, J.F. Hjelmstad. "SPSC in communications". Peter Peregrinus Ltd, London, 1985.

A3. D.J. Morris. "Communications for command and control systems". Pergamon Press, USA, 1983.

A4. D.J. Torrieri. "Principles of military communications systems". Artech, USA, 1981.
A5. R.C. Dixon. "SPSC system". John Wiley and sons, USA, 1984 (Book).
A6. J.K. Holmes. "Coherent SPSC systems". John Wiley \& Sons, 1982, USA.
A7. M.K. Simon, J.K. Omura, R.A. Scholtz, B.K. Levitt. "SPSC communications". Computer Science Press, 1985, USA.

A8. A.J. Viterbi. "SPSC communications-Myths and realities". IEEE communications mag., vol. 17, No. 3, p. 11, May 1979.

A9. M.B. Pursley. "The role of SPSC in radio networks". IEEE Proceedings, vol. 75, p.116, 1-187.

A10. B.M. Leiner, D.L. Nielson, F.A. Tobagi. "Issues in packet radio network design". IEEE Proceedings, Vol. 75, p.6, 1-1-87.

A11. F.A. Tobagi. "Modelling the performance analysis of a multihop packet radio networks". IEEE Proceedings, Vol. 75, p.135, 1-1-87.

A12. S.J. Winick. "The RF medium in the home - The move to SPSC". IEEE Trans on consumer electronics, Vol.37, N0.2, p.108, May 1991.

A13. C. Smythe. "Tutorial on SPSC Local Area Networks". IEEE International Symposium SPSC Techniques and Applications. King's College, London, September 1990.
L.B. Milstain, R.A. Iltis. "Signal processing for interference rejection in SPSC communications". IEEE ASSP magazine, April 1986.

## B. COMMUNICATION PRINCIPLES

B1. P. Bylanski, D.G.W. Ingram. "Digital transmission systems. Peter Peregrinous", 1976, UK.
B2. J.M. Griffiths. "Local Communications". IEE telecommunications series 10, U.K. 1983.
B3. P. Bylanski, T.W. Chong. "Advances in speech coding for communications". GEC Journal of research Vol. 2, No 1, 1984.

B4. L. Shu, D.J. Costello. "Error control coding. Fundamentals and applications". Prentice Hall inc, USA, 1983.

## C. LANs

C. 1 J. Rance. "The LAN - A bridge for today and tomorrow". IEE Conference publication 235, Telecommunications radio and information technology, 1984.

C2. A.S. Tanenbaum, "Computer Networks". Prentice Hall International - Papasotiriou, Athens, 1991, (Book, Greek language)

C3. C.D. Tsao. 'A LAN architecture overview'. IEEE Communications magazine. August 1984, Vol. 22, No. 8, pp. 7-11.

C4. T.T Farrow. "Local area communications - which one to back?" IEE Conference publication 235, Telecommunications radio and information technology, 1984.

C5. E. Economou. "Computer communication networks". Athens, 1992, (book, Greek language).

C6. R.M. Metcalfe, D.R. Boggs, "Ethernet: Distributed packet switching for local computer networks", Communications of the ACM, July 1976, pp.395-404.

C7. D.D. Clark, K.T. Pogran, D.P. Reed. 'An introduction to Local Area Networks'. Proceedings of IEEE, Vol. 66, No.11, pp.1497-1517, November 1978.

C8. K.J. Thurber, H.A. Freeman. 'Architecture consideration for local computer networks'. 1st International Conference on Distributed Computing Systems/IEEE, October 1979, pp. 415.

C9. D. Rosenberger, H. Witte. 'Optical LAN activities in Europe'. IEEE Journal of light wave technology, Vol. LT-3, No. 3, pp. 432-437, June 1985.

C10. S. Personick. 'Protocols for fibre optic LANs'. IEEE Journal of light wave technology, Vol. LT-3, No. 3, pp. 426-431, June 1985.

C11. E. Wells. 'A proposal for LAN standards in allied command Europe'. Milcom/1983/IEEE, ses 10.5, pp. 191-196.

C12. M. M. Nassehi, F. A. Tobagi, M. E. Marhic. 'Fiber optic configurations for LANs' IEEE Journal on selected areas on communications, Vol. Sac-3, No. 6, pp. 941-947, November 1985.

C13. J. O. Limb. 'Performance of LANs at high speed'. IEEE Communications magazine. August 1984, Vol. 22, No. 8, pp. 41-45.

C14. K. Crossland, M. Vineberg. 'Modelling and evaluation of LANs'. MilCom/1985/IEEE, Ses. 22.1, pp. 428-431.

C15. A. Waters. "Computer networks and protocols". Department of ESElUniversity of Essex, 1986, U.K.

## D. SPSC LANs

D1. P.R. Prucnar, M.A. Santoro, T.R. Fan. "SPSC Fiber-optic LAN using optical processing". IEEE Journal of lightwave technology, vol. LT-4 No.5, 5-5-86.

D2. J. Salehi, "Emerging optical CDMA communications systems", IEEE network, p.31, March 1989.

D3. C.T. Spraclen, M.A. Scott, N.A. Ismail. "A SPSC LAN". Computer bulletin, March 1986, p. 35-37.

D4. A.K. Elhakeem, H.M. Hafez, S. Mahmoud. A new mixed voice-data LAN. Milcom/83/IEEE, P. 197-202.

D5. J.R. Lee, S.M. Ryu, C.K. Un, W.D. Cho. 'A LAN based on the CDMA method'. Milcom/84/IEEE, ses. 19.2.1, p. 648-653.

D6. C.T. Spraclen, C. Smythe. "Communication protocol for a SPSC LAN". Int. fiber optic communications and LAN exposition/1984, p. 70-74.

D7. C.T. Spraclen, M.A. Scott, C. Smythe, N.A. Ismail. "The performance of a SPSC LAN". Int. conf. networks and electronic office systems/IERE, publ. 63, 1985, p. 17-85.

D8. C. Smythe C.T. Spraclen. 'Secure communications in a LAN using SPSC techniques'. IEE Conference publication 235, Telecommunications radio and information technology, p. 77, 1984.

D13. P.R. Prucnar, P.A. Pierre, W.C. Wkong. "Performance comparison of asynchronous and synchronous CDMA techniques for fiber optic local area networks". IEEE transactions on Communications, Vol. 39, No.11, November 1991, p. 1625-1634.

D14. D. Bradi, S. Verdu, "A semiclassical analysis of optical CDMA". IEEE transactions on Communications, Vol. 39, No.11, January 1991, p. 85-93.
M.A. Santoro, P.R. Prucnar. "Asynchronous and synchronous fiber optic local area networks using CDMA and optical correlator". Proceedings of IEEE, Vol. 75, No. 9, September 1987, p. 1336-1338.

D16. P.R. Prucnar, W.C. Wkong. "Synchronous DMA demonstration for fiber optic networks with optical processing". Electronic letters, Vol. 26, N0. 24, 22-11-90, p. 1990-1992.
J.A. Salehi. "CDMA techniques in optical fiber networks. Part I : Fundamental principles". IEEE transactions on Communications, Vol. 37, No.8, August 1989, p. 824-833. J.A. Salehi, C.A. Brackett. "CDMA techniques in optical fiber networks. Part II : Systems performance analysis". IEEE transactions on Communications, Vol. 37, No.8, August 1989, p. 834-842.
I. Vajda. "Comments on 'CDMA techniques in optical fiber networks. Part II: Systems performance analysis' ". IEEE transactions on Communications, Vol. 39, No. 2, February 1991, p. 196.
G. Vannuci. "Combining frequency division and code division multiplexing in a high capacity optical network". IEEE network, p. 21, March 1989.

D21. J.R. Lee, C.K. Un. "A CDMA local area network". IEEE transactions on Communications, Vol. 35, No. 6, June 1987, p. 667-671.

D22. S. Mowbray, R.D. Pringle. "SSNET : A SPSC local area network simulation". IEEE International Symposium SPSC Techniques and Applications. King's College, London, September 1990, p. 170-175.

D23. A. Marchal, C.T. Spracklen. "Network architectures for a DS SPSC LAN". IEEE International Symposium SPSC Techniques and Applications. King's Coilege, London, September 1990, p. 176-180.

D24. T. Mastichiadis, E Economou. "Simulation of a Local Area Network protocol using SPSC techniques, built on a mesh topology". IEEE symposium on SPSC techniques and applications, September 1990, Kings College, London.

D25. A. Davies, T Mastichiadis. "SPSC techniques at Local Area Networks". Greek Computer Society. 2nd Hellenic Conference on Information Technology. November 1988. Athens. (Greek Language).

D26. T Mastichiadis. E Economou. "Modelling a new type of Local Area Network via SIMULA by the aid of MASCOT". Greek Computer Society. 3nd Hellenic Conference on Information Technology. 1991. Athens. (Greek Language).

## E. COMMUNICATION SYSTEMS AND NETWORKS

E1. E. Elmer, "Fiber optic network design for integrated services in intelligent buildings", IEEE Communications Magazine, Vol. 24, No. 12, pp.29-35, December 86.

E2. B.H. Davies, T.R. Davies. "The application of packet switching techniques to combat net radio". IEEE Proceedings, vol. 75, p. 43, 1-1-87.

E3. J. Jubin, J.D. Tornow. "The DARPA packet radio network protocols". IEEE Proceedings, vol. 75, p. 21, 1-1-87.

## G. SPSC COMMUNICATIONS (APPLICATIONS)

G1. W.C. Fifer, F.J. Bruno. "The low cost packet radio". IEEE Proceedings, vol. 75, p. 33, 1-1-87.
J.H. Fisher, J.H Cafarelia, D.R. Arsenault, G.T. Flynn, C.B. Bouman. "Wide-band packet radio technology". IEEE Proceedings, vol. 75, p. 100, 1-1-87.

G3. K. Pahlavan, "Wireless communications for office information networks". IEEE Communication Magazine, Vol. 23, No.6, P. 19, June 1985.

G4. M. Kavehrad, P.J. McLane, "Performance of DS SPSC for indoor communication". IEEE MILCOM 1985, p. 974.

G5. M. Kavehrad, B. Ramamurthi, "DS SPSC with DPSK modulation and diversity for indoor wireless Communications". IEEE transactions on Communications, Vol. Com-35, No.2, February 87.

G6. K. Pahlavan, "SPSC for wireless local networks", THO179-2/87/0000/p. 215/1987/IEEE.
G7. M. Kavehrad, P.J. McLane, "SPSC for indoor digital radio", IEEE Communication Magazine, Vol. 27, No.6, P. 19, June 1987.

G8. E.S. Sousa, J.A. Silvester, "A spreading code protocol for a distributed SPSC packet radio network", Ch2064-4/84/0000/p.481/1984/IEEE.
G9. J.E. Rustad, R. Skaud, A. Aasen, "New radio networks for tactical communication", IEEE Journal on selected areas on communications, Vol. Sac-8, No. 5, pp. 713-727

G10. G.R. Cooper, R.W. Nettleton. "A SPSC technique for high capacity mobile communications". IEEE Trans. on vehicular technology, vol. VT-27, No. 4, p.264-275, November 78.

G11. A.M. Kourtis, C.A. Caroubalos, C.A. Mantakas. "A technique for voice multiplexing". Int. j. electronics, 1984, vol. 56, No. 1, p. 71-78.

G12. Szu-lin Su, V.O.K. Li. "Performance analysis of a slotted CDMA network". Milcom. 84/IEEE, vol. 2, ses. 23.3, p. 322-326.

G13. J.E. Wieselthier, A. Ephremides, "A distributed reservation scheme for SPSC multiple access channels". Milcom/IEEE, 1983, ses. 19.4.1, p. 659-665.

G14. T. Nishida, H. Miyahara, K. Takashima. "Group random access scheme in SPSC multiple access system". Milcom/IEEE,ses. 12.3.1, p. 375-380.

G13. J.E. Wieselthier, J.A.B. Taar, A. Ephremides, "A distributed reservation-based CDMA protocol that does not require feedback information". IEEE transactions on Communications, Vol. Com-36, No.8, August 1988, p.913-923.

G16. R. Mednick. "Office information network : An integrated LAN". CH 21190-7/1985/IEEE, Ses. 15.2, pp. 451-456.

## H. NETWORK SURVIVABILITY

H1. H. Frank, I.T. Frisch. "Analysis and design of survivable networks". Trans. on communication technology, vol com-18, No.5, October 1970, p.501-519.

H2. R. Benjamin. "Analysis of connection survivability in complex strategic communication networks". Journal on selected areas on communication, Vol. SAC-4, No. 2, March 1986, p.243-253.

H3. R. Benjamin. 'High survivability network architecture for military communications'. IEE Proceedings, Vol. 134, Pt. F, No. 4, pp. 367-368, July 1987.

H4. W.K. Chen. 'Applied graph theory. Graphs and electrical networks'. North Holland editions, Netherlands, 1976.

H5. W. L. Elden. 'Survivable networks for the 21st century TACS'. Milcom/1985/IEEE, Ses. 10.3, pp 210-214.

H6. K. Natarahan, D. Walters, B. Maglaris. 'Design of survivable circuit switched communication networks'. CH 1734-3/IEEE, 1982, Ses. 16.2 .

H7. B. Carre. 'Graphs and networks'. Clarendon Press, Oxford, 1979.
H8. D. Minoli. 'Cost implications for survivability of terrestrial networks under malicious failure'. IEEE Trans. on communication, vol com-28, No. 9, September 1980, pp. 1668-1674.

## I. PSUEDORANDOM SEQUENCES

I1. P. Petrovic, S. Holmes, "Orthogonal codes for CDMA optical fibre LANs with variable bit interval", Electronic Letters, Vol. 26, No. 10, p. 662, 10-5-90.

I2. M.M. Chawki. Identification of linear binary sequences. Mphil thesis, The City University, London, 1972.
13. A.C. Davies. Linear processing of binary sequences. Phd thesis, The City University, London, 1970.

## J. LAN'S STANDARDISATION

J1. ANSI/IEEE Std 802.3-1985 (ISO/IS 8802/3) Carrier Sense Multiple Access with Collision Detection (CSMA/CD). Access Method and Physical Layer Specifications.

J2. ANSI/IEEE Std 802.4-1985 (ISO/iS 8802/4) Token Passing Bus. Access Method and Physical Layer Specifications.

J3. ANSI/IEEE Std 802.5-1985 (ISO/IS 8802/5) Token Ring. Access Method and Physical Layer Specifications.

J4. P. Drake. "Open system architectures for military command control and communications". SHAPE Technical Centre.

## K. MULTIPLE ACCESS PROTOCOLS

K1. S. Poreda, S. Murphy. 'An approach to implementing the line seize protocol in military fibre optics networks'. CH 1909-1/IEEE, 1983, ses. 36.2, pp. 589-596.

K2. J. Knott. 'A fairness evaluation of the bit map access protocol'. CH 2190-7/IEEE, 1985, Ses.35.4, pp. 1034-1036.

K3. C. Warner, R. Merk, G. Brown, C. Keune. 'Hand-off assigned multiple access (HAMA): A computer muttiple access protocol for computer communication networks'. CH 19091/IEEE, Ses. 10.3, pp. 183-189.

## R. SOFTWARE DESIGN

R1. "The Official Handbook of MASCOT". Joint IECCA and MUF Committee on MASCOT. UK, 1987 (Book).

R2. G.M. Birtwistl, O-J. Dahl, B. Myhrhaug, K. Nygaard. "Simula Begin". Van Nonstrand Reinhold Company, New York, USA, 1979 (Book).

R3. "SIMULA standard". The SIMULA standards Group, SIMULA a.s., Oslo, Norway, May 1989 (book).

## S. LANs (APPLICATIONS)

S1. D. Brown, B. Pankowski, O. Halpeny, J. Knepley. 'Distributed circuit control for the DCS'. CH 1909-1/IEEE, 1983, Ses. 17.4, pp. 314-323.

S2. C. Petitpierre. 'Meshed local computer networks'. IEEE Communication magazine, Vol. 22, No. 8, August 1984, pp. 36-40.

S3. E. Grund, J. Katz, R. Cope, A. Glick. 'Survnet, A prototype survivable LAN', CH-19091/IEEE, 1983, Ses. 13.2, pp. 269-273.

S4. H. Keller, H. Muller, E. Rothauser, E. Zurfluh. 'Overlay optical fibre LAN'. CH 21907/IEEE, 1985, Ses. 39.2, pp. 1185-1189.

S5. G. Ludwig. 'Local area radio intercom networks'. CH 1909-1/IEEE, 1983, Ses. 10.1, pp. 169-174.

S6. K. Pung, A. Davies. 'Data/voice integration for fibre optic LANs with arbitrary topology'. Computer communication, 1984, Vol. 7, Part 5, pp. 236-242.

## X. VARIOUS

X1. D. Bear. "Principles of telecommunication traffic engineering". IEE Telecommunications series $2,1980$.

X2. A. Papoulis. "Probability, random variables, and stochastic processes". McGraw-Hill Series in Electrical Engineering, Singapore, 1985.

## PARTS FROM THE THESIS THAT HAVE BEEN PUBLISHED


#### Abstract

1. T. Mastichiadis, E Economou. "Simulation of a Local Area Network protocol using SPSC techniques, built on a mesh topology". IEEE symposium on SPSC techniques and applications, September 1990, Kings College, London.


2. A. Davies, T Mastichiadis. "SPSC techniques at Local Area Networks". Greek Computer Society. 2nd Hellenic Conference on Information Technology. November 1988. Athens. (Greek Language).
3. T Mastichiadis. E Economou. "Modelling a new type of Local Area Network via SIMULA by the aid of MASCOT". Greek Computer Society. 3nd Hellenic Conference on Information Technology. 1991. Athens. (Greek Language).
4. T. Mastichiadis, E. Economou, A. Davies. "Traffic estimation of a SPSC of a LAN, built on a mesh topology". IEEE Transactions on communications. Transmitted for publication. Reference number 91-0807, November 1991.
5. T. Mastichiadis, E. Economou, A. Davies. "Design principles and performance results for flooding routing mesh topology spread spectrum LANs". Computer Communications. Transmitted for publication. Reference number JBT/GJF/Ack-511/9 October 1992.

# SIMULATION OF A LOCAL AREA NETWORK PROTOCOL USING SPREAD SPECTRUM TECHNIQUES BUILT ON A MESH TOPOLOGY 

Theodoros Mastichladls<br>- The Clit University, London, England<br>Eletherious Economou<br>Hellenic Telecommunications Organization (OTE). Athens, Greece

### 1.0 Abstract

This paper describes a new type of Local Area Network (LAN) as well as software built for its simulation.

The proposed LAN uses spread spectrum (spsc) techniques as a multiple access method. The modular, ceilular, mosh topology in comblnation with a passive continuous retransmission of any recelved signal in all directions (flooding routing) guarantees survivability and offers securlty. The synchronization problem has been solved by the use of a separate TDM channet in a universal timing system.

For the performance estlmation of the LAN simulation, tools have been developed. The required software has been designed using MASCOT III concepts and written In SIMULA 67.

### 2.0. Introduction

Current trends for LANs inciude the use of spsc techniques [1,2] for their design. Some LANs of this type already exist [3] while others are under development [4,5,6].
An overvlew of the protocol and the operation of the proposed spsc LAN is given in section 2. Section 3 discusses computer simulation of this LAN, and presents results about the traffic that it supports and some topics for future research. Finally some conciuding remarks are given in saction 4.

### 3.0 Descilotion of the Sose LAN

The design of the proposed LAN utllizes the following features: mesh topology, flooding routing, spread spectrum direct sequence (DS) techniques and an Independent signalling channel.
The LAN is based on a modular cellular mesh tepolegy as shown In flgure 1 . The same number of subscribers can be supported by a varlaty of topologies of different sizes. Any such topology offers many alternative paths between any two nodes. A passive flooding routing scheme is used. Every node simply retransmits all Incoming signals along every outgoing link. Thus the signal arives flist through the shortest path at the destination, while at the same time a lot of echos are also created. These echos act as wideband background noise, they depend upon the topology and are absorbed gradually.
The structure of the node is lllustrated in flgure 2. At every node a number of statlons may be connected, through spsc Interface units (spsciu). Because of the spsc techniques used, each one can gain access to the network by code division multiple access (CDMA) without having to determine in advance if the medium is Idle, as would required by Ethernet systems. Also the combination of the spsc techniques with the packet switching method used allows multiple access to the network with low probabillity of colilision or congestion. This results in good message dellvery tlme.

The transmitter of the node modulates the data using a high blt rate pseudo-random binary sequence which is a member of a large family of sequences. There is an one to one correspondance between these sequences and the recelvers. In this way addressing becomes

[^1]destination for data modulation. After the signal has been modulated, it is flooded Into the network.
ir ary and anter
Every recelving node senses the medlum and a locally generated pseudo-random sequence is correlated with the incoming data. If the signal that has been read from the medium Includes data that has been modulated with the same pseudo-random sequence and is synchronized with It, then there is data addressed to this particular recelver. In this case, through the corrolation process the bandwidth of the incoming data will collapse to that of the original data signal, so acheiving demodulation.
Simultaneously with the spse channeis and within the same frequency band a signalling channei operates based on an active flooding scheme. Every node, as soon as it recelves the Intormation, reads it, processes it and then retransmits it in all outgoing directions. All nodes share this channel on a slotted (TDMA) basis. The reservation scheme of the slots by the nodes is permanent and continuous. This TDM channei guarantees the continuous avallability of timing and synchronization Information, routing information, Information about the status of the subscribers, acknowledgment Information etc.
Survivability is Inherent to the system. It is acheived by the mesh topology used and by the propertlos of the passive flooding protocol. Through this protocol the LAN acts as a self-learning machine that always flnds the new topology.

Finally this LAN has a cortaln degree of security. This depends upon two factors: the crypto-security provided by the spreading code, and the physical separation of the users into groups that intercommunlcate through local bridges.

### 4.0 System slmulation and results

The simulation of the LAN is under development using the software design method MASCOT III (Modular Approach to Software Construction Operation and Tost) and the simulation programming language SIMULA 67.

Following the MASCOT [7] principles the parts of the system that Is to be designed are represented in a data flow form. Each one of them is named an activity and consists of an individual module of the software. The data that is used by the activitles is stored in memory areas named pools. Channeis interconnect activites and read the pools.

SIMULA [8] is an Algoi like dynamic diserete ovent simulation language. It describes the sequence of actions in space and time as well as relationships. It creates a time onvironment and it generates in it a pseudo-parallel domain where the various processes run simultaneously.
Figure 3 illustrates an overlay of the MASCOT machine where the structure of the program and a functonal relationship among its varlous parts is presented. Since this machine is Implemented in the SIMULA environment, in a lot of cases, the implementation of poois is unnecessary. Figure 4 shows the interconnection of the software sections in the time domaln and their parallel processing environment.
Through this simulation program the performance of the LAN will be estimated. Especially the following will be examined: survivability of the LAN as function of the topology, the required chip rate, the bit error rate, the throughput, the created delays, the congestion and coillsion probabilities.

We define the Topology Size Coefflclent (TSC) as a function of the degroe of the nodes in the Sub-LANs, the number of the Sub-LANs and the maximum number of stations that may be connected to the node. Figure 5 lllustrates the TSC for topologies that support 480 users as a function of the trafflc (normailsed average percentage of time that every station uses the created channel) for different values of the required chip rate. The performance of all these communication channeis is the same and depends upon the instantaneous traffic load and the
echos of any partlcular link or node. As the traffle Increases the performance reduces, in the same way for all virtual channels of thls particular link or node. The increase of the traffic influences the nolse enviroment because of the echos.


An overall description of a new type of LAN that uses CDMA methods has been presented. The main qualties of this LAN can be summarised as: almost contention-free muitiple access, high throughput, privacy or security, survivability, noise resistant communication, integrated trafflc, Inherent addressing capabillties, possibility of grouping of the users in separate sub-LANs according to their features and quallites or to their requirements and security demands, simultaneous access to the network, low time delays, low congestlon probablities, the same performance for all the virtual communication channels within any link.
The performance of this LAN will be estimated through simulation tools.
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Fig. 1: The overall structure of the topology


Fig. 2 : Block diagram of a node.


FIG. 4 : Paralle processing enviroment of the simulation qytem.
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## ABSTRACT

This is a description of a new family of LANs. The use of the sucgested spread spectrum (spsc) techniques as a multiple access method gives simplicity, privacy or even sequracy, possibility of simultaneous communication and similar performance to all the communication channels. The statistical properties of the used packet switching methodimproves highly the throughput of the system. The performance of the system, the number of the subscribers, and the succeded degree of sequracy depends upon the seiection of the spreading codes. The use of fiber-aptics highly improves the quality of this family of LANs. The implementation of such a LAN on a mesh topology gives a high degree of survivability. This LAN appears appropriate for small integrated (voice, data, etc.) networks.
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## Môteдomolnon evós Néou Túrou Torikoú $\Delta i k t u ́ o u ~ Y r o \lambda o y i \sigma t u ́ v ~$

 $\sigma \varepsilon$ ү $\lambda \omega \sigma \sigma \alpha$ SIMULA $\mu \varepsilon$ xphon $\tau \omega v$ apx $\omega \nu \tau \eta$ MASCOT$\theta$. Magtixid́nns. City University<br>E. Oıkovónou. Ththa Пגпро甲орikńs Пaveniotnulou A Anvúv









 areikovion tou ouqth̆uatos $\mu \varepsilon \sigma \omega$ twv apxiv tns MASCOT III


Abstract: This paper describes a new type of Local Area Network (LAN) that uses spread spectrum (Spsc) techniques for medium access. The modular. cellular. mesh topology in combination with a passive retransmission of any received signal in all directions guarantees survivability and security. The synchronization is achieved by a separate time division channel (TDM) in a universal timing system. Special attention is given to the presentation of this LAN using MASCOT III principles for its simulation via SIMULA programming language.

## 1. EIEAГ $\Omega \Gamma$ H

Ol oúxxpoves tdaels otnv vpaph tou doyioulkoi emibad douv
 moovpaunátwv nou ouveoyḑ̧ovta! (object oriented programming).

 nou epyí̧ovtai ae ripaypatikó xpóvo (Real time Programming).
 Aypdia $n$ MASCOT $[1$ ] kat otnv NopBnyia n SIMULA [ 2 1. Etnv mapoúaa epraala $\delta$ (Bovtal :

- hia oúvtoun repippaph tns MASCOT kal tns SIMULA.
- $\eta$ mepiypaøti evós véou túmou TA mou $\lambda \varepsilon \imath t o u p \gamma e l ~ \sigma e ~$

 [3.4].
- Eva Hovtèरo mpogoholwons autoú tou TA. ónou paivetal

 va urodoyıalei $\eta$ aroboon tou TA.

Гeviká fia tov unodovionó tns anóboons evós TA

－Kataokeun haЭnuatikoú hovtedou kat enlduon tou．मéou иподоүเのтヶ．






## 2．ПЕРІГРАФН TOY TOПIKOY $\triangle I K T Y O Y$


 （Flooding routing）．texvikés 反ieupúvaews qáalatos ouvexoús aкодоuЭlas（spread spectrum direct sequence techniques）kal ave $\ddagger$ dptnto kavádı onuatoסootas．

To TA Baolzetal oe mia tomodoyla túrou mגéphatos









 סıáxuons kat avanetaboons tou onhatos $\mu \mathrm{E}$ unobialpeon ths




 aunteolyepovtal oav Эóoubos eupelas 弓üvns tou kavalioú （Wideband background noise）．O apı $9 \mu$ о́s tous kat $\eta$ ıoxús tous


Etnv eikóva 2 palvetal $n$ Baoikn $\delta$ ou＇t evós kóubou．H
 $\Delta \imath \varepsilon u \rho \dot{v} v e \omega s$ Фácharss（ spread spectrum Inferface units）．Nóv



 опшs ounBalveı oto пршто́коддо CSMA／CD．

 pugnou hetásoons，nou eivai hédn hiás heyadútepns olkoyevelas






 Enнiouproúhevn akodoulia đuүкрlvetal $\mu \varepsilon$ tiv eloepxónevn otov

 Enuioupyounevns akoдоugias tóte to otha areulúvetal otov



Tautóxpova $\mu \varepsilon$ ta kavá入ia mou $\lambda$ eitoupyoúv $\mu \mathrm{fe}$ xphan
 גeitoupyei éva kavali modגardts mpoonèaans ue siaipean
 ко́मBOI kal ol Xphotes hoipa̧ovtal tis xpovikés oxiapes（time






 т！s eそsסous．

Ta kúpia doıróv xapaktmpiotiká tou Siktúou elvai $n$


 tns tomodoylas túmou miêpatos $\mu \mathrm{E}$ tig iठıotntes tou хрппıнапоı


## 3．XAPAKTHPIETIKA THE MASCOT

H MASCOT（Modular Approach to Software Construction Operation and Test）andonoizi tmv avaduon．oxeslaon．ypaph





－Mia he Эobo axeblaons tou hoyiautkoú．
 बúnب由Vo $\mu \mathrm{E}$ tnv oxesiaan．

 $\varepsilon \kappa т \varepsilon \lambda \varepsilon \sigma \pi$ ．
－Eva epyalelo yia tov èeyxo tou hoyionikoú oe oxeon $\mu \varepsilon$


Elvat isialtépas anuadias otiv mapoualaan tis oxeslaons $n$ ikavotnta ths MASCOT va Seixvel tis tautoxpoves roakeis kat



aroouv


 katitous $\delta ı$ коús tou mepiopionoús oto nou kat riws hropei va


To kúpio otolxelo otnv MASCOT eivai oti $n$ pon tuv SeSonevav uera oto oúatnua. ano tnv Squiovpyia tous anó




 ths MASCOT (MASCOT KERNEL) kat to onolo vגonoteltat amo tnv

 סpaotnolótnter xpnothomotoúvtat ol meploxers $\Delta \varepsilon \delta о \mu \varepsilon v \omega \vee$ EvSoertikolvavias IDA (Interconnection data areas). Autes Sıakplvovtaı $\sigma \in$ Súo katnyoples ota kavalıa (channels) kat

 arís thv ikavotnta tous va aroЯtiké̇ouv ta סe סonéva.

H MASCOT mapexel Súo tpónous mapoualaons ths oxeblaans. O


- Eto oxesidiypauna 3 galvovtat ol toonol maoovolagns twv
 ounbón $\omega$.


## 4. XAPAKTHPIETIKA THE SIMULA






 repiypapouv tmv $\lambda \varepsilon i t o u p y t a \quad \xi e x \omega p i \sigma t \dot{v} \tau \mu \pi \mu \tau \omega V$ tou поовд пиатоя.

Káge kidon hropei va $\delta$ nuioupyñoei avtituma tou eautoú ths
 ovoua̧̧ovtal ouolótuma (objects).
 aкӧn xapaktnoiotiko ths SIMULA. इe emitiebo mpoypdunatos






paralled）перı Baג $\lambda о \vee$ ．


 kal tive kגdon SIMULA mou eival umeúluvn fia tov xpovikú



 mроүраниатібной．

－Eivar apketá $\delta$ raסe

－Elval moooavatodiouevn roos tis $\delta 1 \varepsilon \rho y a \sigma i \varepsilon \varsigma ~ \varepsilon t o l ~ \dot{\sigma t e ~ v a ~}$

－Exel augtnon kai caph tekpmpiwon（Documentation）．

## 5．ПЕРIГРАФН MONTE $O Y$ ПРOГOMOI $\Omega \Sigma H \Sigma$

To güatnua roocouolwans rou SnulouprnЭnke oxesidotnke ，akodou9üvtas tis apxes ths MASCOT．O nuohvas MASCOT Bálatnke nav由 SIMULA．otnv orola үpdutnke kai o anaitoúnevos kwSikas．

Onws palvetat oto oxtina 4 to oúatinua mpooouotwons

－Anuioupyia ths torodoylas（Epaotnpiotnta 1）
－Anuioupyla twv סeठoueviov kai tou ohuatos סiعupupevou qáonatos（Epagtnoiótita 2）
－Anulovpyla tou kavaliou anuatobocias（Spactmpiótnta 3）
－Mixaviauós סiáxuans（Epaotnoiótnta 4）
－Déktns（8paotnpiótnta 5）
－Mnxavianós umodoyionoú aroboons kal eкtúnton （Spactmpiónta 7 kal 8 ）
Kuヨe hia ano autes tis סpaotnoiotntes amotedeita：anó evav वрเ ヨน์́ кдव́ $\sigma \varepsilon \omega \vee$ ．
 anoteloúv tis Spagtnoiotntes tou ththatos eкmonats va
 ouvסuachó twv हpagtnolothtwv 1．2．3．4．H xpovikh ouaxetion twv סoagtnolotituv autiv．Yivetai aró tous unxaviouoús ths Simula кat mapiot́rvetai amo tnv Spaotnpiótnta 6．H Epaotnpiótnta auth eivai o rupivas ths MASCOT．

To ноvtغ
 urodojiatoúv：

－Oi bedtioteg Siaftageis tou biktúou．
－Ql kaguatedioeis．
－H mi Gavótnta oúykoouons．
－H migavotnta kopénoú．
－H andooon tou puoikoú héou．

To anaitoúpevo chip rate．
O puŞós $\sigma \varphi a \lambda \mu \not{ }^{\prime} \tau \omega \vee$（BER）．
H kivnon rou hropel va umootnolछel к．$\lambda . \pi$ ．

## 6．$\Sigma Y M \cap E P A \Sigma M A T A$







 kgtavouh t $\omega$ र x
 foyadelwv $\lambda$ oyıoutkoí．Ta epyadela autá oxesidoヨinav $\mu \varepsilon$ xpigm ふ apxஸ́v TnS MASCOT oTnv STMULA．MÉow autúv tóo $n$
 unodoyıotoúv．

## Euxapioties

O1 Guүypapels erigunoúv va euxapıotnoouv tov Ka马．A Davies tou King＇s College London kaSف́s kat tous kainyntés K． kupoúnnado kal $\Gamma$ ．Фidokumpou yia tnv ounbodh tous otnv uגorolnon auths tns epyacias．

## BIBAIOIPAФIA

1．＂The official Handbook of MASCOT＂．Joint IECCA and MUF crmmittee on MASCOT．UK， 1987 （Book）．

2．G．M．Birtwistle．O－J Dahl．B．Myhrhaug，K．
Nyqaard．＂Simula beqin＂．Van Nonstrand Reinhold Company．New York．USA．1079（Book）

3．R．L．Pickholtzt．D．L．Schilling．L．B．Milstain．
＂Theory of spread spectrum communications－A tutorial＂．IEEE． Trans．Commun．．vol．COM．30．pp．855－884．May 1982.

4．R．C．Dixion．＂Spread srectrum system＂．John Wiley and sons．USA， 1984 （Book）．

5．T．Mastichiadis．E．Economou．＂Simulation of a LAN protocol using spread spectrum techniques built on a mesti topology＂Proceedings of IEEE Symposium on Spread Spectrum Techiniques and Applications 1900 pages 164－169．

a ：Movajes د七ccúvseon＝i゙пosıktu゙
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$\therefore$ ：Kokかo

Exga 1 ：Tonodoyía Jutwou



гmpua 2 : Jouń hóußou

LOSEET proding : $\varepsilon$ prill $\chi_{j}$


EOI
$\qquad$
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## ABSTRACT

The topokgy and the protocok of a novel thoe of local area nework (LAN) are presented. The
 spectrum kechniques as multiple access mettod, in onder to achieve simultaneous acoess to the nework with a bw probsbilin) of collision. The LAN is chamacionised by modulariy, surnirability, securing and a bad of suct a LAN ane examined, and estimaties presented of the traffic capaciny as a function of the number of subscribers.

1. Introduction

Current technological trends in design of Local Area Net/uorks (LANs) Include the use of spread spectrum (spsc) lechniques (1,2). Some LANs of this type already exist (3), while others are under development ( $4,5,6$ ) Access (CDMA) meed which includes simultaneous access the advantages of the Code Division Multiple Accass (CDMA) mehod, wro ell thes sind "virul" security, similar perfilis is of an lack of survivability. Survivability is important in cases where uninterrupted operation is required.

The LAN proposed in this paper aims to improve the survivability by means of a fulty distributed structure using a mesh topology with separate sub-LANs and by distributing the signals at each node for onward transmission by means ol a passive flooding prolocol.
The paper is organised as follows: In section 2 an overview of the proposed topology and the flooding protocol is given. Section 3 presents a power analysis of the nodes and gives estimated results of the number of users as a lon in in ( presenled har have bee bas In section 4

## 2. Description of the Spread-Spectrum LAN

2.1 The Topology

For survivability reasons a lully distributed archilecture is suggested for the LAN. A mesh topology has been chosen, Involving multiple routes beween any node. The routing ol signals around the nework is based on the concept of passive flooding. This means that the incoming signal at any node is distributed equally to all the
outgoing ports for onward transmission in such a way that the total incoming power is greater than the total oulgoing power. In principle this implies that the process is a passive one although in practice amplitiers may be needed, because of ine impedance maiching requirements. Clearly such a passive liooding proceduro resuls in numerous signal echoes belng ransmiled around the nework ( $\infty$ mparable or muli-paln distorion raio commes ony link carrying this synchronised sigal will penerath nol cause brat in communications becausa ather symol another synchronised signal will be avalabie at the destination note which has arrived via another roule.

Another requirement to be achieved is the creation of a secure system. The current trend in successlully providing data security in computer networks is through the isolation of the highly-secure data willin grouns of intercommunicating workstations. These grouns are interconnected will secure bridges. Therefore, for fullilment of this requirement, the LAN topology is characterised ty the separation of the nodes into grouns, named Sub-LANs. In this way users that have similar characteristics or work under the same security requirements or restrictions, are allocated to the same Sub-LAN.
Each one of the Sub-LANs serves a paricular part of the total traffic. The size of the Sub-LAN influences the echoes created and consequently alfects the Signal to Noise Patio (SNR) and hence determines the minimum transmission rate needed to obtaln the required processing gain (PG) for the spread-spectrum communication. This processing gain is needed to recover the wanted signal trom its multipath echoes (e.g. vorsions arriving via other routes) and from the other traffic on the LAN. The Sut)-LANs intercommunicate through Sult-LAN Interconnecting Units (SIUs).
The philosophy that is used for the connection of the Sub-LANs influences the traffic load that can be supported, the inter-Sub-LAN data stream and the overall periormance characteristics. According to this philosoply varlous topologies can be created witt diflering degrees of survivability and performance.
The topology used is illustrated by Figure 1, and is fully distributed and modular. It olfers a high degree of survivability, good periormance and relatively low required ransmission rales. Each of these Suth-LANs ha the possibility of being connecled via SUs to any other Sub-LAN, so providing intercommunication with it Such a structure resembles a fuly connecled graph, with each verlex corresponding to a Sub-LAN and each edge to a SIU. This structure comnibules io making he system very robust. Because of the imnnediato access or any Sub-LAN to any other one, the performance characteristics - (bit error rale, coilision probability throughput, transmission delays) - and survivability are improved, due to the inter-Sub-LAN Irallic minimisation and consequently to the reduction of the noise power inside the sub-LANs.
Figure 2 illustrates the philosophy used for the design of the graph of a Sub-LAN. II consists of a number of similar, lully connected, subgraphs (denoled category B). A serial number (SN) is allocated to every node ol a subgraph. All the nodes of the various subgraphs of category $A$ of the Sub-LAN thal have the same SN are connected in such a way as to create another fully connected subgraph (denoted category A). In this way the lopology achieves a symmetry and offers survivability.
In addition to the spread-spectrum signals, a narrow-band time division multiplex (TDM) signal (as described below) is provided throughout the LAN for the distribution of timing and synchronisation inlormation, and assists with the network recontiguration in the event of a link failure.
The spread spectrum technique employed in combination with the passive flooding protocol ensures that communication takes place over the shortest path borween any pair of source and destination nodes of the same Sub-LAN. This path results in a signal synchronised with the locally-generated pseudorandom sequence at the recaliving destination, whereas signals (echoes) arriving at the receiver via other longer paths are not synchronised and so are not decoded by the correlation procedure used to recover the wanted signal. In the event of a failure in one of the links of the path or at an intermediate node, the shortest path along the many other alternative paths which exist is always selected by the same protocol. This mechanism provides survivability over interruptions and lailures in links and nodes.
Figure 3 shows the block diagram of the main moduies required for the implementation of a node. The nodes monitor the incoming links. Amplitude limiters separate the TDM information, which is used lor signalling reasons, from the spsc signal that carries the data. The TDM information is processed separately. It is received and transmitted through the TDM Processing Unit. The spsc information is exchanged with the users page 2
connected on the node via Spread Spectrum Interiace Unils (spsctu). The outgoing spread spectrum data is Iransmitted through a Spread Spectrum Signal Transmission Unit. The llooding of the incoming information is achieved through the Flooding Matrix Unit.

### 2.2 Protocol description

The protocol of the proposed LAN entalls the following leatures:

- 1. a passive flooding routing method as described above
- 2. the spread spectrum direct sequence (DS) technique
- 3. an independent signalling channel.

As explained in Section 2.1, the routing scheme, based on passive llooding, Involves every node relransmitting ail Inooming signals along every outgoing link. Theretore together with the signal many echoes are also created. These echoes act as wideband background noise. They depend upon the topology and are absorbed gradually by the transmission losses of the paths.
The degree of a node is defined as the number of links connected to It. It the incoming power to some node from one of its input ports is $W_{\text {in }}$, then the power $W_{\text {(xN1 }}$ at each output port of this node is given by the tollowing formula

$$
W_{\text {out }}=\left(W_{1}(1-c)\right) /(d-1)
$$

here
c: atlenuation due to propagation between the oulput of the node and the input of the next node plus the attenuation of the matching network at the input of this next node

## d: degree of the node.

An example of the atlenuation process of a signal is shown in figure 4
Because of the use of the spread spectrum technique, the users connected to a node can gain access to the network by code division multiple access (CDMA), without having to determine in advance if the medium is ld l , as is required by Ethernet systems. Simultaneous acoess by many users is possible because each one selects a spreading sequence uncorrelated with the others: The choice of sequence is determined by the dentity of the receiver and not by the bdentity of the transmitter. Therelore congestion occurs only when more than one user wishos to transmit dala to the same destination at the same time, and more than one synchronised signal arrives al the node of the destination through the same port.
In addilion the combination of the spread spectrum lechnique with packet switching allows multiple access to the network with low probability of collision or congestion. This results in good message delivery time.

Modulation of the data at the transmitter of the node is by the standard direct-sequence method of spectrum-spreading using a high bil rale pseudo-random binary sequence. This transmission rate is known as the chip rale. The sequence is selecied from a large family of sequences which form a sel with kow mulua cross- correlation. Melhods of choosing such lamilies of sequences are well-known. There is a one to on correspondence between these sequences and the receivers. In inis way addressing becomes inherent in the system as it simply involves choosing the particular sequence aliocated to the intended destination.
Atter the data signal has been modulated in this way it is distributed to all oulgoing links in accordance with the passive llooding method.

Every receiving untt senses the transmission medium and a locally-generaled pseudorandom sequence is correlated win the incoming dala. This sequace is the partcular one which delines the address of the ecelving user, and so II he recelved slgnal hcludes dala hal has been modulaled with the same sequence and is syctionised with ine lis means hal here is dala addesed to whs pancular recalver. In his cas the correlation process reduces the bandwith of the appropriate part of the incoming signal, so achieving demodulation and recovering the data intended lor this destination. Other components of the received signa (echoes and transmissions intended for other destinations) will be uncorrelated with the local sequence, and so will not have their bandwidth reduced, but on the contrary will remain spread over the full transmission bandwidth.

In order in distribute timing and shanaling Infomation over the LAN a separato time-division multiote (TDMA) channel is proposed. Simullaneously with the spread spectrum data transmission channels and the same frequency band, a signalling channel is provided which operates on a scheme called active flo Using this scheme every node recolves, processes and retransmits the signalling information along all ou links. All nodes and users share this channel on a slotted (TDMA) basis. The allocation scheme of the s the nodes is permanent and continuous. This TDM channel guaranlees the continuous avallability and synchronisation information, routing information, information about the stalus of the sultse acknowledgment information elc.
The synchronisation and timing information is essential for the transmitter nodes to bo able to transt pseudorandom spreading sequence lor a particular recetving node with the appropriate phase.
The use of more than one user and spsciu per node reduces the size of the sul)-LANs and locally moditi signal power of the accumulated echoes. This also reduces the survivability of the LAN, because in the c the lailure of any such node more than one user will be disconnected. On the other hand this $t$ conliguration creates local groups of work-stations or users comprising all the stations connected on the node and so local survivability is inherent in the system.
The good overall survivability properties are achieved by the mesh topology, by the properties of the pi flooding protocal and by the synchronisation inlormation that is provided through the operation of the chanal Though by sychensalion information that is provided through the operation of topology, loflowing disconnections, Interruptions and lailures in links or at nodes.
The structure provides security based upon two hierarchical levels. The lirst (lowest) level is the node he second one is al the SIUs. The system controls the information llow both belore the output of the $n$ the Sub-LAN and before transler from one Sub-LAN to an other one at the SIUs. The SIUs act as bridges between the sub-LANs. The degree of security achieved depends upon two lactors cryptographlc-security provided by the spreading oode and the control as the exit of data from one Sub-L an ollier
3. Power analysis and trailic supported
3.1. Power analysis

The performance of the proposed network is inlluenced by many interacting factors. Among those hav dominant role are the achievable chip rate, the spatial distribution of the active users, the tonology of the and the trallic load.
In this section the traficic that can be supported is examined in relation to the topology and the numb subscribers that can be served taking into consideration the requirements lor survivability.

The estimations are based on the environment of a Sub-LAN, with the following simplifying assumptions :
Every one of the users of a Sub-LAN Is transmitting data packets to a station of another Sub-LAA and at the same time is receiving data from a subscriber of another Sub-LAN.
The flooded data are packets of constant size transmitted at random time intervals.
The Iraffic created by any user will be examined as a parameter that describes the normalised average time that the user occupies the channel

The link attenuation is zero (the attenuation of connecting cables or oplical libers is assunsed to be compensated for by appropriale signal-amplification at the input of eacll node).

## All the nodes of a Sub-LAN have the same degree

The channel noise is low enough that it can be ignored.
The flooded power accumulates at the nodes in accordance with a homogeneous distribution every node is directly connected to the other ones.

The transmitted signals are continuously llooded.
All the physical links are unidirectional.
Each pair of Sub-LANs is connected logether by Iwo SIUs for survivability reasons. page 4

The SIU are unitormly and symmetrically distributed all over the Sub-LAN, so that the inter The SIU are uniformly and symmetrically distributed all over the Sub
Sub-LAN traflic is homogeneously distributed all over the sub-LAN

- One period of the spreading sequence corresponds to one data bit.
- The spreading sequences used are maximal length linear binary sequences. This assumption is adequate for performance estimation, although other sequences might be used in practice.
The signal initially llooded inlo the network by a user is transmitted aiong the route of the shortes virtual path. The required routing information is evallable through the continuous operation of virlual path. The re
the TOM channol.
The voice and/or dala transmisslon bit rate is 64000 bills/sec
The lollowing parameters are taken into account in the performance estimates:
- The power, W, transmitted by a user.
- The number, q, of subscribers per node

The number, in, of fully connected subgraphs that comprise any Sub-LAN, and the number, s , of nodes that the subgraph contains.

- The total number, N, of subscribers per LAN.
- The attenuation, c , of any link of the Sub-LAN. $(0<c<1$ as described above.)

The number, $h$, of nodes that form the shortosi virtual pall between any two nodes
The required chip rate, B, in kilochlips/sec.

- The required chip sequence-length, e, lor the Sub-LAN.

The number, $\mathfrak{j}$, of Sub-LANs of the LAN
The total number, $g$, of subscribers per Sub-LAN
The degree, d. of the nodes
The processing gain PG

- The average normalised time, $f$, that the traffic created by any user occuples a virtual communication channel.
The mumber of stages, n , of the shift register that produces the pseudorandom sequence.
The average total power, $W_{1}$, that exists throughout any one of the Sub-LANs will be the power of the initial transmissions, 2 g f W , plus the power arising from the echoes of the previously transmitted, flooded and attenuated packets. The upper limit of $W_{\text {, may be calculated as follows }}$

$$
\begin{aligned}
W_{i} & =2 f g W\left(1+p+p^{2}+p^{3}+\ldots+p^{r}+\ldots\right) \\
W_{t} & =2 f g W \sum_{n=0}^{\infty} p^{n} \\
W_{i} & =2 f g W[1 /(1-p)] \\
\text { Since } p & =1-c \text { and } 0<p<1, \\
W_{1} & =2 f g W / c
\end{aligned}
$$

where $g=q(k-2(j-I))$ and the number of nodes of a sub-LAN is $k=s m$
If we consider a particular transmission and we examine the power $W_{d}$ of the received signal at the destination, then, as a function of the fransmitted power, $W$, this will be given by:

$$
W_{d}=p^{h} W /(d-1)^{h-1}
$$

where $d=m+s-2$
because the signal has beon recoived by the node but not flooded by it yet (Flgure 4). The total attenuation that is imposed on the signal depends upon the number of nodes that compose the virual path that connects

The source of the signal with the destination. Therefore there is a limit to the maximum number of nodes that the shorlest path between wo subscribers could be allowed to have. This limit is highly dependent upon the particular topology used, the attenuation at the inpul port of a node and the chip rate. Table 1 presents such results for a LAN of 240 subscrbers.
If we assume that the total power is not distributed all over the network (iinks and nodes) but that is gathmred at the nodes, then the extsting power $\mathrm{W}_{\mathrm{n}}$, al a particular input port of a node will be the total nower divided by the number of nodes, $k$, and lie number of input ports, $d$, tass tho becally transmiltod powor:

$$
\begin{aligned}
W_{n} & =\left(W_{1} / k d\right)-W_{q} f \\
& =|2[k-2(j-1)]-(1-p) k d W q f| /[(i-p) k d]
\end{aligned}
$$

Thus the stgnal to noise ratio, SNR, at any input port of this node is given by

$$
\operatorname{SNR}=W_{d} /\left(W_{n}-W_{d}\right)
$$

$$
\text { SNR }=p^{h}(1-p) k d /\left\{(d-1)^{h-1}[2(k-2(j-1))-(1-c) k d] q f-p^{h}(1-p) k d\right\}
$$

For a spread spectrum receiver the output signal to noise ratio, $\mathrm{SNR}_{\text {out }}$, after the correlation procedure used o recover (de-spread) the wanted signal is given by:

$$
S N R_{m+11}=P G . S N R=\left(B / 13_{\mathrm{inf}}\right) S N R=\left(B_{\mathrm{inf}} \cdot \mathrm{C} / \mathrm{B}_{\mathrm{inf}}\right) \mathrm{SNR}
$$

$\therefore \mathrm{SNR}_{\text {out }}=\mathrm{c} . \mathrm{SNR}$
$\mathrm{B}_{\text {Inf }}$ denotes the information-data bit rale in kbits/sec.
For a matched fitter denwdulator the required $\mathbf{e}$ is estimated to be given by (8)

$$
\mathrm{e}=2 . \mathrm{SNR}_{\text {out }} \cdot \mathrm{Q}
$$

## where

$$
Q=(d-1)^{h-1}[2(k-2(j-1))-(1-p) k d] q f-p^{h}(1-p) k d / / p^{h}(1-p) k d J
$$

The actual transmission chip rate of the spread spectrum LAN is the information transmission bit rate multiplied by the length of the pseudorandom spreading sequence. With the assumption that a maximal tength liwoar sequence is used, the period lengith is an integer of the form $2^{n-1}$, which must be chosen so that it is groat than or equal to the period, e, required to meet the SNR requiremnents. Hence the actual transmission chi rate, B, will always be greater than or equal to a times the data rate:

$$
B=64.10^{3}\left(2^{n}-1\right) \geqslant 64.10^{3} \mathrm{e}
$$

Let a be a bandwidth efficiency coeflicient, where $0<a \leqslant 1$, defined by $e=a\left(2^{n}-1\right)$. The larger a is, the better is the utilisation of the bandwidth by the users of the sub-LAN and the less is the redundancy. This redundancy may be used for the support of Inter-Sub-LAN traflic (in this case users of dillerent sub-LANs could still intercommunkate through a third sub-LAN when lailures occur). The smaller a is the more inter-sub-LAN traffic may be supported by the system.

### 3.2. Tralfic supported

The number of users that any particular topology may support is not constant and depends upon the chip rate used. The higher the chip rate is, the higher is the processing gain, and consequenlly a higher power due to echoes can be tolerated.

The performance of all the virtual channels created during the communication of any two users is the same and depends upon the instantaneous trafic load and the echoes at any particular link or node. As the traftic is increased the performance is reduced in the same way for all the channeis of this particular link or node. Any change of the lopology inluences the noise environment because of the echoes. So for any particular cliip rate the amount of trafic that may bee served succasslully by lig LAN is a function of the topology.

We define the Topology Spreading Coefficient (TSC) as a measurement of the density of users of the LAN in relation to the complexity of the topology and to the size of the LAN :

## $T S C=j^{2} d^{2} / q$

The smaller TSC is, the smaller is the number of nodes of the LAN and the greater is the number of users per node. The highor TSC is the more the users are spread over the geographical area of the LAN.
The surface of figure 5 gives a picture of the Topology Spreading Coeffictent. Polnt ' $A$ ' corresponds to a small and dense LAN. Point ' $B$ ' corresponds to a LAN with a bopology that has many nodes and a lew users and dense LAN. Point ' $B$ ' corresponds to a LAN with a lopology that has many nodes and a fow users
(TSC=7056, 324 users, one user per node, 354 nodes and 6 sub-LANs). Point 'C' corresponds 50 TSC=7056, 324 users, one user per node, 354 nodes and 6 sub-LANs). Point 'C' corresponds io peaks ' $D$ ', ' $E$ ', ' $F$, ' $G$ ' of this surlace correspond to the same topology with the one of point ' $B$ ' Increasing the number of users connected on a node, at each one of them, by one. At polnt ' $G$ ' there are $B$ users per node. The Topology Spreading Coellicient of any panicular topology is reduced as the number of users per node is increased.
The surface of figure 5 gives a first understanding of the characleristics of the topology (nodes, users) that corresponds to each value of the Topology Spreading Coeficient. Further information about the lopologies that correspond to any partcular value of Topology Spreading Coefficlent can be obtained from data we have obtained and tabulated. Every one of these topobogles has its own requirements in chip rate for serving the
same amount of traflic, as is shown by Figures 7 and 8 .
Figure 6 describes the traffic that can be supported as a lunction of the number of users and of the chip rate. The variation of the values around the minima of points ' $A$ ', ' $B$ ', ' $C^{\prime}$ ' ' $D^{\prime}$ ' ' $E$, ' $F$ for 153 users are the resulis of the influence of the number of the sequential floodings ( 2,3 or 4 hops) and of the total attenuation per link ( $20 \%$ or $10 \%$ ). The variation of the trallic supported along the axes of users is due to the change of the value of the size (spreading) of the topology that is given by TSC. These parameters do not appear in the Figure but have been taken into account in the estimations. The Influence of the chip rate and of the traflic due to the allenuation and the number of the sequential floodings is also shown in TABLE 1.
The surfaces of Figures 7 and 8 show the frallic that can be supported by the system as a function of the TSC and of the chip rate lor a virtual path of wo or three sequential lloodings between the transmitter and the receiver.

In both Figures 7 and 8 the chip rate depends upon the Topology Spreading Coefficient and the tralic. The more distributed the topology is the higher is the trallic that may be supported with a relatively low chip rate The existing local peaks are due to particular topologies that are widely spread in the geographical sense (lor example the local peak of figure 8 between the points ' $A$ ' and ' $B$ ).
Both the surfaces of Figures $\mathbf{7}$ and $\mathbf{8}$ have been drawn for a total attenuation at the input of any node of $\mathbf{1 0 \%}$, and a $30 \%$ redundancy in the required chip rate lor serving inter-sub-LAN tratic.

## 4. Conclusions

This paper has given an overall description of a suggested spread spectrum LAN built on a modular, cellutar mesh topology. Depending upon the conliguration and size of the modules, the number of connected usars varies. This archilecture offers security, survivability and a good performance. The topology used is fully distributed and offers many allernative paths between nodes. The protocols proposed glve an abllity to learn the topology of the system existing at any time. The users and the traffic that may supported are atways a function of the lopology.
The results of further simulation studies of this LAN support the analysis presented in this paper.
The main qualities that could be expected from an implementation of thls LAN can be summarised as: almost contention tree multiple access, high throughput, privacy or security, survivability, naise resistant communication, integrated trallic, Inherent addressing capabilities. possiblity of grouping of the users in separate sub-LANs according to their features, requirements and security demands, simultaneous accoss to the network, low time delays, low congestion probabilities, and the same performance for all the virual communication channels within any link.
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## trable 1

the influince of the Chip-rate on the tsc, the attenuation and the HOPS
TSC: TOROI OGY SPREADING COEFFICIENT (see SECTION 3.2)
B: REQUIRED CHIP RATE (kilochips / sec)
N: TOTAL NUMBER OF SUBSCRIBERS SERVED BY A LAN
TRAFFIG: PERCENTAGE OF CHANNEL OCCUPANCY PER USER IN TIME UNIT
ATTENUATION: ATTENUATION OF ANY LINK PLUS THE MATCHING ATTENUATION
HOPS: NUMBER OF SEQUENTIAL FLOODINGS THROUGH THE SHORTEST VIRTUAL PATH BEIWEEN THE SOURCE OF THE DATA AND THE DESTINATION

|  |  |  |  |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 8 | TRAFFIC | TSC | N | NODES | ATIENUATION | HOPS |
| 2788.6 | 0.80 | 88.20 | 240 | 54 | $20 \%$ | 2 |
| 9002.9 | 0.30 | 88.20 | 240 | 54 | $20 \%$ | 3 |
| 80629.8 | 0.40 | 88.20 | 240 | 54 | $10 \%$ | 3 |
| 71681.4 | 0.30 | 88.20 | 240 | 54 | $20 \%$ | 4 |
| 2422.5 | 0.30 | 144.00 | 240 | 66 | $20 \%$ | 3 |
| 73924.2 | 0.40 | 144.00 | 240 | 66 | $10 \%$ | 3 |
| 35089.2 | 0.40 | 144.00 | 240 | 66 | $20 \%$ | 4 |
| 88682.9 | 1.00 | 144.00 | 240 | 66 | $20 \%$ | 4 |
| 75940.2 | 0.40 | 182.25 | 240 | 66 | $10 \%$ | 3 |
| 39919.7 | 0.30 | 256.00 | 240 | 72 | $10 \%$ | 3 |
| 80479.3 | 0.60 | 256.00 | 240 | 72 | $10 \%$ | 3 |
|  |  |  |  |  |  |  |

## TRAFFIC ESTIMATION OF A SPREAD SPECTRUM LAN BUILT ON A MESH TOPOLOGY

## Flgure Captions

Fig. 1. The structure of the suggested topology
Fig. 2. An example op a sub-LAN of 20 nodes.
These nodes are distributed over four subgraphs of five nodes of category ' $A$ ' and five sub-graphs of four nodes of category ' $B$ '.
Fig. 3. The block diagram of a node
a : impedance matching unit
b: chip delay unit
c : limiters
$d:$ TDM bufters
e: TDM processing unlt
I: Initial synchronisation unit
: : spread spectrum signal transmission unit
: first node definition unit
1: spsciu
m : users
n : Ilooding matrix unit
Fig. 4. The attenuation introduced in a path which consits of $n$ nodes
Fig. 5. The TSC as a function of the users and the nodes
Fig. 6. The traffic as a function of the users and the chip rate (CR)
Fig. 7. The traffic as a function of the chip rate (CR) and the TSC for two hops Fig. 8. The traffic as a function of the chip rate (CR) and the TSC for three hops


Fig. 1. The ssructure of the sugpessac boology

$$
\begin{aligned}
& \text { These nodos are distribured over lour subpraph } \\
& \text { sub-araphs of lour nodes of calegory ' } \mathrm{B} \text {. }
\end{aligned}
$$

These nodos are distributed over lour subgraphs ol live nodes ol catiogory ' A ' and live
sub-roaphs of lour nodes of calegory' B .

Catagary ${ }^{\text {B or }}$
fully oonnoglod




Fig. 4. The anenuason nitrouced in a path which consire of $n$ nodes


Fig. 8. The uratic as a lunction of the chio rate (CR) and the TSC for threa hops

The contour map of the surface



Fig. 6. The traftic as a function of the users and the chip rals (CR)


Fig. 7. The tratic as a lunction of the criop rave (CR) and ate TSC for two hoos

9th October 1992

JBT/GJF/Ack-511
Dr E G Economou
Dept of Informatics
University of Athens
Panepistimiopolis, TYPA Buildings
15771 Athens
GREECE

## Dear Dr Economou,

Thank you for submitting your paper 'Design principles and performance results for flooding routing mesh topology spread spectrum LANs' for publication in Computer Communications.

I am arranging for the paper to be sent out to our referees, and as soon as I receive their comments I will let you know of its suitablity for publication in the journal.

Please note that all correspondence regarding the journal should be directed to me at the above address.

Yours sincerely,


[^2]
# DESIGN PRINCIPLES AND PERFORMANCE RESULTS FOR FLOODING ROUTING MESH TOPOLOGY SPREAD SPECTRUM LANs 

IHEODOROS MASTICHIADIS:

ELEFTHERIS ECONOMOU:

ANTHONY DAVIES:


#### Abstract

(Centre for Information Engineering, The City University. Northampton Square, London, ECIV OHB. England)


(Department of Informatics. University of Athens, Typa Building, 15771. Athens, Greece).
(Department of Electronic and Electrical Engineering, King's College, University of London, SIrand. London, WC2R 2LS. England).

## ABSTRACT

This paper presents a family of mesh lopology LANs. This family of LANs uses spread spectrum techniques as a method for media access contral, in order to enhance the simplicity, to offer the possibility of simultaneous access 10 the network as well as to provide similar performance to all communication channels while reducing the probability of collision. For rouling flooding algorithms are proposed.

The recommended architecture is characterised by survivability, security and relatively low bandwidth requirements.

A LAN member of this tamily is analysed. It is built on a lopology that consists of a sel of inter-communicating sub-LANs and inter-connected subgraphs. The lopology. the communication and the signaling protocols that support this architecture are presented. Parameters that influence the traffic load of such a LAN are examined, and estimates of the BER as a function of them are presented.

## l. INTRODUCTION *

The use of spread spectrum (SPSC) lechniques (1.2) fot Local Area Network (LAN) design has attracted a lot of interest recently. There is a number of LANs under design that use spsc technique on bus or star lopology (3-9). Although these topologies offer simplicity they suffer from lack of survivability. Our proposal is based on the exploitation of the spsc techniques by using the Code Division Multiple Access (CDMA) methods (1.2) on a mesh topology. The resull of this combination is the design of a LAN that has the benefits offered by the spsc with a high degree of survivability and security. Survivability is important in cases where uninterrupted operation is required. Security is required at a large number of applications, where there are classified information that must be accessible only from a sestricted number of users.

## The rest of this paper is organised as follows

- Section 2 describes the principles according to which the architecture of this family of mesh spsc LANs. should be built. This is followed by an analysis of the lopology of a particular LAN of this family and the protocols according to which this particular LAN operates.
- Section 3 addresses the issue of the performance evaluations of the described LAN. The evaluations have been based on simulation tools. The architecture of the simulation model and the obtained performance results as a function of the topology, of the traffic and of the protocal characteristics are discussed.
- Section 4 presents some concluding remarks.


## 2. DESIGN PRINCIPLES OF THE ARCHITECTURES OF THE FAMILY OF SPSC LANs BUILT ON MESH TOPOLOGY

Some of the main requirements and characteristics of a large class of LANs are survivability, security and high pertormance. In simple words survivability means uninterrupted operation under various condilions. This can be achieved through hardware redundancy, decentralisation, alternative routing, and dynamic recontiguration through communication, signalling and synchronisation protocols. Security is the protection of the data against unauthorised reception. It is achieved mainly at the level of the physical layer through appropriate lopology. technology and coding. At higher layers it is ensured
through the use of secure protocols and passwords. High performance is achieved with low delays, low BER, high throughpul and low blocking and collision probabilities. elc.

All these requirements can be fulfilled by using interconnected mesh topology spsc subLANs in combination with continuous refransmission of the recerved signal in all directions (flooding routing). These sub-LANs are groups of nodes that are connected into smallef networks. The users are connecled on the nodes through spsc interface units (SPSCIU).

The mesh topology, in combinalion with the flooding routing, offers survivability. Multiple routes between any Iwo nodes are provided. Any node is connected to many others in a random way or under some rules, so creating an arbitrary graph or one that has a shape produced following geometrical rules. An infinite variety of families of graphs exist that comply with these requirements. The selection of any one of them is an important factor for the design of a LAN, thaf influences its operation.

Figure 1 gives an example of a lopology that can be used for a LAN. It is fully distributed and modular. Il offers a high degree of survivability, good performance and relalively low required transmission rales. Any Sub-LANs inter-communicate through Sub-LAN Interconnecting Unils (SIUs) with any other Sub-LAN. Such a struclure resembles a fully connected graph, with each vertex corresponding to a Sub-LAN and each edge to a SIU. This topology makes the LAN robust. Due to the immediale access of any Sub-LAN to any other one the survivobility is improved, the inter-Sub-LAN traffic is minimised and consequently the noise power within the sub-LAN is reduced, so providing improved performance (BER, collision probability. throughpul. Iransmission delays).

Flooding routing protocols have the characteristic of retransmilting all incoming signals at any node along every outgoing link. There are two ways of implementing the flooding the passive and the active. At passive flooding the incoming signal is retransmilted without being demodulated. while at the aclive the signal is demodulated at any node and then remodulated for further transmission. Each one of them is supported by ils own protocols and hardware.

With passive flooding the incoming signal al any node, is disfribuled equally to all the outgoing porls, for onward transmission in such a way that the lotal incoming power $W_{\text {in }}$ is greater than the tolal outgong power $W_{\text {out }}$. In principles this implies that the process is a passive one allhough in praclice amplitiers may be needed. because of line impedance
maiching requirements. Clearly sucn a passive flooding procedure results in numerous signal echoes being transmilled around the network (comparable to multi-path distortion radio communicalions). However, the spread spectrum lechnique provides immunily against delayed echoes of signals, enabling the synchronised signal to be decoded at the destination node. The failure of any link carrying this synchronised signal will generatly not cause a break in communications because another synchronised signat will arrive at the destination node through another roule. The echoes act as wideband background noise. They depend upon the topology and should be absorbed gradually. otherwise the continuous increase of thelr power would result to infinite nolse and unil BER overloading in power the nelwork and damaging it. It is obvious that if the flooding meets the referred criteria (e.g. $W_{\text {out }}\left(W_{\text {in }}\right)$, the total power cannot increase with time, it can at most stay constant.

Each Sub-LAN serves a particular part of the tolal traffic. The size of the Sub-LAN influences the echoes created, affects the signal to Noise Ratio (SNR) and defines the maximum fransmission rate for oblaining the required processing gain (PG). When the noise overcomes a threshold then the BER is increased as a function of the incoming SNR The routing scheme, based on passive flooding involves every node, refransmitting all incoming signals along every outgoing link. If the incoming power to some node ifrom one of its input ports is $W_{i n}$. then the power $W_{\text {out }}$ al each output port of this node is given from the following formula :

$$
W_{\text {out }}=\left(W_{\text {in }} \cdot c\right) /(d-1)
$$

where
$c$ : Altenualion. This term describes the percentage of power that results after the appliance on the signal of any type of absorption from the outpul of the node up to the input of the next one, plus the matching aftenuation at the inpul of the node. So all types of losses that are introduced during the implementation of a transmission on a physical link (e.g. impedance miss-malching. during the flooding. elc.) plus an intended loss are included in ' $c$ '. The intended loss is used to absorb the transmitted power in the system. For example an attenuation of 0.8 means that the $80 \%$ of the signal have survived and that the rest $20 \%$ of it have been absorbed.
d: Degree of the node.

The spsc technique employed al mesh lopologies in combination with the flooding protocol ensures that communicalion lakes place over the shortest pain between any pair of soupce and destination nodes of the same sub-LAN. In case of a faiture in one of
the links of this path or at an intermediate node, the next snorlest path is always selected automatically by the prolocol. This mechanism provides survivability over interruptions and failures in links and nodes.

The spsc technique employed in combination with the sub-LAN structure offers security. Current trends. in successfully providing dala security in compuler nelworks. are through the isolation of the highly-secure data within groups of intercommunicating work-stations. These groups are interconnected with secure bridges. Therefore. to fulfil this requirement. The LAN topology should be deployed through the separation of the nodes into groups. (Sub-LANs). In this way users that have similar characterislics or work under the same security requirements or restrictions, are allocated to the same Sub-LAN. Further the security is inherent in the spsc system through the use of the pseudorandom code and the security offered by il.

This LAN's archilecture provides security based on two hierarchical levels. The first (lower) level is at the node and the second one is at the SIUs. The system controls the information flow both at the SPSCIU (before the oulpul of the node to the sub-LAN) and before the transfer from one sub-LAN to an other one al the SIUs. The SIUs act as trusted bridges between the sub-LANs. The degree of security achieved depend upon two factors:

- The crypto securily provided by the spreading code and
- The control of data at the exil from one sub-LAN to an other one. and from the SPSCIU to the node.

The use of more than one user and SPSCIU per node reduces the size of the sub-LANs and influences the signat power of the accumutated echoes. Ihis reduces also the survivability of the LAN, because in case of the failure of any node, more than one user will be disconnected. On the other hand this type of configuration creates local groups of workstations or users, comprising all the slations connected on the same node. so ennancing the security.

The use of the spsc lechniques offers good performance characteristics. while their combination with packet switching methods reduces the probability of collision or congestion. Ihis resulls 10 a good message delivery lime.

Because of the use of the spsc lechnique. the users connected to a node can gain access to the nelwork by code division multiple access (CDMA). wilhoul having to
determine in advance if the medrum is idle. cs il is required by ETHERNET systems. Simultaneous access by many users is possible because each one selecis a spreading sequence uncorrelated with the others. In this way at any physicat link that connects any Iwo nodes we have at any time the temporarily creation of virtual channets thal operate al a concurrent basis and that connect particular pairs of users. The sequence's choice is mainly determined from the identity of the receiver or even from the identity of the transmitter (3). So we define congestion and collision as following:

- Congestion occurs when more than one users try to transmit data to the same destination at the same time through the same port, so that more than one synchronised signals to arrive concurrently at the node of the destination through the same port.
- Collision occurs if the tolal power at the recelving port of the destination node is higher than a threshold preventing demodulation of the signal. Cases of collision are created when more than one packels overlap each other, on the same link and at the same fime (these packets are considered as noise the one for the other).

The modulation of data at the transmitler of the node is done with the standard directsequence method (1,2) of spectrum-spreading using a high bit rate pseudo-random binary sequence. This transmission rate is named chip rate. The pseudo-random sequence is selected from a large family of sequences which forms a sel with low mutual crosscorrelation. Methods of choosing such families of sequences are well-known (1.2). There is an one to one correspondence between these sequences and the receivers. In this way addressing becomes inherent in the system as it simply involves selection of the particular sequence allocaled to the intended destination.

After the dala signat has been modulated, it is transmitted toward the outgoing link through the shorlest roule. At the next node the signal is distribuled to all oulgoing links in accordance with the passive llooding melhod.

Every recerving unit senses the transmission medium. A locally generated pseudorandom sequence is correlated with the incoming dala. This sequence is the particular one which defines the address of the user. So if the received signal includes data that have been modulated with this sequence and are synchronised with it, then this means that there are data addressed to this particular receiver. In this case the correlation process reduces the bandwidth of the appropriate part of the incoming signal. so achieving demodulation and recovering of the data that intended fof this destingtion. Other components of the received signal (echoes and transmissions intended for other destinations) will be
uncórrelaled wiln the local scquence. and so will not nave therr bandwidth reduced, bul on the contrary will be spread again over the full transmission bandwidin. The succeeded BER is a function of the relation belween the transmission bandwidth and the reduced one. Theoreticaliy it can be nullitied.

The operation of this LAN requires a universal timing system. Any node. and consequently any user, is synchronised with the rest of the system. This synchronisation is maintained Inrough the continuous distribution of timing information over the network.

In order to distribule timing and signalling information over the LAN a separate timedivision multiple access (TDMA) channel is proposed. This signalling channel operates on an active flooding scheme, simultaneously with the spread spectrum data fransmission channels and within the same frequency band. Using this scheme every node receives. processes and retransmits the signalling information along all outgoing links. All nodes and users share this channel on a siotted TDMA basis. The allocation scheme of the slots to the nodes is permanenl and conlinuous. This TDM channel guarantees the continuous availability of liming and synchronsalion information, rouling information, information about the status of the users, acknowledgement information etc. Each time slot is divided into time portions that are allocated to the node and to the SPSCIU of its users, for the transmission of the above information.

The synchronisation and fiming information is essential for the transmitting SPSCIU. It is used in estimating the phase shift of the pseudorandom spreading sequence modulating the data to be transmilled, so that the signal arrives at the destination synchronised with the locally generated replica of the code.

Due to the properties of the passive flooding protocol and to the synchronisation information that is provided through the operation of the TDM channel. the LAN through the mesh lopology acts as a kind of a self-learning machine. So at any modificalion of the topology, it always finds the shortest routes, follows the disconnection, the interruplions and the tailures in links or at nodes. So the operalion of the TDM channel updates the information about the lopology and accorcting to it the rouling information and the transmission delays of the spsc information are estimated.

## 3. PERFORMANCE EVALUATION AND SIMULATION RESULTŠ

## 8

The simulated model

For the performance evaluation simulalion tools were developed. These lools consist of a simulation environment where the topology is generated, the TDM channel operates and the users data are generated, spread, flooded, received and processed. The analysis and design of these loals were done wilh the aid of MASCOT III (Modular Approach to Soflware Construction Operation and Test) method (10). The required software was written in SIMULA (11).

Using these tools two different topologies were buill:

- A 9 nodes lopology with 2. 4. 6 and 10 users connected per node (fig. 2).
- A 30 nodes lopology with 3 and 4 users connecled per node (fig. 3).

Measurements have been implemented on them under the following types of tratfic:

- Type 1: All users transmit packets to a destinalion of the same sub-graph (e.g. user of node 1 to user of node 3 in fig. 2 and user of node 13 to user of node 16 in fig. 3).
- Type 2: All users transmil packets to a destination of another sub-graph (e.g. user of node 1 to user of node 6 in fig. 2 and user of node 13 to user of node 30 in fig. 3).
- Type 3: All users transmit packets to a destination randomly chosen (e.g. user of node 1 to user of node 9 in fig. 2 and user of node 13 to user of node 11 in fig. 3).
- Type 4: All users transmit packets to a destination of one particular sub-graph. (e.g. User of node 2 to user of node 3 and user of node 4 to user of node 8 in fig. 2 and user of node 13 to user of node 30 and user of node 2 to user of node 25 in fig. 3).
- Type 5: All users transmil packels to a destination of one parlicular sub-graph. The selection of the destination is such that no congestion occurs. (e.g. user of node 2 to user of node 3 and user of node 4 to user of node 8 in fig. 2 and user of node 13 to user of node 30 and user of node 2 to user of node 25 in fig. 3). This can be considered as the worst case of traffic.

In order to restrict our estimations all simulation results were obtained under the following assumptions:

- One packel of 10 bits per user is transmitted. So the total number of transmitted concurrently packets is equal to the number of users.
- The chip rate is always examined in congestion with the bit rate. This means that as chip rate is taken the transmilled number of chips per bit. This number is always an integer and corresponds to the full tengith of the pseudarandom sequence.
- The packet generation is not random bul simullaneous for all the users (worst case of raffic).
- No congestion exists at the network.
- The whole simulated model is considered as an ideal one where no losses due to internal noise is introduced
- The acknowledgement procedures are not used.

The major task is 10 prove that the passive flooding implemented on a mesh lopology using spsc fechniques, is a cost effective one so that an optimum theorelically BER $(B E R=O)$ to be achieved, with low required chip rates. To prove it we use the relationship between the incoming power of the spread signal and the existing power al the channel. The outputs of the program are the accumutated power and the incoming vollage at the inpul of any node. These are different and independent each other. From the incoming voltage the corresponding vollage at the output of the receiver and the BER are estimated. Through them the average BER of the system and the corrupled bits per link will be discussed as a function of the inpul node aftenuation. Further than this, examples will be given of how the incoming 10 a node power and the oulpul voltage of the receivers are influenced from the topology, the matching altenuation and the other end selection distribution. The concurrent transmission of only one packet of 10 bits from all the users, does not influence the final results. This is because an ideal hardware system has been supposed where external noise sources, others than the signal echoes. do not exist.

All these measurements have been taken lor the worst case of traffic (lraffic 5) and for simultaneous transmission starting of all the packets (one packel per user). In this way the worst traffic conditions into the sub-LAN are simulated.

The rest of the performance estimales (the BER. the delays and the throughput) of the various types of LANs, that are members of this famly, depena upon the protocols and hardware design of each one individually. These estimates are of minor importance, due to the negligible delays becouse of the concurrent communication offered. of the low
congestion probability, of the possmility to succeed a theorelically zero BER and of the use of shorl overheads.

动

The simulation results

According to the described architeclure we define BER of a physical link that connects two particular nodes, the summation of all the corrupted bils of all the transmitted packets through the virtual links of this physical link over the lolal summation of the bits of these packets. The $B E R$ is a function of the echoes power, the topology, the input node attenuation. the traffic and the chip rate. BER is reduced in the same way for all the virtual channels of any particular link. Since the traffic load and the echoes vary inrough out the lopology. the BER is not constant and is different in the various paths that connects any Iwo nodes. As average BER is defined the summation of all the corrupted bits of all the transmitted packels through every virtual link over the total summation of the bits.

Tables 1 and 2 are a sample from a sel of lables that examine one by one the corrupted communication links. The intormation that are found at these tables are the starting and ending node of the physical link, the length of the physical link measured in hops, the number of the corrupted virtual links on it and the lotal number of the corrupted bits of the virtual links as a function of the altenuation for various chip rates. Every one of these tables is referred 10 a particular lopology and to parlicular chip rate. They illustrate the influence of the number of hops to the number of corrupted bits per virlual link. As the number of hops is increased, the performance deteriorales. When the chip rate is increased the performance is improved.

Figures 4 and 5 illustrate the overall BER of all the communicalion links of the sub-LAN. The curves of these figures have resulted by averaging the data of all the tables a sample of which is presented through tables 1 and 2. Every figure presents the average BER as a function of the attenuation for the various chip iates that have been used. It can been seen, that the mosl concentrated the sub-LAN is, the lower the required chip rate is to nullify the BER. More analytically fig. A corresponds to the topology of fig. 2 . The measurements have been laken for 63.127 and 255 chips and for 2 . 6 and 10 users per node. Fig. 5 corresponds to the topology of fig. 3. The measurements have been taken for
127. 255 cnd 511 chips and for 3 and 4 users per node. For the lopology of fig. 3 ( 30 nodes and $9 O$ users) 127 chips support communicalion links of 2 hops and 511 chips supporl communication links of 3 hops. For the topology of fig. 2 the communication links of 2 hops are supported from 127 chips. At this lopology there are no physical links that require 3 hops connections.

The number of concurrent transmitting users that any particular topology may support is not constant and depends upon the chip rate used. and the distance of the destination. measured in hops. The higher the chip rate is the nigher the processing gain is and consequently higher the afforded power of noise due to echoes can be. or alfernatively Iower the incoming SNR. Echoes power is not only a function of the lopology but also of The traffic. the used attenuation at the input port of any node, the accepted maximum length of a link measured in hops (not in fime). The performance of all the virtual channels created during the communication of the users is the same and depends upon the instantaneous traffic load and the echoes at any patticular link or node. The BER is a direct function of the incoming into the node SNR. The higher the SNR the lower the BER is. As the number of nodes al a sub-LAN is increased (while the final number of users and the created traffic are kept constant) the distributed power of the noise over the links and the nodes is reduced. At the same lime the links are becoming longer in hops and the degree of the nodes is increased. During the transmission. the transmitted power of the signal of interest, is reduced progressively follcwing the hops. Therefore the power of the received signal is reduced and so the total processing gain of the sub-LAN is changed. By increasing the chip rate beller processing gain is achieved and consequenlly longer paths and higher amount of traffic can be served. So for any particular chip rate the amount of traffic that may be served successtully by the LAN is a function of the topology.

At figures 6 and 7 the accumulated power (incoming) al an input of a randomly chosen node as a function of the attenualion has been plolted. Together with this curve the change of the signal of interest at the same input of the same node also as a function of the atlenuation is shown for various hops. As signal ot interest are considered the spread data that are tlooded in the sub-LAN. The incoming power is the signal of interest plus the echoes and the initial transmissions of any other users. The curves of figure 6 correspond to the topology of fig. 2 (at the topology of fig. 2 the signal of interest arrives at the destination from only one or lwo hops routes) and of fig. 7 to the lopology of fig. 3 .

Every time that the signal of interest is tlooded through a node (hop) the signal's power is reduced in accordance with the relation of section 2. This power reduction is subject to the attenuation value. The same holds for the incoming power also. Therefore the signats of all these curves of figures 6 and 7 results from a continuous and sequential use of this type of section 2. As the alfenuation is increased the signals of the curves change at a different scale. This change is exponential and depends upon how many times the fype has been applied

- individually to the components that the incoming signal consists of
- to the signal of interest.

From these curves the SNR can be estimated.

From figures $4,5.6$ and 7 and from the lables 1 and 2 an indication of the importance of the influence of the aftenuation to the pertormance of the system is given. For the optimised value of this parameter the $B E R=O$ is oblained for the minimum required chip rate.

Assuming that the input node altenuation is 1 then no power is absorbed and consequently no power loss exists at the system. As the attenuation is increased a percentage of both the echoes and the signal power are absorbed resulting to a reduction of their value, but at a different scale. After lime t the amount of the power that is absorbed by the system gets equal with the inilially transmitted power in it. The required time delay for reaching this saturation point is decreased as the attenuation increases (the saturation point comes closer to the transmission starting point). This time delay is relatively short. A stalic power equilibrium is obtained. This relation is described in tig. 8. This figure is referred to the topology of fig. 2. 10 an arbilrarily chosen receiver (from the second port of node 8). to fraffic of type 5, 1010 users connected on every node and to chip rate 127 chips per bit. It describes the relation ship between the incoming power and the time. The time corresponds to the time instance that the data are received.

- Curve ' $A$ ' is referred to the case of an ideal system withoul loss (case of attenuation 1), then the flooded power inlo the system is accumulated, and a continuous increase of the incoming power takes place. This increase is illustrated for an arbilrarily chosen receiver. Il can been seen that there is a linear increase of the power as a function of the time
- Curve ' $B$ ' is referred to the case of allenuation different than I then the power does not increase continuously. Alter some time the lose power due the
altenuation is balanced with the tifcoming one and then the incoming power is slabilised.


## 亿

So the incoming power, at any incoming port, for any attenualion value different than 1 can be considered as a constant independent of the time.

The traffic distribution affects the power distribution over the LAN and consequenlly the BER. The tables 3 and 4 illustrate the incoming power distribution over the network as a function of the aftenuation, the used chip rate and the used type of traffic. for both the lopologies of figures 2 and 3. For cases of traftic 1 and 2 we have a homogenous distribution of the traffic over the nelwork for any value of the altenuation. For traffic 5 the traffic is examined only at the subgraph where the receivers are. This is the worst case of traffic since all the users try to communicate with destinations located at a particular area of the network. Any transmission is initially directed to the shortest route and the signal arrives always of the destination through this route. Due to all this factors of traffic type 5. a greal amount of the initially transmitted power accumulates in the area of the receivers of the destination. This power is kept tlooded to the rest of the network. In this way in the receivers area a highly nose environment exists. The required chip rate for serving this type of traffic will also serve, with improved performance, any other traffic silualion.

## 4. CONCLUSION

This work involves a lol of fields of research:

- an overall description of the archilecture and the design principles of a family of spread spectrum LANs bull on mesh lopologies is given.
- an example of a LAN member of this family is described and analysed and
- simulation lools are buill for the study of the behaviour of the OSI lower layers of mesh topology LANs. These lools were used for the performance evaluation of the flooding idea implemented at a LAN member of this family of LANs.

According to the definitions of the performance characteristics and by examining the results of the simulation. under a passive flooding scheme, it can be concluded that the traffic is mainly depended upon the torology configuralion. The most condense the LAN is the shortest paths exist al a penally of lack of survivability. The inpul node altenuation is
of main importance since it controls the power of the echoes in the LAN. The tratfic supported depends always upon the used chip rale. Supposing an ideal hardware and using the correct value of the chip rate a theorelical zero BER can be achieved. The selection of the chip rate depends upon the inpul node allenuation. The BER depends upon the design and is a function mamly of the used chip late and of the altenuation. In addition to the above factors, the length of the links in hops is a function of the receiver's Ihreshold. The lower this threshold is the longer the link. From the above we conclude that the selection of the correct values of these parameters is a design optimisation problem.

So finally the performance is influenced by the above referred factors and the amount of the created traffic. Traffic depends upon the user distribution over the network. the packel generation distribution. The other end selection distribution and the topology. Evaluating the received measurements according to the characteristics of the architecture. it can be concluded that:

- The most spread a sub-LAN is the longest roules (in hops) are created.
- The longest a route is the higher the required chip rate is.
- The optimum value of the altenuation parameter is between 0.9 and 0.8 (fig. 4 and 5)
- The most spread a sub-LAN is the lower the incoming power at any porl is and consequenlly the higher the tolerance of the sub-LAN to infer-sub-LAN traffic is.
- The flooded powel is homogeneously distibuled all over the nelwork.
- Considering the sub-LAN of 30 nodes as a basic unit for the composilion of a LAN, then $B E R=O$ can be achieved for any type of traffic al it, using a chip rate of 511 chips/bit with allenuation 0.9 (fig. 5).

This type of LAN is appropriale for serving the main lypes of traffic. that is voice and data, because :

- of the use of dedicaled channels to any one of the transmissions
- of the infroduced low delmys.
- of its good performance and
- of the statistics properties of the spsc channels to exist only for the period of time that the transmission tasts.

The suitability of this type of LAN for real fime image transmission or for slow scanning image transmission. depends upon the characteristics and the design of every one particular sub-LAN. This is because for this lype of lraflic a high fransmission bil rate is required. This family of spsc LANs can supporl various bil rales and lypes of traffic.

Existing hardware limitation of the past for the increase of channel capacities. transmission rates and for building complicated hardware circuits have been over come. through the progress in the area of fibre optics and VLSI technology.
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TABLE1
```

CORRUPTEL LINKS AND EITS AS－FUNLETION OF T：EATENUATION FOR THE SUB－LAN OF FIG 2 FOR THE TRANSA：SSION OF に EITS＝ミス USEス

NODES
USERS

CHIPS FETE：
CHIP DUTi－
TYPS OF ：：AAFFIC
RECEIVERE THRESHOLS
LACK OF SYNCHRONHZATION

COLUMN A
COLUMN こ
COLUMN：
COLUMN E

| TR | TRANSMITTER |
| :--- | :--- |
| RC | RECEMVER |
| ID | DENTIFICATION |

ID OF NODE
IO OF NCOMING FORT

IDENTIFICATION

NUMES：OF CORRUFTED VIRTUA！LiNKS ON THE PHYSICAL CONNECTION tota：number of corrupted gits

| ID | OF |  | HOPS | attenuation |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TR |  |  |  |  | 1 | 0.9 |  |  | 95 |  | 9 |  | 8 |  |  |  |  |  |  |  |  |  |  |
| A | A | C |  |  | E | D | E | D | E | D | E | D | E |  | E | D | E | D | E | D | E |  |  |
| 1 | 8 | 1 | 2 | 0 | 0 | 10 | 10 | 4 | 4 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 |
| 2 | 7 | 3 | 2 | 3 | 3 | 3 | 3 | 2 | 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 4 | 9 | 4 | 2 | 6 | 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | － | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

CORRUPTED LINKS AND BITS AS A FUNC＇ON OFT－E ATIENUMTIONFOR THE SUB－IAN O＝FIG 3 FOR THE TRANSMISSION O＝ 10 EITS こミマ USEそ

NODES
USERS

ChP DURATION
TYPE OF TRAFFIC
RECEIVERS THRESHOLS
LACK OF SYNCHRONIZAIION

COLUMN A
COLUMN C
COLUMN D
COLUMNE

| TR | TRANSMITTER |
| :--- | :--- |
| RC | RECEIVER |
| ID | IDENTIFICATION |

TABLE 3

THE DISTRIBUTION OF THE INCOMING POWER OVEP THE TO=OLOGY FOR A SUB-LAN OF FIG. 2 FOR three types of traffic and for various vaiues of atienuation

NODES
USERS
CHIPS PER BIT 255

CHIP DURATION
type of traffic
RECEIVERS THRESHOLD
LACK OF SYNCHRONIZATION

| RC: | RECEIVER |
| :--- | :--- |
| AT: | ATTENUATION |
| ID | IDENTIFICATION |
| COLUMN A | ID OF NODE |
| COLUMN $C$ | ID OF INCOMING POR: |

TRAFFIC: 1


THE DISTRBUTION O= - - INCOMRG FOWER OVER THE TOFO:OGY FOR A SUB-LAN C= FIG. 3 FOR THREE TYFES OF TRAF=こ AND FOR VARIOUS VALUES OF ATIENUATION.

```
NODES
USERS
CHIPS PER SIT Sll
CHIP DURATION
TYPE OF TRAFFIC
RECEIVERS THRESHO:こ
LACK OF SYNCHRONZZATION
RC RECEIVER
AT ATTENUATION
1D
IDENTFICATION
COLUMN A: ID OF NODE
COLUMN C: ID OF INCOMING PORT
```

TRAFFIC : 1

| AT/TION: 0.99 |  | 0.8 | 0.2 | 0.99 | 0.8 | 0.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| RC | INCOMING | INCOMING | INCOMING | INCOMING | INCOMING | NCOMING |
| $A \mathrm{C}$ | POWER | POWER | POWER | POWER |  |  |
| 31 | 1.78\&+4 | 1. $748+3$ | 3.096+2 | 1. $786+4$ | 1. $74 \varepsilon+3$ | 3.09\& +2 |
| 42 | $1.78 \&+4$ | 1. $738+3$ | 3. $086+2$ | 1. $776+4$ | 1. $646+3$ | 2 |
| 53 | 1.78\& +4 | 1. $758+3$ | 3.09\& +2 | 1. $78 \&+4$ | 1. $748+3$ | 2 |
| 64 | $1.78 \&+4$ | 1. $768+3$ | 3.09\& +2 | 1. $78 \varepsilon+4$ | 1. $748+3$ | 09\&+2 |
| 14 | 1.79\& +4 | 1. $78 \&+3$ | 3.09\& +2 | 1. $786+4$ | 1. $748+3$ | 09\& +2 |
| 25 | $1.78 \&+4$ | 1. $76 \&+3$ | 3.09\& +2 | 1. $78 \&+4$ | 1. $748+3$ | 09\& +2 |
| 91 | 1. $778+4$ | 1. $658+3$ | 3.02\& +2 | 1. $798+4$ | 1. $786+3$ | $3.098+2$ |
| 102 | 1. $76 \varepsilon+4$ | 1. $628+3$ | 3.01\& +2 | 1. $80 \&+4$ | 1.85\&+3 | 3. $168+2$ |
| 113 | 1. $78 \&+4$ | 1. $74 \varepsilon+3$ | 3.09\& +2 | 1. $798+4$ | 1. $78 \&+3$ | 3.098+2 |
| 124 | $1.80 \&+4$ | 1. $86 \&+3$ | 3. $168+2$ | 1.798+4 | 1.78\& ${ }^{\text {2 }}$ | 3.096 +2 |
| 73 | $1.658+4$ | 6. $626+2$ | 1. $65 \%+1$ | 1.796+4 | 1.78\&+3 | 3.09 ${ }^{\text {a }}$ +2 |
| 84 | 1. $65 \&+4$ | $6.76 \&+2$ | 1. $688 \delta_{r}+1$ | 1.79\&+4 | 1.78\&+3 | 3.098+2 |
| 151 | 1.78\& +4 | 1. $748+3$ | 3.09\& +2 | 1. $78 \&+4$ | 1. $75 \&+3$ | 1. $64 \alpha+1$ |
| 162 | 1.78\& +4 | 1. $738+3$ | 3.08\& +2 | 1. $65 \varepsilon+4$ | 6. $52 \alpha+2$ | 3.09k+2 |
| 173 | 1. $788+4$ | 1. $75 k+3$ | 3.09\& +2 | 1.78\&+4 | 1. $7.75 \alpha+3$ | 3.09\& +2 |
| 184 | 1. $78 \&+4$ | 1. $76 \varepsilon+3$ | $3.098+2$ | 1.78\& ${ }^{1.74}$ | $1.75 \&+3$ $1.75 \&+3$ | $3.098+2$ |
| 134 | $1.79 \&+4$ | 1. $78 \&+3$ | $3.098+2$ | $1.78 \&+4$ $1.78 \&+4$ | $1.75 \&+3$ $1.75 \&+3$ | 3.09\& +2 |
| 145 | 1. $788+4$ | 1. $768+3$ | 3.09\& + 2 | $1.78 \&+4$ $1.78 \&+4$ | 1. $75 \alpha+3$ 1. $75 \&+3$ | 3.09\& +2 |
| 211 | 1. $788+4$ | 1. $74 k+3$ | 3.09\& +2 | $1.78 \&+4$ 1. $678+4$ | $1.75 \&+3$ $7.73 \&+2$ | 2. $398+1$ |
| 222 | 1. $76 \varepsilon+4$ | 1. $63 \varepsilon+3$ | 3.01\& 3.2 | $1.67 \&+4$ $1.78 \&+4$ | . $73 \alpha+2$ $1.75 \&+3$ | 3.09\& +2 |
| 233 | 1.788+4 | 1. $748+3$ | 3.09\& +2 3.09\& 2 | 1. $78 \alpha+4$ | 1. $75 \alpha+3$ | $3.096+2$ |
| 244 | 1. $788+4$ | $1.76 k+3$ $1.876+3$ | $3.09 \&+2$ $3.16 \&+2$ | 1.78\&+4 | $1.75 \&+3$ | $3.098+2$ |
| 194 204 | $1.80 \&+4$ $1.65 \varepsilon+4$ | $1.87 k+3$ $6.76 k+2$ | 3. $1.68 \&+1$ | 1.78\&+4 | 1.75\&+3 | 3.098+2 |
| 27 27 | 1.78\& ${ }^{\text {1. }}$ 1 | 1. $746+3$ | 3.09\& +2 | 1. $788+4$ | 1. $74 \varepsilon+3$ | $3.098+2$ |
| 282 | 1.78\& +4 | 1. $73 \varepsilon+3$ | 3.08\& +2 | 1.76\& +4 | 1. $62 \delta+3$ | $3.018+2$ |
| 293 | 1. $78 \&+4$ | 1. $75 \&+3$ | $3.098+2$ | 1. $788+4$ | $1.74 \varepsilon+3$ | $3.098+2$ |
| 304 | $1.78 \&+4$ | 1. $76 \varepsilon+3$ | 3.09\& +2 | 1. $78 \varepsilon+4$ | 1. $74 \alpha+3$ | 3.09\& +2 |
| 254 | $1.798+4$ | 1. $78 \alpha+3$ | 3.09\& + 2 | 1. $788+4$ | 1. $748+3$ | $3.096+2$ |
| 265 | 1.78\& +4 | 1. $76 \&+3$ | 3.09\& +2 | 1.78\& +4 | 1. $748+3$ | 3.098+2 |

TRAFFIC: 5

| AT\IION: |  | : 0.99 | 0.8 | 0.3 |
| :---: | :---: | :---: | :---: | :---: |
| RC |  | INCOMING | INCOMING | INCOMING |
| A | C | POWER | POWER | POWER |
| 26 | 6 | 1. $788+4$ | 1.78\& +3 | 4.86\& +2 |
| 27 | 2 | 1. $668+4$ | $7.356+2$ | $4.35 \&+1$ |
| 28 | 3 | 1.71\&+4 | 1.06\& +3 | $9.27 \&+1$ |
| 29 | 4 | 1. $68 \&+4$ | 8. $64 \&+2$ | $6.09 \&+1$ |
| 30 | 7 | 1. $61 \varepsilon+4$ | 4. $13 \delta+2$ | $6.15 \&+0$ |
| 25 | 1 | 1. $69 \&+4$ | 8.79\& +2 | $6.16 \&+1$ |
| 27 | 7 | 1. $79 \&+4$ | 1. $82 \&+3$ | $4.88 \&+2$ |
| 28 | 7 | 1.62\& +4 | 5.11 $\alpha+2$ | 2.17\& +1 |
| 29 | 3 | $1.71 \&+4$ | 1. $07 \&+3$ | $9.336+1$ |
| 25 | 7 | 1. $626+4$ | 5. $008+2$ | 2.11\&+1 |
| 26 | 7 | 1. $636+4$ | 5. $33 \&+2$ | 2. $30 \&+1$ |
| 26 | 2 | $1.868+4$ | $2.27 \&+3$ | 5. $436+2$ |
| 28 | 1 | 1. $686+4$ | $8.416+2$ | 5.97E+1 |
| 29 | 8 | 1. $76 \&+4$ | 1. $658+3$ | 4.69\& +2 |
| 30 | 3 | 1. $726+4$ | 1. $08 \&+3$ | 9. $396+1$ |
| 25 | 3 | 1. $686+4$ | $8.54 \&+2$ | $6.036+1$ |
| 26 | 4 | 1. $66 \varepsilon+4$ | $7.44 \&+2$ | 4.41\&+1 |
| 27 | 9 | 1. $76 \&+4$ | 1. $60 \&+3$ | $4.55 \&+2$ |
| 29 | 1 | 1. $668+4$ | $7.31 \&+2$ | $4.346+1$ |
| 30 | 9 | 1. $636+4$ | 5. $75 \&+2$ | 3. $598+1$ |
| 25 | 2 | 1. $69 \&+4$ | 9.476+2 | 7.58\&+1 |
| 26 | 9 | $1.62 \&+4$ | 5.05\& +2 | 2. $166+1$ |
| 29 | 9 | 1.76\&+4 | 1. $59 \&+3$ | $4.556+2$ |
| 28 | 9 | 1. $62 \alpha+4$ | 4.83\& +2 | 2.04\& +1 |
| 27 | 1 | 1.82\&+4 | 2.03\&+3 | $5.09 \&+2$ |
| 28 | 2 | $1.84 \&+4$ | 2.09\& +3 | 5.12\& +2 |
| 1 | 1 | 1. $62 \varepsilon+4$ | $5.03 \&+2$ | 2.11\&+1 |
| 30 | 4 | 1. $84 \varepsilon+4$ | $2.08 \&+3$ | 5.12\& +2 |
| 25 | 4 | 1. $828+4$ | 1. $968+3$ | 4. $948+2$ |
| 26 | 5 | $1.80 \&+4$ | 1.84\& +3 | 4.78\& +2 |



FIG.I:
Thc philosophy uscd for the design of a LAN of the proposed Lopoloqy.


FIG. 2 : A 9 nodetopoloqyof a sub-LAN.


FIG. 3 :
A 30 nodes topology of a sub-LAN. The numbers at the middle of the links indicatc their length. Thc numbers around the nodes arcthe nodes and the ports identilications.


FIG. 1 : Tnc averaqc BER as a function of aticnuation for the topology of Eig. 2. Curve' 'A' corresponds to 63 chips, 2 usces/node, 'B' : 63 chifs, 6 uscrs/node. ' $C$ ' : $12 \%$ chips, 10usces/node, 'D': 2ts chips, lúusces/node.



FIG. 6 : Thc incoming power at the receiver and the power of signal of interest after thc first and the second hop as afunction of attenuation for the topology of fig. 2 and for traffic Lype : ).


FIG. 7 : The incoming power at the receiver and the power of signal of intercst after thc first, thc sccond and the third hop as a function of attenuationfor thetopoloqyoffig. 3 and for traffictypc b.


FIG. 8: The incoming power as a lunction of timefor any receiver of Lhe Lopoloqy ot fig. 2. Curve 'A' corresponds to attonualion 1 and curvc' 'E' lo áacoualion 0.9.


[^0]:    ' $\mathrm{T}_{\mathrm{p}}$ ' we receive:

    - the power $W_{\text {echoes }}$ of the echoes with probability $P_{\text {rechoes }}$

[^1]:    $\cdots:$ inherent in the system. Addressing is achieved by choosing the pseudo-random sequence of the

[^2]:    Jeremy Thompson
    Editor, Computer Communications

