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ABSTRACT

This thesis describes a novel type of family of LANs, that is characterised by high performance, 
security and survivability. These qualities are of great importance for a lot of applications, 
especially in environments where uninterrupted operation and low overall time delay for message 
delivery are required. Such environments can be the military one, airports, crucial industrial areas, 
etc.

For this family of LANs a mesh topology with physical separation of the subscribers into 
intercommunicating groups, according to their properties and security demands, in combination 
with a modular structure is suggested. On this mesh topology a continuous retransmission of any 
received signal in any direction (flooding routing), together with the spread spectrum techniques, 
as a media multiple access method (Code Division Multiple Access) are used. This architecture 
guarantees survivability, offers security, gives possibility of simultaneous communication and 
similar performance to all the communication channels. The synchronisation and signalling 
problem of the LAN and the selection of the family of the spreading codes is solved through the 
use of known protocols, methods and technology. Many different architectures can be designed 
according to the above principles. Among them the idea of using a separate signalling and timing 
channel (e.g. a TDM channel) in a universal timing system improves the reliability, without 
affecting the performance.

A survivable and secure LAN topology, a member of this family, is described. The architecture 
and operation of two spread spectrum mesh topology LANs that use a signalling TDM channel 
and the maximal length binary sequences are examined and analysed.

The distributed design of the system in combination with the used code division multiple access 
method reduces greatly the collision probability and consequently the created delays. The 
statistical properties of the used packet switching method improves considerably the overall 
performance of the system. The selection of the spreading code bit rate defines the final bit error 
rate. Performance estimates for the flooding idea regarding the bit error rate and the collision 
probabilities have been evaluated. These estimates have been taken through the solution of a 
simplified mathematical model and verified from simulation tools that have been developed. These 
simulation tools compose an environment for the study of mesh topology networks.
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A. INTRODUCTION

During recent years the revolutionary development of the technology, in any field and the 

dependence of the every day life upon it, for any type of human activity, enhanced the already 

imposed need for advanced communications and new services. The improvement in this area is 

continuous and is mainly coming through the following means of realisation of these requirements:

- the massive and revolutionary use of computers for the development of 

communications,

- the introduction of the ISDN (integrated services digital network) and

- the use of fibre optic and VLSI technology.

The idea of communication is not involved any more only with the idea of the long distance 

interconnection but it has been spread out up to the level of the intercommunication of users, 

machines, instruments or appliances that are next to each other. Looking towards the solution of 

these problems interest has arisen in the installation and exploitation of Local Area Networks 

(LAN). A variety of LANs has been introduced and used up to now. Each one has its own 

individual features and properties, that cover particular requirements. Some of them have already 

been standardised, like the CSMA/CD, the Token Passing bus and the Token ring (J1,J2,J3).

So during the construction of any campus it can be accepted that there are four utilities (E1) that 

have to be taken into account and need to be provided. These are the traditional utilities of :

- electricity (wiring),

- water (plumbing)

- air (HVAC)

- and now the most recent one, the communication networks.

Through these communication networks the equipment should be interconnected and integrated 

services should be provided. Such equipment and services are:

- telephone, paging, video phone,

- data, management data base, word processing, photocopying, image filing (videodisk),
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- electronic mail, telex, fax, message service, public address, high speed data,

- lock monitoring, access control,

- computer terminal, personal computer, computer mainframe,

- temperature sensing, thermostat, heating control, climate control, air conditioning, fire 

detection,

- lighting control, elevator control, energy management,

- pay TV, cable TV,

- loan management,

- etc.

It is imperative for such a network to be cost effective and to have the following desirable 

features (E1) :

- low cost per channel,

- large number of channels per desk,

-10 or more digital channels,

- broad-band channel,

- transparency,

- ISDN/OSI compatibility,

- TTL level connection option,

- freedom of choice of equipment,

- freedom of choice of bit rate,

- reliability,

- simple circuitry,

- low component count.

There are environments where in addition to the above features there is also an increased need 

for:

- high quality of communications with efficient utilisation of the available bandwidth and 

elimination of any type of time delays,

- secure communications,

- survivable and uninterrupted communications.
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Survivability means fault tolerance due to hardware redundancy, decentralisation, alternative 

routing between any two nodes and dynamic reconfiguration through communication signalling 

and synchronisation protocols, that guarantee uninterrupted operation. Security is the protection 

of the data against unauthorised reception. High performance is mainly characterised by low 

delays, low BER, high throughput, low blocking and collision probabilities. Cases with such 

requirements can be found in :

- A defence C I (Command Control Communication Information) system where any 

delay, interruption, leakage of information to unauthorised person or even loss of 

information can be crucial.

- An airport where any abnormality in the interconnection of the control tower with the 

radar, the aeroplanes and the other facilities can create a calamity.

- An industrial facility where any mistake to the production line command and control 

system can result to huge problems for the company.

- Etc.

Ongoing research in the field of office automation, trying to fulfil some of these requirements for 

environments like the above mentioned, has stimulated interest in the following areas:

- The exploitation of the spread spectrum (SPSC) properties (A1, A2, A4, A5, A6, A7, 

A8) for the design of high quality and secure networks or

- The use of topologies based on various types of connected graphs (mesh topologies) 

for the design of survivable networks (H1, H2, H3, H4).

Also in the field of network security recent trends demand the isolation of users with similar 

security characteristics into groups that intercommunicate through trusted bridges.

The current work aims to fulfil all the above referred requirements (security, survivability and high 

performance) in a new family of LANs, combining these areas (SPSC techniques and mesh 

topologies). So the architecture of this LAN is based (D25) at the use of :

- interconnected mesh topology sub-LANs,

- the Code Division Multiple Access (CDMA) method,
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- the flooding routing protocols (continuous retransmission of the received signal in all 

directions) and

- a separate signalling channel.

For this architecture :

- The mesh topology in combination with the flooding and signalling protocols offers 

survivability.

- The SPSC techniques in combination with the user's separation into sub-LANs offers 

security.

- The SPSC techniques in combination with the distributed nature of the flooding and 

signalling protocols offers high quality services.

The LAN's users are physically separated into groups (sub-LANs), according to the security 

requirements. The sub-LANs are interconnected with trusted "Sub-LAN Interconnecting Units" 

(SIU). This creates a cellular structure with modular features. These LAN's qualities allow for easy 

expansion and give to the system a high degree of security. The flow of information outside a 

sub-LAN is always controlled by the intelligence of the SIU.

In the past, SPSC techniques have been used in the design of military networks and of 

commercial satellite networks. Today packet radio networks using CDMA methods (A9, A10, AH, 

G1, G2) are the state of the art in the field of the wireless communications, for integrated traffic. 

Up to now a lot of work in SPSC techniques has been described in the existing literature on 

individual subfields of the area, such as: synchronisation, pseudorandom (PR) sequences, CDMA, 

design of wireless networks, etc., but not many have been reported on the exploitation and 

integration of them for the creation of wired systems. Of course since the most of this work was 

oriented only towards military applications, it is possible that information about developed 

protocols and systems has not been published in the open literature. In existing published 

research results, in the area of local communications, the LAN was mainly examined as an 

application of a token or of the CSMA methods. It was only after 1982 that references about the 

use of the CDMA techniques in LANs started appearing. Since then the SPSC LAN is examined 

only under the topologies of bus and star. These topologies do not offer survivability. At section

B.3 a quick overview of this work is given. These SPSC LANs offer good performance but from a
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security point of view have a drawback, they cannot be used in environments where users with 

various clearances classifications coexist. In 1985 the idea of designing wireless (radio) SPSC 

LANs for indoor (within buildings) use (G3, G4) was firstly introduced. Since then a lot of 

publications in this area appeared (A12, G5, G6, G7). LANs of this type are convenient from an 

installation point of view, but they do not cover the above security requirements, since they have 

the advantages and disadvantages of the radio SPSC networks.

The implementation of a LAN with the above qualities and characteristics needs rather 

complicated and expensive software and hardware compared with the conventional ones. 

However this cost is traded against the offered services and since its use is oriented toward 

special applications, it can be consider as cost effective. In addition to this the continuous 

development of VLSI, fiber optics and bandwidth availability, continue to reduce the cost and the 

complexity of the implementation.

The rest of this thesis is organised as follows :

- Part B is an overview of the theory of the SPSC techniques and the existing work in the 

field of LANs. It contains three chapters. The first one gives a short tutorial of the SPSC 

communication techniques. An attempt has been made to focus this tutorial on the basic 

principles of SPSC theory. The points that are highlighted are the SPSC definitions and 

qualities, the direct sequence (DS) communication method, the properties of the 

correlation method, the basic theory on the use of spreading codes and the processing 

gain. The second chapter describes the basic aspects and definitions of the theory of 

LANs. The third chapter refers to existing work in the field of SPSC LANs.

- Part C is a high level description of the architecture of the proposed family of mesh 

topology SPSC LANs. It consists of four chapters. In these chapters an analytical 

description of the philosophy and the design aspects and principles used by :

- the topology and,

- the communication and signalling protocols 

involved is presented.

- Part D consists of five chapters. At them :
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- A LAN member of this family of SPSC LANs as far as its structure and 

operation concerns is analysed.

- The LAN topology used is examined in greater detail.

- A description of the offered services and of the particular communication and 

signalling protocols that support them, is given.

- The compatibility and the relationship with the OSI model are examined.

- Two different protocols (a synchronous and an asynchronous one) are 

developed. An in depth discussion of their operation is done.

- In Part E a mathematical model of the suggested network is built. Through this model :

- An analysis of the distributed power in the LAN as a function of the topology 

and in relation with the traffic supported is given.

- The congestion probability, the probability of having various power values 

distributed over the sub-LAN and the probabilities of the worst case power status 

are calculated. It is proved that when the optimum value of the chip rate is used, 

independently of the use of signalling information, a theoretically null BER can be 

achieved and that the congestion probability is negligible.

- Part F deals with the simulation tools that were developed for the study of the behaviour 

of the flooding idea of the SPSC signals on mesh topologies at the physical layer. These 

tools can be consider as a basis for the creation of a performance evaluation simulation 

environment, for mesh topology LANs. The software is described. Through these tools 

performance estimates of the flooding idea, for this family of LANs, are evaluated. The 

influence of the traffic distribution in the LAN to the power distribution in it is discussed.

- Part G is the conclusion. There the advantages and disadvantages regarding the current 

presentation are mentioned and recommendations for further research are given.

25



B. THEORY AND EXISTING WORK ON SPSC 
SYSTEMS AND LANs

B.1. SPSC TECHNIQUES IN COMMUNICATIONS

B.1.1. SPSC TECHNIQUES DEFINITIONS

SPSC techniques are an implementation of Shannon's information-rate theorem (Appendix A). 

They can be defined as following (A1) :

"SPSC is a mean of transmission in which the signal occupies a bandwidth in excess of 

the minimum necessary to send the information. The band spread is accomplished by 

means of a code that is independent of the data. A synchronised regeneration of the 

code at the receiver is used for the despreading and subsequent data recovery."

A more practical approach to this definition is given by the FCC (A12). FCC defines two types of 

SPSC forms, the frequency hopping (FH) and the DS :

- FH systems transmit narrow band signals with varying forms of data modulation on 

varying carrier frequencies. The carrier is then hopped from one frequency to another, 

over a wide bandwidth, at relatively rapid rates. While the signal’s peak power is not 

changed its average power is spread over a wide bandwidth (e.g. 50 hopping frequencies 

separated by minimum 25 kHz each, with no one frequency to be occupied for more than

0.4 seconds, within any 30 sec period). Figure B.1.1.1 gives a sample of frequency 

changes over a period of time.

- In DS systems the wideband signal is created by mixing a narrowband signal with a PR 

data sequence at a much higher data rate than the information being transmitted. The 

effect of this mixing will be to spread the original signal over a new bandwidth whose 

shape is dependent on the spreading modulation, the length of the PR sequence and the 

data rate at which the sequence is mixed. The degree to which this spreading is done is 

defined as processing gain (PG). According to the FCC definition of SPSC systems of
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1985, the original narrowband signal is to be spread over a bandwidth of at least 500 

kHz. With the most recent release of this definition (1990), the demand of a minimum 

performance of 10 dB PG at the correlator receiver has been added.

FIG. B.1.1.1 The frequency changes over a period of
time in a frequency hoping communication 
system.

Multiple access DS SPSC communication systems can be created via the use of families of 

codes, for the spreading action, that are highly orthogonal each other (high auto-correlation 

values and low cross-correlation). This allows many signals to be transmitted simultaneously, over 

the same channel and in the same frequency bandwidth (fig. B.1.1.2). The involved code is usually 

a PR digital sequence of a much higher bit rate (named chip rate) than the data. Each data bit is 

replaced by such a sequence or by a part of it. This type of multiple access system is named a 

CDMA system (A2, A3).
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The key terms that are met in these techniques are (A5):

- A. PG : Is the bandwidth expansion factor. It is equal to the ratio of the PR code 

bandwidth used for the spreading action over the bandwidth of the information. It can be 

seen that the higher the code bandwidth, the better are the interference rejection 

possibilities of the SPSC system. The increase in the spreading of the signal is achieved 

by the use of higher rate PR codes.

- B. orthogonality : This term describes the mutual transparency between two signals or 

the degree of interference the one to the other.

- C. correlation : It expresses the degree of agreement between a pair of signals g ^  

and f - ^  (autocorrelation if g ^ = f ^  or crosscorrelation otherwise). It is described by the 

integral :
/»Td

0^

- D. codes : They are used in order to spread the information all over the required 

bandwidth for successful SPSC transmission. There are a lot of categories of codes that 

are used. Some of them are : Prime, Gold, JPL, linear, maximal, non-linear, etc. (A5).

- E. chip : It is the bit of the spreading code.

As has already been mentioned, the SPSC techniques have their own properties. These qualities 

attracted research interest for the creation of robust communication systems with improved 

performance. The penalty that has to be paid for obtaining these qualities is a higher hardware 

complexity and the occupancy of a channel with wider frequency bandwidth. These in the past 

were real problems and restricted the use of these techniques to military projects mainly, where 

the satisfaction of the requirements for improved quality compensated the increased cost. The 

recent advances in VLSI technology and the fiber optics applications, have largely eliminated 

these problems and have provided to the user wide bandwidths and complicated integrated 

circuits at very low cost. The main qualities of the SPSC techniques are (A1, A2, A4, A5, A6, 

A7, A8):
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- A. The SPSC transmission is ideal for operation in a noisy environment. Through the 

despreading technique of the receiver any additive noise is spread even more, and 

consequently its power spectral density is reduced. This does not hold for AWGN, as it 

has infinite bandwidth and power.

- B. The SPSC transmission is not affected by other transmissions that operate in the 

same bandwidth and does not also affect them, since each one of them considers the 

rest as noise. Important preconditions are :

- that the power level of all the transmissions is lower than a threshold that 

depends upon the design of the system.

- that existing signals appear a low mutual interference (highly orthogonal signals) 

according to the specifications and to the design of the system.

- C. The SPSC techniques can provide low BER. Assuming a well-designed 

communication channel, then the BER theoretically can be reduced to 0.

- D. Because of the low power spectral density combined with the wide bandwidth that is 

transmitted, the SPSC signal is difficult to detect or to jam. It is difficult to detect because 

it is hidden under the noise, and an unauthorised user would need to know of its 

existence in order to find it. The signal is also difficult to jam, because of its wide 

bandwidth and the PG obtained through the despreading process.

- E. The SPSC techniques provide protection against unauthorised reception or 

transmission because of the use of dedicated, private, spreading codes. The degree of 

security offered is a function of the used code.

- F. The SPSC techniques provide a high anti-multi-path capability. The multi-path 

interfering signals are not synchronised in time or in phase with the PR code that is 

generated at the receiver.

- G. The SPSC methods allow multiple user communications with selective addressing 

capability. Every user has its own private code for transmission or reception, according to 

the protocol used.

- H. The SPSC techniques have embedded an accurate universal timing. The accurate 

synchronisation is essential for successful communications through these methods.
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- I. The SPSC multiple access systems (CDMA) offer the possibility for concurrent 

communication capabilities.

- J. In SPSC multiple access systems the performance is similar for all the concurrently 

operating communication channels. In a CDMA system as the number of users increases, 

the quality deteriorates gradually and in the same way for every one of them.
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B.1.2. DS SPSC SYSTEMS AND PR SEQUENCES

As already mentioned, in a DS SPSC communication link, the spreading of the digital signal 

over a wider bandwidth is achieved through the multiplication of it with a higher bit rate PR 

sequence C(t). Suppose

- that consists of 'e' chips of period Tc,

- that the period of a data bit is T^,

- that the bandwidth occupied by the data is fg^and

- that the bandwidth of and of the spread signal S(t) is fg .

Then S(t) should be (A1, A5):

S(t) = D(t) * c (t) -1-

S(t) = D(t) ©  C(t) .2.

Power
BPSK

FIG. B.1.2.1
F--

FB f
F+-

FB f

Frequency

Frequency

2 ‘ ’ 2
Frequency bandwidth of a SPSC signal it 
use QPSK and BPSK analogue modulation.

The use of equation (1) or (2) depends upon the type of signals that are involved. If they are 

bipolar (+V corresponds to 1 and -V corresponds to 0), then the first equation is in force. For 

pure digital signals where +V corresponds to 1 and 0 corresponds to 0, the other one is used. 

Both of them have the same effect, that is the spreading of the spectrum of the signal. The
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resultant chip stream can be transmitted either as a multi-level digital signal, or as an analogue 

one. In the case of analogue transmission, the spread signal is modulated and then is transmitted.

* cos (2cot) .3.

FIG. B.1.2.2 A generic form of a simplified SPSC
transmitter.

Any type of modulation (amplitude, phase, etc.) can be used. Usually the BPSK scheme is 

preferred, since the balanced modulation produces a suppressed carrier component that helps in 

hiding the signal under the noise. The BPSK occupies a bandwidth, whose every main side lobe is 

equal to the value of the chip rate. QPSK or more than four phases shift keying can also be used. 

In these cases the occupied bandwidth is smaller (fig. B.1.2.1) and since the PG is a function of it, 

the PG is consequently lower (A3, A4, A5).
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Figure B.1.2.2 illustrates a generic simplified SPSC transmitter, with the signals represented in 

both the time and frequency domains. The power of the message is spread over the wider 

bandwidth that is occupied by the code (fig. B.1.2.3).

<................. ........  Bgs ...........................*
FIG. B.1.2.3 Frequency occupancy and power spectral

density in a SPSC communication system 
in contrast to the conventional ones.

If it is accepted that the yielded power spectrum density of the signal is lower than the already 

existing power in the channel (noise plus other signals), then a SNR lower than one is created 

and the transmitted signal is hidden under the noise. So when the transmitted signal S(t) arrives at 

the receiver is :

R(t) = P*D(t)*C(t)*cos(2cot)+n(t)+l(t) .4.

where :

P is the transmission attenuation factor,

R(t) is the received signal,

n t̂) is the additive white gaussian noise (AWGN) and 

l(t) is any kind of interference signals.

The multiplication of the received signal with a synchronised replica of the spreading code and 

consequently the implementation of the correlation function reveals the initially transmitted 

message. At the receiver R ^  is amplified.

R1(t) = D(t)*c (t)*C0S(2,at)+n(t)+l(t) -5-
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The amplified signal is multiplied with a synchronised replica of the used code at the transmitter, 

during the implementation of the spreading function (A1, A3, A5). The produced signal is 

integrated over the period of one data bit (correlation procedure). If we assume that the received 

signal is synchronous with the used replica of the spreading code, then through this procedure the 

spread signal collapses to the original modulated one. After the analogue demodulation and the

rejection of any unnecessary side-band lobes, the initial data bit Dj reappears. Figure B.1.2.4 

illustrates a generic simplified DS SPSC receiver, with the used signals represented in both the 

time and frequency domains.

■>.*2
k=l

D(t)*cK(t)*cK(t)*dt

where
f 'T r

Cl(t)*Cm(,]*dt=Sml

V

Sm|-lifm=l

Smi=Qifm*l

FIG. B.1.2.4 A generic form of a simplified SPSC 
receiver.
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Any incoming signal follows the same process. Noise and interferences that are wider than the 

narrow band signal are also rejected. The undesired signals after the multiplication with the 

replica of the spreading code, are mapped into a bandwidth much wider than the original one. 

Any signal not synchronous with this code, through this multiplication procedure is spread, 

resulting in an enhancement of its bandwidth. In the above way the receiver will mostly reject any 

undesired signal.

X(t) = R1(t)C(t) =
2

= D(t)c (t) G°s(2cot)+[n(t)+l(t)]C(t) -
2

= D(t)Cos(2a>t)+[n(t)+l(t)]C(t) / since =1

The demodulation procedure contributes further to this rejection.

x 1(t) = X(t)cos(2cot) =
2

= D(t)[cos(2cot)] +[n(t)+l(t)]C(t)COs(2cot) =

= D(t)+[n(t)+l(t)]C(t)COs(2cot)+(1/2)D(t)[cos(4cot)]2 

Figure B.1.2.5 illustrates a simplified block diagram of a SPSC transmitter and of a receiver (A3).

As it was referred at section B.1.1 the amount of noise and interfering signals power that allows

the demodulation depends upon the PG=fD /fn . At the following the PG for a matched filter
ec cd

detector and for AWGN (A1, A2, A5) will be estimated.

The average energy Es(ensemble value) of a SPSC signal is (A2):

rTc

where is the Fourier transform of a matched filter impulse response. Consequently for 

AWGN with spectral density N ^  = N0/2 the SNR at the output of a matched filter detector should 

be :
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FIG. B.1.2.5 Simplified block diagram of a DS 
transmitter and a receiver.
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This means that the SNR at the output of the matched filter depends only upon the energy of a 

data bit and not at all upon the shape of the filter. So the power Wjn at the input of the receiver 

should be :

Ei = '» in T lJ = > W in = 4 i -

Since the bandwidth of that matched filter should be fn , then the noise power should beDp

2*(N0/2)*fg and so the SNR at the input of the filter should be : 

C
T,

SNR - = d -  1 E 1
in No fB Tjjf

Be
N,

■SNR,2Td f wl,llout
. 12.

B.

SNRout = 2 Td fBc SNRin 

SNRout = 2 ( f ^ )  SNRin

CDMA systems operate under the same principles and processes with DS SPSC techniques. 

Figure B.1.2.6 gives a simplified generic form of a CDMA communication system. Some 

preconditions of major importance for their successful operation are :

- The code members of the used spreading family of codes, should be highly 

uncorrelated with each other (orthogonal codes).

- The locally regenerated replica of the spreading code should be fully synchronised with 

the received signal, otherwise the resulting signal, after the demodulation, has lower 

power than the resulting signal from a fully synchronised code. This consequently 

reduces the final SNR.

A common problem often met at wireless DS SPSC networks and CDMA systems, is the "near 

far problem" as it is known. This is created from echoes or interfering signals that arrive at the 

receiver with high power due to a short distance from it. Some other interfering signals that are 

also creating a problem are echoes that due to multipath differences, arrive at the receiver 

synchronised with the main signal. These also result in interference.
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FIG. B.1.2.6 Simplified generic form of a SPSC CDMA
communication system.

The synchronisation of the receiver with the transmitter is one of the major problems during the 

design of the SPSC systems. Good synchronisation means that the arrived at the destination 

coded signal is exactly timed, in respect of the carrier wave, the internal clocks and the PR 

sequence, with the locally generated one. The synchronisation procedure is performed in two 

steps :

- A search is executed by the receiver. It tries to synchronise the locally generated code 

form with the incoming one (acquisition).

- Once the acquisition has been completed the tracking procedure starts. This operates 

continuously, as long as the communication channel is activated. It aims to achieve and 

maintain accurate synchronisation of the incoming chips with the locally generated ones.

The codes used for the implementation of the spreading action at SPSC systems should have the 

following qualities (A1) :

- Existence of a large number of codes (it should be at least equal with the number of 

users).

- From a security point of view they must offer the required security classification 

demanded by the system specifications.

- Simple required hardware for their generation.

- Be easy to generate.
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- Randomness properties.

- Long periods.

- Be difficult to reconstruct from a short segment.

- High autocorrelation while the crosscorrelation and the partial correlation should be very 

low.

Such PR sequences can be generated in several ways, exploiting the properties of linear shift 

registers (LSRs) combinations (fig. B.1.2.7) (A5). The created in this way PR sequences mostly 

follow the above requirements, although they are rather easily reconstructed from short 

segments. The use of non-linear logic overcomes this problem. Special optical codes are often 

created and used for optical SPSC systems (D1, D2, 11).

U ntar codt 
Length = pn-1

t Nonlinear code 
Length = r(pn-1)

|b)

Nonlinear code 
Length = ph-1

FIG. B.1.2.7 Linear and nonlinear pseudorandom
sequence generator configurations.

The general equation that produces a PR sequence from a LSR is (A1):
r

Cn ~ ^ aKCn-K m̂od2̂

where c^ represents the output of the 'k' stage of the LSR and a^={0,1} the feedback coefficient 

(taps). Between the various families of codes that can be produced by the LSR is the family of
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Maximal Length Sequences (MS). Its codes have the maximum length of a sequence that can be 

produced by a LSR of r stages : L=2r-1. They can be used as the basis for the composition of 

other types of codes (A5).

FIG. B.1.2.8 The autocorrelation function and the power
spectral density of a maximal length 
sequence.

The main qualities of the MS are as following (A1, A5):
r-1 r-1

- There is a balance in the number of zeros and ones (2 ones and 2 -1 zeros) that 

the MS consists of.

- In any period of n cycles, the number of cycles where the values of the consecutive 

stages are zeros or ones are

- half of n of length one,

- one-forth of n of length two,

- one-eighth of n of length three,

- etc.
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- Consider a bipolar MS (the values of its bits are +1 or -1) then the autocorrelation

- In the frequency domain the MS occupy a spectrum Fc(f) that is defined by the 

following equation :

Figure B.1.2.8 shows the power at the output of the correlator as a function of the 

synchronisation of the incoming signal with the locally generated code at the receiver. In 

the case of a synchronous signal the power is maximum. As the synchronisation 

deteriorates the power is decreased. At the same figure is also given the frequency 

bandwidth occupied by the MS.

- A modulo-2 addition of a MS with a phase shifted replica of itself, results in another 

replica with another phase shift different from the two originals.

function R,c(t) 9ives :
L

L

k=l
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B.2. LOCAL AREA NETWORKS

B.2.1. MILESTONES IN LOCAL AREA NETWORKS

During recent years computer hardware and software have been under a continuous 

development. So remarkable declines in the size of equivalent memory, increases in the 

processing speed and reductions in computing cost have been achieved. The result of these, 

especially after the explosion of personal computing, is that the availability of computers and the 

variety of their applications have been increased. For a lot of these applications the need for 

inter-computer data communications has arisen. The satisfaction of this requirement led to the 

design of computer networks. For the local environment the LANs developed. Although LANs 

were initially pure data networks, current research aims to the integration of their traffic (C1, C2) 

with voice and image.

Data communications have different requirements from voice communications (C3). Data 

communications :

- need high bit rates,

- have a burst nature,

- are not time critical,

- are not tolerant to errors and

- usually appear needs for local communication.

On the other hand voice appears the following characteristics

- has a high redundancy, around 50%,

- occupies the channel long periods of time (100sec on average for the circuit switching 

PCM systems) and

- is sensitive to delays (it cannot afford more than 250 msec of total delay).

A computer network is a communication system that allows a number of autonomous computer 

systems to exchange information in a meaningful way in order to do a job. Every one of the 

computers of the network, in order to communicate with any other machine, must obey particular
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protocols during the exchanging of information with the computer with which it is 'conversing' (C3, 

C4).

The LANs are resources sharing data communications networks that

- are spread over limited areas of 0.1 to 10 km with various interconnection patterns,

- use high bandwidths (over 1 Mbit/sec) and

- are usually privately owned.

They are met in Universities, companies, factories, etc. LAN's main characteristics are the 

topology and the medium access method. Although it is difficult to separate the topology from the 

transmission medium access method, as their combination gives the LAN's architecture, this will 

be tried here.

The interconnection pattern used among the various users and nodes of the network is named 

the topology. The most widely met topologies in LANs are the star, the ring the bus, and the 

mesh (C3) (fig. B.2.1.1).

The star topology has a hub switch (central) from where point to point links with peripheral units 

start. The main disadvantage of this topology is its centralised nature. This topology can support a 

number of terminals communicating with a time sharing system. In this case the hub node might 

be the time sharing machine itself.

The ring topology is a decentralised structure, where each one of the nodes carries its own 

intelligence. Usually the required hardware per node is not complex. In such a LAN the message 

is passed from node to node untill it reaches its destination. The large advantages of the ring over 

other connecting methods are the guaranteed response time and the possibility to provide the 

user with a powerful network management system. Its main disadvantage is that the failure of a 

single node can result in the failure of the whole network.

Another decentralised topology is the bus. It is internationally accepted. It is a passive network 

where the signal is not regenerated at each node, but is broadcasted along the whole network.
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FIG. B.2.1.1 The main types of used topologies for 
LANs.
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The destination node reads the message as it passes through. This LAN uses passive nodes 

whose failure do not affect its operation. Another characteristic of this LAN is the possibility of 

easy expansion.

Finally a topology that covers any requirement and that does not belong to the above mentioned 

cases, is the mesh one. It does no follow special laws like the above, but it is designed according 

to the specifications of the application. This topology is very often served by communications and 

medium access protocols that have been developed especially for this particular application. Its 

main advantage is the high degree of redundancy that results in a more survivable network. The 

penalty that is usually paid in that case, is the required complexity of the used software and 

hardware and a high cost.

A variety of medium access strategies have been used. They give a common protocol to gain the 

user the control of the medium and they provide a means for resolving contention, when more 

than one subscriber requires access to the channel concurrently. The most common of these are 

the Carrier Sense Multiple Access / Collision Detection (CSMA/CD) and the Token Passing 

protocols. Both of them are used for decentralised structures.

The CSMA/CD is usually met with the bus topology (C6). It is based on the ALOHA transmission 

method. The user, before his transmission attempt, listens (senses) to the channel to determine if 

it is idle. If it is sensed empty then the data are transmitted. If it is sensed busy the user waits a 

random period of time and then attempts again. However because of the propagation delays of 

the bus, and of the non zero carrier detection time, a collision may occur when the user senses 

an idle channel and begins to transmit his data, while another user has already transmitted his 

packet, but it has not yet propagated to this subscriber. When a collision occurs all parties 

involved immediately cease their transmission and they wait a random amount of time before 

initiating a retransmission.
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Token passing provides controlled access to the transmission medium. This results in no collisions 

when two or more users require access to the channel simultaneously. When a user wants to 

transmit a packet he seizes the free token. He changes it to a busy one and he appends his data 

packet to the busy token. The packet goes around the ring from node to node. When it arrives at 

the destination it is copied and then is retransmitted. Finally returns back to the sending station 

that removes the packet from the ring. After the removal of the packet the station generates a 

new free token and passes it to the neighbouring station. So the user is granted the channel 

access right when he gets the free token.

The main task to be succeeded from the combination of the media access protocol and the 

topology is the improvement of the survivability and of the performance. Good performance 

characteristics mean :

- low delays,

- low BER,

- high throughput,

- low blocking and collision probabilities,

- etc.

Regarding survivable networks a lot of work has been done in the field. The design philosophy of 

this work is usually based on mesh networks with active nodes that retransmit the received 

signals (E2, E3, SI, S2), according to the used protocols.

ISO has issued the general principles that the computer networks have to follow (OSI model) (C2, 

C5). On the basis of this model the IEEE 802 committee (J1, J2, J3) has standardised the above 

topologies (not the mesh and the star one), their medium access methods and their 

intercommunication methods.

LANs are an area under a dynamic development. A lot of research is taking place towards the 

improvement and estimation of the performance of LANs, the design of new routing, 

synchronisation and media access contention free protocols, the design of new topologies, the 

use of fiber optics, the traffic integration etc.
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B.2.2. THE OSI MODEL

The complexity and the variety of computer systems together with the need for their 

interconnection, created the requirement for the establishment of common rules and models, 

according to which computers should be designed. These rules and models define the 

architecture of the communication systems, so that stanaardisation can be achieved. It is well 

known that the architectures of the communication systems have been standardised mainly via

ISO and IEEE.

Laver Name of unii 
excfiançied

Application
Application protoco

Interface ^

Application

i ■—  Network layer host -  IMP protocol 

l—  Data link layer host -  IMP protocol
!
—  Physical layer host -  IMP protocol

Messaae

Message

Messa oe

Message

Packet

Frame

Bit

FIG. B.2.2.1 The seven layers OSI reference model of 
ISO

Standardisation is very well organised and is fully implemented in telephone networks. It is 

followed by all the manufacturers and the service provider companies. Computer networks are 

still in their early days. The achievement of inter-network communication for the user is a
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complicated work, that needs different procedures, according to the particular manufacturer, the 

network and the protocols used. The trend is toward the creation of a universal communication 

environment with standard procedures and interfaces for the set up of communication links. In 

this section a brief report of the existing international standards, that the system architectures 

should follow, will be given.

For the standardisation of computer communication systems the International Standards 

Organisation (ISO) developed the "seven layers" "open system interconnection" (OSI) (C2) 

reference model (fig. B.2.2.1). This is an abstract and general model that covers any kind of 

application. However the further need for specialisation in machines, networks and services,

forced the development of specialised models, based on OSI, dedicated to particular purposes
3

and services, such as Government OSI Profiles (GOSIP) and the NATO model for C i systems 

(J4) (fig. B.2.2.2). GOSIP addresses the needs of Government administrative and tactical office

environments.
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FIG. B.2.2.2 A seven layer military reference model.

According to the OSI model the communication among the modern computers is based upon a 

series of protocols (C2). These protocols are hierarchical and built in layers (levels). Each one of

48



them has been developed on its processor. For inter-communication between two particular 

machines, every layer of each one of them, has a conversation with the corresponding layer of 

the other machine. At every one of the computers, each layer offers particular services to the 

higher ones, shielding them from the actual way that these services are implemented. Between 

any two successive layers, interfaces exist. In real life, for the implementation of the conversation 

of any two computers at a particular layer, the information that has to be exchanged, is 

transferred from the higher to the lower layer, where the physical connection takes place.

The philosophy that describes the development of a layer is given by Zimmerman in 1980 (C2):

-1. A layer should be created when a different level of abstraction is needed.

- 2. Each layer should perform a well defined function.

- 3. The layer boundaries should be chosen, in such a way that the information flow 

across the interfaces is minimised.

- 4. The number of functions should be large enough that distinct functions need not be 

thrown together in the same layer out of necessity, and small enough that the 

architecture does not become unwieldy.

- 5. The function of each layer should be chosen with an eye towards the internationally 

standardised protocols.

CCITT has recognised layers, 1-3, of OSI/ISO reference model. Now attempts are being made to 

be defined standards for all the forms of network services. Layers 4-5 are the difficult layers of 

the model and have traditionally been prerogative of computer manufacturers to implement their 

own standards within their own architecture (C2, C5). Layers 6-7 are more diversified because 

technology has just come into the areas of colour graphics and voice and data processing. Within 

the two higher layers no one standard will apply, but groups of standards, through which the 

interested parties will try either to provide or receive a service. Layers 1-3 are characterised as 

'lower layers', while layers 5-7 are named 'higher layers'.

A short description of the OSI model has as follows (C2) :
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- LAYER 1 : The physical layer. It provides characteristics to set up, maintain and 

release physical connections between data links entities.

- LAYER 2 : The data link layer. It aims at the implementation of the required 

procedures for the correct transmission of the data. This is done through:

- the appropriate processing of the data that are to be transmitted and

- the acknowledgement procedure.

- LAYER 3 : The network layer. It determines the characteristics of the interfaces 

between the hosts and the IMPs, the packets exchange protocol and also the routing 

protocol.

- LAYER 4 : The transport protocol. It is an end to end protocol. The program on the 

source machine carries a conversation with the program in the destination machine, using 

signalling messages. It ensures that the data arrive correctly at the other end. It connects 

the lower with the higher layers.

- LAYER 5 : The session layer. It is the user's interface into the network. Through this 

layer the user asks for a particular service or connection with another machine.

- LAYER 6 : The presentation layer. It performs general functions and provides 

services that apply to all users. Such functions are the message compression, the data 

encryption, file conversion for cooperation with incompatible machines, etc.

- LAYER 7 : The application layer. This layer provides user services, some general 

(e.g. electronic mail) and some specific. The user application programs run above this 

layer.
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B.3. SHORT REVIEW OF THE EXISTING SPSC LANs

Up to now SPSC techniques have been mainly used in radio networks. Today packet switching 

radio networks with integrated traffic (voice and data) are the state of the art (A2, A9, A10, A11, 

A12, G1, G2, G9). DARPA (Defence Advanced Research Project Agency) of the USA has done a 

lot of research towards this direction (G1). Recently, in addition to the above mentioned work, 

recommendations for use of SPSC with wireless indoor LANs were published (A12, G3, G4, G5, 

G6, G7, G16).

FIG. B.3.1 The architecture that was designed at
Concordia University.

These wireless LANs usually consists of base stations and portable small size transmitters and 

receivers. Experimental and analytical work done by Dr. M. Kavehrad (G4, G5, G7) and by Dr. 

Pahiavan (G3, G6) have shown that a system with the following characteristics :
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- star connection

- chip rate of 255 chips/bit

- MS codes

- bit rates of 100 Kbits/sec

- carrier of 12-1.5 GHz

- BPSK modulation

can support up to 50 users in a building. The major advantage of these LANs, due to the radio 

propagation used are :

- the relative independence from the distance or the position of the receiver, that allows 

the mobility of the subscribers,

- the easy installation that is very important in cases of buildings, and

- the independence from a faulted or cut line.

On the other hand these types of LANs are subject to the usual 'radio networks' limitations. 

However the advantages and qualities of the SPSC techniques help in overcoming some of the 

constraints of the radio propagation such as :

- the multipath propagation delays and fadings,

- the existence of interferences from other transmissions,

- the vulnerability to jamming 

while others like :

- the lack of privacy and security (since anybody can listen to a radio transmission 

broadcast),

- the synchronisation difficulty,

- the occupancy of the frequency spectrum,

- the dependence on the atmospheric conditions and from the morphology of the area,

- the bandwidth restrictions 

still exist.

Except of the design of radio SPSC LANs, SPSC were also used in the field of wired 

communications during the last years. Several different groups, all over the world, have been 

working in this direction. Up to now, between them, only the University of Aberdeen has
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presented a complete system architecture, while there are several publications in the individual 

areas that are involved with a SPSC wired system design, such as hardware, codes design, 

performance analysis, building of experimental links, etc.

TO LAN BUS

SSART : SPREAD SPECTRUM ASYNCHRONOUS RECEIVER 
AND TRANSMITTER

FIG. B.3.2 The logical and modular construction of
Spreadnet.

The first reference is from Canada (D4). Figure B.3.1 illustrates the main idea of the architecture 

that was proposed. It is a broadcast SPSC bus LAN. It consists of an uplink (transmission) and a 

downlink (reception) cable and of a synchronisation and wide band amplification unit. This unit 

receives the incoming SPSC uplink signal, amplifies it and retransmits it to the downlink cable. All 

the nodes transmit to the uplink cable and receive from the downlink one, analogously modulated 

signals. The problem of synchronisation has been solved through the periodical use of a SPSC 

sync, carrying the codes of different users, (one at a time). This is transmitted to the downlink 

cable by the synchronisation and wide band amplification unit. This proposal aims to serve 

integrated traffic (voice and data packets). Performance results obtained from mathematical 

analysis show that this LAN can support 8 voice users if a PG=167 exists and 12 data users if a 

PG=512 exists. This idea was further developed at the Korea Advanced Institute of Science and
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Technology (D5, D21), where further performance results, through analytical estimations, were

OFTCAL D€L AY

FIG. B.3.3 The block diagram of an optical SPSC
system that was designed in Colombia 
University / USA.

Another architecture, named 'spreadnet1, based on the bus topology and developed in the UK, is 

described in D3. The hardware and the protocols of a complete LAN were designed. According to 

this proposal the LAN can support 150 nodes on a bus of up to 2 Km length, using a transmission 

rate of 100 Mbits/sec. The transmitted signals are baseband. The synchronisation problem (initial 

signal acquisition and tracking) is solved through the use of digital correlation techniques and 

continuous data acquisition. The signalling and network management are achieved through the 

use of separate virtual management channels. These channels are selected from the data 

channels. Fig. B.3.2 illustrates the logical and modular construction of a workstation. This
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hardware structure is similar with the one described in D4. It differs from it in the synchronisation 

and signalling methods used. The wide band amplification unit is not also required. Further 

research and development on 'spreadnet' (D23) examines the use of fiber optics techniques in 

various topologies such as the active bus, the passive bus and the star.
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In Japan research has been carried out on fiber optics SPSC LANs. Various topologies (figure

B.3.4) have been examined for the design of transmission systems that use passive optical 

multiplexing with gold sequences (D12). Experimental, theoretical and simulation results were 

obtained for a multipoint-to-point network. According to them 12 users can be supported by a PR 

MS of 511 chips/bit.

In Columbia University an optical SPSC bus is suggested (D1,D13,D15,D16). A new type of optical 

prime codes were derived from a set of prime sequences obtained from the 'galois fields'. Two 

protocols were suggested and analysed (a synchronous and an asynchronous one). Experimental 

links, where the performance of the suggested code and protocols were examined, were set up. 

According to the results of the experiment 35 users can be supported from 1023 chips/bit. Figure

B.3.5 illustrates the experimental links that were set up.

FIG. B.3.5 The proposed star connection from 'Bell
communication research*.
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FIG. B.3.6 The development principles of the 
suggested optical orthogonal code from 
'Bell communication research'.
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'Bell communication research' also suggested an SPSC CDMA optical system (D2,D17,D18,D19). 

Their proposal is for a star connection (fig. B.3.3). A new type of optical orthogonal codes, with 

processing methods for them, were developed. Simulation and mathematical analysis results are 

presented. According to them 50 users are supported from a PG of 1000. Figure B.3.6 shows the 

principle used for the development of the code and its optical processing method.

'Bell laboratories' are also involved in research in the area (D10, D20). Their suggestion is for a 

star 10 THz fiber optic CDMA system where the users choose randomly the carrier in the 

spectrum of up to 10 THz. An ideal theoretical model is described and the hardware requirements 

are given. According to the proposal the system can support thousands of concurrent 

transmissions.

So up to now a lot of suggestions exist for the design of SPSC LANs especially using fiber 

optics. These LANs, independently of the individually used protocols and topologies, have many 

advantages, such as a better performance than other conventional LANs, easy expansion of the 

network, concurrent communications. The main disadvantage of the up to now proposed 

architectures are the lack of survivability and security, which in many cases are of high 

importance. Survivability depends upon the continuation of the cable in bus topologies and upon 

the operation of the central servers in the other types of suggested architectures. Security is a 

combination of the whole network architecture and used technology.
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C. DESCRIPTION OF THE PROPOSED 
PRINCIPLES FOR THE DESIGN OF MESH 

TOPOLOGY SPSC LANs

Some of the main requirements and characteristics of a large class of LANs are survivability, 

security and high performance. Survivability means uninterrupted operation under various 

conditions. This can be achieved through hardware redundancy, decentralisation, alternative 

routing, and dynamic reconfiguration through communication, signalling and synchronisation 

protocols. Security is the protection of the data against unauthorised reception. It is achieved 

mainly at the level of the physical layer through appropriate topology, technology and coding. At 

higher layers it is ensured through the use of secure protocols and passwords. High performance 

is achieved with low delays, low BER, high throughput and low blocking and collision probabilities, 

etc.

All these requirements can be fulfilled by using interconnected mesh topology SPSC sub-LANs in 

combination with continuous retransmission of the received signal in all directions (flooding 

routing) (D25). These sub-LANs are groups of nodes that are connected into smaller networks. 

The users are connected on the nodes through SPSC interface units (SPSCIU).

Survivability of this LAN is achieved through the use of the fully distributed architecture in 

combination with mesh topologies and flexible routing and communication protocols. Security is a 

result of the used topology in combination with the SPSC techniques and the signalling protocols. 

Good performance characteristics are offered through the use of the DS SPSC techniques in 

combination with packet switching methods and a fully distributed and flexible architecture.

This part of the thesis will give a high level description of the architecture and of the design 

principles of the proposed SPSC LANs. It will be restricted to the three first layers of the OSI 

model, without extension to the higher ones and to the user environment and services. The topics 

that will be analysed are the topology, the communication protocols, the signalling protocols and 

finally brief details about the implementation of the suggested LAN and its problems. The
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protocols will be described, from an operational point of view. These protocols are general, they 

are not limited to any of the suggested topologies, providing that these topologies are supported 

by the appropriate hardware. The selection of the topology influences the performance of the 

LAN, but not the philosophy and principles of the design and the operation.
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C.1. THE TOPOLOGY

C.1.1. SECURITY AND LAN'S TOPOLOGY

It is well known that security is achieved mainly :

- at the level of the physical layer through the use of the appropriate :

- topology (physical separation of the users to groups),

- technology (e.g. wire transmission, use of fiber optics techniques etc.) and

- coding and

- at the level of the higher layers mainly through the use of :

- secure protocols

- cryptographic methods and

- passwords.

a : SUB-LAN interconnecting unit 

B : SUB-LAN 
C : node

FIG. C.1.1.1 Interconnection of sub-LANs.

Every one of these methods offers a different type and degree of security, therefore their 

combination is used for the design of the security policy of communication systems. Among 

these current trends give high importance to the isolation of the highly secure data within groups 

of intercommunicating work-stations and to the use of secure crypto-codes.
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In this family of LANs the security is inherent since (D24, D26):

- its topology design has been based mainly at the use of physically separated users into 

groups (sub-LANs) that are interconnected with secure bridges,

- its media multiple access method has been based on the use of secure coding (CDMA). 

In addition to this, the use of passwords and of secure protocols, at the higher layers, is not 

prohibited and depends upon the design of each particular LAN.

FIG. C.1.1.2 Configuration of a work station.

The interconnecting the above mentioned Sub-LANs bridges are known as Sub-LAN 

Interconnecting units (SIU) (fig C.1.1.1). The SlUs control the data flow according to the 

confidentiality of the data and to the security clearance of the far end destination. Every one of 

the Sub-LANs serves a particular part of the total traffic. In this way users that have similar 

characteristics, or that work under the same security requirements or restrictions, are allocated to 

the same sub-LAN. The number of users that are connected to a node depends upon the design 

(fig. C.1.1.2), creating so sets of work stations (the users that belong to the same node). The 

SPSCIU controls the output of the data from the user to the node. It contains all the required 

security information for giving the allowance for the implementation of any user to user 

connection.

So this LAN's architecture provides security based on trusted bridges of two hierarchical levels. 

The first (lower) level is at the node the SPSCIU and the second one is at the SlUs. The system 

controls the information flow both at the SPSCIU (before the output of the node to the sub-LAN)
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and before the transfer from one sub-LAN to another one at the SlUs. So the degree of security 

achieved at the lower layers depends upon two factors :

- the crypto security provided by the spreading PR code and

- the control of data at the exit from the SPSCIU to the node, and from one sub-LAN to 

another.

In addition to this, in the case of the use of fiber optic techniques a further security enhancement 

is succeeded.

C.1.2. TOPOLOGY'S DESIGN PRINCIPLES

The described philosophy for the topology design creates a three levels structure. At the highest 

level is the Sub-LANs interconnection pattern, at the next one is the topology used inside the 

Sub-LAN and at the lowest is the node with the connected on it users. The selection of any 

particular topology at any one of these levels, influences the final survivability, the distribution of 

the created traffic over the LAN (the local traffic into the sub-LAN and the inter-Sub-LAN data 

stream), and consequently the performance of the LAN.

The internal topology of the Sub-LAN is important for the success of the desired degree of 

survivability. Conventional topologies like the bus, ring, tree and star do not offer survivability. The 

mesh topology sub-LANs, built according to the suggested architecture, offer the required 

hardware redundancy, decentralisation, alternative routing between any two nodes, and 

possibilities of dynamic reconfiguration through the appropriate support of communication, 

signalling and synchronisation protocols. Since there is extensive bibliography (H1, H2, H3, H5, 

H6) analysing the mesh topologies in networks, this topic will not be examined.

The interior sub-LAN topology should be designed according to the case, considering the local 

traffic and any other existing requirements. It influences its operation as following :

- A graph that follows geometrical rules, or that has some symmetry, and is not built in an 

arbitrary way :
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- is easier to study and its behaviour and performance is easier to predict and to 

estimate,

- the design of signalling protocols is more flexible,

- its expansion is easier,

- in cases of nodes and links failures, it has always under control its dynamic 

reconfiguration, modifying its behaviour and performance accordingly.

- The size of the graph and its connectivity policy influences the power both of the signal 

and of the echoes and the amount of traffic locally at the nodes and at the links, affecting 

the performance.

So the selection of any particular family of graphs for the creation of the internal mesh topology 

of the sub-LAN is very important.

FIG. C.1.2.1 Configurations of various 
can be used in a mesh 
LAN.

topologies that 
topology SPSC

The inter-sub-LAN connectivity scheme influences :
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- the security,

- the survivability,

- the amount of inter-Sub-LAN traffic,

- the delays and

- the overall performance of the system.

Figures C.1.2.a to C.1.2.e illustrate various philosophies according to which the Sub-LANs can be 

interconnected. These are just a sample of the ways that the sub-LANs can be combined toward 

the design of the LANs' topologies.

In figure C.1.2.a a central bridge interconnects the sub-LANs. At this architecture

- shorter physical links between any two nodes of different sub-LANs are used than the 

physical links of some other topologies that are described,

- the topology is cheaper to install,

- the inter-sub-LAN traffic load that it can be supported depends upon the design of the 

central bridge (SIU),

- dispersion of the switching function between the sub-LANs is not offered, resulting so to 

low survivability,

- the inter-Sub-LAN traffic is routed through the central node (SIU) doing any switching 

functions between the sub-LANs and

- the central node (SIU) despreads, remodulates and then retransmits the SPSC 

information, giving so a degradation to the offered security.

All the above required functions have to be implemented by the SIU concurrently for any SPSC 

channel, otherwise system performance will be reduced. This makes the central SIU complicated.

The architecture of figure C.1.2.b, appears improved characteristics, compared with the above 

described one. In this case a sub-LAN interconnects several SlUs. Each one of them serves a 

number of sub-LANs. These sub-LANs can be defined as sub-LANs of rank 1, while the sub-LAN 

that connects the SIU can be named as sub-LAN of rank 2. The sub-LAN of rank 2 executes all 

the switching functions in the same way but at a more distributed mode.
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If the SlUs are replaced by sub-LANs then a hierarchical modular structure Is created (fig.

C.1.2.c). In this case a fully distributed and hierarchical LAN is created. In this variation of the 

topology super-groups of subscribers, according to the probability of activating communication 

links between the members of the different groups (sub-LANs) are created. So subscribers with a 

very high probability of communication with each other, may belong to the same sub-LAN of rank

1. Subscribers that belong in different sub-LANs of rank 1, but have a high probability of 

intercommunication, would be served by the same sub-LAN of rank 2 and so on. So the sub- 

LANs of rank 1 serve subscribers, while the sub-LANs of higher ranks in the structure, serve the 

SlUs that interconnect the sub-LANs of lower ranks. This type of topology addresses the inter- 

sub-LAN traffic toward the higher rank sub-LANs, creating in this way long links and high delays 

for their set-up. This topology requires rather complicated routing and signalling protocols in order 

to be supported. The implementation of such a topology requires a lot of redundancy that 

increases the total cost, without this redundancy to offer a higher degree of distribution and to 

improve drastically the survivability. So from a survivability point of view this topology depends 

upon the operation of the higher rank sub-LANs. The main advantages of this hierarchical 

structure are th a t:

- it often fits the functional structure of institutes, serving better their requirements,

- it offers multilevel security control of the data flow and

- it offers a rather simple management system.

A different architecture is illustrated in figure C.1.2.d. In this case a serial chain of sub-LANs is 

used. Each one of these sub-LANs serves a number of subscribers. SlUs are used for the 

interconnection of the sub-LAN with the adjacent left and right ones. These SlUs process the 

incoming and outgoing signals of the sub-LAN (they demodulate the incoming signals, they read 

the destination, they remodulate it and they transmit it to the other sub-LAN). In the case that an 

incoming signal is destined to a subscriber of another sub-LAN, the SIU transmits it toward the 

SIU that interconnects this sub-LAN with the next one. The same procedure is repeated till the 

sub-LAN of the final destination has been reached. Because of the routing characteristic, the 

traffic distribution over the sub-LANs is not flat, but it depends upon the position of the sub-LAN in
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the chain. The sub-LANs that are at the middle, have higher traffic than the ones that are at the 

two ends of the chain. This topology appears to have :

- a high probability of congestion,

- a low degree of survivability (the failure of any sub-LAN will separate the system into 

two parts) and

- rather long channel set-up and transmission time delays.

Figure C.1.2.1.e illustrates another topology that overcomes many of the above mentioned 

problems. It is built under the principles of a modular distributed system. Each one of the Sub- 

LANs has the possibility of being connected via SlUs to any other Sub-LAN, so providing 

intercommunication with it. Such a structure resembles a fully connected graph, with each vertex 

corresponding to a Sub-LAN and each edge to a SIU. This structure contributes to making the 

system very robust. Because of

- the immediate access of any Sub-LAN to any other one,

- due to the inter-Sub-LAN traffic minimisation and consequently to the reduction of the 

noise power inside the sub-LANs,

the performance (BER, collision probability, throughput, transmission delays) and the survivability 

are improved.
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C.2. COMMUNICATION PROTOCOLS

As has been mentioned, the operation of the network will be based at a flooding protocol. 

Flooding routing protocols have the characteristic of retransmitting all Incoming signals, at any 

node, along every outgoing link. Thus the signal arrives first at the destination, following the 

shortest path. There are two ways of implementing the flooding :

- Passive flooding. The incoming power is retransmitted without being demodulated (fig.

C.2.1). This phenomenon is similar to the way that water is flooded at a node of a grill of 

pipes. This means that the incoming signal at any node, is distributed equally to all the 

outgoing ports, for onward transmission in such a way that the total incoming power W¡n 

is greater than the total outgoing power Wout. In principle this implies that the process is 

a passive one although in practice amplifiers may be needed, because of line impedance 

matching requirements. Clearly such a passive flooding procedure results in numerous 

signal echoes being transmitted around the network (comparable to multi-path distortion 

In radio communications). However, the SPSC technique provides immunity against 

delayed echoes of signals, enabling only the synchronised signal to be decoded at the 

destination node. The failure of any link carrying this synchronised signal will not cause a 

break in communications because then, another synchronised signal will arrive at the 

destination node, through another route. The echoes act as wideband background noise. 

They depend upon the topology and should be absorbed gradually, otherwise the 

continuous increase of their power would result in infinite noise and unit bit error rate 

(BER). In this way the network will be overloaded in power and damaged. It is obvious 

that if the flooding meets the referred criteria (e.g. Wout< W¡n), the power cannot 

increase with time, but it stays at most constant. If there is a packet transmission 

scheme, where packets are generated and transmitted at random time intervals, power 

will decrease and increase with time, according to the packet generation model, without 

exceeding a maximum value.

- Active flooding. The incoming power at any node is demodulated, read, and if the 

destination is at another node, it is remodulated and retransmitted. Such a procedure 

should always be under the control of routing protocols that prohibit the continuous
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regeneration of the same signal (e.g. limitation to the signal retransmissions to a particular 

number 'n'). With this scheme, due to the sequential regenerations of the signal, the 

echoes are replaced with a controlled heavy traffic environment. The following drawbacks 

are involved with this scheme :

- Requires a large amount of hardware per node for the implementation of all the 

required receivers and transmitters. Such a node would be very expensive and 

complicated.

- Reduction of the security, since the data are demodulated at every node.

- The continuous increase of the traffic load may :

- overload and damage the network,

- result in congestion due to power increase and

- result in collision, if the number of existing receivers and transmitters is

lower from the required number by the traffic load.

outgoing
spsc
signal

FIG. C.2.1 The flooding procedure at a node.

With the passive flooding scheme the echoes generation is a big problem for the LAN. There are 

solutions to it as the followings :

- A. The division of the LAN into intercommunicating sub-LANs for security reasons is 

also a tool used to reduce echo power. This feature allows for the creation of groups of 

nodes with size that fits the traffic requirements and the PG capabilities.
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- B. The use of a statistical packet switching method, in a stochastic system, where every 

subscriber transmits packets at random time intervals without taking into account if at the 

same time, any other transmissions occur. This optimises the total amount of traffic 

flooded in the network.

- C. The use of a fully controlled media access method, where the subscribers, at 

predefined time intervals, using a distributed reservation scheme, gain permission for 

transmission.

- D. Appropriate selection of the spreading code (length, orthogonality and chip rate).

- E. Use of a fully controlled power environment, where part of the flooded power is 

absorbed, progressively with time, through the sequential floodings, by the system.

The code selection is another important factor that influences the operation and performance of 

the SPSC LAN. There is a large variety of families of codes that have properties appropriate for 

usage in a SPSC system (Section B.1.2). The selection among them clearly depends upon the 

architecture used (the design and the required performance, in relation with the developed 

signalling and synchronisation system).

The codes members of these families should be assigned to the transmissions. Many methods of 

code assignments are given in various published material (G8, D3). Some of them are :

- There is an one to one correspondence between the codes and the users. Every 

transmitter uses the code of the receiver of its destination.

- There is an one to one correspondence between the codes and the users. Every 

transmitter uses the code that corresponds to the transmitting user.

- There is a code control service that assigns the codes according to the security 

requirements or to the availability.

Every one of these methods has its own advantages and disadvantages. The main draw back is 

that the more complicated the code assignment protocol, the more complicated the signalling 

protocol becomes.
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In the case of a passive flooding sub-LAN the existing interferences are classified as follows :

a. AWGN (AWGN).

b. Interference from the transmissions of other subscribers. These are considered as 

wide band interferences for any connection between a particular pair of subscribers.

c. Interference created by the transmission of signalling information, if the signalling 

information is transmitted on a separate channel.

d. Multi-path interferences created by the flooding of the signal. These are considered as 

wide band interference.

The AWGN cannot be avoided. The LAN has to operate within its limitations. SPSC signals and 

echoes that arrive at a node not synchronised with the locally generated code or with a different 

code than the locally generated one are considered as wide band noise. These signals, after the 

correlation procedure, are spread for a second time and their power spectrum density is reduced. 

Consequently this results in an improvement of the SNR. Signalling information according to its 

nature is treated as narrow band interference and is processed differently.

FIG. C.2.2 The occupancy of the frequency spectrum
by the TDM channel, the SPSC channels 
and the transmitted beacons by the SlUs.

Another problem that also appears in a mesh topology passive flooding system is the "near far 

problem" (chapter B.1.2). This always has to be taken into account during the design phase. At 

section E.2 estimates of the probability of it will be taken. In addition to it in the case of LANs that 

use MS is possible for echoes, or for some of the SPSC signals created by various subscribers, 

to arrive at a node synchronised (in phase) with the locally generated PR reference sequence.
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There are a lot of strategies that can be used for the solution of the above problem. Some of 

them are :

- An analogue modulation scheme can be used (A3). Consider a bank of carrier 

frequencies. Every one of them differs from the next one k*fg^. There is a 

correspondence between these frequencies ana the users according to the design. So 

suppose that subscriber 'n' transmits the chips using analogue modulation with a particular 

carrier frequency Ftr(n) (fig C.2.2). The frequency Ftr^  can be considered as a 

frequency shifted from a nominal one Fc, with a factor f (n)=n*k*fBd’ where :

V 1 / T d

Ftr(n) = Fc+f(n)

Tjj = bit rate

The exact benefits from this shifting are analysed in Appendix 2. As is shown there, this 

shifting does not influence the orthogonality of the signals transmitted by different 

subscribers. Figure C.2.3 shows the results of this modulation at the receiver, in the 

frequency domain, after the demodulation of the signal. The signal of the monitored 

subscriber occupies its own region of the frequency spectrum and it can be isolated by 

the use of a filter. According to the spacing between any pair of carrier modulation 

frequencies the ISI (Intersymbol Interference) is reduced.

FIG. C.2.3 The results to the demodulation of the
SPSC signal, when analogue modulation 
with different carriers has been used.
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FIG. C.2.4 A 30 nodes topology of a sub-LAN.

- At the input of any port a constant delay unit can be used. This unit creates a delay to 

the incoming signals, equal to an integer number of chips. This changes the transmission 

delays between any two nodes. Any signal that arrives at the destination from any route 

other than the shortest one, has followed a path that includes a larger number of nodes. 

Consequently in this way the final transmission delay is higher and the received signal is 

out of phase from the locally generated code at the destination. However it may happen 

that after the signal has gone througn too many nodes, it will arrive again in phase at the 

destination. In this case, this signal power spectrum density will have been highly 

reduced, resulting in a negligible level of interference. This is because of the sequential 

splitting and of the matching attenuation at the input of the nodes, that the signal has 

gone through. For example suppose we have a mesh topology sub-LAN with 30 nodes 

each of degree 9 and matching attenuation at the input port of any node of 0.8. Figure

C.2.4 illustrates such a topology. At this figure the serial number (SN) of the nodes and of
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the ports and the length of the links measured in time units are given. The addition of any 

node in the path that connects the transmitter with the receiver, adds an attenuation of 10 

dB to the outgoing SPSC signal. So the signal that will arrive synchronised to the receiver 

having followed a longer path of n hops difference, will be n*10 dB weaker in power than 

the signal received through the shortest path (e.g. for n=3 this corresponds to 30 dB).

>

So, supposing that there is the appropriate signalling synchronisation and hardware support, a 

statistical packet switching LAN of this family, independently of the type of active or passive 

flooding it uses and of the particular topology that has been built, will operate as follows (D24):

- Because of the use of the SPSC technique, the users connected to a node can gain 

access to the network by CDMA, without having to determine in advance if the medium is 

idle, as it is required by ETHERNET systems. Simultaneous access by many users is 

possible because each one selects a spreading sequence uncorrelated with the others. In 

this way at any physical link that connects any two nodes we have at any time the 

temporarily creation of virtual channels that operate at a concurrent basis and that 

connect particular pairs of users. The sequence's choice is mainly determined according 

to the code assignment protocol used.

- Suppose that a subscriber wants to transmit to another one. The SPSCIU selects the 

code that will be used, and spreads with it the information. It assembles it into packets 

and transmits them in a random way. Assuming there is accurate information about the 

current topology, the transmission is performed only from the port that corresponds to 

the shortest route. When the signal arrives at the first node, it is flooded in all the 

possible directions. When the generated signals arrive at the next node, they are 

reflooded and so on.

- As the SPSC signal is getting into a node in order to be flooded, it is monitored 

continuously. When the signal passes through the node of the destination, its code should 

be fully synchronised with the locally generated replica of the spreading code. The 

destination receiver monitors ail the ports of its node checking the codes and the 

synchronisation of the incoming signals. It reads any signal that happens to be 

synchronised with the locally generated code.



- For a transmission towards a subscriber of another sub-LAN, the data are modulated 

appropriately for the transmission toward the SIU that connects this Sub-LAN with the 

next one and that belongs to the shortest route. There the signal is reflooded into the 

next sub-LAN. This procedure is repeated until the packet arrives at the destination.

The performance of the LAN described so far is design dependent. Due to the use of flooding 

routing protocols

- the BER is a function

- of the signal power,

- of the echo power,

- of the traffic and

- of the chip rate.

- the traffic depends

- upon the active user distribution over the network,

- upon the packet generation distribution scheme per user and per sub-LAN and

- upon the other end selection distribution over the spatial area of the Sub-LAN.

- echoes are a function of the topology (of the used connectivity scheme of the nodes in 

the sub-LAN and of the sub-LAN interconnection method) and of the traffic.

The appropriate value of chip rate can optimise the BER (theoretically BER=0) for any 

combination of these parameters. Since CDMA offers concurrent communications, delay (ignoring 

the transmission delay) is a function only of the collision and congestion probability. Collision and 

congestion probabilities are defined at section D.3 and depend mainly upon the chip rate, the 

topology and the signalling protocols used.
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C.3. SIGNALLING AND SYNCHRONISATION
PROTOCOLS

The third of the main aspects of the design of a communication system is the signalling protocol 

and the synchronisation method that will be used. Signalling protocols usually offer :

- routing information,

- timing and synchronisation information,

- acknowledgement information,

- charging information,

- addressing information,

- topology information,

- any other required administration and network management information,

- etc.

Regarding the signalling information, a SPSC LAN has the following characteristics :

- SPSC techniques have inherent addressing capabilities.

- Routing information is usually hardware implementation dependent. Usually flooding 

routing protocols on mesh topologies do not need routing information.

- In the case of survivable networks, a mechanism should exist that will recognise any 

change to the current topology or routing paths, so that the network to act as a self-

learning machine (according to the used architecture the topology knowledge may not be 

required).

- Synchronisation and timing information in SPSC systems can be obtained through the 

processing of the received signal (A5).

- LANs usually are local networks installed within private premises, excluding therefore 

the need for charging.

- SPSC systems can offer theoretically an absolute BER of zero for any network, under 

the preconditions

- of an ideal system,
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- of correct selection of the chip rate and

- of accurate synchronisation.

Therefore the need of acknowledgement information depends upon the BER succeed and 

the collision and congestion probabilities.

It can be concluded that the existence of a signalling protocol, for the proposed mesh topology 

SPSC LANs, is not important and that it may be useless for any reason other than for obtaining 

network administration and management information. However the existence of a signalling 

mechanism could offer enhanced information and services (e.g. code assignment services, users 

security clearance information, etc.). Such services make the network more intelligent, but they 

are not required for the pilot operation (implementation of simple communication links). So 

according to the design :

- the signalling mechanism may get merged with the synchronisation mechanism into one, 

or even

- the signalling mechanism may be omitted or

- the synchronisation mechanism may be omitted or

- both of them may be omitted.

So for the implementation of the timing and synchronisation system of this family of SPSC LANs 

two policies can be followed :

- A timing and signalling protocol can be used. This defines a hand shaking procedure 

between the transmitters and the receivers and operates on hardware and software built 

for this purpose. The existence of a channel that will exchange the required information is 

necessary. This channel can be used for data transfer or of any other required signalling 

information. This design, although it looks more complex, is more convenient because it 

allows the creation of more flexible and intelligent systems, with a variation of services, at 

the lower levels of the OSI model, for network operation. In addition to this a quicker and 

more stable synchronisation is obtained. The separate synchronisation and signalling 

channel can be of many types (D4, D5, D6). Some of them are :

- A normal SPSC channel from the standard ones that are used for traffic 

between any particular pair of users, according to the case.
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- A separate SPSC channel from the standard ones that are used for traffic, 

operating on a common code, simultaneously with the other SPSC channels used 

for traffic. This channel will be shared among the users on a TDMA basis, or on 

a random basis, operating on the principle that when it is unused it can be seized 

by any one who needs it.

- A separate signalling channel common for all the users, over the SPSC channel 

operating on a TDM basis or on a random basis, under the principle that when it 

is unused it can be seized by any one who needs it.

- A separate channel operating on a burst mode, on a time sharing basis among 

the users on a common code.

- A timing only protocol is used. This defines a hand shaking procedure between the 

transmitters and the receivers and uses some of the well known and widely used SPSC 

system synchronisation methods (A1, A3, A5). it is implemented through the use of 

simpler and more hardware oriented protocols. At the receiver from the incoming signal, 

through the acquisition and tracking methods employed, synchronisation is obtained. The 

timing and synchronisation information are extracted from the incoming signal by 

correlation and other signal processing techniques. In this case there is not a real need 

for the existence of a separate channel. Signalling information can be omitted and a less 

intelligent system will be designed. This method has the following disadvantages :

- it is not certain that the timing information will be extracted from the signal,

- it requires complicated hardware and

- a time delay is introduced to achieve synchronisation.
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C.4. TECHNOLOGY ASPECTS FOR THE 
IMPLEMENTATION OF THE PROPOSAL

Building a new product is not something easy. It involves a lot of work in many areas. The 

coordination of all the technical aspects for meeting the required specifications is difficult and 

needs the cooperation of a lot of experts in many fields. The first step is always the construction 

of the laboratory prototype. Then the second step is the design of the industrial prototype and the 

final one is the design of the production line. The main factors that have to be considered are :

- the specifications,

- the low cost,

- the easy maintenance,

- the appearance of the product and

- the cost of the production line.

In the case of the initial construction of a network, the main difficulty comes with the 

implementation of the ideas that are written on the paper, into a laboratory prototype, so that the 

evaluated performance through mathematical models and simulation tools to be achieved and 

measured. Since this LAN can be considered as a high technology product, built to offer 

communication services in specialised environments, the rest of the factors are of minor 

importance :

- Appearance is important for commercial products that are aimed at the consumer.

- The production line of this type of product (of a LAN) is rather simple, since it is based

on the construction and assembly of PCBs.

- The maintenance of this type of product up to the PCB level is simple as far as the

product has a modular structure and BITE (built in test equipment).

- The cost is a secondary factor for products that are destined for specialised

environments.
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For the implementation of a network member of this family of SPSC LANs the main question that 

arises is whether its construction is feasible, from a technical and economical point of view, due 

to the created highly noisy environment. The design of the SPSCIU, the node and SIU can be 

done through the use of known techniques, while the required services can be implemented using 

microprocessor and higher level programming. Technical difficulties are introduced at the following 

points :

- SPSC systems require very wide bandwidth and consequently high chip rates and 

complicated hardware. However due to the continuous development of VLSI and fiber 

optics techniques, and the simultaneous continuous reduction of their cost, these 

techniques can be considered as low cost ones.

- The construction of a stabilised and balanced passive flooding matrix unit, when a 

passive flooding protocol is used needs very accurate circuit analysis, and very careful 

implementation. If for avoiding this problem an active flooding method is used, then a 

more complicate and expensive in hardware node has to be built. As has been 

mentioned, this solution degrades systems security. The use of fiber optics techniques 

simplifies the problem's solution.

- The extraction of the timing information from the incoming signal needs complex 

hardware that creates delays in the decoding of the information. The use of a separate 

signalling channel that will also be used for any type of timing information exchange, gives 

the best solution.
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D. ANALYSIS OF A LAN BUILT ACCORDING TO 
THE PROPOSED PRINCIPLES

D.1. INTRODUCTION

In this part of the thesis the description of the architecture and the operation of a LAN, a member 

of the suggested family of SPSC LANs, is given. It is just a novel example, indicating the way that 

the implementation can be realised. This LAN has been built according to the previously 

mentioned design principles. The used architecture has been based on :

- the topology of figure C.1.2.1.e,

- a passive flooding protocol according to the description of section C.2 and

- a separate signalling channel, operating on a TDMA basis.

It is characterised by :

- high survivability,

- homogenous and uniform traffic and echo distribution, due to the symmetry

- of the sub-LAN connectivity scheme and

- of the topology the interior the sub-LAN (nodes connectivity scheme),

- low required quantities of inter-Sub-LAN traffic, due to the direct access of any sub-LAN 

with all the others,

- relatively cheap hardware for node implementation, due to the :

- passive flooding protocol used, that does not require the demodulation of all the 

signals on the incoming ports of the nodes and

- the signalling protocol that allows the design of simple receivers for each user, 

since the SPSC signal does not carry the timing and synchronisation information,

- fulfilment of the security specifications,

- modularity,

- distribution and

- possibility of independent performance, characteristics and even design per sub-LAN. 

Every sub-LAN can behave as an independent module, as far as the SIU operates as an
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interface that on the one hand isolates the sub-LANs that inter-connects, and on the 

other hand connects these sub-LANs knowing the characteristics of each one of them.
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D.2. TOPOLOGY AND HARDWARE OF THE 
PROPOSED LAN

D.2.1. OVERVIEW OF THE TOPOLOGY OF THE PROPOSED
LAN

The topology used, (figure C.1.2.1.e), is fully distributed and modular. It offers a high degree of 

survivability, good performance and relatively low required transmission rates.

Figure D.2.1.1 illustrates the philosophy used for the design of a Sub-LAN's topology graph. It 

consists of a number of similar, fully connected, subgraphs (denoted category A). A SN is 

allocated to every node of a subgraph. All the nodes of the various subgraphs of category A of 

the Sub-LAN, that have the same SN, are connected in such a way as to create another fully 

connected subgraph (denoted category B). In this way the topology achieves a symmetry and 

offers survivability. Figure D.2.1.2 Illustrates the correspondence between these subgraphs and 

the nodes in a sub-LAN of 20 nodes.

C A T E G O R Y
■A1

FIG. D.2.1.1 The philosophy used for the design of a
graph of a sub-LAN of the proposed 
topology.
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This topology offers at least two different paths of minimum length, measured in hops, that 

interconnect any nodes. Each one of them consists of a maximum of two hops. In this way the 

shortest path (considering the number of links and not their physical length) between any two 

nodes of the same sub-LAN, before any failure in the network occur, includes the maximum three 

nodes. These are the node where the source of the signal belongs, the node of the far end 

destination and one more node between them. In addition to this shortest route there are also 

many other alternatives longer paths, that interconnect these two nodes. Although the shortest 

path regarding the number of hops is the described one, physically the shortest path measured in 

time length may follow a different route, that contains a higher number of hops.

Co l e g o r y  A o f  f u l l y  c o n n e c t e d  e u b - g r a p h s

FIG. D.2.1.2 An example of a sub-LAN of 20 nodes.

The size of the Sub-LAN influences the echoes created and consequently affects the SNR and 

hence the maximum transmission rate for obtaining the required PG. The philosophy that has 

been used for the connection of the Sub-LANs influences the traffic load that can be supported, 

the inter-Sub-LAN data stream and the overall performance characteristics.

For maximisation of survivability and performance of the inter-sub-LAN traffic, procedures for its 

uninterrupted flow exist. These are based on the existence of two SlUs between any two sub- 

LANs (figure C.1.1.1). One of them is in operation, while the other one is spare undertaking the
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traffic when the first one gets out of oraer. In the case of failure of both the SIU no interruption of 

the inter-sub-LAN traffic could be caused, due to its restoration through alternative longer inter- 

sub-LAN paths, through other sub-LANs. In this way extra traffic load is created to the added 

sub-LANs at the path. A number of receivers exists to every incoming port of the SIU. This 

enables the SIU to receive several signals through the same port so improving the performance. 

The disadvantage of this redundancy is that increases the cost of the LAN and influences the 

complexity of the hardware, but on the other hand it ensures its smooth operation.

The SPSCIU are connected on the nodes through ports. The number of these ports defines the 

number of users per node. Each one of these ports has a SN. These numbers :

- are consecutive

- are given always by the system, independently of the existence of a user connected on 

it.

The use of more than one user and SPSCIU per node reduces the size of the sub-LANs and 

consequently the created interference. This also makes the configuration of the LAN cheaper but 

it reduces the survivability, since in this case the failure of any node will disconnect more than 

one user.

So any user at this topology is characterised upon the sub-LAN, the node and the SPSCIU, 

therefore its identification consists o f :

- the SN of the sub-LAN that the user belongs,

- the SNs of the node at both the subgraphs and

- the SN of the port that the SPSCIU is connected on.

D.2.2. OVERVIEW OF THE OFFERED SERVICES BY THE 
APPARATUS OF THE PROPOSED LAN

The proposed LAN according to the description consists of three types of apparatus :
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- the nodes,

- the SIU and

- the SPSCIU.

c : L l m U a r s
d : TDM b u f f e r s
e : T DM p r o c e s s  In g un i t
f  : I n i t i a l  s y n c h r o n i z a t i o n  u n i t  
g : S p s c  s I g n e l  t r a n s m i s s i o n  un I t  
l : F i r s t  n o d e  d e f i n i t i o n  u n i t  
I : Sp s c  lu
m : U s e r s
n : F l o o d i n g  mo t r l x  u n i t

FIG. D.2.2.1 The block diagram of a node.

In this section a high level description of the features of these devices structure is discussed. This 

description is functionally oriented and it aims to give a clearer understanding of the suggested 

operation of the sub-LAN.
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Figure C.1.1.2 illustrates the configuration of a node. Figure D.2.2.1 shows the block diagram (the 

modules required) (D24, D26) for the implementation of the node at a coaxial LAN. For fiber 

optics LANs this node's configuration needs to be modified. Its operations are :

- The nodes execute the passive flooding function (fig C.2.1) through directional physical 

links. Limiters remove the TDM information, which (s used for signalling reasons, from the 

SPSC signal that carries the data. The TDM information follows an active flooding 

scheme.

- Each node serves a number T of subscribers, through the SPSCIUs.

- The nodes monitor the incoming links and pass the received data to the SPSCIUs.

- The nodes have their own degree of intelligence.

- The nodes execute any required switching function when two of the subscribers 

who are served by the same node want to intercommunicate.

- The nodes execute the initial synchronisation function.

The TDM information is processed separately from the SPSC one. It is received and transmitted 

through the TDM Processing Unit of the node. The SPSC information is exchanged with the 

connected users on the node via the SPSCIUs. The outgoing SPSC data are transmitted through 

a SPSC Signal Transmission Unit. The flooding of the incoming information is realised through the 

Flooding Matrix Unit.

A number of SPSCIUs is connected at each node. Each SPSCIU serves a different subscriber. 

There is an one to one correspondence between the SPSCIUs and the subscribers :

- The SPSCIU processes the received information from the subscriber. This incoming 

information may be at any bit rate higher or lower than its nominal output, while the 

outgoing chip rate is a constant one.

- It checks, from a security point of view, the validity of the demanded connection for 

signal's transmission.

- It creates and modulates (analogue modulation) the SPSC signal.

- It creates any required signalling, timing, control or synchronisation signal.
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- It reads the channels through the nodes to examine if anybody transmits toward the 

subscriber that it serves.

- It demodulates any receiving signal separately for every incoming port. Any resulting 

signal is transformed to the required format to be understood by the subscriber's terminal.

- It handles the TDM channel.

For the intercommunication between any two sub-LANs a common node, the SIU, is needed. This 

node is the bridge between these two sub-LANs. The SIU :

- interconnects two sub-LANs transferring data from the one sub-LAN to the other one, 

executing any required function :

- receives all the packets that are addressed to the other sub-LAN that is 

interconnected on it.

- demodulates the received packets and checks the security classification of the 

data and the validity of the transfer from a security point of view.

- modulates the packets and retransmits them to the other sub-LAN.

- handles the TDM channels of both the sub-LANs,

- performs the part of the initial synchronisation functions that correspond to it (according 

to chapter D.5.1).

- executes the flooding of the local traffic in both the sub-LANs,
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D.3. OVERVIEW OF THE PROTOCOLS AND THE 
OPERATION OF THE PROPOSED LAN

The proposed LAN can operate under two different signalling schemes. One of them will be called 

a synchronous architecture and the other, asynchronous. Both of them use :

- the same topology,

- the same principles of sub-LANs interconnection, and

- the same flooding method and protocols for communication.

signalling through 
TDM channel

Initial
synchronisation

completed

Tyes
no

- i f -

signalling through traffic through
TDM channel spsc channel

acknowlegdement 
through TDM channel

traffic through 
spsc channel

Overview of the operation of the LAN.

The exchange of data between the subscribers is implemented through a packet switching 

method, using the SPSC channels. The packets are transmitted using synchronisation and routing 

information that is obtained through the TDM channel operation. Figure D.3.1 illustrates high level 

flow charts of the overall operation of the LAN under the two different signalling schemes. The
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individuality of the asynchronous architecture in relation with the synchronous one, comes in the 

content of the time slots (TS) of the TDM channel and consequently in the procedure that the 

subscribers follow in order to communicate with each other. As far as the compatibility with the 

OSI model is concerned, nothing changes. The nodes, the SPSCIU, the SlUs, the TDM channel, 

the SPSC channel and the cancellation of the synchronised echoes are modules, operations and 

services that exist and operate under the same principles and in the same way.

The asynchronous architecture follows a random asynchronous statistical packet generation 

model. SPSC channels are created, that are occupied only for the packet duration. The packets 

are transmitted at random time intervals, as soon as they are generated. With this protocol virtual 

circuit routes are used. These routes are the same as far as no changes to the topology occur. 

This results to an improved performance.

The synchronous protocol sets up a link between the transmitter and receiver, something like a 

virtual circuit switching system, for the whole duration of the communication and packets 

transmission. The access to the media is fully controlled, while the transmission of the packets, 

after the channel has been seized, is asynchronous. In this way a synchronous procedure is 

followed that is free of collision or congestion, but with a penalty o f :

- a low utilisation of the receivers,

- a low throughput,

- a rather limited number of simultaneously communicating subscribers (in comparison 

with the other protocol),

- high set up delays for the set up of a connection link,

Because of the packet switching method used, the load of the asynchronous LAN is a stochastic 

phenomenon (section E.2) and is different from the load of the synchronous protocol, which can 

be examined deterministically. So the asynchronous LAN, running concurrent communications, 

can support a higher number of subscribers, due to the probabilistic nature of its load.
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The SPSC technique employed in combination with the passive flooding protocol used ensures 

that communication takes place over the shortest path, at any time, between any pair of source 

and destination nodes of the same Sub-LAN. The signal that arrives at the destination through this 

path, is synchronised with the locally generated replica of the spreading code. In the event of 

shortest's path failure of links or of intermediate nodes, a new shortest path, among all the many 

other alternative paths exists. This path is always selected by the protocol for the transmission. 

This mechanism provides survivability over interruptions and failures in links and nodes.

During the operation of any sub-LAN three types of signals exist (fig. C.2.2):

- A series of beacons is transmitted by each one of the SIU that are in operation.

- The timing and control signal for signalling purposes.

- The SPSC channels for data transfer.

Frame -

*— TS-

-Frame-

-TS- -TS- -TS-

-  Frame

-TS— »

A : Identification routing and timing information 
B : SIU or node orspsciu

FIG. D.3.2 The correspondence of the TSs to the
subscribers and to the nodes in a sub- 
LAN.
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The required timing and signalling information for the realisation of the above schemes is obtain 

through the continuous distribution of a timing-control channel over the LAN. This timing-control 

channel works on a time sharing base (TDMA) within the same frequency band as the SPSC 

signals (D24). The SPSC signals and this TDM channel are concurrently and continuously flooded 

into the network.

>

The use of separate signalling channels for a SPSC LAN is not essential for its operation (section 

C3). Their use depends mainly upon the required services of the LAN and the information needed 

for it. In this design the existence of a separate signalling channel has been considered of great 

importance, due to :

- the plurality of information that it can carry,

- the rather simple required hardware for its implementation, compared with the required 

receiver complexity in the case where synchronisation is extracted from the received 

signal,

- the avoidance of the uncertainty and delay that is introduced in the case where 

synchronisation is extracted from the received signal.

This signalling channel operates on an active flooding scheme (section C.2). Using this scheme 

every node receives, processes and retransmits the signalling information along all outgoing links. 

Every sub-LAN has its own independent in operation TDM channel. All nodes and users of the 

sub-LAN share this channel on a slotted (TDMA) basis (fig. D.3.2). The allocation scheme of the 

slots to the nodes and users is predefined, permanent and continuous. Each TS is divided into 

time portions that are occupied by data produced from the TDM Processing Unit of the node and 

by the SPSCIU of the users of this node. So this TDM channel is shared between all the nodes, 

the SPSCIU and the SlUs of the sub-LAN, that are in operation. There is a fixed, one to one 

relation between the TSs and the nodes and the time portions and the subscribers.

The TDM channel operation guarantees the continuous availability all over the network o f :

- timing and synchronisation information,

- routing information,
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- information about the transmission delays,

- information about status of the subscribers (not at the asynchronous scheme),

- exchange of the acknowledgement information for the received data,

- etc. (any other type of signalling information that is required for offering the LAN other 

services, e.g. data security classification and users security clearance information).

The protocols operation have been based on the available signalling information (section D.5 

describes in detail the operation of these two architectures). Regarding the synchronisation, the 

operation of the signalling protocol of both these architectures is separated in two phases. The 

first one is the initial synchronisation procedure. This procedure is common for both these LANs. 

The other one is the normal exchange of information through the TDM channel operation.

The LAN's operation requires a universal timing system. Any sub-LAN, any node, and 

consequently any user, has its own independent clock, and is synchronised with the rest of the 

system. This universal timing is obtained in the starting phase of the operation of the LAN, 

through an initial synchronisation protocol. According to it, nodes exchange timing information, 

sequentially and in a circular mode, until synchronisation is achieved. This procedure is repeated 

for all the sub-LANs. The obtained synchronisation is maintained through the continuous 

distribution of timing information that is flooded into the sub-LAN by the TDM channel.

The information that each subscriber transmits during his own TS is flooded into the network. It 

arrives at all the other nodes always firstly through the shortest route, measured in time. From 

the obtained timing information the transmission delay between any two users is estimated. This 

time delay is used by the SPSC transmitters in order to find the appropriate phase shift of the PR 

sequence that will be used for the modulation of the data.

Because of the use of the SPSC technique, the users connected to a node can gain access to 

the network by CDMA, without having to determine in advance if the medium is idle, as is 

required by ETHERNET systems. Simultaneous access by many users is possible because each 

one selects a spreading sequence uncorrelated with the others. These sequences should form a
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set with low mutual cross-correlation. MS have these characteristics, as described in part B.1.2. 

The use of this family of sequences is adequate for this example, although other sequences might 

be used in practice. Each sequence is a phase shifted replica of the basic MS. There is an one to 

one correspondence between the users and the phase shifts of the used MS. However the used 

phase shift for the spreading is different from the nominal one that corresponds to the user and it 

is the summation :

- of the standard phase shift which corresponds to the destination user and

- of the required transmission delay, for travelling the signal the distance transmitter 

destination, for the interconnection of this particular pair of users.

In this way the signal arrives always synchronised with the locally generated replica of the code.

The choice of the used connection phase shift of the sequence is determined mainly by the

identity of the receiver (the transmitting node modulates its signal with the receiver's phase shift),

but it can be also determined by the identity of the transmitter. In this way addressing becomes

inherent to the system as it simply involves choosing the particular sequence allocated to the

intended destination. The number of subscribers cannot exceed the number of different phase-

shifts, that the used MS can provide (less or equal to the period of the code). Longer codes have

to be used as the number of subscribers is increased. Since the length of the period of the code
n

is always near to a power of 2 (e.g. 2 -1), an increase of the number of subscribers up to a 

number equal to the code period does not influence the hardware. However this increase 

influences the overall traffic load of the sub-LAN, so deteriorating the performance. The number 

'n' is defined during the design of the network and is the appropriate number to create long 

enough sequences to serve the traffic requirements.

According to the above, we define congestion and collision as follows :

- Collision occurs if the total power at the receiving port of the destination node is higher 

than a threshold so preventing demodulation of the signal. This threshold designates 

whether the signal is recoverable or not. Cases of collision are created when more than 

one packets overlap each other, on the same link and at the same time (these packets 

are considered as noise the one for the other).
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- Congestion occurs when more than one user tries to transmit data to the same 

destination at the same time through the same port, so that more than one synchronised 

signals to arrive concurrently at the node of the destination through the same port.

The combination of the SPSC techniques with the packet switching method used, allows multiple 

access to the network with low probability of collision or congestion (section E.2). This results in 

good message delivery times.

d-1

FIG. D.3.3 The introduced attenuation of a path that
connects n nodes.

As explained in Part C, the routing scheme based on passive flooding involves every node, 

retransmitting all incoming signals along every outgoing link. Therefore together with the signal 

many echoes are also created. These echoes act as wide-band background noise. They depend 

upon the topology and are attenuated gradually. This means that the degree d of each node is of 

great importance. The degree of the node is defined as the number of one direction links 

(outgoing or incoming) connected to the node. The attenuation that is introduced, due to the
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flooding protocol, by the equal splitting of the incoming signal power to the node between the 

outputs, depends upon the degree of the node.

If the incoming power to node i from port j is Wjn^ then the power at the output port k, due to 

w in(j ^  is Wou^j kj, given by the following formula : 

w out(j,k) = Win(jj) *((1-c)/(d-1))

where

c : All the types of losses that are introduced during the implementation of a physical link

(e.g. impedance miss-matching during the flooding, propagation attenuation etc.) plus an 

intended loss are included in 'c'. This intended loss is used for absorbing the transmitted 

power in the system. This is a controlled way, for prohibiting a dynamic increase of the 

power and so avoiding an uncontrolled power condition. According to the value of the 

input node attenuation the rhythm of the absorption of both the signal power and the 

echoes power changes affecting so the SNR. 

d : degree of the node.

As the signal is flooded sequentially through the nodes the attenuation is accumulated in an 

exponential way (fig. D.3.3). So the higher the number of successive nodes in a path, the higher 

the total attenuation. Therefore there is a limitation to the number of nodes that the longest path 

between two subscribers could afford, without the signal disappearing. This number is highly 

dependent upon the degree of the nodes and is also influenced by the chip rate (section E.1).

If the node of the transmitting subscriber knows the shortest route towards the destination, then 

instead of flooding the signal towards all the output ports, this node transmits it only towards the 

direction of the shortest route. In this way the sequential floodings are reduced by one. This 

reduction means that the power of the spread signal at the destination is (1-c)/(d-1) times higher. 

This results in an improvement of the final SNR and consequently the system can support a 

higher number of subscribers or longer paths with higher number of nodes between the source 

and the destination.

Summary of the operation described up to now has as follows :
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- After the data signal has been modulated using the MS and the SPSC techniques in the 

above described way, it is transmitted toward the outgoing link of the shortest route. At 

the next node it is distributed to all outgoing links in accordance with the passive flooding 

method. The nodes are acting as passive physical repeaters that after they attenuate and 

split the signal, they retransmit it. In this way through sequential flooding the signal arrives 

to any node through all possible routes (echoes). The required routing information for the 

initial transmission is available through the TDM channel. The route defined as the 

shortest one is not always the one that has the smallest number of hops, but it is the one 

that has the shortest transmission delay.

- Every receiving SPSCIU through its node monitors the network and picks up any 

information that has the shift of the code that corresponds to the subscriber that it 

serves. A locally generated PR sequence is correlated with the incoming data. This 

sequence is the particular one which defines the address of the user, and so if the 

received signal includes data that have been modulated with the same sequence and are 

synchronised with it, then this means that there are data addressed to this particular 

receiver. In this case the correlation process reduces the bandwidth of the appropriate 

part of the incoming signal, so achieving demodulation and recovering the data intended 

for this destination. Other components of the received signal (echoes and transmissions 

intended for other destinations) will be uncorrelated with the local sequence, and so will 

not have their bandwidth reduced, but on the contrary will be spread again over the full 

transmission bandwidth. The signals of the TDM channel and the transmitted beacons are 

treated as narrow band interferences and therefore are handled easily by the receivers, 

through well-known techniques (A14). The resultant signal power after the demodulation 

should always be higher than a threshold, otherwise the demodulated signal is considered 

as background noise. According to the level of this threshold the required SNR of the 

incoming signal is determined. The value of the threshold depends upon the design and is 

a function

- of the length of the accepted longest path (measured in sequential hops),

- of the topology,

- of the current traffic and
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- of the chip rate.

Increasing the value of the threshold means that the number of hops is reduced (section 

E.1).

The inter-sub-LAN traffic is implemented through the SlUs. The SlUs, of any pair of SlUs, operate 

alternatively. One of them is used as a spare unit that starts operating, replacing the other one, in 

cases of malfunctions. The two SlUs are absolutely similar. The working one transmits a beacon 

indicating that is in working condition. As soon as this transmission stops, the second SIU starts 

its operation. The beacons are transmitted continuously by all the SlUs in operation. These are 

analogue modulated signals at different carrier frequencies that carry the identification of the 

transmitting SIU and the identification of the other sub-LAN that is interconnected by it.

For reducing congestion probabilities, any SIU may handle simultaneously a number of SPSC 

signals, proportional to the number of the subscribers of the sub-LAN. So for having a congestion 

probability of 0 and no delays, a SIU at every one of its input ports should have as many 

receivers and transmitters as is the maximum number of subscribers of the sub-LAN. If a smaller 

number of receivers and transmitters is used, then the performance of the inter-sub-LAN 

communication deteriorates. The optimum number of receivers and transmitters depends upon 

the amount of the inter-sub-LAN traffic and the values of the other end destination preferability 

coefficient, that is a stochastic parameter.

Half of the transmitters and receivers of a SIU are towards the one sub-LAN and the other half 

towards the other sub-LAN. A particular phase-shift of the reference MS corresponds to every 

one of the receivers of a port. The selection of the receiving code of the SIU depends highly upon 

the load of the input port through which the SPSC signal arrives at the SIU.

According to the description of the previous sections survivability and security are inherent in the 

system :

- Good overall survivability properties are achieved by :

- the mesh topology,
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- the properties of the passive flooding protocol and

- the synchronisation information that is provided through the operation of the 

TDM channel.

Through these protocols the LAN acts as a kind of a self-learning machine. So at any 

modification of the topology, it always finds the shortest routes, following the 

disconnection, the interruptions and the failures in links or at nodes. The operation of the 

TDM channel updates the information about the topology and according to it the routing 

information and the transmission delays of the SPSC information are estimated.

- The structure provides security at two hierarchical levels (section C.1.1). The first 

(lowest) level is at the node the SPSCIU and the second one is at the SlUs. The system 

may control the information flow both through the intelligence of the SPSCIU, before the 

output of the node to the Sub-LAN, and before the transfer from one Sub-LAN to 

another, at the SlUs. The SlUs act as trusted bridges between the sub-LANs, so the 

degree of security achieved depends upon two factors :

- the crypto-security provided by the spreading code and

- the control at the exit of data

- from the node to the sub-LAN and

- from one Sub-LAN to another one.

Another major requirement of any network is the possibility of easy expansion. In this case the 

modular structure of the LAN under design allows :

- At the level of the sub-LAN the operation of one sub-LAN and the later expansion of 

the LAN in an evolving pattern.

- At the level of the user the operation of the LAN even without users. Users can be 

connected at any time to the nodes and at any node.

The expansion capacity of the LAN to sub-LANs is not unlimited, but it is programmable and it 

depends upon the initial design of the size of the sub-LAN. However in the case that no similar 

sub-LANs will be connected, then an endless structure can be organised, under the limitation that 

the inter-sub-LAN topology will not any longer be a fully connected graph, with all the 

consequences to traffic load distribution and to survivability. The signalling protocol described in
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this work does not cover this case of the creation of an endless structure from different sub- 

LANs. So the expansion can take place in two successive steps. Firstly the empty nodes of a 

sub-LAN are filled with users, till the total capacity of the sub-LAN is saturated. In the second 

step a new sub-LAN is added. Then this sub-LAN also starts to be occupied with subscribers, 

until it also has been filled up and so on. For the addition of any one subscriber, simply the 

SPSCIU and the user device have to be connected to the node.

The expansion's protocol cornerstone is the signalling channel's existence. The TDM channel 

used for any sub-LAN is independent and it is always working with a particular number of TSs, 

even if some of them are empty. This number is the maximum capacity of the sub-LAN. So the 

addition of a new subscriber to a node or of a new sub-LAN to a SIU does not require the 

interruption of any part of the LAN, but it is implemented through a simple 'plug in' function.
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D.4. COMPATIBILITY WITH THE OSI MODEL

The present design is not extended further than the three first layers of the OSI model. Because 

of the peculiarities of the used SPSC techniques :

- the boundaries among these successive layers are not clear and

- some of the performed functions and operations can be allocated to other layers (G9). 

The physical layer offers the majority of the functions that are performed in the three first 

layers.

Figure D.4.1 illustrates the compatibility of the present design with the OSI model.

LAYERS

APPLICATION

LAYERS

PRESNTATION

SESSION

TRANSPORT

NETWORK
NETWORK

DATA-LINK
DATA-LINK

PHYSICALPHYSICAL

The ISO/OSI ThespscLAN
reference model

FIG. D.4.1 The compatibility of present design the
with the OSI model.

The main functions that are implemented in the proposed LAN are :

-1. Line coding of the data and of the signalling and synchronisation information,

- 2. Error control coding of the data and of the signalling and synchronisation information,

- 3. Packet assembling/disassembling of the data,

- 4. Spreading, monitoring, correlation, despreading of the data,
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- 5. Security checking of the data,

- 6. Flooding of the data and the signalling and synchronisation information,

- 7. Synchronisation,

- 8. Signalling (routing information, acknowledgement information, topology information, 

user's status information, etc.).

- 9. Transmission and reception of the signalling and synchronisation information.

The physical layer, in the present design, is the physical interface that connects the processing 

mechanisms, of any kind of data, of the higher levels, with their transportation system (nodes and 

channels). The following functions are executed in i t :

- The SPSC data and the TDM information that are to be transmitted through the 

transportation system (the flooding operation), are processed appropriately, in order to 

obtain the required physical characteristics (function No 4,9).

- The addressing and routing of the packets (function No 4).

- The SPSC chip stream and the information of the TDM channel that are exchanged 

through the transportation system, using the flooding method (function No 6).

- The information of the SPSC channel and the TDM information that is flooded in the 

network is monitored and demodulated at the inputs of the nodes by the nodes and the 

SPSCIUs (function No 4,9).

- The creation, processing exchange of the routing and topology information, that is 

required for the routing and synchronisation functions of the LAN (function No.8).

- The synchronisation, the coding and the routing of the received information from the 

user and of the signalling information (functions No 1,7).

The function No. 8 offers many different services, therefore some of them may belong to this 

layer while others to higher ones. The spreading/despreading function (No. 4) although

- it contains a mean of error free communication (the SPSC techniques are noise 

resistant) and

- it has inherent addressing capabilities

since is implemented through the lowest level of the operations is considered as part of this layer.
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The operation of the data link layer aims to ensure the communication channel to an error free 

one. It executes the following operations :

- The packet assembling/disassembling (function No 3).

- The error correction detection and the collision and congestion detection through the 

acknowledgement procedures (functions No 2,8).

In the network layer an end to end flow control is taking place. Functions of this layer have been 

transferred to the previous ones, since the addressing and routing are imbedded in the SPSC 

principles (physical layer). Function No. 5 (security checking) is implemented in this layers. The 

exchange also of any required information (function No.8) for the implementation of other 

intelligent services, that are offered by the LAN, is part of this layer.
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D.5. DESCRIPTION OF THE SYNCHRONOUS AND 
ASYNCHRONOUS ARCHITECTURES

D.5.1. INITIAL SYNCHRONISATION

The initial synchronisation phase is the same for both the types of architectures. During this 

phase a universal timing environment and a common clock, are established all over the LAN. 

Initial synchronisation is implemented in two steps.

- During the first one initial synchronisation is achieved in one sub-LAN.

- During the second one initial synchronisation is repeated sequentially to all the other 

sub-LANs till all of them share the same timing and clock.

The initial synchronisation procedure is a function that concerns the nodes and is executed by 

them. Every time and for any reason, that the network starts or at any cold start, this procedure 

is repeated.

D .5.1.1. IN IT IA L  S Y N C H R O N IS A T IO N . S T E P  1

Suppose

- that every sub-LAN consists of V  nodes,

- that each node i has *d' input-output ports (degree of the node) and

- that a serial number corresponds to every one of the nodes.

Since the suggested topology is the mesh one and since the network of the sub-LAN is a 

connected graph, there will be always a circular route, from node to node, that will include all the 

k nodes and each one of them only once.

The first and the d ^ input-output port of every two successive nodes are connected the one with 

the other. In this way a ring is created (figure D.5.1.1.1). Node No 1 is defined manually at the
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initial starting up of the network. This is the master node for the synchronisation of the LAN. This 

must always be the starting point, for numbering the rest of the nodes of the whole LAN. Node 

No. 1 can be any node of the LAN.

FIG. D.5.1.1.1 Initial synchronisation. The creation of the
ring.

When node No 1 is destroyed or fails, then the initial synchronisation procedure is repeated. In 

this case another node is defined as node No 1 manually.

Node No 2 takes its serial number from the system, and is the one that is connected to the first 

port of node No 1. Node No 3 is connected to the first port of No 2 and so on.
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The initial synchronisation procedure between any two nodes within a sub-LAN is completed in 

two phases :

- Phase 1 : For achieving the initial synchronisation, node No 1 transmits timing bursts to 

node No 2. Every time burst consists of a number of bits that express the exact time that 

the transmission of the burst from Node No 1 started. As soon as node No 2 receives 

them, it reflects them back. In this way the transmission delay of this physical link, 

Trcj(1 is estimated. These bursts are transmitted with a time period of Ts (figure

D.5.1.1.2), where :

"*"s > ^ * ^rd(jj) + T-] + Tpr

Tpr is the time that a bit spends in the node before being reflected back.

T-| is the total duration of each burst.

After Trd. has been estimated, phase 1 is terminated and this transmission stops.
v

FIG. D.5.1.1.2 The burst transmission of the timing
information during the initial 
synchronisation procedure.

- Phase 2 : Node No 1 starts transmitting timing information in bursts to node No 2. The 

bit rate of these bursts is the same as the internal timing clock of Node No 1. Every one
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of these bursts consists of a number of bits that express the transmission delay between 

these two particular nodes and the current time of Node No 1. Through this transmission :

- the clock of the receiving node (Node No 2) is synchronised with the incoming 

bit stream,

- Node No 2 learns the transmission delay of the physical link 1-2 and

- Node No 2 obtains the same time as the transmitting node.

When synchronisation is achieved, the last received burst is reflected back as 

acknowledgement.

After this synchronisation has been achieved the link between the Nodes No 1 and No 2 is kept 

active. Node No 1 stops the transmission of timing bursts and starts transmitting timing 

information. This information consists of a bit stream that gives the current time of node No 1. 

Through this transmission :

- the clock synchronisation between the two nodes is retained and

- the timer of node No 2 is kept synchronised with the one of node No 1.

As soon as Node No 2 is fully synchronised with Node No 1, Node No 2 activates its link with the 

next node, Node No 3. Then the above described procedure is repeated.

Through the sequential repetition of this procedure the last node, Node No k, is synchronised with 

the previous one. Then the Node No k activates the link with the first node, Node No 1. In this 

way the ring is closed. If the first and the kt^ nodes are found to be synchronised, all the timing 

links are interrupted and the TDM channel of the sub-LAN starts operating. If synchronisation 

between the first and the k ^  node is found to be different, then synchronisation has not been 

achieved. In this case the whole procedure is repeated.

If any node is faulty the ring never closes. The detection of the faulty equipment is done by the 

system, while its isolation is a manual procedure. If after time Ta the ring has not closed, Node 

No 1 asks for timing information from Node No 2. In the same way Node No 2 asks for the same 

timing information from the next one and so on, until the faulty unit is found. Node No 1 indicates
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this information. After recovery from the malfunction the initial synchronisation procedure is 

repeated.

D .5 .1 .2 . IN IT IA L  S Y N C H R O N IS A T IO N . S T E P  2

The initial synchronisation of all the other sub-LANs that compose the LAN takes place 

sequentially and in a circular mode.

Let's name the already synchronised sub-LAN 'A'. After sub-LAN 'A' has been synchronised the 

same procedure is repeated at one of the adjacent sub-LANs, supposed 'B'. This sub-LAN is the 

one that is connected to the SIU of the synchronised sub-LAN, that corresponds to the node of 

the lower serial number. In sub-LAN 'B' this SIU is considered automatically as node No 1. This 

SIU already carries the timing information of sub-LAN 'A'. From this SIU the initial synchronisation 

procedure in sub-LAN 'B' starts.

When sub-LAN ’B' has been synchronised, then the procedure is repeated for the sub-LAN 'C'. 

The SIU that connects 'A' with 'C' has at 'A', during the synchronisation procedure, a serial 

number higher than the SIU that connects 'A' with 'B' and lower than all the other serial numbers 

of all the other SlUs of 'A'.

The same procedure is repeated until the last sub-LAN is synchronised. Then synchronisation 

should be the same within all the sub-LANs. If it is not, the same procedure is repeated again, 

from the beginning, starting again from the initial sub-LAN 'A'.
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D.5.2. ASYNCHRONOUS PROTOCOL

D .5 .2 .1 . T H E  T D M  C H A N N E L

After the initial synchronisation phase the TDM channel starts operating normally, and 

independently at every one of the sub-LANs. It is shared between all the nodes, the SPSCIU and 

Sills of any sub-LAN. Through this channel the synchronisation information is always available in 

the network and consequently the whole system is kept synchronised. Some other information 

that this channel carries is the tracking of the routing that has been followed. This operation, in 

combination with the common timing, gives at the end of every frame a complete picture of the 

shortest paths that connect any two nodes and of all the transmission delays for the 

intercommunication of any two SPSCIUs. Because of the importance of the information that is 

carried by the TDM channel, any distortion of it should be avoided. For this reason the use of 

error detecting and correcting codes is imposed. This will add some redundancy to the channel. 

In the following chapters it will be assumed that this channel is an error free one.

D .5 .2 .1.1. DESCRIPTION OF THE TDM  CHANNEL OF A SUB-LAN

The TDM channel of every sub-LAN consists of frames. Every frame contains a sequence of TSs 

and every TS corresponds to a node. The TS is divided into 4 main blocks :

- Node's identification (ID).

- Timing information.

- Routing information.

- Acknowledgement information. This block is divided into a number of successive time 

portions, in such a way, so that a one to one correspondence exists between the time 

portions and the SPSCIUs connected to the node (fig D.3.2).

According to the design, additional blocks may be appended to the TS. These will carry the 

required information for various services offered by the LAN (e.g. security checking of the 

transmitted information, users security clearance, etc.). After the end of the time portion of the
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last SPSCIU of a node, the TS of the next node comes. Figure D.5.2.1.1.1 shows the minimum 

information that is carried through the TS of the TDM channel and the structure of the frame, for 

the operation of the LAN.

The TSs are of two distinct kinds :

- The TSs that correspond to the user nodes.

- The TSs that correspond to the SIU.

Both of them have the same structure but they differ in size. In the case of the TS of a SIU the 

block of the acknowledgement information is divided into as many parts as the number of users 

of the other sub-LAN. There is an one to one correspondence between these parts and the 

users.

FIG. D.5.2.1.1.1 The structure of the TDM channel.

The first block of the TS is the identification of the node that is currently transmitting into the 

channel.
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The second block is referrenced to the TDM signal's transmission time from the source node (the 

node to which the TS is dedicated). The difference between this time and the time that the signal 

is received by the destination node gives the transmission delay between these two nodes.

The third block shows the route that the TDM channel has followed from the source up to the 

node where it is read. It is divided into K-1 parts (as many as the nodes of the sub-LAN, minus 

one). Every one of them contains the identification of the node through which the signal has been 

flooded and the receiving port of this node. The information of this block is required during the 

initial transmission towards the shortest path.

The forth block is divided into as many parts as is the maximum number of users that can be 

connected on the node. Every part contains two portions. The first one of them includes the 

SPSCIU identification and the other one acknowledgement information for the data received from 

this SPSCIU. The acknowledgement consists of the serial numbers of the correctly received 

packets, with the identification of their source. The information of this block is required for data 

corruption and loss avoidance. Since :

- The length of the PR sequence and the chip rate can improve theoretically the BER to 

zero (section E.1).

- The system design can reduce or even null the collision and blocking probabilities 

(section E.2).

depending on the design this block may be omitted.

The existence of more types of blocks in the TS depends upon the required services by the LAN,

e.g. security checking, etc.

In the following an example of the structure of the TDM TS of a user node is given. We accept 

that :

- the maximum 300 users are connected on a LAN,
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- for security reasons these users are connected to physical groups of 30, since this is 

the usual size of a small LAN (in this way the 300 users LAN is divided into 10 sub- 

LANs), and that

- two or three users are connected at every node,

According to the above numbers and the selected topology we can design a topology consisting 

from sub-LANs of 30 nodes (16 user nodes and 14 SIU) with two users connected per node. For 

this example we describe the composition of the TDM channel, without taking into account the 

required blocks of the TSs for various extra services.

In the case of the above example the identification of a node can be fully expressed with 8 bits 

and of a user with 13 bits :

- the first 3 of them specify the sub-LAN,

- the next 5 describe the position of the node in the sub-LAN,

- the next 1 gives the identification of the SPSCIU and

- the last 4 are the identification of the incoming port.

So the first block contains 8 bits.

Suppose that the maximum measured time window by any node is one hour. Then on every hour 

the nodes update their time and start counting again from zero. If we assume that

- the clock used, for the accurate timing, is a submultiple of the chip rate,

- the chip rate is 511 times the users bit rate, and

- the bit rate is the standard 64000 bits/sec,

then it can be accepted that 37 bits are required for the accurate expression of the time :

237> 60*60*511*64000.

Through this clock the transmission delay can be estimated very accurately. Using a clock at 

submultiples of the chip rate the transmission delay can be estimated at submuitiples of the chip 

period resulting in accurate synchronisation and maximisation of the succeeding PG. With 41 bits 

the time delay is estimated at time intervals of 1/10 of the chip. Block two contains 41 chips.
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The third block consists of 30-1 parts. In every one of them the IDs of the succeeding nodes that 

determine the path from the source node to the destination and the IDs of the corresponding 

input ports are stored. Each one of them has 12 bits (omitting the 9th one that gives the user of 

the node). So 29*12 = 348 bits.

If arbitrarily we assume that the serial number of the packets is null every 128 packets, then 7 

bits can express it. Suppose that between any two frames 'm' packets from various users 

(suppose 'x') have been received from a SPSCIU. Then the acknowledgement information for this 

SPSCIU is the serial numbers of all the received packets together with the ID numbers of the 

transmitting them SPSCIUs. The acknowledgement can be described by (7+13)*y bits, where

- the number m is expressed by y bits

- the number 13 expresses the identifications of the transmitting users and

- the number 7 is the SN of the packet.

The values of parameters 'x' and'm' are a function of the traffic that any sub-LAN carries. Since 

in the current example it has been accepted that the node has up to 2 SPSCIUs on it, the total 

number of bits of the forth block of a user node will be : 2*(y*(7+13)+13)=26+40*y bits. For a SIU 

this part will have : 2*16*(y*(7+13)+13)=416+640*y bits.

The total number of bits of a TS will be :

- Users node : 423 + 40 * y bits

- SIU : 813 + 640 * y bits

For the 16 user nodes the length of the 16 TSs will be : 6768 + 640 * y bits 

For the 14 SIU the length of the 14 TSs will be : 11382 + 8960 * y bits 

The total number of bits of a frame will be : 18150 + 9600 * y bits.

D.5.2.1.2. OPERATION OF THE TDM  CHANNEL

The operation of the TDM channel starts from the node with the lower SN, which is T, and 

continues with the node of the next higher one. The TSs are shared between the node and the
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SPSCIUs connected on it. If however there is not a SPSCIU connected on a port of a node or in 

the case a SPSCIU failure, then during this particular time portion of the TS, the node transmits 

timing information. Since the duration of the

- TDM frame,

- TS and

- time portion

is preassigned, as soon as the corresponding time to the missing element or to the out of order 

element expires, the next transmitting element starts its operation.

After a SPSCIU has created the TDM signal, the node floods it into the network from all the 

outgoing ports. The transmitted signal arrives at the incoming ports of the first nodes around the 

transmitting node. There it is read. The receiving nodes read one input at a time. Meanwhile any 

incoming information from the other ports of the node, is temporarily stored at the input of this 

node. The received data are compared with the data that are already stored in the memory of 

the node, which are the contents of the previous TS. If they are the same, the incoming data are 

ignored, otherwise the memory content is updated. The new data are stored in the memory of 

the node and transmitted through the rest of the outgoing ports, towards all the other nodes. 

Before this transmission, the identifications of the node and of the corresponding incoming port 

are stored in the appropriate part of the third portion of the TS.

In this way the TDM signal arrives, at any other node, except the transmitting one, through the 

shortest route and gives to this node timing information and information about the route that has 

been followed. Through this mechanism the flooding of the signal of the TDM channel is not 

continuous and it stops as soon as the information has arrived at all the nodes. In cases of 

extensive nodes failures or link interruptions then the virtual path that connects two nodes may be 

too long in hops. In this case the power spectral density of the SPSC signal will be very low for 

the signal's recovery. Then operation of the TDM channel may be interrupted earlier.
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D .5 .2 .2 . C O M M U N IC A T IO N  B E T W E E N  A N Y  T W O  S U B S C R IB E R S

D.5.2.2.1. COM M UNICATION W ITH IN  THE SAME SUB-LAN

A major assumption for the correct operation of the network is that the synchronisation is not 

lost.

Suppose that a subscriber wants to transmit to another one and that both of them belong to the 

same sub-LAN. When the transmitting SPSCIU, receives the first data that are to be transmitted :

- checks the destination clearance classification, according the data security classification,

- assembles them in packets,

- chooses the appropriate phase-shift that corresponds to the destination,

- finds the transmission delay that corresponds to this particular link,

- modulates the packets to SPSC signal using the above information,

- transmits the packets at random time intervals, without taking into account :

- if the destination at this particular moment is occupied,

- if somebody else in the sub-LAN has already started transmitting to this 

particular destination,

- the load of the network.

The SPSCIUs, through their nodes, are monitoring continuously the incoming ports. The incoming 

signal and consequently the received data are under a continuous correlation process. Through 

this process any information that is addressed towards this particular SPSCIU is demodulated.

If two packets from different sources are sent to the same destination and happen to arrive there 

from the same port at the same time, then congestion takes place (section D.3). If at the receiver 

the traffic load is higher than a threshold, then the quality of the communication deteriorates and 

the BER increases as a function of the load. The continuous increase of the BER, results in 

collision (section D.3). In both the above cases, through the acknowledgement procedure of the 

TDM channel, an order for packet retransmission is given.
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In more detailed, the description of the operation of the protocol is as follows :

Transmitting part :

- The SPSCIU of the transmitting user receives the information from the 

subscriber (voice or data) and stores it in a buffer. This information may be at 

any bit rate up to a predefined maximum.

- The transmitter denotes the security classification of the data and the security 

clearance of the receiver. The SPSCIU examines (from existing tables) the 

validity of the given information and issues, according to the case, transmission 

allowance.

- The existing information in the buffer is read and is processed sequentially (A3, 

B1, B2, B3) :

- waveform or source or mixed coding for the voice,

- for both the voice and data line coding,

- packetizing,

- error control coding,

- adding of the appropriate overheads, etc. The added overheads contain 

information like security classification, transmitting and receiving SPSCIU 

identifications, etc.

- Simultaneously the SPSCIU finds from its stored tables the phase-shift of the 

spreading code that corresponds to the far end destination and the propagation 

delay of the shortest path that corresponds to this link.

- With these data the SPSCIU of the transmitting node shifts the locally generated 

spreading code appropriately, and adds ('exclusive or1 addition or multiplication) 

the code to the packetized data.

- When this procedure has been completed the signal is ready to be transmitted. 

The created packets are transmitted from the outgoing port that corresponds to 

the shortest path, for further flooding at the next node. In this way the 

transmitted signal, is received by the destination, fully synchronised with the PR 

sequence that is generated locally at the receiver.

116



- Every packet after it is transmitted is stored in a buffer for a period of time 

equal to the duration of two frames of the TDM channel. If during this period the 

acknowledgement has been received then the buffer is discharged of the packets 

that have been acknowledged. Otherwise they are retransmitted.

Receiving part :

- The SPSCIU of the receiving subscriber, through the node, monitors 

continuously the power of the incoming channels.

- It samples this signal according to the chip rate clock and stores the samples in 

separate buffers, one for every one of the ports.

- For every one of the buffers an individual correlation process takes place. If the 

processed signal is found containing information modulated with the same phase 

shift as the locally generated code, then this information is revealed from the 

incoming signal. So the SPSCIU decodes the voice or data that were transmitted 

by the source, and feeds them to the user.

- The acknowledgement of the received information is sent back through the 

TDM channel. It is consisted from the serial numbers of the correctly received 

packets and from the identification of the SPSCIU that transmitted them.

D .5 .2 .2 .2 . INTER-CO M M UNICATIO N BETW EEN D IFFERENT SUB-LANs

A major assumption for the correct operation of the network is that the synchronisation is not 

lost.

A subscriber that requires a connection with a destination, that belongs to another sub-LAN, 

transmits towards the active SIU, that inter-connects the two sub-LANs in the following way.

- He detects which is the operating SIU.

- He selects in a random way one of the receivers of the SlU's port that corresponds to 

the shortest route.
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- He transmits using the code (phase shift) of this receiver, following the procedure 

described at section D.5.2.2.1.

- If it happens this receiver is occupied by another transmitter, and so a congestion takes 

place, this is recognised through the acknowledgement procedure. In this case after a 

random time interval, he chooses again randomly another receiver and repeats his trial.

The SIU receives this signal demodulates it and correlates it with the locally generated replica of 

the spreading code (according to the procedure of section D.5.2.2.1). After the initially transmitted 

information has been obtained, the overheads are checked. According to the security 

specifications of the system, a retransmission allowance is issued. Assuming retransmission 

permission, then the SIU reads the other end destination code and transmission delay and 

modulates again the data according to this information. After the modulation retransmissions into 

the other sub-LAN follows.

Any required signalling is exchanged through the TDM channel of every one of the sub-LANs 

separately, in the way that has been described. Regarding the acknowledgement services, these 

are offered :

- once locally at any one of the sub-LANs, between the SIU and the user, and

- once after the packet reception from the destination, between the source of the data 

and the destination.

The routing and timing procedures of the TDM channel, concern the internal communication in 

every one of the sub-LANs, therefore their retransmission is not required.

D .5 .2 .2 .3 . FAULTY NODES BY-PASS

When a node of the shortest route that connects two communicating subscribers fails or when 

some links of this route are interrupted, then the SPSC signal arrives at its destination through 

another route (since it is flooded into the network). This new path will be the shortest one at this
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time. The new route will be of a different propagation delay. Therefore the SPSC information will 

arrive at the destination not synchronised with the locally generated replica of the spreading code.

Till the exchange of the next TDM frame no data will be demodulated at the destination. Both the 

TDM and the SPSC information always follow the same path, that is the shortest existing one. 

With the next TDM frame, the TDM channel, having followed the same route with the SPSC 

channel, will carry the appropriate information for the new propagation delay estimation. In this 

way the next transmission will be implemented with the new propagation delay and the link will be 

restored.

The transmitting SPSCIU stores always a reasonable amount of information (packets), till the 

reception of the acknowledgement (e.g. the packets that correspond to two TDM frames time 

period). Acknowledgement is given through the TDM frames. The transmitting SPSCIU will 

retransmit the required information (not received packets) along the followed alternative route 

with the new adjusted transmission delay and using the corresponding phase shift of the receiver.

If a SIU is faulty then another one undertakes the operation. The faulty SIU stops transmitting the 

flag that shows its operational condition, and the other SIU starts transmitting its own one.

S IU

FIG. D.5.2.2.3.1 The creation of alternative routing in the
case of an inter-sub-LAN connection 
interruption.
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If both the SIU that interconnect two particular sub-LANs get out of order, then the 

communication between these two areas is not interrupted, but it is kept through longer inter-sub- 

LAN paths. The information is transmitted to another sub-LAN and is then retransmitted to the 

sub-LAN of the destination (figure D.5.2.2.3.1). The distribution of the inter-sub-LAN traffic within 

the others sub-LANs is implemented in a random way. This results to traffic load increase at the 

sub-LANs that serve the faulty connection's inter-sub-LAN traffic.

The used chip rate determines the maximum traffic supported by the sub-LAN. Increasing it a 

tolerance is offered for serving extra inter-sub-LAN traffic load, so that the performance to be 

kept constant, without any significant deterioration of the quality. For being the SlUs able to serve 

this increased incoming load, some redundancy at the number of the concurrently served 

subscribers by them, should exist.

D .5 .2 .3 . P A C K E T  LE N G T H  E S T IM A T IO N

This part will examine the effects of the TDM channel use, to the packet length and to the 

SPSCIUs memory requirements. These two magnitudes will be examined

- for the topology of section D.5.2.1.1 example (figure C.2.4),

- for node's degree = 10 and

- for the interior sub-LAN traffic.

The size of the memory is influenced by the number of already transmitted packets that have to 

be stored (acknowledgement's procedure realisation). Since the LAN is integrated for any type of 

traffic, a major restriction that has to be taken into account is the tolerance of voice to delays up 

to 250 msec (B3). This time is analysed as the required time for:

- the packets transmission,

- the acknowledgement transmission through the next TDM channel's frame,

- the required retransmission in case of packet's reception failure and
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- the new acknowledgement of the retransmitted packets through the next TDM channel's 

frame.

TABLE D.5.2.3.1. : THE RELATION SHIP BETWEEN THE 
PACKET LENGTH AND THE PERIOD OF THE FRAME OF THE 
TDM CHANNEL FOR THE INTERIOR THE SUB-LAN TRAFFIC.

Column A: The value of 'y'.

Column B: Period of the frame of the TDM channel In msec.

Column C: 

Column D: 

Column E: 

Column F:

The length of the frame in bits.

Number of transmitted frames during 250 msec.

Maximum number of packets received from the SPSCIU during a frame period. 

Maximum number of packets per incoming port received from the SPSCIU during

a frame period.

Column G: Corresponding number of bits per packet.

Column H: SPSCIU required memory

A B C D E F G H
1 16.65 33300 15.00 1 1 1066 2132
2 22.41 44820 11.15 3 1 1434 8164
3 28.17 56340 8.87 7 1 1803 25242
4 33.96 67860 7.36 15 1 2172 65160
5 39.69 79380 6.30 31 2 1268 78616

It will be assumed

- 64000 bits/sec data bit rate,

- negligible transmission delay and processing time of the TDM signal at any node,

- 2 Mbits/sec TDM channel bit rate,

- that any packet is transmitted the maximum 3 times,

- that any packet is stored for two frame period waiting for the acknowledgement and,
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- that the length of a frame of a sub-LAN will be FL1=18150+9600*y (y is the number of 

bits that expresses the maximum number of packets that are received during a frame 

period from a user (section D.5.2.11)),

If A% redundancy is added at the number of bits of each frame, for error control coding is 

included, then FL1 becomes :

FL1 = (18150+9600*y)*A /100 

If we accept arbitrarily that A=20% then FL1 becomes :

FL1 = 21780 + 11520 * y.

Then the frame period becomes :

FL1/2,000,000 sec

Table D.5.2.3.1 illustrates the relationship of y with the packet length for the interior the sub-LAN 

traffic. For three retransmissions of the same packet in the case of errors, the minimum six 

frames should be transmitted every 250 msec.

D.5.3. SYNCHRONOUS PROTOCOL DESCRIPTION

D .5 .3 .1 . T H E  T D M  C H A N N E L

After the phase of the initial synchronisation, the TDM channel starts operating, independently for 

every one of the sub-LANs, it is shared between all the SPSCIUs and SlUs of any node and of 

any sub-LAN. Its operation offers two main kinds of service :

- It maintains the correct timing and synchronisation status of the LAN in all the phases of 

network's operation.

- It implements the required channel for the exchange of the signalling and 

acknowledgement information.
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A more detailed view of TDM's channel operation, has as follows :

- During the initial synchronisation phase, the timing information is spread all over the sub- 

LAN, creating a universal timing platform.

- After the initial synchronisation, through this channel :

- Any required timing and synchronisation information, is always available in the 

network.

- Information about the tracking of the routing that has been followed, is always 

available in the network. This is required for obtaining :

- a complete picture of the shortest paths that connect any two nodes,

- a complete knowledge of the used incoming ports of the nodes,

- all the required information for the estimation of the transmission delays 

during the intercommunication of any two nodes.

- The acknowledgement service is exchanged among the intercommunicating 

users.

- Information about the status of the subscribers, (if they are receiving, 

transmitting or if they are in an idle situation), for congestion's avoidance, is 

always available in the network.

- Information used for other LAN's services, is always available by the LAN.

The TDM channel operates under exactly the same principles and in the same way as the TDM 

channel of the asynchronous protocol (chapter D.5.2.1). The only difference arises in the 

additional information about the status of the subscribers, that is carried by the TSs.

Every frame of the TDM channel of a sub-LAN consists of two types of TS :

- The TSs that correspond to the SIU.

- The TSs that correspond to the rest of the nodes.

Both these types of TSs have the same structure but they differ in interior size (number of 

SPSCIU). The TS is divided in 4 main blocks :

- Node's identification.

- Timing information.
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- Routing information.

- SPSCIUs portions. Each one of them contains three parts :

- SPSCIU identification

- status information of the transmitters and the receivers (this block of information 

is used for the congestion's avoidance)

- acknowledgement information.

In the case of the TS of a SIU this part contains information about :

- the receivers allocation in the SlU's incoming ports to the sub-LAN's transmitting 

SPSCIU,

- the status information of the transmitters and the receivers of the other sub- 

LAN.

- acknowledgement information.

According to the design additional blocks may be appended to the TS. These will carry the 

required information for extra LAN's services (e.g. security checking of the transmitted 

information).

The first, the second and the third blocks of the TS are identical with already those described in 

chapter D.5.2.1.2. The fourth block is divided into as many parts as the maximum number of 

users that can be connected on the node. The contents of the SPSCIU identification and of the 

acknowledgement information have also been described at chapter D.5.2.1.2. The status 

information contains :

- the destination of the transmitted information,

- the source of the received information.

Since LAN's topology of this type is not concrete but flexible, according to every case's 

requirements, TDM channel's frame length varies according to the design (section D.5.2.3).
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D .5 .3 .2 . C O M M U N IC A T IO N  B E T W E E N  A N Y  T W O  S U B S C R IB E R S

D.5.3.2.1. COM M UNICATION W ITHIN  THE SAME SUB-LAN

Suppose that subscriber T wants to transmit to the 'L' one and that both of them belong to the 

same sub-LAN. As soon as subscriber T indicates this decision, his SPSCIU waits for one frame 

period of the TDM channel (the whole next frame) to find out:

- if anybody else is transmitting to subscriber 'L', and

- if the port that he is intending to use, is busy.

This is found through the continuous reading of the TDM channel. The following information is 

obtained through this procedure :

- Whether or not subscriber 'L' is receiving SPSC signals. If he is, from which user and 

through what node's input port.

- Whether or not any subscriber has expressed the desire to communicate with the 'L' 

one. If any one has, through what node's input port is this transmission going to be 

realised.

If subscriber 'L' is already receiving through the particular input port that interests T, or if anyone 

else has expressed the intention to transmit towards 'L' through this input port, then the indication 

'busy' is given to T. If neither of these is happening, then subscriber T puts an indication that he 

wants to transmit to 'L' in the next frame. If in the same frame any other subscribers have also 

expressed an initial intention to transmit to 'L' through the same node's input port, then a queue is 

created. There are many ways for precedence to be allocated amongst the users. If for example 

it is accepted that the SN of each one of them is the main criteria, then :

- Suppose that no precedence difference exists. A higher priority is given to the 

subscriber with the lower SN. The rest of them are put in a waiting list in a sequence 

according to their SN.

- Otherwise, T, according to his precedence and to the precedence of the other 

connection's candidates with 'L', is appended at the appropriate position of the waiting list. 

Also, according always to Ts' precedence, it is possible, if 'L' is busy, for 'L' to be 

interrupted, and the line to be occupied by T.
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2

3

end of 
frames

FIG. D.5.3.2.1.1 The actions that take place per frame for
the set up of a link.

When T takes the priority to communicate with 'L', he starts transmitting to 'L\ using the SPSC 

channel. He selects the code sequence's phase shift that corresponds to 'L', and with the 

beginning of the next frame he starts the transmission. So the set up delay time is 3 periods of a 

TDM channel's frame (fig. D.5.3.2.1.1). After the set up of the channel the connection is 

implemented according to section's D.5.2.2.1 description.

D .5 .3 .2 .2 . INTER-CO M M UNICATIO N BETW EEN D IFFERENT SUB-LANs

Suppose that a SIU inter-connects sub-LANs 'A' with 'B'. The SIU receives any signal originated 

from 'A' and destined towards 'B' and decodes it. It examines the connection's validity from a 

security point of view. If it is O.K. it modulates the data again with the appropriate code and 

retransmits it into the other sub-LAN 'B'. Since sub-LAN's 'A' SPSCIUs should know which SIU 

receivers are free (not occupied), the SIU during its own TS of the TDM channel declares the 

busy receivers.
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For the set up of the path the following procedure takes place. Suppose that subscriber 'Am' from 

sub-LAN 'A' wants to transmit toward another one 'Bn' of sub-LAN 'B'. 'Am' starts the usual 

procedure towards the SIU that interconnects the two sub-LANs. 'Am' during his TDM channel's 

TS puts the Indication that he wants to communicate with 'Bn'. The appropriate SIU reads it. The 

SIU with every TDM channel's frame dedicates a free receiver to every one of the SPSCIU that 

want to communicate with it. If there is not a receiver available then a busy indication is given. In 

this case the SPSCIU is put in a waiting list. This procedure forbids the same input port's receiver 

to be selected by more than one user transmitters. With the start of the next TDM channel's 

frame of sub-LAN 'B', the SIU, following the above mentioned procedure and acting as a sub- 

LAN's 'B' subscriber, captures destination ’Bn' and dedicates a free transmitter to it. As soon as 

destination 'Bn' is dedicated to 'Am' the SIU informs 'A' about it. With the next frame 'Am' starts 

transmitting. In this way the virtual channel 'Am'-->'Bn' is set up. The total required set-up time for 

an inter-sub-LAN connection is 5 frames' period.

After the communication link's set up the data transmission starts. The SIU receives the SPSC 

signal demodulates and correlates it with the locally generated replica of the spreading code. 

After the initially transmitted information has been obtained, checks the transmission’s security 

validity, modulates it again with the new code and retransmits it in the other sub-LAN. So the 

signal arrives at the destination subscriber. Any required signalling or acknowledgement 

information is exchanged through the TDM channel.

If 'Bn' is occupied then this information is given to the SIU by the appropriate TS of sub-LAN's 'B' 

TDM channel. This information is retransmitted by the SIU to 'Am' through the next TDM 

channel's frame of 'A'.
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D.6. PROPOSED LAN'S PERFORMANCE DESCRIPTION AND
PARAMETERS

The performance of these LANs depends upon the particular values that will be given to various 

variables in the Implementation and installation phase. These variables are :

- The maximum number of sub-LANs.

- The used topology inside the sub-LAN (number of subgraphs, number of nodes per 

subgraph, maximum number of users per node).

- The used attenuation at the input port of any node.

- The accepted maximum length of a link measured in hops (not in time).

- The used chip rate.

- The used flooding scheme.

These variables influence the total amount of created traffic and the power of the echoes.

Accepting that the passive flooding protocol is used, the echoes power is a function of :

- the topology

- the traffic and

- the input node attenuation.

So finally the performance is influenced by the above referred factors and the amount of created 

traffic. Traffic depends upon :

- the user distribution over the network,

- the packet generation distribution,

- the other end selection distribution and

- the topology.

According to the described architecture we define the BER of a physical link that connects two 

particular nodes, as the summation of all the corrupted bits of all the transmitted packets through 

the virtual links of this physical link over the total summation of the bits of these packets. The 

BER is a function of the echoes power, the topology, the input node attenuation, the traffic and 

the chip rate. BER is reduced in the same way for all the virtual channels of any particular link.
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Since the traffic load and the echoes vary throughout the topology, the BER is not constant and is 

different in the various paths that connect any two nodes. The average BER is defined as the 

summation of all the corrupted bits of all the transmitted packets through every virtual link over 

the total summation of the bits.

When a passive flooding protocol is used, as the number of nodes in a sub-LAN is increased, 

while the final number of users and the created traffic are kept constant, the distributed power of 

the noise over the links and the nodes is reduced. At the same time the links are becoming 

longer in hops and the degree of the nodes is increased. Therefore the power of the received 

signal is reduced and so the total PG of the sub-LAN is changed and the final BER deteriorates. 

Increasing the chip rate produces a better PG and BER and consequently longer paths and higher 

amounts of traffic can be served.

The traffic distribution, under a passive flooding protocol scheme, affects the power distribution 

over the LAN and consequently the BER. The worst case of traffic occurs when all the users try 

to communicate with destinations located in a particular area of the network. During any 

transmission the transmitted power of the signal of interest is reduced progressively following the 

hops. Any transmission is initially directioned towards the shortest route and the signal arrives 

always at the destination through this shortest route. Due to all these factors at the worst case of 

traffic a great amount of the initially transmitted power accumulates at the area of the receivers of 

the destination. This power is kept flooded to the rest of the network. In this way, in the area of 

the receivers a highly noisy environment exists. The required chip rate for serving this type of 

traffic will also serve, with improved performance, any other traffic situation.

Regarding the concurrent communications, under a passive flooding protocol scheme, the number 

of concurrent transmitting users that any particular topology may support is not constant and 

depends upon the chip rate used, and the distance of the destination, measured in hops. The 

higher the chip rate, the higher the PG and consequently the higher the afforded power of noise 

due to echoes can be, or alternatively lower the incoming SNR. The performance of all the virtual 

channels created during the communication of the users is the same and depends upon the
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instantaneous traffic load and the echoes in any particular link or node. The BER is a direct 

function of the SNR. The higher the SNR the lower the BER is.

The input node attenuation controls the value of absorbed power from the sub-LAN. This 

influences the SNR and consequently the final BER. Assuming that the input node attenuation is 1 

then no power loss exists in the system. In this case a continuous linear increase of the power in 

the sub-LAN occurs. As it gets higher both the power of the echoes and of the signal of interest 

are reduced, but at a different rate, due to the different number of sequential floodings that they 

have gone through. After time t the amount of power that has been absorbed by the system 

becomes equal to the initially transmitted power. A static power equilibrium is obtained. The 

selection of the correct input node attenuation in combination with the appropriate chip rate value 

can give the required PG for nullifying the BER

Since CDMA offers concurrent communications, delay is a function only of the collision and 

congestion probability (ignoring the required transmission time). Due to the CDMA qualities, to the 

very low congestion probability (fig. E.2.1.1 and E.2.1.2) and to the mesh topology, both of them 

can be considered as zero. Collision and congestion probability depend mainly upon the

- chip rate,

- used topology and

- signalling protocol.

As the chip rate is reduced collisions start to appear, and consequently delays due to 

retransmissions. So collision is a design problem and delays due to the required retransmissions 

can be nulled. For these reasons delay is not considered as a performance parameter. 

Theoretically in a sub-LAN without any type of thermal noise and the appropriate selection of the 

value of the chip rate, the BER can be nulled. For a null BER this LAN can be considered as 

collision free.
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E. SHORT MATHEMATICAL ANALYSIS OF THE
PROPOSED LAN.

The performance of any network depends mainly upon the used architecture and communication 

protocols. Any one of them is influenced by a lot of factors. For the suggested network the 

interactive factors that have a dominating role are the used chip rate, the spatial distribution of the 

active (transmitting and receiving) users, the LAN's topology and the traffic load.

In SPSC systems when the noise overcomes a threshold then the BER is increased as a function 

of the incoming SNR. For a particular user as noise is considered the summation of the white 

gaussian one with the transmissions of the other subscribers, that are out of his interest. In the 

present design, in any one of the sub-LANs, due to the used packet switching method, when 

more than one packet overlap each other, on the same link and at the same time, then these 

packets are considered as noise the one for the other. This creates cases of collision. Collision 

and congestion have been defined earlier in this work (section D.3).

In this part of the work a mathematical model of the passive flooding scheme is developed. 

Through this model the following estimations are taken for the environment of a sub-LAN :

- the influence of the topology to the traffic served and to the required chip rate,

- the congestion probability and

- the probabilities of having various power figures in it.

Through these estimations is proved

- theoretically that a null BER can be achieved

- that the collision and congestion probabilities are negligible,

when the optimum value of the chip rate is used, independently of the use of signalling 

information. Another task of this analysis is to show that this optimum value of the chip rate is 

feasible according to today is technology for the implementation of such a LAN.
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E.1. POWER ANALYSIS AND TRAFFIC SUPPORTED 
AS A FUNCTION OF THE TOPOLOGY

E.1.1. POWER ANALYSIS

In this section the traffic power that can be supported is examined in relation to the topology and 

the number of subscribers that can be served, taking into consideration the requirements for 

survivability. Although the model has been based on the suggested topology in section D, this 

does not introduce a major restriction that limits the application of these estimations to this 

topology and influences the generalisation of the results.

The estimations are based on the environment of a Sub-LAN, with the following simplifying 

assumptions :

- Every one of the users of a Sub-LAN is transmitting data packets to a station of another 

Sub-LAN, while at the same time is receiving data from a subscriber of another Sub-LAN.

- The flooded data are packets of constant size transmitted at random time intervals.

- The traffic created by any user will be examined as a parameter that describes the 

normalised average time that the user occupies the channel.

- The link attenuation is zero (the attenuation of connecting cables or optical fibers is 

assumed to be compensated for by appropriate signal amplification at the input of each 

node).

- All the nodes of a Sub-LAN have the same degree.

- The channel noise is low enough that it can be ignored.

- The flooded power accumulates at the nodes in accordance with a homogeneous 

distribution model, as if the physical links that interconnect the nodes of the Sub-LANs do 

not exist and every node is straight connected to the other ones.

- The transmitted signals are continuously flooded.

- All the physical links are unidirectional.

- Each pair of Sub-LANs is connected together by two SlUs for survivability reasons.
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- The SlUs are symmetrically distributed all over the Sub-LAN, so that the inter-Sub-LAN 

traffic is homogeneously distributed all over the sub-LAN.

- One period of the spreading sequence corresponds to the period of one data bit.

- The spreading sequences used are the maximal length linear binary sequences. This 

assumption is adequate for performance estimation, although other sequences might be 

used in practice.

- The signal initially flooded into the network by a user is transmitted along the route of 

the shortest virtual path. The required routing information is available through the 

continuous operation of the TDM channel.

- The voice and/or data transmission bit rate is 64000 bits/sec.

The following parameters are taken into account in the performance estimates :

- The power, W, transmitted by a user.

- The number, I, of subscribers per node.

- The number, m, of fully connected subgraphs that comprise any Sub-LAN, and the 

number, s, of nodes that the subgraph contains.

- The total number, N, of subscribers per LAN.

- The attenuation, c, of any link of the Sub-LAN (0<c<1 as described at section D.3).

- The number, h, of nodes that form the shortest virtual path between any two nodes.

- The required chip rate, Bc, in Kchips/sec.

- The required chip sequence-length, e, for the Sub-LAN.

- The number, j, of Sub-LANs of the LAN.

- The total number, g, of subscribers per Sub-LAN.

- The degree, d, of the nodes.

- The PG 'PG'.

- The average normalised time, Ttr, that the traffic created by any user occupies a virtual 

communication channel.

- The number of stages, n, of the LSR that produces the PR sequence.
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The average total power 'Wt' that exist throughout any one of the Sub-LANs will be the power of 

the initial transmissions '2*g*Ttr*W  plus the power arising from the echoes of the previously 

transmitted, flooded and attenuated packets. The upper limit of Wt may be calculated as follows :

= 2 T(r g W (1 + p + + ... + pn + ...) =
oo

= 2TtrgW S p"
n=0

= 2 Tt, g w ^

W , . 2 T , ( g W - f

p=1-c
0< p< 1

=  >

.1 .

where g = l*(k-2*(j-1)) and the number of nodes of a sub-LAN is k = s * m

If we consider a particular transmission and we examine the power W,j of the received signal at

the destination, then, as a function of the transmitted power, W, this will be given by :

D*1 Ww .  =
d '  |(i-1)h'1

.2.

where d = m + s - 2

because the signal has been received by the node but not flooded by it yet (figure D.3.3). The 

total attenuation that is imposed on the signal depends upon the number of nodes that compose 

the virtual path that connects the source of the signal with the destination. Therefore there is a 

limit to the maximum number of nodes that the shortest path between two subscribers could be 

allowed to have. This limit is highly dependent upon the particular topology used, the attenuation 

at the input port of a node and the chip rate. Table E.1.1.1 presents such results for a LAN of 240 

subscribers.

If we assume that the total power is not distributed all over the network (links and nodes) but that

is gathered at the nodes, then the existing power 'Wn', at a particular input port of a node will be

the total power divided with the number of nodes 'k' and the number of input ports'd', less the

locally transmitted power:
W*

Wn = t- 4 - W IT * .  = k d Tr
(2[k -2Q-1)1 - (1-p)kd]WITt r

(1 - p) k d J
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.4 .

Thus the SNR at any input port of this node is given by :

SNR =
WH

wn-wd
SNR =

ph (1 - p) k d

(d-1)h1 [2 [k -20 -1]] - (1 - P) k d] I Ttr - ph(1 - p) k d

SNRmit = PG SNR SNR = - ^ -  SNR 
uul Bd Bd

For a SPSC receiver the output signal to noise ratio, SNR0Ut after the correlation procedure used 

to recover (de-spread) the wanted signal is given by :

SNRout = e SNR .5.

denotes the information-data bit rate in kbits/sec.

For a matched filter demodulator the required e is estimated to be given by (Section B.1.2, A2): 

e = 2 SNR0U( Q

where

[d-1)h_1 [2 [k -20 -1)] - (1 - p ) k d ] IT t r  - p h(1 - p ) k d
Q = -----------------------------r-------------------------------------------------  -6-

p" (1 - p) k d

The actual transmission chip rate of the SPSC LAN is the information transmission bit rate 

multiplied by the length of the PR spreading sequence. With the assumption that a MS is used, 

the period length is an integer of the form 2n-1 which must be chosen so that it is greater than or 

equal to the period, e, required to meet the SNR requirements. Hence the transmission chip rate,

Bc, will always be greater than or equal to e times the data rate :

Bc = 64 103 (2n -1) >/64 103 e -7.

Let 'a' be a bandwidth efficiency coefficient, where 0<a<1, defined by e=a(2n-1). The higher 'a' is, 

the better is the utilisation of the bandwidth by the users of the sub-LAN and the less is the 

redundancy. This redundancy may be used for the support of inter-Sub-LAN traffic (in this case 

users of different sub-LANs could still intercommunicate, through a third sub-LAN, when failures 

occur). The smaller 'a1 is the more inter-sub-LAN traffic may be supported by the system.
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TABLE E.1.1.1. : THE INFLUENCE OF THE CHIP-RATE FROM 
THE TSC, THE ATTENUATION AND THE NUMBER OF HOPS

TSC

B

N

TRAFFIC

ATTENUATION

HOPS

: TOPOLOGY SPREADING COEFFICIENT 

: REQUIRED CHIP RATE (kilochips / sec)

: TOTAL NUMBER OF SUBSCRIBERS SERVED BY A LAN 

: PERCENTAGE OF CHANNEL OCCUPANCY PER USER IN EVERY 

TIME UNIT

: ATTENUATION OF ANY LINK PLUS THE MATCHING ATTENUATION 

: NUMBER OF SEQUENTIAL FLOODINGS THROUGH THE SHORTEST 

VIRTUAL PATH BETWEEN THE SOURCE OF THE DATA AND THE 

DESTINATION

B TRAFFIC TSC N NODES ATT/TION HOPS

2788.6 0.80 88.20 240.00 54 20% 2
9002.9 0.30 88.20 240.00 54 20% 3

80629.8 0.40 88.20 240.00 54 10% 3
71681.4 0.30 88.20 240.00 54 20% 4
2422.5 0.30 144.00 240.00 66 20% 3

73924.2 0.40 144.00 240.00 66 10% 3
35089.2 0.40 144.00 240.00 66 20% 4
88682.9 1.00 144.00 240.00 66 20% 4
75940.2 0.40 182.25 240.00 66 10% 3
39919.7 0.30 256.00 240.00 72 10% 3

80479.3 0.60 256.00 240.00 72 10% 3
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E.1.2. TRAFFIC SUPPORTED

The number of users that any particular topology may support is not constant and depends upon 

the chip rate used. The higher the chip rate is the higher is the PG and consequently a higher 

power due to echoes can be tolerated.

The performance of all the virtual channels created during the communication of any two users is 

the same and depends upon the instantaneous traffic load and the echoes at any particular link or 

node. As the traffic is increased the performance is reduced in the same way for all the channels 

of this particular link or node. Any change of the topology influences the noise environment 

because of the echoes. So for any particular chip rate the amount of traffic that may be served 

successfully by the LAN is a function of the topology.

FIG. E. 1.2.1 The TSC as a function of the users and
the nodes.
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We define the Topology Spreading Coefficient (TSC) as a measurement of the density of users

of the LAN in relation to the complexity of the topology and to the size of the LAN (D24) :
j 2 d 2

TSC = 1 .

The smaller TSC is, the smaller is the number of nodes of the LAN and the greater is the number 

of users per node. The higher TSC is the more the users are spread over the geographical area 

of the LAN. The surface of figure E.1.2.1 gives a picture of the TSC. Point 'A* corresponds to a 

small and dense LAN. Point 'B' corresponds to a LAN with a topology that has many nodes and a 

few users (TSC=7056, 324 users, 1 user per node, 354 nodes and 6 sub-LANs). Point ’C' 

corresponds to TSC=2592, 456 users distributed to 6 Sub-LANs 258 nodes, having connected 2 

users per node. The peaks 'D', 'E', 'F', 'G' of this surface correspond to the same topology with 

the one of point 'B' increasing the number of users connected on a node, at each one of them, by

1. At point 'G' there are 6 users per node. The TSC of any particular topology is reduced as the 

number of users per node is increased.

FIG. E.1.2.2 The traffic as a function of the users and
the chip rate.
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The surface of figure E.1.2.1 gives a first understanding of the characteristics of the topology 

(nodes, users) that corresponds to every value of the TSC. Further information about the 

topologies that correspond to any particular value of TSC can be obtained from existing tables. 

Appendix C has an example of such a table. Every one of these topologies has its own 

requirements in chip rate for serving the same amount of traffic, as it is shown in figures E.1.2.3 

and E.1.2.4.

FIG. E.1.2.3 The traffic as a function of the chip rate
and the TSC for 2 hops.

Figure E.1.2.2 describes the traffic that can be supported as a function of the number of users 

and of the chip rate. The variation of the values around the minima of points 'A', 'B', 'C', 'D', 'E', *F' 

for 153 users are the results of the influence of the number of the sequential floodings (2, 3 or 4 

hops) and of the total attenuation per link (20% or 10%). The variation of the traffic supported 

along the axes of users is due to the change of the value of the size (spreading) of the topology 

that is given by TSC. These parameters do not appear in the figure but have been taken into 

account in the estimations. The influence of the chip rate and of the traffic due to the attenuation 

and the number of the sequential floodings can also be seen in TABLE E.1.1.1.
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Surfaces of figures E.1.2.3 and E.1.2.4 show the traffic that can be supported by the system as a 

function of the TSC and of the chip rate for a virtual path of 2 or 3 sequential floodings between 

the transmitter and the receiver.

FIG. E.1.2.4 The traffic as a function of the chip rate
and the TSC for 3 hops.

In both figures E.1.2.3 and E.1.2.4 the chip rate depends upon the TSC and the traffic. The more 

distributed the topology is the higher is the traffic that may be supported with a relatively low chip 

rate. The existing local peaks are due to particular topologies that are widely spread in the 

geographical sense, like for example the local peak of figure E.1.2.4 between the points 'A' and 

'B'. This peak corresponds to the marked topology of appendix C.

Both the surfaces of figures E.1.2.3, and E.1.2.4 have been drawn for a total attenuation, at the 

input of any node of 10% and a 30% redundancy at the required chip rate for serving inter-sub- 

LAN traffic.

140



FIG. E.1.2.5 The influence of the average time that a
user occupies the channel, as a function of 
the topology for a LAN of 480 subscribers.

Figure E.1.2.5 illustrates the relationship between the TSC for topologies that support 480 users 

and the traffic for different values of the required chip rate (D24). These curves have been drawn 

for 3 hops virtual links under attenuation of 10%. The performance of all these virtual channels is 

the same and depends upon the instantaneous traffic load and the echoes of any particular link or 

node. As the traffic is increased the performance is reduced, in the same way, for all the 

channels of this particular link or node. The increase of the traffic influences the noise 

environment because of the echoes.
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E.2. ESTIMATION OF THE CONGESTION AND OF THE 
WORST CASE POWER STATUS PROBABILITY

According to the description of the flooding architecture is obvious that at any sub-LAN will exist 

areas (links and incoming ports) where locally and for limited period of time peaks in power value 

will occur. These peaks depend highly upon the topology (the existing shortest routes) and the 

values of prefer ability of a user to communicate with another one and the total traffic generated 

by any user. So the power status of the sub-LAN varies in space and time.

In this section the estimation of the congestion probability will be analysed and the probabilities of 

the worst case power status of the sub-LAN will be calculated. These estimations are examined 

in relation to the traffic and the number of subscribers that can be served, taking into 

consideration the use of the passive flooding protocol and of the mesh topology. Although 

measurements have been taken only for the suggested topology of figure C.2.4, this does not 

introduce a restriction that limits the application of these estimations to any topology and that 

influences the results.

The estimations are based on the environment of a Sub-LAN, with the following simplifying 

assumptions :

- The flooded data are packets of constant size transmitted at random time intervals.

- The traffic created by any user will be examined as a parameter that describes the

normalised average time that the user occupies the channel.

- All the nodes of a Sub-LAN have the same degree.

- The channel noise is low enough that it can be ignored.

- The flooded power accumulates at the nodes in accordance with a homogeneous

distribution model, like if the physical links that interconnect the nodes of the Sub-LANs

do not exist and every node is straight connected to the other ones.

- The transmitted signals are continuously flooded.

- All the physical links are one direction.
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- Every two Sub-LAN are connected together by two SlUs for survivability reasons, that 

operate simultaneously.

- The SlUs are symmetrically distributed all over the Sub-LAN, so that the Inter-Sub-LAN 

traffic can be homogeneously distributed all over the sub-LAN.

- The created traffic by the SlUs is considered as equal with the traffic created by the 

rest of the users nodes .

- There is a homogenous distribution of the traffic generated all over the network. This 

means that there is the same probability for any user to transmit a packet.

- Both the local generation of any packet by any individual subscriber and the generation 

of packets by all the subscribers all over the system, are independent events that follow 

a Poisson distribution (X1).

For the estimation the following parameters will be considered :

- Due to the sequential floodings the power of a packet reduces continuously its power. 

This means that in practice after time 'Te' this power will be faded at such a degree that 

can be ignored.

- The mean time between two succeeding transmissions of a packet into the network 

independently of its source is 'Tn' (from any user). So the total number of the transmitted 

packets over time Te are Te/Tn.

- The duration of a packet is 'Tp',

- The mean transmission delay from the output of a node to the input of the next one is

'T  '1 r >
- The mean transmission delay of the SPSC signal from the moment that is coming into a 

node till the output from it is ’Trn',

- The preferability of calling a subscriber 'i' of node 'n' any other one 'j' of node 'm' is 

defined by a coefficient of preference 'Knjmj', where both i and j belong to the under 

consideration sub-LAN. For the inter-sub-LAN traffic the far end destinations are 

considered as users connected on the corresponding SIU.

- The probability of implementing a physical connection from to 'n' through the port 'a' of 

node 'n' is defined by a coefficient of port usage 'Da'.
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- The total traffic generated by subscriber '¡' of node 'n' is 'Onj',

- The average normalised time, 'T^', that the traffic created by any user occupies a 

virtual communication channel.

- The parameters k,l,g,d,w,c,p,h,Bc,e,j,PG have been defined in chapter E.1.

Due to the modularity, homogeneity and symmetry of the system, and also to the similarities in 

the structure of the sub-LANs, we will accept that the figures that express the congestion 

probability and the probability of the worst case power status for one sub-LAN describe the 

theoretical performance of the rest of the sub-LANs. Therefore these probabilities will be 

estimated only for one of them.

The overall congestion probability is the summations of the individual congestion probability of the 

sub-LANs of the system. The total probability of missing a packet will be the summation of the 

probability of collision and of congestion of the node. The collision probability depends upon the 

probability of the worst case power status.

E.2.1. ESTIMATION OF THE CONGESTION PROBABILITY

The probability of a free source to transmit a packet during a time interval 'Tp' (Tp = packet 

duration) is Poisson. It can happen to exist more than one transmissions concurrently at any time. 

The probability of x sources being occupied (x users being transmitting) during a packet period for 

a particular 'Tn' (Tn = mean time between packets transmission) is given by (X2) :

where :

- Xf = Tp/Tn (the integer part of the division) is the mean number of the packets that are 

transmitted all over the network during the period of a packet.

- 'x' is of lattice type,
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The probability of the implementation of any one of the 'x' transmissions is still the same, since 

this is a conditional probability that is always 1 if 'x' users are transmitting concurrently.

FIG. E.2.1.1.a The congestion probability for the sub-LAN
of fig. C.2.4 as a function of the number of 
concurrently transmitted packets and the 
mean time between packets transmission.

The probability 'Prfj/j)' that user *j' of node 'q' receives traffic from user T of node 's' is given by

where

- '°s j Ksjqj ' is the traffic that is generated by subscriber 'Sj' towards the 'qj' one,
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- the denominator expresses the total traffic that is generated by all the users of the sub-

LAN toward user ‘q;1, 

- Ksjqj eR- and

The probability that the connection of node 's' with node 'q' is implemented through port 'a' of 

node 'q' is given by :

1 4 6



where

D
Os. K -  n . s, s,q ,

a k I

.§ S ^ K"-’i]

° n  = 1
n=1

In the same way is estimated that the probability that user 'j' of node 'q' receives traffic from user

'i' of node'm' from port 'a' is given by :

°m jKmj qj_____
U

a k I

„ 5  §  [ ° " i  K"i

The probability that 'qj' receives a packet from one of the 'x' transmitting sources suppose 's' is :

Da e
x

"xi
X1 A1

0 S. K s. 0 .

ISK.Kni,,
.3.

'I " M J J

Assuming that x>2 then the probability of having at least 2 concurrent transmissions is given by 

T. Then the probability of receiving 'q' f rom'm and 's' simultaneously becomes :

y  tJ-J J—I
n=1 i=1

°S j  K Sj qj qj

° ni Knj qj j

k I

From this equation at figures E.2.1.1.a, E.2.1.1.b and E.2.1.2 the congestion probability has been 

estimated, assuming :

- a sub-LAN of 90 users (topology of fig. C.2.4),

- that all the traffic from all the users toward any destination has the same coefficient of 

preference 'Knjmj' and

- that the amount of traffic generated by any user 'Onj', follows a Gaussian distribution 

with mean 0.5 and standard deviation 0.3.

From the created graphs it can be seen that the resultant congestion probability is negligible. This 

yields from the assumption that the packet transmission probability is an independent event. If the 

packets transmissions are related to each other then these results do not hold any longer.
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Figures E.2.1.1.a and E.2.1.1.b illustrate the congestion probability as a function of the number of 

concurrent transmissions, and of the mean number of transmitted packets at the sub-LAN, 

assuming that

- the coefficient of port usage of the receiving node for the incoming port of interest 'a' is 

Da=0.95 (fig. E.2.1.1.a) and Da=0.001 (fig. E.2.1.1.b),

- the maximum possible number of connected users on the sub-LAN is 90 (g=90) while 

the mean number of concurrently transmitted packets x-j is progressively increased from 

2 to 82.

FIG. E.2.1.2 The congestion probability for the sub-LAN
of fig. C.2.4 for 87 users as a function of 
the number of concurrently transmitted 
packets for various values of Da (curve 'A' 
: Da=0.001, 'B' : Da=0.25, 'C' : Da=0.95).
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As the number of transmitted packets 'x' is increased up to the number of users, the traffic is 

increased and consequently there are more cases of receiving the same user data, from one port 

and from more than one transmitters concurrently, resulting so to the congestion probability 

increase. For the worst case of traffic and for a high value of Da (Da=0.95) this probability 

becomes 10"®. As the number of concurrently existing in the network packets gets smaller, this 

probability is highly reduced. For a low value of Da (Da=0.001) and for the worst case of traffic 

this probability is reduced to 10 .

Figure E.2.1.2 gives some curves from the above surfaces. It illustrates the congestion probability 

as a function of the number of concurrent packet transmissions, for mean number of packets 

transmissions x-)=87, during time period Tp, and for various values of Da (Da=0.95, Da=0.25, 

Da=0.001).

E.2.2. ESTIMATION OF THE WORST CASE POWER STATUS
PROBABILITY

We assume for simplification reasons that all the physical links from node to node are of the 

same length in time. After time t from its transmission a packet will have been flooded through a

number of nodes 'n\ Therefore 'n' arises as follows :
- — i—  = n+ t mod (Tr +Trn)
Tr + Trn

n = - t  mod (Tr + Trn) 1

Where Tr+Trn expresses the transmission delay of the signal from the input of a node till the 

input of the next one.

Then at the input of any node the transmitted power has been attenuated 'p' (p=1-c) times. At the 

output of the node, after the flooding, the power has been attenuated 'p(d-1)' times. So the power
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of a packet 'W pg^gt' at the input of a node after time t from transmission, ignoring the created

echoes and including the attenuation 'p' (section E.1.1 equation 1) is :
W  _ ww packet

(d-1)
n-1 .2.

Because of the flooding and of the attenuation, practically the power of a packet is faded to a 

negligible value after time 'Te'. We can accept that for any faded packet, a new one is created 

(the packet generation follows the Poisson model). During this time interval 'Te'

x1-Tg/Tn-Temod(Tn)

packets are initially generated and transmitted in the system, by all the subscribers together. The 

upper bound to this number of packets is 

n V Tp 'Temod(Tp))*9

The probability distribution of 'x' packets being generated during time 'Te' is Poisson :

Assuming a cold start at time -Trn and the initial transmission of a packet, then every time interval 

T r+Trn' a new flooding is implemented. Each packet through the flooding procedure creates at 

any time '(d-1)n' more packets, but attenuated correspondingly in power ('n' is defined at equation 

1). So due to the created echoes in multiples of time 'Tr+Trn' and for a time period 'Te' the 

following numbers of packets are distributed at the input ports of the nodes:

TIME NUMBER OF PACKETS

1

(d-1)2*1 

(d-1)3'1

(d-1)m~1

-Trn+2(Tr+Trn)

' Trn+3(Tr+Trn)

-Tm+m(Tr+Trn)

The total number of echoes 'n^' that a packet creates in the system at the input of the nodes, is 

the summation of the number of packets of the above table, 'n^ 'is  given by :
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- Temod (Tr + Trn)Te
Tr + Trn

f»! = X  (d-1]n 1 -4-
n=1

Thus for each packet sent into the network, the number of packets produced as echoes is

continuously increased with time. Because of the attenuation of the echoes their total power
>

conveys to a finite limit (section E.1.1).

For simplification reasons suppose that when Tr+Trn>Tn , then :

Tr+Trn= n2*Tn , where n2eN

then during the required time period for the transmission of a packet from the input of a node to 

the input of the next one, n2=(Tr+Trn)/Tn packets are generated. So the total number of packets 

and echoes that are generated from n2 transmissions during time T e' in the system is n-|*n2 . 

The total number of packets and echoes that exists at any time in a sub-LAN is :

T i - - T cmo d [ T r » T r n |
n3 n2 n1

For simplification reasons we assume that

- Tp, Tr, Trn are constants with the same value for all the packets, links and nodes

- a homogenous distribution of the packet generation between the k nodes of the sub- 

LAN exists,

- the probability of receiving any one of the '03' packets of the echoes through any one 

of the 'd‘ input ports of a node is the same,

- Tn<Tp.

Since Tn<Tp, the echoes overlap each other at the inputs of the nodes (fig. E.2.2.1). Equation 3 

gives the probability distribution function for the initial transmission of Y  packets. Any one packet 

of them creates n1 echoes. So the probability of creating n1 echoes from packet ’i' is 'T under the 

condition that the packet has been transmitted. So the probability of creating n-) echoes from 

packet T is the same with the probability of the initial transmission of this packet : Prx~^rechoes'
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FIG. E.2.2.1 The packets arrival at the input ports of a
node as a function of time.

We can assume, without affecting significantly the accuracy of the model, that the power of all 

the echoes, of all the Y  initially transmitted packets, after the second hop, are homogeneously 

distributed all over the nodes and their input ports. Therefore we have the same probability 

'^echoes'' est'matec  ̂ fr°m equation 3, of receiving any one of these echoes (after the second 

hop) through any one of the incoming ports of any node. Then according to equations 1, 2, 4 the 

power of these echoes met at an input port, for n2 packet initial transmissions, becomes :

T - T emod (Tr + Trn] 
n„ I [  + Trn__________________

kd
n=3

(d-1)n' 1- E^ r  
(d-1)n 1

So, at any incoming port and at any time, for the n3/n-| initial packets transmissions, the following 

value of power due to echoes will exist:

- Temod (Tr + Trn)

>n .5.
1

Te
n 3 Tr +T rn

w echoej = ~ n 7  X
1 n=3

For any one of the x packets initial transmissions, the power W*p of the first hop, will be at only 

one incoming port and the power W*p /(d-1) of the second hop, will be at only 'd-T incoming
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ports. So assuming that x (x=n3/n1) transmissions are generated during time interval 'Te', 

equation .3. gives the probability of having at :

- x incoming ports of the sub-LAN during time interval 'Te' power W*p+Wec^oes,
2

- x*(d-1) incoming ports of the sub-LAN power W*p /(d-1)+Wechoes during time interval

'T '1 e ■

- any incoming port at any moment power W*p+Wech0es and
2

- any incoming port at any moment power W*p /(d-1)+Wec(loes.

FIG. E.2.2.2 The mean and maximum power in a sub-
LAN of fig. C.2.4 as a function of the 
number of concurrent transmissions.

Let's examine a particular incoming port, suppose the 'a' of node 's'. There during time interval 

' T p  ' we receive :

- the power Wechoes of the echoes with probability Prechoes’

153



- the power W*p of the first hop of the initial transmission of one packet from node 's -f 

that is connected on port 'a' of 's' with probability (the equation 3 of E.2.1 modified) :

Da e-n- n2n2
n2!

2  i ° t * - i ) i K( * - i ) t»j

~k i i
. 6.

Z  Z Z
n=1 i=1j=1

°nj K n; qi ^JJ

where

i=1 j=1 1 J
k I I
£  £  £  [°nj K nj qj 

n=1 i=1j=1L J

expresses the probability of any one of the T users of node 's-1* to transmit a packet to 

any one of the T users of node 'q' and

'n2
n2!

expresses the probability of having up to n2 transmissions during time interval 'Tr+Trn'. 

The maximum number of packets that can be transmitted from 's-1' during this time 

'Tr+Trn' is 'n2'. It is possible 'n2' of the T users of node 's-1' to transmit a packet toward 

node 's'. Due to the relatively large duration of the packet compared with 'Tr+Trn' or 'Tn' 

these packets will overlap each other. In this case the received power from the first hop 

becomes W-)=n2*VV*p. So assuming that n2<x and I>n2 then the probability of receiving 

at the input port 'a' of node 'q' power W-| becomes (from equation 6) :

n?
P.

no!
D

Z z 0(s-i)iK(s-i)qj
i i

y  v o

j i ___
a k I Ir i  t-n

L  L L
n=1 i=1j=1

°ni Kni qj j

.7 .

Since a packet duration is Tp during this period are generated

TP
n4 = — -Tpmod(Tn)
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packets. However only the n2 are created during the duration of a flooding period. The 

rest of them are generated during the next floodings. These means that in our case they 

wiil arrive at node 'q* as second hop signal or as echoes.
p

- the power n2*W*p /(d-1) of the second hop of the initial transmission of n2 packets 

from the node 'Sjj-2' connected on port 'bj' of node 's-T with probability (from the equation

7):

_ n?

2 r^ !

d-1

jj=£ £  i? 10iiii-ziiK'!ii-2' i qi
k I I
2  2 2  °nj Kn; q;J J

n2

. 8 .

n=1 i=1j=1

So the maximum accumulated power at the input of a node is expressed by :

r^ W  p + W-j-j- + Wg^pgj .9.

10 -s-

2  10 - ^

u ~ .

*  10 ■* o
Cl

E 10 -*■
u

| i o - ’° i
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300. OQ1"

n 2 = 2

n 2 = 3

n 2 = 4

i i i i  i t  i i i i i i i i | i i ' i " i i i m  i ' T 'i t i i i i i i i | i i i i i i i i i | i i i i i i i i i  | i r r i ' n
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Maximum power

FIG. E.2.2.3 The maximum power probability for the
sub-LAN of fig. C.2.4 at a particular input 
port of a particular node.
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Since according to the model described a precondition of having packets transmissions is the 

creation of echoes, accepting that the probabiliy of having ehoes is one, then the probability of 

having this maximum power at a particular input of a particular node is a conditional probability 

given by :

P1*P2

FIG. E.2.2.4 The mean power probability for the sub-
LAN of fig. C.2.4 as a function of the 
power and the mean time between packets 
transmission at any input port of any node.

The described mathematical model is simplified by a lot of factors. This model, (equations 3, 7, 8 

and 10) gives the probability of having the various power status at a sub-LAN. The maximum
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power (equation 9) defines the upper bound in power at any incoming port of any node and at a 

particular incoming port of a particular node. The collision probability, according to the given 

definition (section D.2), depends upon the ability of the receiver to demodulate the signal (section

D.6). This ability is a function mainly of :

- the length of the spreading code

- the maximum number of hops of a route and

- the threshold of the receiver.

Considering these factors, an upper bound for the probability of collision has to be defined. This is 

a techno-economical problem, since the higher this upper bound is the more expensive the 

required hardware becomes.

The Tables 2, and 3 of Appendix 6 give solutions to equations 3, 7, 11 and 12. These solutions 

apply to the sub-LAN of fig. C.2.4 having connected three users per node. The following values 

have been given to the variables :

- The coefficient of preference Ky is the same for all the pairs of users.

- The distribution of the total traffic that is generated by the users is Gaussian with mean

0.5 and deviation 0.3.

- The coefficient of port usage 'Da', anywhere it is used, accepts the values 0.001, 0.5, 

and 0.95.

- The packet duration is 195*10'®sec.
£

- The packet is practically extinguished in 80*10 sec.

- The total transmission delay is 8*10 sec.

- The incoming total link attenuation (incoming port to incoming port) takes the values of

0.9 and 0.8.

- The maximum 90 packets from different users can be transmitted during one packet 

period, 2.17*10'®sec<Tn<19.5*10~6sec.

- The transmitted power of a chip is 500 power units.

- The received power of the signal of interest, that is buried under the estimated mean 

power, for the various values of the total attenuation is given by table 6.1 of Appendix 6.
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Table 6.2 results from equations 3 and 5. It gives the incoming power (columns D, E, F) for 

various mean times between packet transmissions (column 'B'), for various values of the 

attenuation (column 'C') while the actual number of transmitted packets varies from 2 to 90 

(column 'A'). Column 'G' gives the probability of having concurrently, as many transmissions as is 

given by column 'A'. Column 'D' gives the average power of the echoes that will be met at any 

point of the sub-LAN with probability 1 if the number of transmissions of column 'A' is 

implemented. Column 'E' gives the power of the echoes plus the power of the first hop. The 

power of column 'E' is met at equal number of points of the sub-LAN with the number of 

transmissions. Column 'F' describes the resulting power from the echoes and the second hop of 

an initially transmitted signal. This power will be met at (d-1)*(the number of initial transmissions) 

points of the sub-LAN.

It can be seen that the probability of having the various values of power depends upon the 

number of the concurrent transmissions and the mean time between packet transmissions, while 

the value of power depends upon the number of the concurrent transmissions and the 

attenuation. As the number of concurrent transmissions is increased the traffic is also increase 

and so the amount of power becomes higher, simultaneously the probability of having this number 

of packets concurrently flooded in the sub-LAN gets lower. As the attenuation is increased the 

absorbed power gets higher resulting to lower load of the network. As the difference between the 

number of concurrent transmissions and the mean time between packet transmissions gets higher 

the probability of having this number of concurrent transmissions gets lower.

Table 6.3 results from equations 7, 8, 9 and 10. It gives the maximum incoming power of a 

particular incoming port of a particular node (column 'F') and the probability of its occurrence 

(column T) for various mean times between packet transmissions (column *B') for various values 

of the attenuation (column 'C'), for the number of concurrent transmissions (column 'A') and for 

various values of Da (column 'E'). 'As the number of concurrent transmissions is increased the 

traffic is also increased and so the amount of power becomes higher, simultaneously as the 

attenuation is increased the absorbed power gets higher resulting to lower load of the network. 

On the other hand as the number of concurrent transmissions is increased, while the mean time

158



between packets transmissions do not changes the probability of having this number of packets 

concurrently flooded in the sub-LAN gets lower. This in combination with the probability of having 

a lot of packets transmitted from one node and also with the probability of having one node 

receiving the power of a number of packets that are flooded for a second time, makes the 

probability of having the maximum possible power negligible. The results of table 6.3 are also 

influenced from Da, the lower the value of this parameter is, the lower the probabilities of the 

table are.

Figures E.2.2.2, E.2.2.3 and E.2.2.4 are resulting from tables 6.2 and 6.3. Figure E.2.2.2 

illustrates the average echoes power and the maximum power as a function of the number of 

concurrently transmitted packets, for p=0.8, and n2=1, n2=2, n2=3 and n2=4. Figure E.2.2.3 

illustrates the probability of the shown in fig. E.2.2.2 maximum power occurrence, as a function of 

n2, for Da=0.5. This probability is not influenced by the mean time between packets 

transmissions. Combining the results of this figure with fig. E.2.2.2, the number of concurrent 

transmissions can be found. Fig. E.2.2.4 shows the probability of occurrence of the mean power 

as a function of the power for various values of the mean time between packets transmissions. 

The axes of 'x' gives the mean power, but not the number of concurrent transmissions. Changing 

the value of 'p' the mean power will also be changed. Combining the results of this figure with fig.

E.2.2.2, the number of concurrent transmissions can be found. From these two figures is 

concluded that the probability of having any particular value of mean power has an upper limit, 

while its value depends upon the mean time between packets transmissions.
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F. SIMULATION OF THE PROPOSED LAN

This chapter will give a short description :

- of the architecture of the software that has been built for the simulation of the passive 

flooding idea of the proposed LAN,

- of the model that is simulated and

- of the obtained performance results.

The major task is to prove that the passive flooding implemented on a mesh topology using SPSC 

techniques, is a cost effective one and that an optimum theoretical BER (BER=0) can be 

achieved, with low required chip rates. This results from the relation ship between the incoming 

power of the spread signal and the existing power in the channel.

The rest of the performance estimates (the BER, the delays and the throughput) of the various 

types of LANs, that are members of this family, depend upon the protocols and hardware design 

of each one individually. These estimates are of minor importance, due to the negligible delays 

because of the concurrent communication offered, of the low congestion probability (section E.2), 

of the possibility to achieve a theoretical zero BER (section E.1) and of the use of short 

overheads.

For the implementation of desired system goal simulation tools were developed. These tools 

consist of a simulation environment where the topology is generated, the TDM channel operates 

and the users' data are generated, spread, flooded, received and evaluated. The analysis and 

design of these tools were done with the aid of MASCOT. The required software was written in 

SIMULA.
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These simulation tools can be considered as a framework for the development of a general 

simulation environment, that can be used for the study of mesh topologies and multiple access 

broadcast networks. In this integrated environment the following services will be available :

- the possibility of developing random mesh topologies,

- the possibility of studying the routing of these topologies and their survivability,

- the possibility of studying the behaviour of broadcast networks at the physical layer,

- the possibility of studying the behaviour of the SPSC receiver,

- the possibility of installing any communication protocol on the network,

- the possibility of studying the behaviour and the performance of the protocol,

- the possibility of studying the overall performance of the three first layers of the OSI 

model.
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F.1. AN INTRODUCTION TO MASCOT (R1).

MASCOT (Modular Approach to Software Construction, Operation and Test) provides the 

definitions of both :

- a design method for real time software and

- a support environment within which the software is designed, developed, used and 

maintained.

These definitions are language independent. MASCOT has been implemented in languages as 

diverse as FORTRAN, CORAL 66 and most recently Ada.

MASCOT provides the means to achieve many of the goals of software engineering in real time 

systems :

- structured design, - multi-tasking,

- modularity, - ordered construction,

- controlled operation, - testing,

- decision postponement - maintainability,

- quality assurance, - language independence,

- multi-processor capabilities, - static network size.

The features of MASCOT version 3.1 known as MASCOT 3 break down into three main areas :

- communication model

- structural forms

- progressive development

The structural elements of the communication model are

- the activities,

- the intercommunication data areas (IDA),

- the paths,

- the access interfaces,

- the ports and

- the windows.

MASCOT provides a number of constructional forms to express design structures :
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- sub-systems

- servers

- composite components

During the development of a project there is the need to provide facilities that enable a support 

environment to record the progression of a design. MASCOT 3 provides basic facilities in this 

area to control the progressive capture of design details. The facilities are a natural extension to 

those of the hierarchical design representation and are tied to the concept of separately defined 

controlled interface specifications. Three status values are defined :

- registered module,

- introduced module,

- enrolled module.

s y t t e m  
s u b - s y s t e m  
a c t i v i t y

a c t i v i t i e s  r o o t s  
s u b - r o o t s

ID A s  o f  t y p e  o f  c h a n n e l

ID A s  o f  t y p e  o f  p o o l

s e r v e r  

p a t h  t y p e  

p a t h  t y p e  

p a t h  t y p e  

p a t h  t y p e

p u t

g e t
e x c h a n g e

l i n k

p o r t

w i n d o w

ID A s

FIG. F.1.1 MASCOT'S elements representation.

So following the above MASCOT principles, the parts of the system that is to be designed are 

represented in a data flow form. Each one of them is named an activity and consists an individual 

module of the software. The data that is used by the activities are stored in memory areas 

named pools. Channels interconnect activities and read the pools. Figure F.1.1 illustrates the 

symbols of MASCOT elements.
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F.2. AN INTRODUCTION TO SIMULA (R2, R3)

SIMULA is a general purpose programming language. It inherits the algorithmic properties of 

ALGOL 60 and introduces methods for structuring data. The main characteristic of SIMULA is that 

it is easily modelled towards specialised problem areas, and hence can be used as a basis for 

Special Application Languages.

SIMULA is a language for programming both small problems and large and complex systems in 

administration science and technology. Among the main advantages of SIMULA are its object 

oriented approach to programming, which allows very cost effective program development, and 

the standardisation of the language which means that SIMULA programs can easily be transferred 

between different SIMULA systems.

Simulation involves complex entities, called processes, which consist of data structures and 

algorithms that operate on these structures. SIMULA is general enough to serve as the base for 

the definition of a simulation language.

SIMULA uses the Algol 60 notions of classes and objects, as well as facilities for the treatment of 

quasi parallel systems. Classes permit the definition of complex entities which later can be used 

as elementary entities. In other words these complex entities can be used globally without having 

to refer to their components. Because of this feature SIMULA can be used to define program 

oriented languages. For example, facilities for handling symmetrical lists have been defined in the 

class SIMSET. Similarly the class SIMULATION has been defined which offers facilities for 

handling quasi-parallelism.

So SIMULA is a dynamic discrete event simulation language. It describes the sequence of actions 

in space and time, as well as relationships. It creates a time environment and it generates a 

pseudo-parallel domain in it, where the various processes run simultaneously.
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F.3. THE SIMULATION MODEL

F.3.1. DESCRIPTION OF THE SIMULATED MODEL

The model that has been built offers two different and independent functions for the 

communication links of a mesh topology sub-LAN : ^

- estimates the BER and

- estimates the existing power.

Therefore it focuses on the topology and routing analysis and the power and voltage status of the 

network. It operates as follows:

- A sub-LAN of 'M' nodes is created. This sub-LAN is built according the topology defined 

in section D.2. The use of this topology does not restrict the generality of the obtained 

results, that can be considered as a characteristic sample.

- In the initial phase of simulation the TDM channel starts to operate. From the first frame 

all the subscribers learn all the required routing and timing information.

- Next all the users start to generate data. After the data have been appropriately 

processed, through the SPSC techniques, every user's data are transmitted to a 

predefined destination concurrently with all the others.

- The SPSC signals are flooded into the network.

- All the destination users, read any incoming signal. After the required processing the 

transmitted information is recovered and compared with what was transmitted. From the 

comparison of the results, the performance of the system is estimated.

The built program for the simulation of this model is divided into two parts :

-The first one, the TDM operation (TDM.SIM), builds the topology with the possibility for 

future changes. In this program the TDM channel is created, and flooded. It operates in 

the time domain and for the total time period of the LAN's operation. The created 

signalling, synchronisation and routing data are stored in files for further use.

- The other one, the LAN operation (LOP.SIM), runs the activities,

- of data generation,
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- of SPSC signal creation,

- of transmission and flooding and

- of data receiving.

FIG. F.3.1.1 The overall MASCOT model of the 
implemented program.

Figure F.3.1.1 illustrates the main modules of the software and their interconnection in a MASCOT 

graphical form (D24, D26). Figure F.3.1.2 and F.3.1.3 presents more detained MASCOT diagrams 

of the two programs. Figure F.3.1.4 gives the correspondence of the activities to classes. The 

channels in these programs are implemented through the exploitation of SIMULA characteristics. 

Figure F.3.1.5 presents the hierarchical activation relationship between the classes and 

procedures of the programs.
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FIG. F.3.1.2 LAN operation. Detailed MASCOT
description.

FIG. F.3.1.3 TDM operation. Detailed MASCOT
description.
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FIG. F.3.1.4 The correspondence between the
MASCOT activities and the classes of the 
implemented program.
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FIG. F.3.1.5 Software classes and procedures 
activation diagram.
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FIG. F.3.1.6 Program LOP.SIM. Flow chart at the class
level.
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class system topology : 
class new topology : 
class topology 
class TDM 
class flooding node

class TDM transmission :

Checks If a change to the topology has to be done. 
Change the existing topology.
Creates the initial topology.
Activates the time slots of the nodes.
Executes the flooding of the information of the TDM 
channel.
Transfers the information from the output of a link to 
the input of thenext one.

FIG. F.3.1.7 Program TDM.SIM. Flow chart at the class
level.

CONTINUOUS 
REPEAT’ E A n p e f T ^

DELAY
* {incoming arrays

{outgoing arrays

NARROW NEW
RAND DAFA

INTERFERENCES

The number of the incoming and outgoing arrays 
per node is equal with the degree of the node.

FIG. F.3.1.8 The used algorithm for the implementation 
of the flooding.
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FIG. F.3.1.9 A 9 nodes topology of a sub-LAN.

FIG. F.3.1.10 The simulated receiver.

Flow charts of the created programs 'LAN operation (LOP.SIM)' and 'TDM operation (TDM.SIM)' 

are illustrated in figures F.3.1.6 and F.3.1.7. Figure F.3.1.8 shows the flooding and the new data 

creation algorithms.

The outputs of the program are the accumulated power and the incoming voltage at the input of 

any node. These are different and independent each other. From the accumulated and distributed
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power over the spatial area of the LAN and in comparison with the power of the signal of interest, 

the optimum chip rate can be estimated. From the incoming voltage the corresponding voltage at 

the output of the receiver and the BER are estimated. Through them the average BER of the 

system and the corrupted bits per link will be discussed as a function of the input node 

attenuation. Further than this, examples will be given of how the incoming power to a node and 

the output voltage of the receivers are influenced from the topology, the matching attenuation and 

the other end selection distribution. The concurrent transmission of only one packet of 10 bits 

from all the users, does not influence the final results. This is because an ideal hardware system 

has been supposed where external noise sources, others than the signal echoes, do not exist. 

The TDM channel (not the created by it data) is not used at the LAN operation program, since its 

existence, from a power point of view, does not influence the system performance.

Using these tools two different topologies were built :

- A 9 nodes topology with 2, 4, 6 and 10 users connected per node (fig. F.3.1.9).

- A 30 nodes topology with 3 and 4 users connected per node (fig. C.2.4).

Measurements have been implemented on them under the following types of traffic :

- Type 1 : All the users transmit packets to a destination of the same sub-graph (e.g. user 

of node 1 to user of node 3 in fig. F.3.1.9 and user of node 13 to user of node 16 in fig. 

C.2.4).

- Type 2 : All the users transmit packets to a destination of another sub-graph (e.g. user 

of node 1 to user of node 6 in figure F.3.1.9 and user of node 13 to user of node 30 in 

figure C.2.4).

- Type 3 : All the users transmit packets to a destination randomly chosen (e.g. user of 

node 1 to user of node 9 in figure F.3.1.9 and user of node 13 to user of node 11 in figure 

C.2.4).

- Type 4 : All the users transmit packets to a destination of one particular sub-graph (e.g. 

user of node 2 to user of node 3 and user of node 4 to user of node 8 in figure F.3.1.9 

and user of node 13 to user of node 30 and user of node 2 to user of node 25 in figure 

C.2.4).
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- Type 5 : All the users transmit packets to a destination of one particular sub-graph. The 

selection of the destination is such that no congestion occurs, (e.g. user of node 2 to 

user of node 3 and user of node 4 to user of node 8 in figure F.3.1.9 and user of node 13 

to user of node 30 and user of node 2 to user of node 25 In figure C.2.4). This can be 

considered as the worst case of traffic.

>

In order to restrict our estimations all simulation results were obtained under the following 

assumptions :

- One packet of 10 bits per user is transmitted. So the total number of transmitted 

concurrently packets is equal to the number of users.

-The chip rate Is always examined in conjunction with the bit rate. This means that the 

chip rate is taken as the transmitted number of chips per bit. This number is always an 

integer and corresponds to the full length of the pseudorandom sequence.

- The packet generation is not random but simultaneous for all the users (worst case of 

traffic).

- No congestion exists in the network.

- The whole simulated model is considered as an ideal one where no losses due to 

internal noise is introduced.

- The acknowledgement procedures are not used.

Figure F.3.1.10 illustrates the block diagram of the simulated receiver. The transmitted signal is 

considered in terms of the power and the voltage of the chips. For simplification reasons the 

power that corresponds to a chip is processed separately to the voltage. At the nodes and at the 

receivers during the flooding procedure the accumulated power is estimated, while the voltage is 

processed (voltage and power are not related). The negative sign of the voltage at the output of 

the correlator indicates the reception of a negative bit.

All these measurements have been taken for the worst case of traffic (traffic 5) and for 

simultaneous transmission starting of all the packets (one packet per user). In this way the worst 

traffic conditions into the sub-LAN are simulated. The concurrent transmission of only one packet
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of 10 bits from all the users, does not influence the final results. This is because an ideal 

hardware system has been supposed where external noise sources, others than the signal 

echoes, do not exist. The influence of the type of channel that has been used is ignored, although 

usually fiber optics SPSC LANs use optical codes and optical processing.

In the following and in the tables and curves that are appended, the figure of attenuation will 

describe the amount of power that has gone through the attenuation unit. For example input node 

attenuation : 0.8 means that the 80% of the signal has gone through the attenuation unit and that 

the remaining 20% has been absorbed by it.

F.3.2. THE SIMULATION RESULTS

Tables of Appendix 4 examine one by one the corrupted communication links. The information 

that is found in these tables are the starting and ending node of the physical link, the length of the 

physical link measured in hops, the number of the corrupted virtual links on it and the total 

number of the corrupted bits of the virtual links as a function of the attenuation for various chip 

rates. Every one of these tables is referred to a particular topology and to particular chip rate. 

They illustrate the influence of the number of hops to the number of corrupted bits per virtual link. 

As the number of hops is increased, the performance deteriorates. When the chip rate is 

increased the performance is improved.

Figures F.3.2.1 and F.3.2.2 illustrate the overall BER of all the communication links of the sub- 

LAN. The curves of these figures have resulted by averaging the data of all the tables of 

Appendix 4. Every figure presents the average BER as a function of the attenuation for the 

various chip rates that have been used. It can been seen, that the more concentrated the sub- 

LAN is, the lower the required chip rate is to nullify the BER. More analytically fig. F.3.2.1 

corresponds to the topology of fig. F.3.1.9. The measurements have been taken for 63, 127 and 

255 chips and for 2, 6 and 10 users per node. Fig. F.3.2.4 corresponds to the topology of fig. 

C.2.4. The measurements have been taken for 127, 255 and 511 chips and for 3 and 4 users per
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noae. For the topology of fig. C.2.4 (30 nodes and 90 users) 127 chips support communication 

links of 2 hops and 511 chips support communication links of 3 hops. For the topology of fig.

F.3.1.9 communication links of 2 hops are supported from 127 chips. In this topology there are no 

physical links that require 3 hops connections.

FIG. F.3.2.1 The average BER as a function of
attenuation for the topology of fig. F.3.1.9. 
Curve 'A* corresponds to 63 chips, 2 
users/node, 'B' to 63 chips, 3 users/node, 
'C* : 127 chips 10 users/node, ’D' : 255 
chips 10 users/node.

The number of concurrent transmitting users that any particular topology may support is not 

constant and depends upon the chip rate used, and the distance of the destination, measured in 

hops. The higher the chip rate is the higher the processing gain is and consequently higher the 

afforded power of noise due to echoes can be, or alternatively lower the incoming SNR. Echoes 

power is not only a function of the topology but also of the traffic, the used attenuation at the 

input port of any node, the accepted maximum length of a link measured in hops (not in time).
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The performance of all the virtual channels created during the communication of the users is the 

same and depends upon the instantaneous traffic load and the echoes at any particular link or 

node. The BER is a direct function of the incoming into the node SNR. The higher the SNR the 

lower the BER is. As the number of nodes at a sub-LAN is increased (while the final number of 

users and the created traffic are kept constant) the distributed power of the noise over the links 

and the nodes is reduced. At the same time the links are becoming longer in hops and the degree 

of the nodes is increased. During the transmission, the transmitted power of the signal of interest, 

is reduced progressively following the hops. Therefore the power of the received signal of interest 

is reduced and so the total required processing gain of the sub-LAN is changed. By increasing the 

chip rate better processing gain is achieved and consequently longer paths and higher amount of 

traffic can be served. So for any particular chip rate the amount of traffic that may be served 

successfully by the LAN is a function of the topology.

. q
0.056

FIG. F.3.2.2 The average BER as a function of the
attenuation for the topology of fig. C.2.4. 
Curve 'A' corresponds to 127 chips, 3 
users/node, 'B' : 255 chips 3 users/node, 
'C' : 511 chips 3 users/node, 'D' : 511 chips 
6 users/node.
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FIG. F.3.2.3 The incoming power at the receiver and
the power of the signal of interest after the 
first and second hop as a function of the 
attenuation for the topology of fig. F.3.1.9 
and for traffic type 5.

At figures F.3.2.3 and F.3.2.4 the accumulated power (incoming) at an input of a randomly 

chosen node as a function of the attenuation has been plotted. Together with this curve the 

change of the signal of interest at the same input of the same node also as a function of the 

attenuation is shown for various hops. As signal of interest are considered the spread data that 

are flooded in the sub-LAN. The incoming power is the signal of interest plus the echoes and the 

initial transmissions of any other users. The curves of figure F.3.2.3 correspond to the topology of 

fig. F.3.1.9 (at the topology of fig. F.3.1.9 the signal of interest arrives at the destination from only 

one or two hops routes) and of fig. F.3.2.4 to the topology of fig. C.2.4.

Every time that the signal of interest is flooded through a node (hop) the signal's power is 

reduced in accordance with the relation of section D.3. This power reduction is subject to the 

attenuation value. The same holds for the incoming power also. Therefore the signals of all these
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curves of figures F.3.2.3 and F.3.2.4 results from a continuous and sequential use of this equation 

of section D.3 (fig. D.3.3). As the attenuation is increased the signals of the curves change at a 

different rate. This change is exponential and depends upon how many times the equation has 

been applied

- individually to the components that the incoming signal consists of and

- to the signal of interest. '

From these curves the SNR can be estimated.

FIG. F.3.2.4 The incoming power at the receiver and
the power of the signal of interest after the 
first, second and third hop as a function 
of the attenuation for the topology of fig.
C.2.4 and for traffic type 5.

From figures F.3.2.1, F.3.2.2, F.3.2.3 and F.3.2.4 and from the tables of Appendix 4 an indication 

of the importance of the influence of the attenuation to the performance of the system is given. 

For the optimised value of this parameter BER=0 is obtained for the minimum required chip rate.
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FIG. F.3.2.5 The incoming power as a function of time
for any receiver of the topology of fig.
F.3.1.9. Curve 'A' corresponds to 
attenuation 1 and curve 'B' to attenuation
0.9.

Assuming that the input node attenuation is 1 then no power is absorbed and consequently no 

power loss exists at the system. As the attenuation is increased a percentage of both the echoes 

and the signal power are absorbed resulting to a reduction of their value, but at a different rate. 

After time t the amount of power that has been absorbed by the system becomes equal to the 

initially transmitted power. The required time delay for reaching this saturation point is decreased 

as the attenuation increases (the saturation point comes closer to the transmission starting point). 

This time delay is relatively short. A static power equilibrium is obtained. This relation is described 

in fig. F.3.2.5. This figure is referred

- to the topology of fig. F.3.1.9,

- to an arbitrarily chosen receiver (from the second port of node 8),

- to traffic of type 5,
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- to 10 users connected on every node and

- to chip rate 127 chips per bit.

It describes the relationship between the incoming power and the time. The time corresponds to 

the time instance that the data are received.

- Curve 'A' is referred to the case of an ideal system without loss (case of attenuation 1), 

then the flooded power into the system is accumulated, and a continuous increase of the 

incoming power takes place. This increase is illustrated for an arbitrarily chosen receiver. 

It can been seen that there is a linear increase of the power as a function of the time.

- Curve 'B' is referred to the case of attenuation different from 1 then the power does not 

increase continuously. After some time the power loss due to attenuation is balanced with 

the incoming one and then the incoming power is stabilised.

So the incoming power, at any incoming port, for any attenuation value different from 1 can be 

considered as a constant independent of the time.

The traffic distribution affects the power distribution over the LAN and consequently the BER. The 

tables of Appendix 5 illustrate the incoming power distribution over the network as a function of 

the attenuation, the used chip rate and the used type of traffic, for both the topologies of figures 

C.2.4 and F.3.1.9. For cases of traffic 1 and 2 we have a homogenous distribution of the traffic 

over the network for any value of the attenuation. For traffic 5 the traffic is examined only in the 

subgraph where the receivers are. This is the worst case of traffic since all the users try to 

communicate with destinations located at a particular area of the network. Any transmission is 

initially directed to the shortest route and the signal arrives always at the destination through this 

route. Due to all this factors of traffic type 5, a great amount of the initially transmitted power 

accumulates in the area of the receivers of the destination. This power is kept flooded to the rest 

of the network. In this way in the receivers area a highly noisy environment exists. The required 

chip rate for serving this type of traffic will also serve, with improved performance, any other 

traffic situation.
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G. CONCLUSIONS

This work involves a lot of fields of research :

- An overall description of the architecture and the design principles of a family of SPSC 

LANs built on mesh topologies.

- An example of a LAN member of this family is described and analysed and

- Simulation tools are built for the study of the behaviour of the OSI lower layers of mesh 

topology LANs. These tools were used for the performance evaluation of the flooding 

idea implemented in a LAN member of this family of LANs.

The suggested family of LANs is built on a mesh, modular topology (D24, D25). According to the 

modules' configuration and size, the number of connected users varies. These architectures offer 

security survivability and good performance. The topology used is fully distributed and the 

suggested routing always offers alternative paths. The used protocols give the ability of learning 

the system the existing, at any time, topology. The users and the traffic that may be supported 

are a function of the topology. The following ideas are introduced throughout this thesis :

- The use of SPSC techniques on wired mesh topology LANs, using broadcasting flooding 

protocols is realistic. Examining it from a cost effectiveness point of view, it can be 

considered as implementable. Such an architecture offers security and survivability with 

good performance results.

- The combination of security and survivability can only be achieved if the architecture of 

the system is constructed from interconnected mesh topology sub-LANs (under the 

precondition that is supported by the appropriate hardware and protocols).

- The signalling is not vital for the operation of this family of LANs. However its existence 

makes the LAN more flexible and enhances the offered services. Signalling can be 

realised through a separate channel (e.g. a TDMA channel), without this to deteriorate 

the performance (under the precondition that is supported by the appropriate hardware 

protocols).

- The performance of this family of LANs, when a passive flooding scheme is used, as far 

the delays and the congestion and collision probabilities concern, appears good.

1 8 0



- The simulation of any system is usually based on a top to bottom design. MASCOT 

(D24, D26) is the correct tool for the implementation of this design, since it gives the 

required structures that are independent of the language. SIMULA is an object oriented 

programming language whose layouts fit to MASCOT design principles. Theirs combined 

use creates an object oriented environment.

- The developed tools can be considered as the basic framework for the development of 

a general simulation environment, where the operation of the Physical layer, for any kind 

of LAN, will be examined.

The main qualities of this LAN can be summarised as : Almost contention free multiple access, 

security, survivability, noise resistance communication, integrated traffic, inherent addressing 

capabilities, possibility of grouping the users in separate sub-LANs according to their features, 

requirements and security demands, simultaneous access to the network, low time delays, and 

the same performance for all the virtual communication channels within any link. The BER 

depends upon the design and is a function mainly of the used chip rate and of the attenuation.

An architecture of a LAN member of this family has been analysed. It has the following 

characteristics :

- Its symmetrical topology creates a homogenous noise environment that improves the 

performance.

- For the solution of the big problem of SPSC techniques, that of synchronisation, the use 

of a separate TDM communication channel, on the same physical link that is used by the 

SPSC channels, is suggested. This channel carries continuously the timing information 

and any other required control, routing or signalling information, offering uninterrupted 

availability of any necessary timing and synchronisation information.

- The problem of code orthogonality has been solved by the use of the same code for all 

the subscribers, shifted by a different number of bits, related to a reference version of 

the code in each case (e.g. using a different phase for each subscriber).

- As a routing protocol has been introduced the fully passive flooding in a mesh topology. 

Passive flooding allows the data to arrive at the destination through any possible route.
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-The combination of the maximal length sequences used with the existence of a 

universal timing environment, simplifies the hardware, reduces the probability of errors, 

due to loss of synchronisation, and improves the performance, due to low transmission 

delays.

A simplified mathematical model has been built and analysed for the study of the performance 

evaluation of the flooding idea implemented at this family of LANs. Through this model :

- the influence of the topology to the traffic supported, for various chip rates

- the congestion probabilities, for various sub-LAN designs, and

- the various power status probabilities, for the passive flooding architecture

can be estimated. Some results have been presented. These results give a good performance 

image. The performance estimates were concentrated mainly on providing an answer to the 

crucial question :

"What is the relationship between the transmitted data bit rate, the chip rate, the topology 

and the attenuation for optimising the BER (assuming ideal channels and a system with 

no noise or errors due to the hardware)?"

This answer defines the required bandwidth for the implementation of the LAN and consequently 

the cost effectiveness of it.

Simultaneously with this mathematical model simulation tools were developed with the aid of 

MASCOT, using SIMULA. The developed package can be used as the basic framework for the 

creation of a simulation environment for testing any type of mesh topology LANs and protocols in 

the lower layers of the OSI model.

Regarding the current work, the aim of this simulation was also to prove the cost effectiveness of 

the flooding idea on mesh topologies and the influence of the attenuation to it, as far as the 

relationship of the chip rate with the bit rate was concerned. The simulation of the operation of 

the protocols that can be developed, using these ideas, for further performance estimations, is 

beyond of the scope of this work, since it depends upon the particular designs. The simulation 

results were estimated for a particular sub-LAN, and for the concurrent transmission from all the
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users of one packet, with a limited number of bits, due to computing power hardware limitations, 

assuming ideal channels and a system with no noise or errors due to the hardware. The results 

obtained from the simulation program match with the results from the mathematical analysis.

According to the definitions of the performance characteristics and by examining the results of the 

mathematical analysis and the simulation, it can be concluded that the traffic at a passive flooding 

architecture, is mainly depended upon the topology configuration, the user distribution over the 

network, the packet generation distribution and the other end selection distribution. The most 

condense the LAN is the shortest paths exist at a penalty of lack of survivability. The input node 

attenuation is of main importance since it controls the power of the echoes in the LAN. The traffic 

supported depends always upon the used chip rate. Supposing an ideal hardware and using the 

correct value of the chip rate a theoretical zero BER can be achieved. The selection of the chip 

rate depends upon the input node attenuation. The BER depends upon the design and is a 

function mainly of the used chip rate and of the attenuation. In addition to the above factors, the 

length of the links in hops is a function of the receiver's threshold. The lower this threshold is the 

longer the link. From the above we conclude that the selection of the correct values of these 

parameters is a design optimisation problem. Congestion is a traffic load function, while the major 

factor that influences the collision is the chip rate used.

Evaluating the received measurements according to the characteristics of the architecture, it can 

be concluded that :

- The more spread a sub-LAN is the longer the routes (in hops) that are created.

- The longer a route is the higher the required chip rate is.

- The optimum value of the attenuation parameter is between 0.9 and 0.8 (fig. F.3.2.1

and F.3.2.2).

- The more spread a sub-LAN is the lower the incoming power at any port and

consequently the higher the tolerance of the sub-LAN to inter-sub-LAN traffic is.

- The flooded power is homogeneously distributed all over the network.

1 83



- Considering the sub-LAN of 30 nodes as a basic unit for the composition of a LAN, then 

BER=0 can be achieved for any type of traffic, using a chip rate of 511 chips/bit with 

attenuation 0.9 (fig. F.3.2.2). For the same sub-LAN it was also estimated :
_5

- that the worst case of congestion probability was 10 and

- that for having theoretically BER=0 and covering any possible case of traffic

(probability of occurrence 1Cf4^) 2047 chips per bit were required while for
_2

covering the usual maximum load of traffic (probability of occurrence 4*10 ) 511 

chips per bit were required.

This type of LAN is appropriate for serving the main types of traffic, that is voice and data, 

because :

- of the use of dedicated channels to any one of the transmissions

- of the introduced low delays,

- of its good performance and

- of the statistical properties of the SPSC channels to exist only for the period of time that 

the transmission lasts,

The suitability of this type of LAN for real time image transmission or for slow scanning image 

transmission, depends upon the characteristics and the design of every particular sub-LAN. This 

is because for this type of traffic a high transmission bit rate is required. This family of SPSC 

LANs, according to the design of every one of its members individually, can support various bit 

rates and types of traffic. Previous hardware limitation to for the increase of channel capacities, 

transmission rates and for building complicated hardware circuits have been overcome, through 

the progress in the area of fibre optics and VLSI technology. Due to these qualities such a LAN 

can be used to various environments such as a bank, a war ship, etc.

Comparison of the performance results of this work with already existing systems, as for 

example ETHERNET or the bus designed SPSC LANs, has not been done. This is difficult to be 

implemented, due to the main differences that exist between these systems and the current 

work.
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In this thesis a basic knowledge of the properties, the operation, the performance and the 

potentials of a new family of LANs has been provided. The implementation of a LAN with these 

qualities and characteristics needs rather complicated and expensive software and hardware 

compared with the conventional ones. However this cost is traded against the offered services 

and since its use is oriented toward special applications, it can be consider as cost effective.

Since the analysis of a communication system is endless, a lot of further research is required in 

this area. This research can stimulate :

- the study of the qualities and survivability of particular topologies that can be used at 

SPSC LANs,

- the study of the influence of particular topologies to the performance of the LAN,

- the design of communication and signalling protocols that can be implemented at mesh 

topology SPSC LANs, either on coaxial or fiber optics channels,

- the comparison of the performance of this work with the performance of other LANs 

that exist in the market or that are under development,

- the performance estimates through mathematical models or using simulation tools and

- the hardware design and implementation for building such a LAN,
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APPENDIX

1. SHANNON'S THEOREM

Shannon's theorem is the basis of the SPSC techniques. According to the theorem there is a 

relationship between the signal to noise ratio and the ability of the channel to transfer error free

information (A5) :

C = F log2 (1 + | f ]

where C = the capacity in bits per second,

F = bandwidth in hertz,

N = noise power,

W = signal power

If S/N «  0.1, then we can accept : 
WC = 1.44 F 

F =
N

1 _N c1.44 W
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2. ESTIMATION OF THE INFLUENCE OF THE 
CARRIER FREQUENCY SHIFTING TO THE 
ORTHOGONALITY OF THE USED CODES

In this appendix is shown that for analogue modulated SPSC signals, the frequency shifting of the 

carrier does not influence the orthogonality of the used qodes. For simplicity reasons it will be 

assumed that ASK is used and that all the subscribers transmit information at the same bit rate. 

The same methodology can be used for any kind of modulation and for different transmission bit 

rates of the users.

Suppose the existence of 'g' users transmitting analogue SPSC signal. The used carriers are 

selected according to the described methodology at section C.2. Figure C.2.3 illustrates such a 

system. For simplicity reasons it can be assumed that only two subscribers the '¡' and 'j* transmit 

at any time, without this to be a limitation for the general case of ’g’ simultaneous transmissions. 

Suppose that the user No i transmits on the carrier F(r^  and that the No j one on a frequency

H ) :
Ftr(i) = Fc +f(i)

Ftr(j) = Fc +fQ)

Suppose that the spreading code is transmitted at a chip rate Bc of e chips/sec and period Tc .

Suppose that the transmitted data by i and j are correspondingly:
m i
m

(n)
J(n)

nc Z

of a bit rate of Bd bits/sec. Then the period of one bit will be: 

Td = 1 / B d

Suppose that the spreading code used from subscriber i is and that the spreading code 

used from subscriber j is Cq ). Any sequence of data can be considered as a sequence of 

numbers. So the C(j), C(j+j), m ^, nriQ can be written in the time domain as:
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ci(tj =n? J C( j ) Ô(t-(j)Tc) * recti ^ ) ]  mJ(t) =n? J mi(n)ô(t-nTd] * « c t ( ^ - } ]

where C(j)=0 if i<0 or i>e-1.

After the spreading process the following signals will be created: 

s i(t) = mi(t) c i(t)

Sj(t) = mj(t) Cj(t)

These signals after the analogue modulation will be: 

a. time domain

9i(t) “  ^i(t) C0S(2mFtr ĵ t̂)

gj(t) = Sj(t) C0S(27lFtr(j)t)

b. frequency domain

K n ) e"l2'!nTd] l T‘l sinclfTi l )  ’ [ 7 Sl,* F1r|i, ) * T SC-Ftr|i)]] ’%  ^ ^n=-co

00
V

00

*  1 \  E  L^f ¡1 l n=-oo llJ([ Cr : i e

oo
v

-j2?7rTcj ] t csine (fTc))

mjin)e)27InTdl l T«l sinc|fT<i1) * lT 6(|*Flr1J) * l 5(f-Ftr|j)]] *J(f) '■ ,n=-co

(  [  nf J  C( j , e-J2710 +J,Tc ] ]  -Tc » i nC (fTc )}
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Figure 2.1 gives these two signals in the frequency domain.

At the receiver of the destination of subscriber *j' the following signal will be received :

R(t) = bi9i(t) + bj9j(t) + n(t)

where :

- bj, bj are the attenuation factors of the signals pf interest due to their flooding into the 

sub-LAN and to the attenuation 'c' (section D.3) and

- n^) is the channel noise.

The receiver demodulates the signal and then applies the crosscorrelation procedure. The 

demodulation procedure will be:

B(t) = R(t)cos(27iFtr(j )t) = bigi^cos(2 jtF tr^ t )  + bjgj(t)cos(27iFtr(j)t) +

+ n(t)cos(2nFtr(j)t) =

= bjSi(t)cos(27iFtr(j)t)cos(27tFtr(j )t) + bjSj(t)cos(27cFtr(j)t)cos(27iFtr(j)t) + n(t)cos(27tFtr^ t )  

Suppose that Ftr^  - Ftr^  = f(j.j) then :

B(t) ~ (bj/2)Sj^j^ + (bj/2)Sj^^cos(47rF(r^ t )  + (bj/2)Sj^cos(27if^_j^t) +

+ (bj/2)Sj^^cos(27t(F{r^+F {r^ ) t )  + n^^cos(27iF{r^ t )

All the high frequency products (harmonic frequencies of Fc, etc.) can be removed by the use of 

the appropriate low pass filter. At the output of the filter the signal will be:

B(t) ~ (bj/2)Sj^ + (b/2)Sj^cos(27if(j_j)t) + n ^

Because of the nature of the SPSC system and of the properties of the crosscorrelation 

procedure, the signal at the output of the correlator will be :

B(t)c j(t) = (bJ/2)Sj(t)Cj(t) + (bi/2)s i(t)Cj(t)c0S(27lf(H)t) + n(t)Cj(t)

B(t)Cj(t) = (bj/2)mj(t)c j(t)c j(t) + (bi/2)mi(t)Cj(t)Ci(t)cos(2- f(i-J)t) + n(t)c j(t)

If S j^  arrive at the destination of j with Cq ) highly uncorrelated with C^  then :

B(t)c j(t) = (bj/2)mj(t)

If arrive at the destination of j with highly correlated with C ^ , then if we accept that

c o r c ( i ) :
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B(t)Cj(t) ■ (bj/2)mj(t)c j(t)c j(t) + (bj/2)mi(t)Ci(t)Ci(t)cos(27Tf(i-j)t) + n(t)c j(t) 

B(t)Cj(t) = (bi/2)mj(t) + (bj/2)mi(t)cos(27if(j.j)t)

By the use of a filter (fig. C.2.3) the signal of interest can be isolated.

>
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3. TSC DATA

TABLE 3.1. : DATA THAT DEFINE THE VARIOUS VALUES OF 

TSC.

TSC : Topology Spreading Coefficient 

N : Total number of user of the LAN 

g : Number of users of a sub-LAN 

L : Maximum number of users per node

j  : Number of sub-LANs of a LAN

D : Degree of a node 

E : Total Number of Nodes of the LAN

TSC N 9 L J D T o t a l  N u ib e r  

o f  N o d e s  o f  t h e  LAN

6 4 . 8 0 165 5 5 5 3 6 3 9

6 4 . 8 0 1 8 0 6 0 5 3 6 4 2

1 1 0 . 2 5 168 5 6 4 3 7 48

8 8 . 2 0 2 1 0 7 0 5 3 7 4 8

1 1 0 .2 5 192 6 4 4 3 7 54

8 8 . 2 0 2 4 0 8 0 5 3 7 5 4

1 9 2 . 0 0 153 51 3 3 8 57

1 4 4 . 0 0 2 0 4 6 8 4 3 8 57

U S . 2 0 2 5 5 8 5 5 3 8 5 7

1 5 6 .8 0 2 4 0 6 0 5 4 7 6 0

1 9 2 . 0 0 180 6 0 3 3 8 6 6

1 4 4 . 0 0 2 4 0 8 0 4 3 8 6 6

1 1 S .2 0 3 0 0 1 0 0 5 3 8 6 6

2 4 3 . 0 0 180 6 0 3 3 9 6 6

1 8 2 .2 5 2 4 0 8 0 4 3 9 6 6

1 4 5 . 8 0  • 3 0 0 1 0 0 5 3 9 6 6

1 9 6 .0 0 2 2 4 5 6 4 4 7 68

1 5 6 .8 0 2 8 0 7 0 5 4 7 6 8

1 9 2 .0 0 189 6 3 3 3 8 6 9

1 4 4 .0 0 2 5 2 8 4 4 3 8 69

1 1 5 . 2 0 3 1 5 t 0 5 5 3 8 6 9

2 5 6 . 0 0 2 4 0 6 0 4 4 8 7 2

2 0 4 . 8 0 3 0 0 75 5 4 8 72

2 4 3 . 0 0 2 1 6 7 2 3 3 9 78

1 8 2 .2 5 2 8 8 9 6 4 3 9 78

1 4 5 . 8 0 3 6 0 120 5 3 9 78

2 4 5 . 0 0 3 0 0 60 5 5 7 80

3 4 1 . 3 3 2 1 6 54 3 4 8 8 4

2 5 6 . 0 0 2 8 8 72 4 4 8 84

2 0 4 . 8 0 3 6 0 90 5 4 8 84

3 6 4 . 5 0 156 5 2 2 3 9 84

2 4 3 . 0 0 2 3 4 78 3 3 9 84

1 8 2 .2 5 3 1 2 104 4 3 9 84

1 4 5 .8 0 3 9 0 130 5 3 9 84

4 3 2 . 0 0 2 1 6 54 3 4 9 84

3 2 4 . 0 0 2 8 8 7 2 4 4 9 84

2 5 9 . 2 0 3 6 0 90 5 4 9 S4

4 0 0 . 0 0 2 6 0 5 2 4 5 0 \J 8 5

3 2 0 . 0 0 3 2 5 65 5 5 8 85

3 4 1 . 3 3 r-> CO 5 7 3 4 8 0 0v v

2 5 6 . 0 0 3 0 4 76 4 4 8 8 8

T e ri t/lr N 3 L 0 T o t a l  N u ib e r  

o f  N o d e s  o f  t h e  LAN

2 0 4 . 8 0 3 8 0 9 5 5 4 8 8 8

4 5 0 . 0 0 1 6 8 5 6 0
L. 3 ' 10 9 0

3 0 0 . 0 0 2 5 2 8 4 3 3 10 9 0

2 2 5 . 0 0 3 3 6 1 1 2 4 3 10 9 0

1 8 0 . 0 0 4 2 0 1 4 0 5 3 10 9 0

4 6 0 . 8 0 3 3 0 5 5 5 6 8 9 6

4 5 0 . 0 0 1 8 6 6 2 2 3 10 9 9

3 0 0 . 0 0 2 7 9 9 3 3 0 10 9 9

2 2 5 . 0 0 3 7 2 1 24 4 3 10 9 9

1 8 0 .0 0 4 6 5 1 5 5 5 3 10 9 9

4 3 2 . 0 0 2 6 4 66 3 4 9 1 0 0

3 2 4 . 0 0 3 5 2 8 8 4 4 9 1 0 0

2 5 9 . 2 0 4 4 0 1 1 0 5 4 9 1 0 0

5 0 6 . 2 5 3 2 0 6 4 4 5 9 1 0 0

4 0 5 . 0 0 4 0 0 8 0 5 5 9 1 0 0

4 0 0 . 0 0 3 2 0 6 4 4 5 8 1 0 0

3 2 0 . 0 0 4 0 0 8 0 5 5 8 1 0 0

4 5 0 . 0 0 1 9 2 64 2 3 10 1 0 2

3 0 0 . 0 0 2 8 8 9 6 3 3 10 1 0 2

2 2 5 . 0 0 3 8 4 1 2 8 4 3 10 1 0 2

1 8 0 .0 0 4 8 0 1 6 0 5 3 10 1 0 2

5 3 3 . 3 3 2 5 5 51 3 5 8 1 0 5

4 0 0 . 0 0 3 4 0 68 4 5 8 1 05

3 2 0 . 0 0 4 2 5 8 5 5 5 8 105

4 3 2 . 0 0 2 8 8 7 2 3 4 9 1 0 8

3 2 4 . 0 0 3 8 4 9 6 4 4 9 1 0 8

2 5 9 . 2 0 4 8 0 1 2 0 5 4 9 1 08

5 7 6 . 0 0 3 3 6 5 6 4 6 8 114

4 6 0 . 8 0 4 2 0 70 5 6 8 114

7 2 9 . 0 0 3 3 6 £6 4 6 9 114

5 8 3 . 2 0 4 2 0 7 0 5 6 9 114

5 4 4 . 5 0 2 1 6 7 2 2 3 11 114

3 6 3 . 0 0 3 2 4 1 0 8 3 3 11 1 14

191



2 5 9 2 .0 0 4 6 8 78 2 6 12 2 64 8 0 0 . 0 0 2 4 0 6 0 2 4 10 132

1 7 2 8 .0 0 7 0 2 117 3 6 12 2 6 4 5 3 3 . 3 3 3 6 0 9 0 3 4 10 132

1 2 9 6 .0 0 9 3 6 156 4 6 12 2 6 4 4 0 0 . 0 0 4 8 0 1 2 0 i 4 10 1 3 2

1 0 3 6 .8 0 1 1 7 0 195 5 6 12 2 6 4 3 2 0 . 0 0 6 0 0 1 5 0 5 4 10 132

4 9 0 0 .0 0 2 8 0 56 1 5 14 3 0 0 9 7 2 . 0 0 3 2 4 54 •3•J 6 9 ¡3 8

2 4 5 0 .0 0 5 6 0 1 12 2 5 14 3 0 0 7 2 9 . 0 0 4 3 2 7 2 i 6 9 1 3 8

1 6 3 3 .3 3 8 4 0 168 3 5 14 3 0 0 5 8 3 . 2 0 5 4 0 9 0 5 6 9 138

1 2 2 5  0 0 1 1 2 0 2 2 4 4 5 14 3C0 6 4 8  0 0 2 6 4 8 8 04 3 12 138

9 8 0 . 0 0 1 4 0 0 2 8 0 5 5 14 3 0 0 4 3 2 . 0 0 3 9 6 132 3 3 12 138

3 0 4 2 .0 0 5 5 2 92 0 6 13 3 0 6 3 2 4 . 0 0 5 2 8 1 7 6 4 3 12 ¡ 3 8

2 0 2 8 .0 0 8 2 8 138 3 6 13 3 0 6 2 5 9 . 2 0 6 6 0 2 2 0 c 3 12 1 3 8

1 5 2 1 .0 0 1 1 0 4 184 4 6 13 3 0 6 8 3 3 . 3 3 3 6 0 7 2 0V» 5 10 140

1 2 1 6 .8 0 1 3 8 0 2 3 0 5 6 13 3 0 6 6 2 5 . 0 0 4 8 0 96 4 5 10 1 40

7 0 5 6 .0 0 3 2 4 54 1 6 14 3 5 4 5 0 0 . 0 0 6 0 0 1 2 0 c : 10 1 4 0

3 5 2 8 .0 0 6 4 8 108 04 6 U ¿ 5 4 ' 6 4 8 . 0 0 2 7 0 90 04 3 12 141

2 3 5 2 .0 0 9 7 2 1 62 3 6 14 3 5 4
4 3 2 . 0 0 4 0 5 1 3 5 3 3 12 141

1 7 6 4  0 0 1 2 9 6 2 1 6 4 6 14 3 5 4
3 2 4 . 0 0 5 4 0 1 8 0 4 12 141

1 4 1 1 .2 0 1 6 2 0 2 7 0 5 6 14 3 5 4
2 5 9 . 2 0 6 7 5 2 2 5 5 ? 12 ¡4 1

7 5 6 . 2 5 6 4 0 1 28 4 5 l l 180
9 6 8 . 0 0 2 7 2 6 6 n4 4 11 148

6 0 5 . 0 0 8 0 0 160 5 t l l 180
6 4 5 . 3 3 4 0 8 1 0 2 3 4 11 1 4 8

1 2 0 0 .0 0 4 5 0 75 3 6 10 180
4 8 4 . 0 0 5 4 4 1 3 6 4 4 11 148

9 0 0 . 0 0 6 0 0 100 4 6 10 1 3 0
3 8 7 . 2 0 6 8 0 1 70 5 4 11 1 4 8

7 2 0 . 0 0 7 5 0 125 5 6 10 1 80
9 7 2 . 0 0 3 6 0 6 0 3 6 9 150

1 1 5 2 .0 0 3 4 4 86 14 4 12 ¡8 4
7 2 9 . 0 0 4 8 0 8 0 4 6 9 150

7 6 8 . 0 0 5 1 6 129 0•j 4 12 184 5 8 3 . 2 0 6 0 0 1 0 0 5 6 9 1 5 0

5 7 6 . 0 0 6 8 8 172 4 4 12 184 1 2 5 0 .0 0 2 7 0 54 2 5 10 1 5 5

4 6 0 . 8 0 8 6 0 2 1 5 5 4 12 184 8 3 3 . 3 3 4 0 5 81 3 5 . 10 1 5 5

1 8 0 0 .0 0 3 1 2 52 2 6 10 186 6 2 5 . 0 0 5 4 0 1 0 8 i 5 10 1 55

1 2 0 0 .0 0 4 6 8 78 3 6 10 186 5 0 0 . 0 0 6 7 5 1 3 5 5 5 10 155

9 0 0 . 0 0 6 2 4 104 4 6 10 186 9 6 8 . 0 0 2 8 8 7 2
A4 4 11 1 5 6

7 2 0 . 0 0 7 8 0 130 5 6 10 ¡8 6 6 4 5 . 3 3 4 3 2 1 0 8 •J 4 11 1 56

1 7 6 4 .0 0 180 60 l 3 14 186 4 8 4 . 0 0 5 7 6 1 4 4 4 i 11 1 5 6

8 8 2 . 0 0 3 6 0 120 2 3 14 186 3 8 7 . 2 0 7 2 0 1 8 0 5 4 11 1 5 6

5 8 8  0 0 5 4 0 180 3 3 14 186 1 2 5 0 .0 0 2 8 0 5 6 i4 5 10 1 6 0

4 4 1 . 0 0 7 2 0 2 4 0 4 3 14 186 8 3 3 . 3 3 4 2 0 84 3 5 10 1 6 0

3 5 2 . 8 0 9 0 0 3 0 0 5 0 14 1 8 6 6 2 5 . 0 0 5 6 0 1 1 2 4 5 10 1 6 0

1 5 1 2 .5 0 3 4 0 6 8 2 5 l l ¡ 9 0
5 0 0 . 0 0 7 0 0 1 4 0 5 5 10 1 6 0

1 0 0 8 .3 3 5 1 0 102 •> 5 l l ¡ 9 0 1 2 0 0  0 0 3 9 6 6 6 3 6 10 1 6 2

7 5 6 . 2 5 6 8 0 136 4 5 l l 190 9 0 0 . 0 0 5 2 8 8 8 4 6 10 1 6 2

6 0 5 . 0 0 8 5 0 170 5 5 l l 1 9 0
7 2 0 . 0 0 6 6 0 1 1 0 5 6 10 1 6 2

2 1 7 8 .0 0 3 6 0 60 04 6 l l 2 ¡ 0 1 5 2 1 .0 0 1 5 6 5 2 1 3 13 1 6 2

1 4 5 2 .0 0 5 4 0 90 3 6 l l OIAu v 7 6 0 . 5 0 3 1 2 1 0 4 04 ■> 13 1 6 2

1 0 8 9 .0 0 7 2 0 1 20 4 6 l l 2 1 0 5 0 7 . 0 0 4 6 8 1 5 6 3 3 13 1 6 2

8 7 1 . 2 0 9 0 0 1 5 0 5 6 l l 2 1 0 3 8 0 . 2 5 6 2 4 2 0 8 4 r>■j 13 1 6 2

1 3 5 2 .0 0 4 0 0 100 2 4 13 010
3 0 4 . 2 0 7 8 0 2 6 0 5 3 13 1 6 2

9 0 1 . 3 3 6 0 0 1 50 3 4 13 2 1 2
1 5 1 2 .5 0 3 2 0 64 A4 5 11 1 8 0

6 7 6 . 0 0 8 0 0 2 0 0 4 4 13 2 1 2
1 0 0 8 .3 3 4 8 0 9 6 0•J 5 11 1 8 0

5 4 0 . 8 0 1 0 0 0 2 5 0 5 4 13 2 1 2
7 5 6 . 2 5 6 4 0 1 2 8 i * 1 1 1 8 0

1 8 0 0 .0 0 4 0 0 8 0 2 5 12 2 2 0
6 0 5 . 0 0 8 0 0 1 6 0 5 5 11 1 8 0

1 2 0 0 .0 0 6 0 0 1 20 3 5 12 2 2 0
1 1 5 2 .0 0 3 3 6 84 4 i 12 1 8 0

9 0 0 . 0 0 8 0 0 160 4 5 12 2 2 0
7 6 8 . 0 0 5 0 4 126 ■J 4 ! ? L 4 1 8 0

7 2 0 . 0 0 1 0 0 0 2 0 0 5 5 12 2 2 0
5 7 6 . 0 0 6 7 2 16S i 4 ¡ 2 1 8 0

2 1 7 8 .0 0 3 8 4 '64 2 6 l l 2 2 2
4 6 0 . 8 0 8 4 0 2 1 0 5 4 12 1 8 0

1 4 5 2 .0 0 5 7 6 96 3 6 l l ooo44.4
1 5 1 2 .5 0 3 2 0 64 2 5 11 1 8 0

1 0 8 9 .0 0 7 6 8 128 4 6 l l ooo4 *.4.
1 0 0 8 .3 3 4 8 0 96 3 5 11 1 8 0

8 7 1 . 2 0 9 6 0 1 6 0 5 6 l l 2 2 2

1 8 0 0 .0 0 4 1 0 8 2 2 5 12 2 2 5

1 2 0 0 .0 0 6 1 5 1 2 3 3 5 12 2 2 5

9 0 0 . 0 0 8 2 0 164 4 5 12 2 2 5

7 2 0 . 0 0 1 0 2 5 2 0 5 5 5 ¡ 2 44V

3 1 3 6 .0 0 2 3 2 58 l 4 14 244

1 5 6 8 .0 0 4 64 116 04. 4 14 2 4 4

1 0 4 5 .3 3 6 9 6 174 0•J 4 14 2 4 4

7 8 4 . 0 0 9 2 8 2 3 2 4 4 14 2 4 4

6 2 7 . 2 0 1 1 6 0 2 9 0 c 4 14 2 4 4

2 5 9 2 .0 0 4 5 6 76 9L £ 12 2 5 3

1 7 2 8 .0 0 6 8 4 1 14 0■J 6 12 2 5 6

1 2 9 6 .0 0 9 1 2 1 52 4 6 12 2 5 8
1 9 2

1 0 3 6 .8 0 1 1 4 0 190 5 6 12 2 5 8

2 1 1 2 .5 0 4 8 0 96 0L 5 13 2 6 0

1 4 0 8 .3 3 720 144 0•J 5 13 2 6 0

1 0 5 6 .2 5 9 6 0 1 9 2 4 5 13 ¿ “■0

8 4 5 . 0 0 1 2 0 0 2 4 0 5 5 13 2 6 0



4. SIMULATION RESULTS. CORRUPTED LINKS AND 
BITS AS A FUNCTION OF THE ATTENUATION.

TABLE 4.1. : CORRUPTED LINKS AND BITS AS A FUNCTION 
OF THE ATTENUATION FOR THE SUB-LAN OF FIG. F.3.1.9 
FOR THE TRANSMISSION OF 10 BITS PER USER.

NODES : 9

USERS 2

CHIPS PER BIT 6 3

CHIP PERIOD 1 6

SIMULATION DURATION : 11250

TYPE OF TRAFFIC 5

RECEIVERS THRESHOLD 0

LACK OF SYNCHRONIZATION : 0

COLUMN A :ID OF NODE 

COLUMN C : ID OF INCOMING PORT

COLUMN D : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE

PHYSICAL CONNECTION

COLUMN E : TOTAL NUMBER OF CORRUPTED BITS

TR : TRANSMITTER

RC : RECEIVER

:n1 u OF HOPS ATTENUATIO N

TR R C 0 .1 0 .99 0 . 9 5 0 9 0 . 8 0 . 7 0 .6 0 .5 0 .4

A A C D £ D E D E 0 E 0 E 0 E 0 E 0 E D E

1 8  1 nL 2 •J 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0c 7 3 0i. 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 8 3 2 0L 4•* 1 1 0 0 0 0 0  0 0 0 0 0 0 Û nv 0
4*♦ 9 4 o 0i. 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

S 7 1 0 1 1 0 0 0 0 0 0 0 0 0 0 Ö 0 0 0 0 0

6 8  4 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

193



TABLE 4.2. : CORRUPTED LINKS AND BITS AS A FUNCTION
OF THE ATTENUATION FOR THE SUB-LAN OF FIG. F.3.1.9
FOR THE TRANSMISSION OF 10 BITS PER USER.

NODES

USERS

CHIPS PER BIT 

CHIP PERIOD 

SIMULATION DURATION 

TYPE OF TRAFFIC 

RECEIVERS THRESHOLD 

LACK OF SYNCHRONIZATION

9

6

63

16

11250

5

0

0

COLUMN A :ID OF NODE 

COLUMN C : ID OF INCOMING PORT

COLUMN D : NUMBER OF CORRUPTED VIRTUAL LINKS ON THE

PHYSICAL CONNECTION

COLUMN E : TOTAL NUMBER OF CORRUPTED BITS

COLUMN F : NUMBER OF HOPS

TR : TRANSMITTER

RC : RECEIVER

ISi OF HOPS ATTENUATION
TR RC 0.1 0.99 0..95 0.9 0.8 0.7 0.6 A

V .5
A A C 0 E 0 E D E DE 0 E D E 0 E 0 E

1 8 1 2 6 18 6 16 6 11 S 7 0 0 0 0 0 0 0 0
A
L 7 3 2 6 9 6 10 4 5 0 0 0 0 0 0 o 0 0 0
0 8 3 2 6 12 6 12 5 O

'j
0
"J

O
w 0 0 A

V 0 0 0 0 0
4 9 4 2 6 12 5 7 0L. 0L. 1 1 0 0 0 0 0 0 0 0
S 7 1 2 S 6 4 4 0 0 0 0 0 0 0 0 0 0 0 0
6 8 4 2 5 11 S 10 5 8 0

u 2 0 0 0 0 1 1 1 3
7 9 1 1 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 9 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

1 9 4



TABLE 4.3. : CORRUPTED LINKS AND BITS AS A FUNCTION
OF THE ATTENUATION FOR THE SUB-LAN OF FIG. F.3.1.9
FOR THE TRANSMISSION OF 10 BITS PER USER.

NODES 9

USERS 10

CHIPS PER BIT 127

CHIP PERIOD 8

SIMULATION DURATION : 11250

TYPE OF TRAFFIC : 5

RECEIVERS THRESHOLD : 0

LACK OF SYNCHRONIZATION 0

COLUMN A 

COLUMN C 

COLUMN D

COLUMN E 

COLUMN F 

TR 

RC

:ID OF NODE 

: ID OF INCOMING PORT

: NUMBER OF CORRUPTED VIRTUAL LINKS ON THE 

PHYSICAL CONNECTION 

: TOTAL NUMBER OF CORRUPTED BITS 

: NUMBER OF HOPS 

: TRANSMITTER 

: RECEIVER

ID

TR

OF

RC

HOPS

0 . 1 0 . 9 9 0 . 9 5

ATTENUATIO N

0 . 9  0 . 8  0 . 7 0 . 6 0 . 5

A ft C 0 E 0 E D E n rV i. 0 E 0 E 0 E 0 E

1 8 1 0 6 6 10 12 10 10 • j  - j 0 0 0 0 0 0 0  0

0
L 7 3 L 3 3 4 4 0 •> 

V V L L 0 0 0 0 0  0 0 0

3 8 3 L 4 4 1 1 0 0 0 0 0  0 0  0 0  0 0  0

J«♦ 9 4 L C
O

C
O ? 3 0 0 0 0 0 0 0  0 0  0 0 0

5 7 1 o
L. 0 0 1 1 0 0 0 0 y  0 0 0 0  0 0  0

6 8 4 L 1 s 1 5 1 5 1 5 1 7 1 7 1 7 1 7

7 9 1 l 4 4 0 0 0  0 0 0 0  0 0 0 0  0 0  0

8 9 1 i 4 4 0 0 0 0 0 0 0 0 0  0 0  0 0 0

0 . 4 0 . 3

0 E D E

0 0 0  0

0 0 0  0

0  0 0  0

0  0 0 0

0 0 0  0

1 7 1 7

0 0 0  0

0  0 0 0

1 95



TABLE 4.4. : CORRUPTED LINKS AND BITS AS A FUNCTION
OF THE ATTENUATION FOR THE SUB-LAN OF FIG. F.3.1.9
FOR THE TRANSMISSION OF 10 BITS PER USER.

NODES 9

USERS 10

CHIPS PER BIT 255

CHIP PERIOD 4

SIMULATION DURATION : 11250

TYPE OF TRAFFIC 5

RECEIVERS THRESHOLD 0

LACK OF SYNCHRONIZATION 0

COLUMN A 

COLUMN C 

COLUMN D

COLUMN E 

COLUMN F 

TR 

RC

:ID OF NODE 

: ID OF INCOMING PORT

: NUMBER OF CORRUPTED VIRTUAL LINKS ON THE 

PHYSICAL CONNECTION 

: TOTAL NUMBER OF CORRUPTED BITS 

: NUMBER OF HOPS 

: TRANSMITTER 

: RECEIVER

I D  OF HOPS ATTENUATIO N

T R /R  R C /R 0 . 1 0 . 9 9 0 . 9 5 0 . 9 0 . 8 0 . 7 0 . 6 0 . 5 0 . 4 0 . 3

ft ft C 0 E D E 0 E 0 E 0 E D E 0  E 0 E 0 E D E

1 8 1 0
i . 0 0 10 10 4 4 1 1 0  0 0  0 0  0 0  0 0 0 0  0

2 7 3 L 3 3 3  3 2  2 0 0 0  0 0  0 0  0 0  0 0  0 0  0

4 9 4 o
L 6 6 0 0 0  0 0  0 0 0 0  0 0  0 0 0 0  0 0  0

1 9 6



TABLE 4.5. : CORRUPTED LINKS AND BITS AS A FUNCTION
OF THE ATTENUATION FOR THE SUB-LAN OF FIG. C.2.4
FOR THE TRANSMISSION OF 10 BITS PER USER.

NODES 30

USERS 3

CHIPS PER BIT 127

CHIP PERIOD 8

SIMULATION DURATION : 11250

TYPE OF TRAFFIC 5

RECEIVERS THRESHOLD 0

LACK OF SYNCHRONIZATION 0

COLUMN A :ID OF NODE

COLUMN C : ID OF INCOMING PORT

COLUMN D : NUMBER OF CORRUPTED VIRTUAL

PHYSICAL CONNECTION

COLUMN E : TOTAL NUMBER OF CORRUPTED BITS

COLUMN F : NUMBER OF HOPS

TR : TRANSMITTER

RC : RECEIVER

LINKS ON THE

I D  OF 

TR RC 

A A C

HOPS

0 . 1  

0 E

0 . 9 9  

D E

0 . 9 6  

0 E

I 2 6  6 2 2 2 " j  -J 3 3

2 2 7  2 A
i . 0 0 1 1 0 0

S 3 0  7 3 8 2 6 2 i i*♦ L
6 2 5  1 •j 10 3 12 3 0 0

J  si

12 2 6  2 3 9 3 9 3 8 2
14 2 3  8 2 1 1 0 0 0  0

15 3 0  3 2 •3 7
\J 'J 0 0 0 0

13 2 7  9 •5
1J 0 0 V \J 8  3 6 2

20 3 0  9 2 3  3 0 0 0  0

27 1 1 3 6 3 O 3
•J 3 3

ATTENUATIO N

0 . 9 0 . 8 0 . 7 0 . 6 0 . 5 0 . 4

0  E 0 E 0 E 0 E D E 0 E

1 1 0 0 0  0 0  0 0  0 0  0

0  0 0  0 0  0 0  0 0  0 0  0

4 2 0•J fc.
'i  ^ 
•j jL.

'I  ^ 3 2 3  2
I A  Oi V y j

0 0 
J  •J

0 O
yj 9 3 1 A 0 i  V v 10 3

7 2 7 2 9 3 9 3 10 3 11 3

0 0 0  C 0 0 0 0 0 0 0  0

0  0 0  0 0  0 0  0 0  0 0  0

6  3 6  3 9 3 10 3 12 3 12 3

0 0 0 0 0  0 0  0 0  0 0 0

0  0 0  0 0 0 0  0 0  C

1 97



TABLE 4.6. : CORRUPTED LINKS AND BITS AS A FUNCTION
OF THE ATTENUATION FOR THE SUB-LAN OF FIG. C.2.4
FOR THE TRANSMISSION OF 10 BITS PER USER.

NODES

USERS

CHIPS PER BIT 

CHIP PERIOD 

SIMULATION DURATION 

TYPE OF TRAFFIC 

RECEIVERS THRESHOLD 

LACK OF SYNCHRONIZATION

30

3

255

4

11250

5

0

0

COLUMN A 

COLUMN C 

COLUMN D

COLUMN E 

COLUMN F 

TR 

RC

:ID OF NODE 

: ID OF INCOMING PORT

: NUMBER OF CORRUPTED VIRTUAL LINKS ON THE 

PHYSICAL CONNECTION 

: TOTAL NUMBER OF CORRUPTED BITS 

: NUMBER OF HOPS 

: TRANSMITTER 

: RECEIVER

ID  OF HOFS

I R RC 0 . 1 0 . 9 9

A A C D £ D E

5 3 0  7 0 2 2 2 2

6 2 5  1 0 4 2 5 2

12 2 6  2 0 7 3 5 2
18 2 7  9 3 4 3 5  3

27 1 1 3 3 3 4 3

0 . 9 5

ATTENUATIO N

0 . 9  0 . 8  0 . 7

D E

U
J

o

D E D E

1 1 1 1 0  0 0  0

6  2 6  2 6  2
Z 7•J c

5  3 3  2 4  3 7 O
t

4 2 2  2 2  2 3  2

1 1 0  0 0  0 0  0

0 . 6 0 . 5 0 . 4 O C
O

0 E 0 E D E D E

0 0 0 0 0 0 0  0

4  2 4 2 3  2 2 2

7 3 9  3 9 3 11 3

4 2 5 2 7 3 9  3

0  0 0  0 0  0 0  0

1 9 8



TABLE 4.7. : CORRUPTED LINKS AND BITS AS A FUNCTION
OF THE ATTENUATION FOR THE SUB-LAN OF FIG. C.2.4
FOR THE TRANSMISSION OF 10 BITS PER USER.

NODES 30

USERS 3

CHIPS PER BIT 511

CHIP PERIOD 2

SIMULATION DURATION : 11250

TYPE OF TRAFFIC 5

RECEIVERS THRESHOLD 0

LACK OF SYNCHRONIZATION 0

COLUMN A 

COLUMN C 

COLUMN D

COLUMN E 

COLUMN F 

TR 

RC

:ID OF NODE 

: ID OF INCOMING PORT

: NUMBER OF CORRUPTED VIRTUAL LINKS ON THE 

PHYSICAL CONNECTION 

: TOTAL NUMBER OF CORRUPTED BITS 

: NUMBER OF HOPS 

: TRANSMITTER 

: RECEIVER

10 OF 

T R /R  R C /R

HOPS

0 . 1 0 . 9 9 0 . 9 5

ATTENUATIO N

0 . 9  0 . 8  0 . 7 0 . 6 0 . 5 0 . 4 0 . 3

A A C 0 E 0 E 0 E 0 E 0 E 0 E 0 E D E 0 E 0 E

S 3 0  7 3 2 2 1 1 0  0 0  0 0  0 0  0 0 0 0  0 0  0 0  0

6 2 5  2 3 0 0 1 1 1 1 0  0 0  0 0 0 0  0 0  0 0 0 0  0

12 2 6  2 3 1 1 0 0 0  0 0  0 1 1 l  1 3  1 7 3 7  3 U  3

13 2 7  9 0■J 1 1 3 2 0  Ö 0 0 5 3 7 3 8  3 8  3 15 3 0  0

27 1 1 3 3  3 3  3 0  0 0  0 0  0 0  0 0  0 0  0 0  0 0  0

1 9 9



TABLE 4.8. : CORRUPTED LINKS AND BITS AS A FUNCTION
OF THE ATTENUATION FOR THE SUB-LAN OF FIG C.2.4 FOR
THE TRANSMISSION OF 10 BITS PER USER.

NODES 30

USERS 6

CHIPS PER BIT 511

CHIP PERIOD 2

SIMULATION DURATION : 11250

TYPE OF TRAFFIC 5

RECEIVERS THRESHOLD 0

LACK OF SYNCHRONIZATION 0

COLUMN A 

COLUMN C 

COLUMN D

COLUMN E 

COLUMN F 

TR 

RC

:ID OF NODE 

: ID OF INCOMING PORT

: NUMBER OF CORRUPTED VIRTUAL LINKS ON THE 

PHYSICAL CONNECTION 

: TOTAL NUMBER OF CORRUPTED BITS 

: NUMBER OF HOPS 

: TRANSMITTER 

: RECEIVER

ID  OF HOPS ATTENUATIO N

TR RC 0 .1 0 . 99 0 .9 5 0 . 9 0 . 8 0 . 7 0 . 6 0 . 5 0 . 4 0 . 3

ft A C D £ D £ D E D E D E C E D E D E nu E D E

S 3 0 7 7O 24 5 19 5 19 5 13 5 18 5 18 5 19 5 19 5 1 7 
1 / 5 16 5

6 2 5 1 0V 3 4 9 5 9 5 3 5 7 5 0 6 7 6 7 6 0
V 6 c<-• 6

11 2 6 7 2 4 1 4 1 4 1 4 1 4 1 4 1 4 1 1
H 1 4 1 4 1

12 2 6 2 3 7 4 7 4 7 4 / 5 6 4 7 4 3 4 14 5 19 6 20 6

18 2 7 9 3 7 6 7 6 5 5 5 5 6 5 10 5 12 5 17 6 24 6 25 6

2 0 0



5. SIMULATION RESULTS. THE DISTRIBUTION OF 
THE INCOMING POWER OVER THE TOPOLOGY

TABLE 5.1. : POWER DISTRIBUTION OVER THE NETWORK 
FOR VARIOUS TYPES OF TRAFFIC IN THE SUB-LAN OF FIG.
F.3.1.9.

NODES 9

USERS 10

CHIPS PER BIT 255

CHIP DURATION 4

SIMULATION DURATION : 11250

RC : RECEIVER

COLUMN A :ID OF NODE

COLUMN C : ID OF INCOMING PORT

TRAFFIC : 1 TRAFFIC : 2

ATT/TION: 0.99 CDO

0.2 0.99 0.8 0.2

RC INCOMING INCOMING INCOMING INCOMING INCOMING INCOMING
A C POWER POWER POWER POWER POWER POWER

3 1 1.274+05 8.284+03 1.074+03 1.28&+05 8.51&+03 1.084+03
1 1 1.284+05 8.564+03 1.084+03 1.28&+05 8.51&+03 1.084+03
2 2 1.284+05 8.704+03 1.084+03 1.28&+05 8.51&+03 1.084+03
6 1 1.264+05 7.444+03 1.014+03 1.28&+05 8.51&+03 1.084+03
4 2 1.224+05 4.12&1+03 7.784+01 1.28&+05 8.51&+03 1.084+03
5 2 1.274+05 8.214+03 1.074+03 1.28&+05 8.51&.+03 1.084+03
9 1 1.274+05 8.284+03 1.074+03 1.28&+05 8.51Ü+03 1.084+03
7 1 1.284+05 8.564+03 1.08&+03 1.28&+05 8.514+03 1.084+03
8 2 1.284+05 8.704+03 1.08&+03 1.28&+05 8.514+03 1.084+03
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TABLE 5.2. : POWER DISTRIBUTION OVER THE NETWORK 
FOR VARIOUS TYPES OF TRAFFIC IN THE SUB-LAN OF FIG. 

C.2.4.

NODES 30

USERS 3

CHIPS PER BIT 511

CHIP DURATION 2

SIMULATION PERIOD : 11250

RC : RECEIVER

COLUMN A :ID OF NODE 

COLUMN C : ID OF INCOMING PORT

TRAFFIC : TRAFFIC : 2

AT/TION: 0.99 0.8 0.2 0.99 0.8 0 . 2

RC INCOMING INCOMING INCOMING 
A C POWER POWER POWER

INCOMING INCOMING NCOMING 
POWER POWER POWER

3 1 1.786+4
4 2 1.786+4
5 3 1.786+4
6 4 1.786+4
1 4 1.796+4
2 5 1.786+4
9 1 1.776+4
10 2 1.766+4
11 3 1.786+4
12 4 1.806+4
7 3 1.656+4
8 4 1.656+4
15 1 1.786+4
16 2 1.786+4
17 3 1.786+4
18 4 1.786+4
13 4 1.796+4
14 5 1.786+4
21 1 1.786+4
22 2 1.766+4
23 3 1.786+4
24 4 1.786+4
19 4 1.806+4
20 4 1.656+4
27 1 1.786+4
28 2 1.786+4
29 3 1.786+4
30 4 1.786+4
25 4 1.796+4
26 5 1.786+4

1.746+3 3.09Sl+2
1.736+3 3.086+2
1.756+3 3.096+2
1.766+3 3.096+2
1.786+3 3.096+2
1.766+3 3.096+2
1.656+3 3.026+2
1.626+3 3.016+2
1.746+3 3.096+2
1.866+3 3.166+2
6.626+2 1.666+1
6.766+2 1.686+1
1.746+3 3.096+2
1.736+3 3.086+2
1.756+3 3.096+2
1.766+3 3.096+2
1.786+3 3.096+2
1.766+3 3.096+2
1.746+3 3.096+2
1.636+3 3.016+2
1.746+3 3.096+2
1.766+3 » 3.096+2
1.876+3 ' 3.166+2
6.766+2 1.686+1
1.746+3 3.096+2
1.736+3 3.086+2
1.756+3 3.096+2
1.766+3 3.096+2
1.786+3 3.096+2
1.766+3 3.096+2

1.78S+4 
1,77&+4 
1.78&+4 
1,78&+4 
1,78&+4 
1.7B&+4 
1,79&+4 
1.80&+4 
1,79&+4 
1,79&+4 
1,79&+4 
1.79&+4 
1.78&+4 
1.65&+4 
1,78&+4 
1.78&+4 
1,78&+4 
1.7B&+4 
1,78&+4 
1.67&+4 
1.78S.+4 
1,78&+4 
1. 78&+4 
1.7B&+4 
1,78&+4 
1.76S.+4 
1. 78S.+4 
i.78&+4 
1.786+4 
1.786+4

1.746+3 
1.646+3 
1.746+3 
1.746+3 
1 . 74S l+3  
1.746+3 
1.786+3 
1.856+3 
1.786+3 
1.786+3 
1.786+3 
1.786+3 
1.756+3 
6.526+2 
1.756+3 
1.756+3 
1.756+3 
1.756+3 
1.756+3 
7.736+2 
1.756+3 
1.756+3 
1.756+3 
1.756+3 
1.746 + 3 
1.626+3 
1.746+3 
1.746+3 
1.746+3 
1.746+3

3.096+2 
3.026+2 
3.096+2 
3.096+2 
3.096+2 
3.096+2 
3.096+2 
3.166+2 
3.096+2 
3.096+2 
3.096+2 
3.096+2 
3.096+2 
1.646+1 
3.096+2 
3.096+2 
3.096+2 
3.09Sl+2 
3.096+2 
2.396+1 
3.096+2 
3.096+2 
3.096+2 
3.096+2 
3.096+2 
3.016+2 
3.096+2 
3.096+2 
3.096+2 
3.096+2

2 0 2



TRAFFIC : 5

äTVTION: 0.99

RC INCOMING
A C POWER

26 6 1.786.+4
27 n 1.668+4
28 3 1.718+4
29 4 1.688+4
30 7 1.616+4
25 1 1.696+4
27 7 1.798+4
28 7 1.626+4
29 3 1.716+4
25 7 1.628+4
26 7 1.636+4
26 2 1.866+4
28 1 1.686+4
29 8 1.766+4
30 3 1.728+4
25 3 1.686+4
26 4 1.668+4
27 9 1.766+4
29 1 1.666+4
30 9 1.636+4
25 2 1.696+4
26 9 1.626+4
29 9 1.766+4
28 9 1.628+4
27 1 1.826+4
28 2 1.84&+4
1 1 1.62&+4

30 4 1.848+4
25 4 1.828+4
26 5 1.808+4

0 . 8  0 . 3

INCOMING INCOMING
POWER POWER

1.788+3 4.868+2
7.358+2 4.358+1
1.068+3 S.278+1
8.648+2 6.098+1
4.138+2 6.158+0
8.798+2 6.168+1
1.828+3 4.888+2
5.118+2 2.178+1
1.078+3 9.338+1
5.008+2 2.118+1
5.338+2 2.308+1
2.278+3 5.438+2
8.418+2 5.978+1
1.658+3 4.698+2
1.088+3 9.398+1
8.548+2 6.038+1
7.448+2 4.418+1
1.608+3 4.558+2
7.318+2 4.348+1
5.758+2 3.598+1
9.478+2 7.588+1
5.058+2 2.168+1
1.598+3 4.558+2
4.838+2 2.048+1
2.038+3 5.098+2
2.098+3 5.128+2
5.038+2 2.118+1
2.088+3 5.128+2
1.968+3 4.948+2
1.848+3 4.788+2



6. MATHEMATICAL ANALYSIS RESULTS.

TABLE 6.1. : THE POWER OF THE SIGNAL OF INTEREST AT 
THE INCOMING PORTS OF THE NODES AT POWER UNITS 
FOR THE SUB-LAN OF FIGURE C.2.4.

NUMBER INCOMING POWER OF SIGNAL OF INTEREST

OF AFTER THE FLOODING WITH ATTENUATION OF

HOPS 0.05% 0.1% 0.2% 0.3%
1 475.00 450.00 400.00 350.00
2 56.40 50.60 40.00 30.60
3 6.70 5.70 4.00 2.68
4 0.80 0.64 0.40 0.23

2 0 4



TABLE 6.2. : THE USUAL VALUES OF POWER THAT CAN BE 
MET IN A SUB-LAN AND THEIR PROBABILITY OF 
OCCURENCE AS A FUNCTION OF THE USED ATTENUATION, 
THE NUMBER OF CONCURRENT TRANSMISSIONS AND THE 
MEAN TIME BETWEEN PACKET TRANSMISSION (FOR THE 
SUB-LAN OF FIGURE C.2.4 WITH 3 USERS CONNECTED ON 
EACH NODE).

COLUMN A : NUMBER OF CONCURRENTLY TRANSMITTED PACKETS.
COLUMN B : MEAN TIME BETWEEN PACKET TRANSMISSIONS, MEASURED IN

MICRO-SECONDS.
COLUMN C : THE TOTAL ATTENUATION.
COLUMN D : MEAN POWER DUE TO ECHOES .
COLUMN E : MEAN POWER DUE TO ECHOES AND THE FIRST HOP OF AN INITIALLY 

TRANSMITTED SIGNALS AT ANY INPUT PORT.
COLUMN F : MEAN POWER DUE TO ECHOES, THE SECOND HOP OF AN INITIALLY 

TRANSMITTED SIGNAL AT ANY INPUT PORT.
COLUMN G : THE PROBABILITY OF HAVING THE INDICATING POWER AT

COLUMN ’D' OR 'E' OR ’F\

A B  C D  i  F 6

2  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  1 .2 3 4 + 0 0 1  4 .1 2 4 + 0 0 2  6 .2 3 4 + 0 0 !  8 . 4 2 4 - 0 0 2
5  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  3 .7 0 4 + 0 0 1  4 .3 7 4 + 0 0 2  8 .7 0 4 + 0 0 1  1 . 4 6 Ì - 0 0 I

10  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  6 .1 7 4 + 0 0 1  4 .6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  1 . 8 1 4 - 0 0 2  

14 1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  8 .6 3 4 + 0 0 1  4 .8 6 * + 0 0 2  1 .3 6 4 + 0 0 2  4 7 2 4 - 0 0 4  

18 1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  1 .1 1 4 + 0 0 2  5 .1 1 4 + 0 0 2  1 .6 1 4 + 0 0 2  4 . 0 2 4 - 0 0 6  

2 2  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  1 .3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  1 .4 3 4 - 0 0 8  

26  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  1 .6 0 4 + 0 0 2  5 .6 0 4 + 0 0 2  2 .1 0 4 + 0 0 2  2  4 9 4 -0 1 1

3 0  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 5 4 + 0 0 2  2  3 7 4 - 0 1 4

3 4  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  2 .1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  1 . 3 3 4 - 0 1 7

3 8  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  2  3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 .8 4 4 + 0 0 2  4 .6 9 4 - 0 2 1

4 2  1 .9 5 4 + 0 1  8  0 0 4 - 0 1  2 .5 9 4 + 0 0 2  6 .5 9 4 + 0 0 2  3 .0 9 4 + 0 0 2  1 .0 9 4 - 0 2 4

4 6  1 .9 5 4 + 0 !  8  0 0 4 -0 1  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 .3 4 4 + 0 0 2  1 .7 4 4 - 0 2 8
5 0  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  1 .9 7 4 - 0 3 2  

5 4  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 + 0 0 2  1 . 6 2 4 - 0 3 6  

5 8  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  9 . 9 5 4 - 0 4 1  

6 2  1 .9 5 4 + 0 1  8  0 0 4 -0 1  3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  4 .6 4 4 - 0 4 5  

6 6  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  4 .0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  1 . 6 8 4 - 0 4 9  

7 0  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  4 .3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  4 7 7 4 - 0 5 4  

74  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  1 .0 8 4 - 0 5 8  

78  1 .9 5 4 + 0 !  8 .0 0 4 - 0 1  4 .8 1 4 + 0 0 2  8  8 1 * + 0 0 2  5 .3 1 4 + 0 0 2  1 .9 7 4 - 0 6 3  

8 2  1 .9 5 4 + 0 1  8 .0 0 4 - 0 1  5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  2  9 3 4 - 0 6 8
8 6  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  5  3 0 4 * 0 0 2  9 .3 0 4 + 0 0 2  5 .8 0 4 + 0 0 2  3  6 0 4 - 0 7 3

9 0  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  5 .5 5 4 + 0 0 2  9 .5 5 4 + 0 0 2  6 .0 5 4 + 0 0 2  3 . 6 6 4 - 0 7 8  

2  9  7 5 4 + 0 0  8  0 0 4 -0 1  1 .2 3 4 + 0 0 1  4 .1 2 4 + 0 0 2 ,6 .2 3 4 + 0 0 1  5 .0 0 4 - 0 0 3  

6  9 .7 5 4 + 0 0  8 .0 0 4 - 0 1  3 .7 0 4 + 0 0 1  4 .3 7 4 + 0 0 2  8 .7 0 4 + 0 0 1  9 .1 1 4 - 0 0 2
10  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  6 .1 7 4 + 0 0 1  4 .6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  1 .1 9 4 - 0 0 1

14 9 .7 5 4 + 0 0  8  0 0 4 - 0 1  8 .6 3 4 + 0 0 1  4 .8 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  3 . 2 4 4 - 0 0 2

18  9 .7 5 4 + 0 0  8  0 0 4 - 0 1  1 .1 1 4 * 0 0 2  5 .1 1 4 + 0 0 2  1 .6 1 4 + 0 0 2  2 .8 9 4 - 0 0 3
2 2  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  1 .3 6 4 + 0 0 2  5  3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  1 . 0 8 4 - 0 0 4

2 6  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  1 .6 0 4 + 0 0 2  5 .6 0 4 + 0 0 2  2 .1 0 4 + 0 0 2  1 .9 8 4 - 0 0 6
3 0  9 .7 5 4 + 0 0  8 .0 0 4 - 0 1  1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 5 4 + 0 0 2  1 .9 7 4 - 0 0 6 '

3 4  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  2 .1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  1 .1 6 Ì - 0 1 C

3 8  9 .7 5 4 + 0 0  8 .0 0 4 - 0 1  2 .3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 .8 4 4 + 0 0 2  4 .3 1 4 - 0 1 3
4 2  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  2 .5 9 4 + 0 0 2  6  5 9 4 + 0 0 2  3  0 9 4 + 0 0 2  1 0 5 4 - 0 1 5

4 6  9 .7 5 4 + 0 0  8 .0 0 4 - 0 1  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 .3 4 4 + 0 0 2  1 .7 6 4 - 0 1 8  

5 0  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  2 . 0 8 4 - 0 2 !

5 4  9 .7 5 4 + 0 0  8 .0 0 4 - 0 1  3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 + 0 0 2  1 . 8 1 4 - 0 2 4

5 8  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  1 .1 7 4 - 0 2 7  

6 2  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 !  3 .8 2 4 * 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  5 . 7 1 4 - 0 3 !
6 6  9 .7 5 4 + 0 0  8  0 0 4 -0 1  4 0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 .5 7 4 + 0 C 2  2 .1 7 4 - 0 3 4

A 8

70 9 .7 5 4 + 0 0

74 9 .7 5 4 + 0 0
70 9 7 5 4 + 0 0

8 2 9 .7 5 4 + 0 0

86 9 .7 5 4 + 0 0

90 9 .7 5 4 + 0 0

L 6 .5 0 4 + 0 0

Ô 6 .5 0 4 + 0 0
1 A 6  5 0 4 + 0 0
14 6 .5 0 4 + 0 0

18 6 .5 0 4 + 0 0
O')¿4. 6 .5 0 4 + 0 0

25 6 .5 0 4 + 0 0

30 6 .5 0 4 + 0 0

34 6 .5 0 4 + 0 0

38 6 .5 0 4 * 0 0

42 6 .5 0 4 + 0 0

46 6 .5 0 4 + 0 0

50 6 .5 0 4 + 0 0

54 6 .5 0 4 + 0 0

58 6 .5 0 4 + 0 0

62 6 .5 0 4 + 0 0

66 6 .5 0 4 + 0 0
70 6 .5 0 4 + 0 0
74 6 .5 0 4 + 0 0

78 6 .5 0 4 + 0 0

82 6 .5 0 4 + 0 0

66 6 .5 0 4 + 0 0

90 6 .5 0 4 + 0 0
2 4 .8 8 4 + 0 0

6 4 8 8 4 + 0 0

¡0 4 .8 8 4 + 0 0

C D  E F 6

8 . 0 0 4 -  01 4 .3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4  8 2 4 + 0 0 2  6 . 4 6 4 - 0 3 8

8 . 0 0 4 -  01 4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  1 .5 3 4 - 0 4 1

8 . 0 0 4 -  01 4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 + 0 0 2  2 .9 4 4 - 0 4 5  

8 0 0 4 -0 1  5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  4 .5 9 4 - 0 4 9  

8  0 0 4 -0 1  5 3 0 4 + 0 0 2  9 .3 0 4 + 0 0 2  5 .8 0 4 + 0 0 2  5 .9 1 4 - 0 5 3

8 . 0 0 4 -  01  5 .5 5 4 + 0 0 2  9 .5 5 4 + 0 0 2  6 .0 5 4 + 0 0 2  6 .3 3 4 - 0 5 7  

8  0 0 4 -0 1  1 .2 3 4 + 0 0 1  4 .1 2 4 + 0 0 2  6 .2 3 4 + 0 0 1  1 . 9 1 4 - 0 0 4

8 . 0 0 4 -  01  3  7 0 4 + 0 0 1  4 .3 7 4 + 0 0 2  8 .7 0 4 + 0 0 1  1 . 5 2 4 - 0 0 2

8 . 0 0 4 -  01 6 .1 7 4 + 0 0 1  4 .6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  8 . 5 9 4 - 0 0 2
8 . 0 0 4 -  01 8  6 3 4 + 0 0 1  4 8 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  1 .0 2 4 - 0 0 1

8 . 0 0 4 -  01 1 .1 1 4 + 0 0 2  5 .1 1 4 + 0 0 2  1 .6 1 4 + 0 0 2  3 . 9 7 4 - 0 0 2
8 . 0 0 4 -  01 1 3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  6 . 4 6 4 - 0 0 3

8 . 0 0 4 -  01 1 .6 0 4 + 0 0 2  5 .6 0 4 + 0 0 2  2 .1 0 4 + 0 0 2  5 .1 4 4 - 0 0 4

8 . 0 0 4 -  01 1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 5 4 + 0 0 2  2 . 2 3 4 - 0 0 5  

8  0 0 4 -0 1  2 .1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  5 . 7 3 4 - 0 0 7

8 . 0 0 4 -  01 2 .3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 .8 4 4 + 0 0 2  9 . 2 4 4 - 0 0 9

8 . 0 0 4 -  01 2  5 9 4 + 0 0 2  6 .5 9 4 + 0 0 2  3 .0 9 4 + 0 0 2  9 .8 2 4 - 0 1 1  

8 . 0 0 8 - 0 !  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 .3 4 4 + 0 0 2  7 .1 6 4 - 0 1 3
8 . 0 0 4 -  01 3  0 8 4 + 0 0 2  7 0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  3 .7 0 4 - 0 1 5

8 . 0 0 4 -  01 3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 * 0 0 2  1 . 3 9 4 - 0 1 7

8 . 0 0 4 -  01 3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  3 .9 1 4 - 0 2 0

8 . 0 0 4 -  01 3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  8  3 3 4 - 0 2 3

8 . 0 0 4 -  01 4 .0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  1 . 3 8 4 - 0 2 5
8 . 0 0 4 -  01 4 .3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  1 7 9 4 - 0 2 8

8 . 0 0 4 -  01 4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5  0 6 4 + 0 0 2  1 8 5 4 -0 3 1

8 . 0 0 4 -  01 4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 * 0 0 2  1 . 5 4 4 - 0 3 4

8 . 0 0 4 -  01 5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  1 . 0 5 4 - 0 3 7
8 . 0 0 4 -  01 5 .3 0 4 + 0 0 2  9 .3 0 4 + 0 0 2  5 .8 0 4 + 0 0 2  5 . 8 8 4 - 0 4 1

8 . 0 0 4 -  01 5  5 5 4 + 0 0 2  9 .5 5 4 + 0 0 2  6 .0 5 4 + 0 0 2  2 .7 4 4 - 0 4 4  

8  0 0 4 -0 1  1 .2 3 4 + 0 0 1  4 .1 2 4 + 0 0 2  6 .2 3 4 + 0 0 1  5 . 9 8 4 - 0 0 6  

8  0 0 4 -0 1  3 .7 0 4 + 0 0 1  4  3 7 4 + 0 0 2  8  7 0 4 + 0 0 1  1 .3 9 4 - 0 0 3  

8  0 0 4 -0 1  6 .1 7 4 + 0 0 1  4 .6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  2 .3 0 4 - 0 0 2

205



10  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  6 .1 7 4 + 0 0 1  4 .6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  1 .8 1 4 - 0 0 2

14 1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  8 .6 3 4 + 0 0 1  4  8 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  4 . 7 2 4 - 0 0 4

18  1 9 5 4 + 0 1  8 0 0 4 - 0 1 1 . 1 1 4 + 0 0 2 5 . 1 1 4 + 0 0 2 1 . 6 1 4 + 0 0 2 4 . 0 2 4 - 0 0 6  

2 2  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  1 .3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  1 4 3 4 - 0 0 8

2 6  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  1 .6 0 4 + 0 0 2  5 .6 0 4 + 0 0 2  2  1 0 4 + 0 0 2  2  4 9 4 - 0 1 1

3 0  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2  3 5 4 + 0 0 2  2 . 3 7 4 - 0 1 4
3 4  1 9 5 4 + 0 1  8 . 0 0 4 - 0 1  2 .1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 . 6 0 4 + 0 0 2  1 .3 3 4 - 0 1 7

3 8  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  2 .3 4 4 + 0 0 2  6 . 3 4 4 * 0 0 2  2 .8 4 4 + 0 0 2  4 . 6 9 4 - 0 2 1

4 2  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  2 .5 9 4 + 0 0 2  6 .5 9 4 + 0 0 2  3 .0 9 4 + 0 0 2  1 .0 9 4 - 0 2 4

4 6  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 .3 4 4 + 0 0 2  1 7 4 4 - 0 2 8

5 0  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  1 .9 7 4 - 0 3 2

5 4  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  3 . 3 3 4 * 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 + 0 0 2  1 .6 2 4 - 0 3 6

5 8  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  9 9 5 4 - 0 4 1

6 2  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  3 . 8 2 4 + 0 0 2  7 . 8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  4 . 6 4 4 - 0 4 5

6 6  1 .9 5 4 + 0 1  8  0 0 4 - 0 1  4 0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 5 7 4 * 0 0 2  1 6 8 4 - 0 4 9

7 0  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  4 .3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  4 7 7 4 - 0 5 4

7 4  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 . 0 6 4 + 0 0 2  1 0 8 4 - 0 5 8

7 8  1 .9 5 4 + 0 1  8  0 0 4 - 0 1  4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 . 3 1 4 + 0 0 2  1 .9 7 4 - 0 6 3

8 2  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  2 . 9 3 4 - 0 6 8

8 6  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  5 .3 0 4 + 0 0 2  9 . 3 0 4 + 0 0 2  5  8 0 4 + 0 0 2  3  6 0 4 - 0 7 3

9 0  1 .9 5 4 + 0 1  8 . 0 0 4 - 0 1  5 . 5 5 4 + 0 0 2  9 .5 5 4 + 0 0 2  6 .0 5 4 + 0 0 2  3 . 6 6 4 - 0 7 8

14  3 .9 0 4 + 0 0  8  0 0 4 - 0 1  8 .6 3 4 + 0 0 1  4 .8 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  2 . 8 2 4 - 0 C 2

18 3 . 9 0 4 + 0 0  8 . 0 0 4 - 0 1  1 .1 1 4 + 0 0 2  5 .1 1 4 + 0 0 2  1 .6 1 4 + 0 0 2  7 4 7 4 - 0 0 2

2 2  3 .9 0 4 + 0 0  8 . 0 0 4 - 0 1  1 .3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  8 . 2 8 4 - 0 0 2

2 6  3 .9 0 4 + 0 0  8  0 0 4 - 0 1  1 .6 0 4 + 0 0 2  5 .6 0 4 + 0 0 2  2 . 1 0 4 + 0 0 2  4 . 4 9 4 - 0 0 2

3 0  3 .9 0 4 + 0 0  8 . 0 0 4 - 0 1  1 .S 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 5 4 + 0 0 2  1 . 3 3 4 - 0 0 2  

3 4  3 . 9 0 4 + 0 0  8 . 0 0 4 - 0 1  2 .1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  2 . 3 2 4 - 0 0 3  

3 8  3 . 9 0 4 + 0 0  8 . 0 0 4 - 0 1  2 .3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 .8 4 4 + 0 0 2  2 . 5 5 4 - 0 0 4

4 2  3 .9 0 4 + 0 0  8 . 0 0 4 - 0 1  2 .5 9 4 + 0 0 2  6 . 5 9 4 + 0 0 2  3 .0 9 4 + 0 0 2  1 . 8 4 4 - 0 0 5

4 6  3  9 0 4 + 0 0  8 . 0 0 4 - 0 1  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 . 3 4 4 + 0 0 2  9 . 1 5 4 - 0 0 7

5 0  3 .9 0 4 + 0 0  8 . 0 0 4 - 0 1  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 . 5 8 4 + 0 0 2  3 . 2 2 4 - 0 0 8

5 4  3 . 9 0 4 + 0 0  8 . 0 0 4 - 0 1  3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 . 8 3 4 + 0 0 2  8 . 2 5 4 - 0 1 0

5 8  3 .9 0 4 + 0 0  8  0 0 4 - 0 1  3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  1 .5 8 4 - 0 1 1

6 2  3 .9 0 4 + 0 0  8 . 0 0 4 - 0 1  3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  2 . 2 9 4 - 0 1 3

6 6  3 . 9 0 4 + 0 0  8  0 0 4 - 0 1  4 .0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  2 . 5 7 4 - 0 1 5

7 0  3 .9 0 4 + 0 0  8 . 0 0 4 - 0 1  4 .3 2 4 + 0 0 2  8 . 3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  2 . 2 7 4 - 0 1 7

74  3 . 9 0 4 + 0 0  8 . 0 0 4 - 0 1  4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  1 . 6 0 4 - 0 1 9

7 8  3 . 9 0 4 + 0 0  8 . 0 0 4 - 0 1  4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 + 0 0 2  9 . 1 0 4 - 0 2 2

8 2  3 .9 0 4 + 0 0  8 . 0 0 4 - 0 1  5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  4 . 2 2 4 - 0 2 4

8 6  3 . 9 0 4 + 0 0  8 . 0 0 4 - 0 1  5 . 3 0 4 + 0 0 2  9 .3 0 4 + 0 0 2  5 . 8 0 4 + 0 0 2  1 . 6 1 4 - 0 2 6

9 0  3 . 9 0 4 + 0 0  8 . 0 0 4 - 0 1  5 . 5 5 4 + 0 0 2  9 .5 5 4 + 0 0 2  6 . 0 5 4 + 0 0 2  5 . 1 0 4 - 0 2 9

2  3 .2 5 4 + 0 0  8  0 0 4 - 0 1  1 .2 3 4 + 0 0 1  4 .1 2 4 + 0 0 2  6 .2 3 4 + 0 0 1  4 . 3 4 4 - 0 0 9

6  3 . 2 5 4 + 0 0  8 . 0 0 4 - 0 !  3  7 0 4 + 0 0 1  4  3 7 4 + 0 0 2  8 .7 0 4 + 0 0 1  4 . 7 1 4 - 0 0 6

1 0  3 . 2 5 4 + 0 0  8  0 0 4 - 0 1  6 .1 7 4 + 0 0 1  4 . 6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  3 . 6 5 4 - 0 0 4

14 3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  8 .6 3 4 + 0 0 1  4 . 8 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  5 . 9 4 4 - 0 0 3

1 8  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  1 .1 1 4 + 0 0 2  5 . 1 1 4 + 0 0 2  1 .6 1 4 + 0 0 2  3 . 1 6 4 - 0 0 2

2 2  3 . 2 5 4 + 0 0  8 , 0 0 4 - 0 1  1 .3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  7 . 0 2 4 - 0 0 2

2 6  3 .2 5 4 + 0 0  8  0 0 4 - 0 1  1 .6 0 4 + 0 0 2  5 .6 0 4 + 0 0 2  2 . 1 0 4 + 0 0 2  7 . 6 5 4 - 0 0 2

3 0  3 . 2 5 4 + 0 0  8 . 0 0 4 - 0 1  1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 5 4 + 0 0 2  4 . 5 4 Ì - 0 0 2

3 4  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  2 .1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  1 . 5 9 4 - 0 0 2

3 8  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  2 .3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 . 8 4 4 + 0 0 2  3 . 5 1 4 - 0 0 3

4 2  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  2 .5 9 4 + 0 0 2  6 .5 9 4 + 0 0 2  3 .0 9 4 + 0 0 2  5 . 1 1 4 - 0 0 4

4 6  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  2 .8 4 4 + 0 0 2  6 . 8 4 4 + 0 0 2  3 .3 4 4 + 0 0 2  5 . 1 0 4 - 0 0 5

5 0  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 . 5 8 4 + 0 0 2  3 . 6 0 4 - 0 0 6  

5 4  3 . 2 5 4 + 0 0  8 . 0 0 4 - 0 1  3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 + 0 0 2  1 . 8 5 4 - 0 0 7  

5 8  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  3 . 5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  7 . 1 1 4 - 0 0 3  

6 2  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 . 3 2 4 + 0 0 2  2 . 0 8 4 - 0 1 0  

6 6  3 . 2 5 4 + 0 0  8 .0 0 4 - 0 1  4 .0 7 4 + 0 0 2  8  0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  4 . 6 9 4 - 0 1 2  

7 0  3 .2 5 4 + 0 0  8  0 0 4 - 0 1  4 .3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4  8 2 4 + 0 0 2  8 . 3 2 4 - 0 1 4  

7 4  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  Ù 8 4 - 0 1 S  

7 8  3 . 2 5 4 + 0 0  8 . 0 0 4 - 0 1  4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 + 0 0 2  1 . 3 4 4 - 0 1 7  

8 2  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  1 . 2 5 4 - 0 1 9  

8 6  3 .2 5 4 + 0 0  8 . 0 0 4 - 0 1  5 .3 0 4 + 0 0 2  9 .3 0 4 + 0 0 2  5 .8 0 4 + 0 0 2  9 . 5 8 4 - 0 2 2  

9 0  3 .2 5 4 + 0 0  8  0 0 4 - 0 1  5 .5 5 4 + 0 0 2  9  5 5 4 + 0 0 2  6 .0 5 4 + 0 0 2  6 . 1 0 4 - 0 2 4

2  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  1 .2 3 4 + 0 0 1  4 1 2 4 + 0 0 2  6 .2 3 4 + 0 0 1  1 . 0 7 4 - 0 1 0

6  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  3 .7 0 4 + 0 0 1  4 . 3 7 Ì + 0 0 2  8 .7 0 4 + 0 0 1  2 . 1 0 4 - 0 0 7  

10  2 .7 9 4 + 0 0  8  0 0 4 - 0 1  6 .1 7 4 + 0 0 1  4 6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  2 . 9 5 4 - 0 0 5

¡ 4  2 .7 9 4 + 0 0  8  0 0 4 - 0 1  8 .6 3 4 + 0 0 1  4 .3 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  8 . 6 8 4 - 0 0 4

18  2 . 7 9 4 + 0 0  8  0 0 4 - 0 1  1 .1 1 4 + 0 0 2  5 .1 1 4 + 0 0 2  1 .6 1 4 + 0 0 2  8 . 3 6 4 - 0 0 3

2 2  2 .7 9 4 + 0 0  8  0 0 4 - 0 1  1 .3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  3 . 3 7 4 - 0 0 2

2 6  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  1 6 0 4 + 0 0 2  5 6 0 4 + 0 0 2  2 .1 0 4 '+ 0 0 2  6  6 4 4 - 0 0 2  

3 0  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 S & + 0 0 2  7 . 1 4 4 - 0 0 2  

3 4  2 . 7 9 4 + 0 0  8  0 0 4 - 0 1  2  1 0 4 + 0 0 2  6 . 1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  4 . 5 4 4 - 0 0 2  

3 8  2 . 7 9 4 + 0 0  8 . 0 0 4 - 0 1  2 .3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 . 8 4 4 + 0 0 2  1 . 8 1 4 - 0 0 2  

4 2  2 . 7 9 4 + 0 0  8 . 0 0 4 - 0 1  2 .5 9 4 + 0 0 2  6 .5 9 4 + 0 0 2  3 . 0 9 4 + 0 0 2  4 7 7 4 - 0 0 3  

4 6  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 . 3 4 4 + 0 0 2  8 . 6 1 4 - 0 0 4

2 1.954+01 8.004-01 1.234+O O M .124+002 6.234+001 8.424-002
6 1.954+01 8 004-01 3.704+001 4 374+002 8.704+001 1.464-001

50  2 .7 9 4 + 0 0  8 .0 0 4 - 0 1  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  1 . 1 0 4 - 0 0 4

54  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 + 0 0 2  1 . 0 3 4 - 0 0 5

5 8  2 .7 9 4 + 0 0  8 O O â-O l 3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  7 .1 4 4 - 0 0 7

6 2  2 .7 9 4 + 0 0  8 0 0 4 -0 1  3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  3 .7 7 4 - 0 0 8

66  2 .7 9 4 + 0 0  8 0 0 â -0 1  4  0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  1 .5 4 4 - 0 0 9

70  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  4 .3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  4 . 9 5 4 - 0 1 1

74 2 .7 9 4 + 0 0  8 .0 0 4 - 0 1  4 5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  1 .2 7 4 - 0 1 2

7 8  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 + 0 0 2  2 .6 2 4 - 0 1 4

82  2 .7 9 4 + 0 0  8  0 0 4 -0 1  5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  4 4 2 4 - 0 1 6

8 6  2 .7 9 4 + 0 0  8 . 0 0 4 - 0 1  5 .3 0 4 + 0 0 2  9 .3 0 4 + 0 0 2  5 .8 0 4 + 0 0 2  6  1 3 4 - 0 1 8

9 0  2 .7 9 4 + 0 0  8 .0 0 4 - 0 1  5 .5 5 4 + 0 0 2  9 .5 5 4 + 0 0 2  6 .0 5 4 + 0 0 2  7 .0 7 4 - 0 2 0

2  2 .4 4 4 + 0 0  8  0 0 4 - 0 1  1 .2 3 4 + 0 0 1  4 .1 2 4 + 0 0 2  6 .2 3 4 + 0 0 1  2 . 5 4 4 - 0 1 2

6 2 .4 4 4 + 0 0  8 .0 0 4 - 0 1  3 .7 0 4 + 0 0 1  4 .3 7 4 + 0 0 2  8 .7 0 4 + 0 0 1  8 .3 6 4 - 0 0 9

10 2 .4 4 4 + 0 0  8 .0 0 4 - 0 1  6 .1 7 4 + 0 0 1  4 .6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  1 .9 7 4 - 0 0 6

14 2 .4 4 4 + 0 0  8  0 0 4 -0 1  8  6 3 4 + 0 0 1  4 .8 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  9 .7 1 4 - 0 0 5
18 2 .4 4 4 + 0 0  8 . 0 0 4 - 0 1  1 .1 1 4 + 0 0 2  5 .1 1 4 + 0 0 2  1 .6 1 4 + 0 0 2  1 .5 7 4 - 0 0 3

2 2  2 .4 4 4 + 0 0  8  0 0 4 -0 1  1 3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  1 .0 6 4 - 0 0 2

26  2 .4 4 4 + 0 0  8 . 0 0 4 - 0 1  1 .6 0 4 + 0 0 2  5 .6 0 4 + 0 0 2  2 .1 0 4 + 0 0 2  3 . 5 0 4 - 0 0 2

30  2 .4 4 4 + 0 0  8 .0 0 4 - 0 1  1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 S 4 + 0 0 2  6 .3 1 4 - 0 0 2

3 4  2 .4 4 4 + 0 0  8 . 0 0 4 - 0 1  2 .1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  6 . 7 2 4 - 0 0 2
3 8  2 .4 4 4 + 0 0  8  0 0 4 -0 1  2 .3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 .8 4 4 + 0 0 2  4 . 5 0 4 - 0 0 2

4 2  2 .4 4 4 + 0 0  8  0 0 4 -0 1  2 .5 9 4 + 0 0 2  6 .5 9 4 + 0 0 2  3 .0 9 4 + 0 0 2  1 .9 9 4 - 0 0 2

4 6  2 4 4 4 + 0 0  8 .0 0 4 - 0 1  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 .3 4 4 + 0 0 2  6 . 0 2 4 - 0 0 3

5 0  2 .4 4 4 + 0 0  8  0 0 4 -0 1  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  1 .2 9 4 - 0 0 3
54  2 .4 4 4 + 0 0  8 .0 0 4 - 0 1  3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 + 0 0 2  2 .0 2 4 - 0 0 4  

5 8  2 .4 4 4 + 0 0  8 . 0 0 4 - 0 1  3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  2 .3 5 4 - 0 0 5  

6 2  2 .4 4 4 + 0 0  8 .0 0 4 - 0 1  3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  2 .0 8 4 - 0 0 6  

6 6  2 .4 4 4 + 0 0  8 . 0 0 4 - 0 1  4 .0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  1 .4 3 4 - 0 0 7  

7 0  2  4 4 4 + 0 0  8  0 0 4 -0 1  4 3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  7 .6 9 4 - 0 0 9  

74 2 .4 4 4 + 0 0  8 .0 0 4 - 0 1  4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  3 . 3 0 4 - 0 1 0  

73  2 .4 4 4 + 0 0  8 .0 0 4 - 0 1  4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 + 0 0 2  1 .1 4 4 - 0 1 1  

8 2  2 .4 4 4 + 0 0  8  0 0 4 -0 1  5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  3 . 2 3 4 - 0 1 3  

8 6  2 .4 4 4 + 0 0  8 . 0 0 4 - 0 1  5 .3 0 4 + 0 0 2  9 .3 0 4 + 0 0 2  5 .8 0 4 + 0 0 2  7 .5 2 4 - 0 1 5  

9 0  2 .4 4 4 + 0 0  8  0 0 4 -0 1  5 .5 5 4 + 0 0 2  9 .5 5 4 + 0 0 2  6 .0 5 4 + 0 0 2  1 .4 5 4 - 0 1 6  

2  2 .1 7 4 + 0 0  8  0 0 4 -0 1  1 .2 3 4 + 0 0 1  4 .1 2 4 + 0 0 2  6 .2 3 4 + 0 0 1  5 . 8 4 4 - 0 1 4  

6  2 .1 7 4 + 0 0  8 .0 0 4 - 0 1  3 .7 0 4 + 0 0 1  4 .3 7 4 + 0 0 2  8 .7 0 4 + 0 0 1  3 . 0 4 4 - 0 1 0  

10 2 .1 7 4 + 0 0  8 .0 0 4 - 0 1  6 .1 7 4 + 0 0 1  4 .6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  1 .1 3 4 - 0 0 7  

14 2 .1 7 4 + 0 0  8 . 0 0 4 - 0 1  8 .6 3 4 + 0 0 !  4 .8 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  8 . 8 2 4 - 0 0 6  
18 2 .1 7 4 + 0 0  8  0 0 4 -0 1  1 .1 1 4 + 0 0 2  5 .1 1 4 + 0 0 2  1 .6 1 4 + 0 0 2  2 . 2 5 4 - 0 0 4  

2 2  2 .1 7 4 + 0 0  8  0 0 4 - 0 1  1 .3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  2 . 4 0 4 - 0 0 3  

2 6  2 .1 7 4 + 0 0  8 .0 0 4 - 0 1  1 .6 0 * + 0 0 2  5 .6 0 4 + 0 0 2  2 .1 0 4 + 0 0 2  1 .2 6 4 - 0 0 2  

3 0  2 .1 7 4 + 0 0  8  0 0 4 - 0 1  1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 5 4 + 0 0 2  3 . 5 8 4 - 0 0 2  

3 4  2 .1 7 4 + 0 0  8  0 0 4 -0 1  2 .1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  6 . 0 2 4 - 0 0 2  

3 8  2 .1 7 4 + 0 0  8 .0 0 4 - 0 1  2  3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 .8 4 4 + 0 0 2  6 . 3 7 4 - 0 0 2  

4 2  2 .1 7 4 + 0 0  8  0 0 4 -0 1  2 .5 9 4 + 0 0 2  6 .5 9 4 + 0 0 2  3 .0 9 4 + 0 0 2  4 . 4 5 4 - 0 0 2  

4 6  2 .1 7 4 + 0 0  8 .0 0 4 - 0 1  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 .3 4 4 + 0 0 2  2 .1 3 4 - 0 0 2  

5 0  2  1 7 4 + 0 0  8 .0 0 4 - 0 1  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  7 .2 1 4 - 0 0 3  

54  2 .1 7 4 + 0 0  8 .0 0 4 - 0 1  3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 . 8 3 * * 0 0 2  1 .7 8 4 - 0 0 3  

5 3  2 .1 7 4 + 0 0  8 . 0 0 4 - 0 1  3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  3 . 2 8 4 - 0 0 4  

6 2  2 .1 7 4 + 0 0  8 .0 0 4 - 0 1  3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  4 . 5 9 4 - 0 0 5  

6 6  2 1 7 4 + 0 0  8  0 0 4 -0 1  4 .0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  4 . 9 7 4 - 0 0 6  

70  2 .1 7 4 + 0 0  8 .0 0 4 - 0 1  4 3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  4 . 2 4 4 - 0 0 7  

74  2 .1 7 4 + 0 0  8  0 0 4 -0 1  4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  2 . 8 7 4 - 0 0 8  

78  2 .1 7 4 + 0 0  8  0 0 4 -0 1  4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 + 0 0 2  1 .5 7 4 - 0 0 9

8 2  2 1 7 4 + 0 0  8  0 0 4 -0 1  5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5  5 6 4 + 0 0 2  7 . 0 3 4 - 0 1 1

10 9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  6 .1 7 4 + 0 0 1  4 .6 2 4 + 0 0 2  1 .1 2 4 + 0 0 2  1 .1 9 4 - 0 0 1

14 9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  8 .6 3 4 + 0 0 1  4 . 8 6 4 + 0 0 2  1 .3 6 4 + 0 0 2  3 . 2 4 4 - 0 0 2

18  9 .7 5 4 + 0 0  8  0 0 4 - 0 1  1 .1 1 4 + 0 0 2  5 .1 1 Ä + 0 0 2  1 .6 1 4 + 0 0 2  2 . 8 9 4 - 0 0 3

2 2  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  1 .3 6 4 + 0 0 2  5 .3 6 4 + 0 0 2  1 .8 6 4 + 0 0 2  1 . 0 8 4 - 0 0 4

2 6  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  1 .6 0 4 + 0 0 2  5 . 6 0 4 + 0 0 2  2 .1 0 4 + 0 0 2  1 . 9 8 4 - 0 0 6

3 0  9 .7 5 4 + 0 0  8  0 0 4 - 0 1  1 .8 5 4 + 0 0 2  5 .8 S 4 + 0 0 2  2 .3 5 4 + 0 0 2  1 . 9 7 4 - 0 0 8

3 4  9 .7 5 4 + 0 0  8 . 0 0 4 - 0 1  2 . 1 0 4 + 0 0 2  6 .1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  1 . 1 6 4 - 0 1 0
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1 .8 5 4 - 0 3 1  

1 . 5 4 4 - 0 3 4  
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8 . 0 0 4 -  01  1 .8 5 4 + 0 0 2  5 .8 5 4 + 0 0 2  2 .3 5 4 + 0 0 2  7 . 1 4 4 - 0 0 2

8 . 0 0 4 -  01 2 .1 0 4 + 0 0 2  6 . 1 0 4 + 0 0 2  2 .6 0 4 + 0 0 2  4  5 4 4 - 0 0 2

8 . 0 0 4 -  01 2 .3 4 4 + 0 0 2  6 .3 4 4 + 0 0 2  2 .8 4 4 + 0 0 2  1 . 8 1 4 - 0 0 2  

8  0 0 4 - 0 1  2 .5 9 4 + 0 0 2  6 .5 9 4 + 0 0 2  3 .0 9 4 + 0 0 2  4 . 7 7 4 - 0 0 3

8 . 0 0 4 -  01  2 .8 4 4 + 0 0 2  6 .8 4 4 + 0 0 2  3 .3 4 4 + 0 0 2  8 . 6 1 4 - 0 0 4

8 . 0 0 4 -  01  3 .0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  1 . 1 0 4 - 0 0 4

8 . 0 0 4 -  01 3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 + 0 0 2  1 . 0 3 4 - 0 0 5

8 . 0 0 4 -  01 3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  7 . 1 4 4 - 0 0 7

8 . 0 0 4 -  01  3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  3 . 7 7 4 - 0 0 8

8 . 0 0 4 -  01 4 .0 7 4 + 0 0 2  8 .0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  1 . 5 4 4 - 0 0 9

8 . 0 0 4 -  01  4 .3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  4 . 9 5 4 - 0 1 1

8 . 0 0 4 -  01 4  5 6 4 + 0 0 2  8  5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  1 . 2 7 4 - 0 1 2

8 . 0 0 4 -  01 4 8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 + 0 0 2  2 . 6 2 4 - 0 1 4

8 . 0 0 4 -  01 5  0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  4 . 4 2 4 - 0 1 6

8 . 0 0 4 -  01 5 .3 0 4 + 0 0 2  9 .3 0 4 + 0 0 2  5 .8 0 4 + 0 0 2  6 . 1 3 4 - 0 1 8

8 . 0 0 4 -  01 5  5 5 4 + 0 0 2  9 5 5 4 + 0 0 2  6 .0 5 4 + 0 0 2  7  0 7 4 - 0 2 0

8 . 0 0 4 -  01  1 .2 3 4 + 0 0 1  4 .1 2 4 + 0 0 2  6 .2 3 4 + 0 0 1  2 . 5 4 4 - 0 1 2  

8  0 0 4 - 0 1  3  7 0 4 + 0 0 1  4 3 7 4 + 0 0 2  8 .7 0 4 + 0 0 1  8 . 3 6 4 - 0 0 9  
8 0 0 4 - 0 1  3  0 8 4 + 0 0 2  7 .0 8 4 + 0 0 2  3 .5 8 4 + 0 0 2  4 .5 3 4 - 0 1 1

8 . 0 0 4 -  01 3 .3 3 4 + 0 0 2  7 .3 3 4 + 0 0 2  3 .8 3 4 + 0 0 2  4  9 9 4 - 0 1 3

8 . 0 0 4 -  01  3 .5 8 4 + 0 0 2  7 .5 8 4 + 0 0 2  4 .0 8 4 + 0 0 2  4 . 0 9 4 - 0 1 5

8 . 0 0 4 -  01 3 .8 2 4 + 0 0 2  7 .8 2 4 + 0 0 2  4 .3 2 4 + 0 0 2  2  5 5 4 - 0 1 7

8 . 0 0 4 -  01 4 .0 7 4 + 0 0 2  8  0 7 4 + 0 0 2  4 .5 7 4 + 0 0 2  1 .2 3 4 - 0 1 9
8 . 0 0 4 -  01 4 .3 2 4 + 0 0 2  8 .3 2 4 + 0 0 2  4 .8 2 4 + 0 0 2  4 . 6 8 4 - 0 2 2

8 . 0 0 4 -  01  4 .5 6 4 + 0 0 2  8 .5 6 4 + 0 0 2  5 .0 6 4 + 0 0 2  1 .4 2 4 - 0 2 4

8 . 0 0 4 -  01 4 .8 1 4 + 0 0 2  8 .8 1 4 + 0 0 2  5 .3 1 4 + 0 0 2  3 . 4 5 4 - 0 2 7

8 . 0 0 4 -  01 5 .0 6 4 + 0 0 2  9 .0 6 4 + 0 0 2  5 .5 6 4 + 0 0 2  6 . 8 7 4 - 0 3 0
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TABLE 6 . 3 .  : THE MAXIMUM VALUES OF POWER THAT CAN 
BE GATHERED IN A SUB-LAN TOGETHER WITH THE 
PROBABILITY TO MEET IT AT A PARTICULAR INPUT PORT 
OF A PARTICULAR NODE, AS A FUNCTION OF THE USED 
ATTENUATION, THE NUMBER OF CONCURRENT 
TRANSMISSIONS AND THE MEAN TIME BETWEEN PACKET 
TRANSMISSION (FOR THE SUB-LAN OF FIGURE C.2.4 WITH 
3 USERS CONNECTED ON EACH NODE).

COLUMN A 
COLUMN B

COLUMN C 
COLUMN D

COLUMN E 
COLUMN F 
COLUMN G

COLUMN H

COLUMN F

COLUMN I

: NUMBER OF CONCURRENTLY TRANSMITTED PACKETS.
: MEAN TIME BETWEEN PACKET TRANSMISSIONS, MEASURED IN 
MICRO-SECONDS.
: THE TOTAL ATTENUATION.
: NUMBER OF CONCURRENTLY ARRIVED PACKETS AT AN INPUT PORT 
AFTER THEIR FIRST HOP (n2).
: MEAN POWER DUE TO ECHOES .
: COEFFICIENT OF PORT USAGE.
: MEAN POWER DUE TO ECHOES AND THE FIRST HOP OF n2 INITIALLY 
TRANSMITTED SIGNALS AT A PARTICULAR INPUT PORT.
: THE PROBABILITY OF HAVING THE INDICATING POWER AT

COLUMN 'G'.
: MEAN POWER DUE TO ECHOES, THE FIRST HOP OF n2 INITIALLY 
TRANSMITTED SIGNALS AND THE SECOND HOP OF n2 INITIALLY 
TRANSMITTED SIGNALS AT A PARTICULAR INPUT PORT.
: THE PROBABILITY OF HAVING THE INDICATING POWER AT

COLUMN T.

A B C D  E  F  G  H

31 6.504+00 8.004-01 
38 6.504+00 S.004-01 
12 6.504+00 8 004-01 
16 6.504+00 3.004-0!
50 6.504+00 8.004-01
51 6 504+00 8 004-01 
58 6 504+00 8.004-0! 
62 6.504+00 8.004-01 
66 6.504+00 8.004-01
70 6.504+00 3.004-01
71 6.504+00 8.004-01 
78 6 504+00 8.004-01 
82 6 504+00 8.004-01 
66 6.504+00 8 004-01 
90 6.504+00 8 004-01
2 1.684+00 8.004-0! 
6 1.884+00 8.004-01

10 1.884+00 8.004-01
11 1 884+00 8 004-01 
18 1 884+00 8 004-01 
22 1 884+00 8.004-01 
26 1.884+00 8.004-01
30 1.884+00 8.004-01
31 1.884+00 8.004-01 
38 1.884+00 8.004-01
12 1.884+00 8 004-0! 
16 1.884+00 8 004-01

2 1.004-03 1.014+003 3 134-010 1.514+003 6.954-016 
2 1.004-03 1.034+003 3.134-010 1.584+003 6.954-0:6 
2 1 004-03 1.064+003 3.134-010 1.664+003 6.954-016 
2 1 004-03 1.084+003 3 134-010 I 734+003 6.955-018 
2 1.004-03 1.114+003 3.134-010 1.814+003 6.954-016 
2 1 004-03 1.134+003 3.134-010 1.884+003 5.954-0!; 
2 1 004-03 1 164+003 3 134-010 1.954+003 6 954-018 
2 1 004-03 1.184+003 3.134-010 2.034+003 6.955-016 
2 1.004-03 1.214+003 3.134-010 2.104+003 6.954-018 
2 1 005-03 1.234+003 3.135-010 2.185+003 6.954-018 
2 1.004-03 1.264+003 3.135-010 2.254+003 6.955-016 
2 1 004-03 1.284+003 3.135-010 2.325+003 6.954-016 
2 1 004-03 1.314+00$ 3.135-010 2 «05+003 6.955-016 
2 1 004-03 1.334+003 3.135-010 2 474+003 6 955-016 
2 1.005-03 1.364+003 3.135-010 2.545+003 6.954-018 
2 1.005-03 8.125+002 3.134-010 9.174+002 6.955-015 
2 1.005-03 8.374+002 3.134-010 9.915+002 6.954-016 
2 1.004-03 8.624+002 3.135-010 1.074+003 6.955-015 
2 1.004-03 8.864+002 3.134-010 1.145+003 6.954-015 
2 1.004-03 9.114+002 3.134-010 1.215+003 6.955-018 
2 1 004-03 9.365+002 3.135-010 1 294+003 6.954-015 
2 1 004-03 9 604+002 3 135-010 1.365+003 6.955-015 
2 1 004-03 9.854+002 3.134-010 1 444+003 6 954-015 
2 1.004-03 1 014+003 3.134-010 1.514+003 6.954-016 
2 1.004-03 1.034+003 3.134-010 1 584+003 6.954-015 
2 1.004-03 1.064+003 3.134-010 1 664+003 6.954-019 
2 1.004-03 1 084+003 3.134-010 1 734+003 6.954-015
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70 3 .9 0 4 * 0 0 8.0 0 1 -0 1 3

74 3 .9 0 4 + 0 0 8 .0 0 4 - 0 1 0
78 3 .9 0 1 + 0 0 8 .0 0 1 - 0 1 3

01VA. 3 .9 0 4 + 0 0 8 .0 0 1 - 0 1 0•J
86 3 .9 0 1 + 0 0 8 .0 0 1 - 0 1 3

90 3 .9 0 4 + 0 0 8 .0 0 4 - 0 1 3
0L 3 .2 5 4 + 0 0 8 .0 0 1 - 0 1 3

6 3 .2 5 1 + 0 0 8 .0 0 1 - 0 1 0
10 3 .2 5 1 + 0 0 8 .0 0 4 - 0 1 2

14 3 .2 5 1 + 0 0 8 .0 0 4 - 0 1 3

18 3 .2 5 4 + 0 0 8 .0 0 1 - 0 1 3

22 3 .2 5 4 + 0 0 8 .0 0 4 - 0 1 3

26 3 .2 5 1 + 0 0 8 .0 0 1 - 0 1 3

3 0 3 .2 5 1 + 0 0 8 .0 0 4 - 0 1 -5V

34 3  2 5 4 + 0 0 8 .0 0 4 - 0 1 3

38 3 .2 5 4 + 0 0 8 .0 0 4 - 0 1 3

42 3 .2 5 4 + 0 0 8 .0 0 1 - 0 1 3

46 3 .2 5 4 + 0 0 8 .0 0 1 - 0 1 3

50 3 .2 5 1 + 0 0 8 .0 0 1 - 0 1 0•J
54 3 .2 5 4 + 0 0 8 .0 0 1 - 0 1 3

58 3 .2 5 1 + 0 0 8 .0 0 4 - 0 1 3

62 3  2 5 4 + 0 0 8 .0 0 4 - 0 1 3

66 3 .2 5 1 + 0 0 8 .0 0 4 - 0 1 3

70 3 .2 5 4 + 0 0 8 .0 0 4 - 0 1 3

74 3 .2 5 1 + 0 0 8 .0 0 4 - 0 1 3

78 3 .2 5 4 + 0 0 8  0 0 4 -0 1 3

82 3 .2 5 1 + 0 0 8 .0 0 4 - 0 1 3

86 3 .2 5 4 + 0 0 8 .0 0 4 - 0 1 3

90 3 .2 5 4 + 0 0 8 .0 0 4 - 0 1 3

2 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

6 2 .7 9 1 + 0 0 8 .0 0 1 - 0 1 3

10 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

14 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

18 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

22 2 .7 9 4 + 0 0 8 .0 0 4 - 0 1 3

26 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

30 2 .7 9 4 + 0 0 8 .0 0 4 - 0 1 3

34 2 .7 9 4 + 0 0 8 .0 0 1 - 0 1 3

38 2 .7 9 1 + 0 0 8 .0 0 1 - 0 1 3

4 2 2 .7 9 4 + 0 0 8 .0 0 4 - 0 1 v

4 6 2 .7 9 4 + 0 0 8 .0 0 1 - 0 1 3

SO 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

54 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

58 2 .7 9 4 + 0 0 8 .0 0 4 - 0 1 3

62 2 .7 9 1 + 0 0 8 .0 0 1 - 0 1 3

66 2 .7 9 4 + 0 0 8 .0 0 4 - 0 1 3

70 2 .7 9 4 + 0 0 8 .0 0 4 - 0 1 3

74 2 .7 9 1 + 0 0 8 .0 0 1 - 0 1 3

78 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

82 2 .7 9 1 + 0 0 8 .0 0 4 - 0 1 3

86 2 .7 9 1 + 0 0 8 .0 0 1 - 0 1 3

90 2 .7 9 4 + 0 0 8.0 0 1 -0 1 3

2 2 .4 4 4 + 0 0 8 .0 0 1 - 0 1 i
6 2 .4 4 4 + 0 0 8  0 0 4 -0 1 i

10 2 ,4 4 4 + 0 0 8 .0 0 1 - 0 1 i
50 1 .9 5 1 + 0 1 8 .0 0 1 - 0 1 1
54 1 .9 5 4 + 0 1 8 .0 0 4 - 0 1 1

58 1 .9 5 1 + 0 1 8 .0 0 1 - 0 1 1

62 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1 1
66 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1 1

70 1 .9 5 4 + 0 1 8 .0 0 4 - 0 1 1
74 1 .9 5 4 + 0 1 8 .0 0 1 - 0 1 1
78 1 .9 5 1 + 0 1 8 .0 0 1 - 0 1 1
82 1 9 5 4 + 0 1 8 .0 0 1 - 0 1 1
86 1 .9 5 4 + 0 1 8 .0 0 1 - 0 1 1
90 1 .9 5 1 + 0 1 8 .0 0 1 - 0 1 1
2 9 7 5 1 + 0 0 8 .0 0 1 - 0 1 1
6 9 .7 5 1 + 0 0 8 .0 0 1 - 0 1 1

10 9 .7 5 1 + 0 0 8 .0 0 4 - 0 1 1
14 9 .7 5 1 + 0 0 8 .0 0 4 - 0 1 1
18 9 .7 5 4 + 0 0 8 .0 0 4 - 0 1 1
22 9 .7 5 4 + 0 0 8 .0 0 1 - 0 1 1
26 9 .7 5 4 + 0 0 8 .0 0 4 - 0 1 1
30 9 .7 5 4 + 0 0 8 .0 0 4 - 0 1 1
34 9 .7 5 4 + 0 0 8 .0 0 1 - 0 1 1
38 9 .7 5 4 + 0 0 8 .0 0 1 - 0 1 1
42 9 7 5 4 + 0 0 8 .0 0 4 - 0 1 1

1 004-03 1.634+003 8 .79S-015 2 624+003 4.634-026 
1 004-03 1.664+003 8.794-015 2.634+003 4.634-026 
1 004-03 1.684+003 8.754-015 2.764+003 4.634-026 
1 004-03 1.714+003 8.754-015 2.844+003 4.634-026
1.004- 03 1.734+003 8.794-015 2.914+003 4.634-026
1.004- 03 1.764+003 8.794-015 2.984+003 4.634-026
1.004- 03 1.214+003 8.794-015 1.364+003 4.634-026 
1 004-03 1.244+003 8.794-015 1.434+003 4.634-026 
1 004-03 1.264+003 8.794-015 1.514+003 4.634-026
1.004- 03 1.294+003 8.794-OlS 1.584+003 4.634-026 
1 004-03 1.314+003 8.794-015 1.654+003 4 634-026
1.004- 03 1.344+003 8.794-015 1.734+003 4.634-026 
1 004-03 1 364+003 8.794-015 1 804+003 4.634-026 
1'004-03 1.394+003 8.794-015 1.884+003 4.634-026
1.004- 03 1.414+003 8.794-015 1.954+003 4 634-026 
1 004-03 1.434+003 8.794-015 2.024+003 4.634-026
1.004- 03 1.464+003 8.794-015 2.104+003 4.634-026
1.004- 03 1.484+003 8.794-015 2.174+003 4.634-026 
1 004-03 1.514+003 8.794-015 2 254+003 4.634-026 
1 004-03 1.534+003 8.794-015 2.324+003 4.634-026
1.004- 03 1.564+003 8.794-015 2.394+003 4.634-026
1.004- 03 1.584+003 8.794-015 2.474+003 4 634-020 
1 004-03 1.614+003 8.794-015 2 544+003 4.634-026 
1'004-03 1.634+003 8.794-015 2.624+003 4.634-026
1.004- 03 1.664+003 8.794-015 2.694+003 4 634-026 
1 004-03 1.684+003 8.794-015 2.764+003 4.634-026 
1 004-03 1.714+003 8.794-015 2.844+003 4.634-026
1.004- 03 1.734+003 8.794-015 2.914+003 4 634-026
1.004- 03 1.764+003 8.794-015 2.984+003 4.634-026 
1 004-03 1.214+003 8.794-015 1.364+003 4 634-026 
1 004-03 1.244+003 8.794-015 1.434+003 4.634-026
1.004- 03 1.264+003 8.794-015 1.514+003 4.634-026
1.004- 03 1.294+003 8.794-015 1.584+003 4 634-026
1.004- 03 1.314+003 8.794-015 1.654+003 4.634-026
1.004- 03 1.344+003 8.794-015 1.734+003 4.634-026 
1 004-03 1.364+003 8.794-015 1.804+003 4.634-026
1.004- 03 1.394+003 8.794-015 1.884+003 4 634-026 
1 004-03 1.414+003 8.794-015 1.954+003 4.634-026
1.004- 03 1.434+003 8.794-015 2.024+003 4 634-026
1.004- 03 1.464+003 8.794-015 2.104+003 4.634-026
1.004- 03 1.484+003 8.794-015 2.174+003 4.634-026 
1 004-03 1.514+003 8.794-015 2.254+003 4 634-026
1.004- 03 1.534+003 8.794-015 2.324+003 4.634-026
1.004- 03 1.564+003 8.794-015 2.394+003 4.634-026
1.004- 03 1.584+003 8.794-015 2.474+003 4.634-026
1.004- 03 1.614+003 8.794-015 2.544+003 4.634-026 
1 004-03 1.634+003 8.794-015 2.624+003 4.634-026
1.004- 03 1.664+003 8.794-015 2.694+003 4 634-026 
1 004-03 1.684+003 8.794-015 2.764+003 4.634-026
1.004- 03 1.714+003 8.794-015 2.844+003 4.634-026 
1 004-03 1.734+003 8 794-015 2.914+003 4.634-026
1.004- 03 1.764+003 8.794-015 2.984+003 4.634-026
1.004- 03 1 614+003 2.614-019 1.804+003 3.434-034 
1 004-03 1.644+003 2.614-019 1.$74+003 3.434-034
1.004- 03 1.664+003 2.614-019 1.954+003 3.434-034
5.004- 01 7.084+002 6.254-003 1.374+003 3 304-004 
5.006-01 7.334+002 6.254-003 1 444+003 3.304-004
5.004- 01 7.584+002 6.254-003 1.514+003 3 304-004
5.004- 01 7.824+002 6.254-003 1.594+003 3.304-004
5.004- 01 8.074+002 6.254-003 1.664+003 3.304-004
5.004- 0! 8.324+002 6.254-003 1.744+003 3 304-004
5.004- 01 8.564+002 6.254-003 1.814+003 3.304-004
5.004- 01 8.814+002 6.254-003 1.884+003 3.304-004
5.004- 01 9.064+002 6.254-003 1.964+003 3.304-004
5.004- 01 9.304+002 6.254-003 2.034+003 3.304-004
5.004- 01 9.554+002 6.254-003 2.104+003 3.304-004
5.004- 01 4.124+002 6.254-003 4.774+002 3 304-004
5.004- 01 4.374+002 6.254-003 5.514+002 3.304-004
5.004- 01 4.624+002 6.254-003 6.254+002 3.304-004
5.004- 01 4.864+002 6.254-003 6.994+002 3.304-004
5.004- 01 5.114+002 6.254-003 7.734+002 3.304-004
5.004- 01 S.364+002 6.254-003 8 474+002 3.304-004
5.004- 01 5.604+002 6.254-003 9.214+002 3.304-004
5.004- 01 5.854+002 6.254-003 9.954+002 3.304-004
5.004- 01 6.104+002 6.254-003 1.074+003 3.304-004
5.004- 01 6.344+002 6.254-003 1.144+003 3 304-004
5.004- 01 6.594+002 6.254-003 1.224+003 3.304-004

u 2 ,4 4 1 + 0 0 8.0 0 1 -0 1
! 0 i v 2 .4 4 1 + 0 0 8 .0 0 4 - 0 1

22 2 .4 4 4 + 0 0 8 .0 0 4 - 0 1

26 2 4 44 + 00 8.0 0 1 -0 1

30 2 4 44 + 00 8.0 0 1 -0 1

34 2 .4 4 4 + 0 0 8 0 0 4 -0 1

38 2 .4 4 4 + 0 0 8.0 0 1 -0 1

42 2 .4 4 4 + 0 0 8 .0 0 4 - 0 1

46 2 .4 4 1 + 0 0 8.0 0 1 -0 1

50

Oo-**C.4 8 0 0 4 -0 1

54 2 .4 4 1 + 0 0 8.0 0 1 -0 1

58 2 .4 4 4 + 0 0 8.0 0 1 -0 1

62 2 .4 4 1 + 0 0 8.0 0 1 -0 1

66 2 .4 4 4 + 0 0 8.0 0 1 -0 1

70 2  4 4 4 + 0 0 8.0 0 1 -0 1

74 2 4 4 4 + 0 0 8.0 0 1 -0 1

78 2 .4 4 1 + 0 0 8.0 0 1 -0 1

82 2 .4 4 1 + 0 0 8 .0 0 4 - 0 1

86 2 .1 4 4 + 0 0 8 .0 0 4 - 0 1

90 2 .4 4 4 + 0 0 8.0 0 1 -0 1

2 2 .1 7 1 + 0 0 8.0 0 1 -0 1

6 2 .1 7 1 + 0 0 8 .0 0 4 - 0 1

10 2 .1 7 4 + 0 0 8 .0 0 4 - 0 1

14 2 .1 7 4 + 0 0 8.0 0 1 -0 1

18 2 .1 7 4 + 0 0 8 .0 0 4 - 0 1

22 2 .1 7 4 + 0 0 8.0 0 1 -0 1

26 2 .1 7 1 + 0 0 8 .0 0 4 - 0 1

30 2 .1 7 4 + 0 0 8.0 0 1 -0 1

34 2 .1 7 1 + 0 0 8 .0 0 4 - 0 1

38 2 .1 7 4 + 0 0 8.0 0 1 -0 1

4 2 2 .1 7 1 + 0 0 8 .0 0 4 - 0 1

46 2 .1 7 1 + 0 0 8 .0 0 4 - 0 1

50 2 .1 7 4 + 0 0 8.0 0 1 -0 1

54 2 .1 7 1 + 0 0 8.0 0 1 -0 1

5 8 2 .1 7 1 + 0 0 8.0 0 1 -0 1

62 2 .1 7 1 + 0 0 8.0 0 1 -0 1

66 2 .1 7 4 + 0 0 * 8.0 0 1 -0 1

70 2 .1 7 4 + 0 0 8.0 0 1 -0 1

74 2 .1 7 4 + 0 0 8.0 0 1 -0 1

78 2 .1 7 4 + 0 0 8.0 0 1 -0 1

82 2 .1 7 4 + 0 0 8 .0 0 4 - 0 1

86 2 .1 7 4 + 0 0 8 .0 0 4 - 0 1

90 2 .1 7 1 + 0 0 8.0 0 1 -0 1

2 1 .9 5 4 + 0 1 8.0 0 1 -0 1

6 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1

10 1 .9 5 1 + 0 1 8 0 0 4 -0 1

14 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1

18 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1

22 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1

26 1 .9 5 4 + 0 1 8 .0 0 4 - 0 1

30 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1

34 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1

38 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1

42 1 .9 5 1 + 0 1 8 .0 0 4 - 0 1

46 1 .9 5 1 * 0 1 8 .0 0 4 - 0 1
46 9 .7 5 4 + 0 0 8 .0 0 4 - 0 1

50 9 .7 5 4 + 0 0 8.0 0 1 -0 1

54 9 .7 5 1 + 0 0 8.0 0 1 -0 1

5 8 9 .7 5 1 + 0 0 8 .0 0 4 - 0 1

62 9 .7 5 1 + 0 0 8 .0 0 4 - 0 1
66 9 .7 5 4 + 0 0 8 .0 0 4 - 0 1

70 9 .7 5 4 + 0 0 8.0 0 1 -0 1
74 9  7 5 1 + 0 0 8 .0 0 4 - 0 1

78 9 .7 5 1 + 0 0 8.0 0 1 -0 1

8 2 9 .7 5 1 + 0 0 8.0 0 1 -0 1

86 9 .7 5 1 + 0 0 8.0 0 1 -0 1

90 9 .7 5 1 + 0 0 8.0 0 1 -0 1
2 6 .5 0 1 + 0 0 8 .0 0 4 - 0 1

6 6 .5 0 1 + 0 0 8.0 0 1 -0 1

10 6 5 0 1 + 0 0 8 .0 0 4 - 0 1

14 6 .5 0 1 + 0 0 8 .0 0 4 - 0 1

18 6 .5 0 1 + 0 0 8.0 0 1 -0 1
22 6 .5 0 1 + 0 0 8.0 0 1 -0 1

4 1 .0 0 4 - 0 3  1 .6 9 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .0 2 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4 1 0 0 4 -0 3  1 .7 1 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .0 9 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .7 4 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .1 7 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .7 6 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .2 4 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .7 9 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .3 2 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .8 1 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .3 9 4 + 0 0 3  3 . 4 3 4 - 0 3 4  
4 1 .0 0 4 - 0 3  1 .8 3 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .4 6 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .8 6 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .5 4 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .8 8 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .6 1 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .9 1 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .6 9 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .9 3 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .7 6 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .9 6 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .8 3 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .9 8 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .9 1 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  2 .0 1 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .9 8 4 + 0 0 3  3  4 3 4 -0 3 4  

4 1 .0 0 4 - 0 3  2 .0 3 4 + 0 0 3  2 .6 1 4 - 0 1 9  3 .0 6 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  2 .0 6 4 + 0 0 3  2 .6 1 4 - 0 1 9  3 .1 3 4 * 0 0 3  3 .4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  2 .0 8 4 + 0 0 3  2 .6 1 4 - 0 1 9  3 .2 0 4 + 0 0 3  3  4 3 4 -0 3 4  

4 1 .0 0 4 - 0 3  2 .1 1 4 + 0 0 3  2 .6 1 4 - 0 1 9  3 .2 8 4 + 0 0 3  3 . 4 3 4 - 0 3 4  
4  1 .0 0 4 - 0 3  2 .1 3 4 + 0 0 3  2 .6 1 4 - 0 1 9  3 .3 5 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  2 .1 6 4 + 0 0 3  2 . 6 1 4 - 0 1 9  3 .4 2 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .6 1 4 + 0 0 3  2 .6 1 4 - 0 1 9  1 .8 0 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .6 4 4 + 0 0 3  2 . 6 1 4 - 0 1 9  1 .8 7 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .6 6 4 + 0 0 3  2 . 6 1 4 - 0 1 9  1 .9 5 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .6 9 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .0 2 4 + 0 0 3  3 . 4 3 4 - 0 3 4  
4  1 .0 0 4 - 0 3  1 .7 1 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .0 9 4 + 0 0 3  3  4 3 4 -0 3 4  

4 1 .0 0 4 - 0 3  1 .7 4 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .1 7 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .7 6 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .2 4 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .7 9 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .3 2 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .8 1 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .3 9 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .8 3 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .4 6 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .8 6 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .5 4 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .8 8 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .6 1 4 + 0 0 3  3  4 3 4 -0 3 4  

4 1 .0 0 4 - 0 3  1 .9 1 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .6 9 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  1 .9 3 4 + 0 0 3  2 .6 1 4 - 0 1 9  2 .7 6 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .9 6 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .8 3 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  1 .9 8 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .9 1 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  2 .0 1 4 + 0 0 3  2 . 6 1 4 - 0 1 9  2 .9 8 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  2 .0 3 4 + 0 0 3  2 . 6 1 4 - 0 1 9  3 .0 6 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  2 .0 6 4 + 0 0 3  2 . 6 1 4 - 0 1 9  3 .1 3 4 + 0 0 3  3 .4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  2 .0 8 4 + 0 0 3  2 . 6 1 4 - 0 1 9  3 .2 0 4 + 0 0 3  3 .4 3 4 - 0 3 4  
4  1 .0 0 4 - 0 3  2 .1 1 4 + 0 0 3  2 . 6 1 4 - 0 1 9  3 .2 8 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4  1 .0 0 4 - 0 3  2 .1 3 4 + 0 0 3  2 . 6 1 4 - 0 1 9  3 .3 5 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

4 1 .0 0 4 - 0 3  2 .1 6 4 + 0 0 3  2 .6 1 4 - 0 1 9  3 .4 2 4 + 0 0 3  3 . 4 3 4 - 0 3 4  

1 5 .0 0 4 - 0 1  4 .1 2 4 + 0 0 2  6 . 2 5 4 - 0 0 3  4 .7 7 4 + 0 0 2  3 . 3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  4 .3 7 4 + 0 0 2  6 . 2 5 4 - 0 0 3  5 .5 1 4 + 0 0 2  3 .3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  4 .6 2 4 + 0 0 2  6 . 2 5 4 - 0 0 3  6 .2 5 4 + 0 0 2  3 . 3 0 4 - 0 0 4  

1 S .0 0 4 - 0 1  4 .8 6 4 + 0 0 2  6 . 2 5 4 - 0 0 3  6 .9 9 4 + 0 0 2  3 . 3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  5 .1 1 4 + 0 0 2  6 . 2 5 4 - 0 0 3  7 .7 3 4 + 0 0 2  3 .3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  5 .3 6 4 + 0 0 2  6 . 2 5 4 - 0 0 3  8 .4 7 4 + 0 0 2  3 .3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  5 .6 0 4 + 0 0 2  6 . 2 5 4 - 0 0 3  9 .2 1 4 + 0 0 2  3 .3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  5 .8 5 4 + 0 0 2  6 .2 5 4 - 0 0 3  9 .9 5 4 + 0 0 2  3 . 3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  6 .1 0 4 + 0 0 2  6 . 2 5 4 - 0 0 3  1 0 7 4 + 0 0 3  3 . 3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  6 .3 4 4 + 0 0 2  6 . 2 5 4 - 0 0 3  1 .1 4 4 + 0 0 3  3 .3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  6 .5 9 4 + 0 0 2  6 . 2 5 4 - 0 0 3  1 .2 2 4 + 0 0 3  3 . 3 0 4 - 0 0 4  
1 5 .0 0 4 - 0 1  6 .8 4 4 + 0 0 2  6 .2 5 4 - 0 0 3  1 .2 9 4 + 0 0 3  3 .3 0 4 - 0 0 4  

1 S .0 0 4 - 0 1  6 .8 4 1 + 0 0 2  6 .2 5 4 - 0 0 3  1 .2 9 4 + 0 0 3  3 .3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  7 .0 8 4 + 0 0 2  6 . 2 5 4 - 0 0 3  1 .3 7 4 + 0 0 3  3  3 0 4 -0 0 4  
1 5 .0 0 4 - 0 1  7 .3 3 4 + 0 0 2  6 .2 5 4 - 0 0 3  1 .4 4 1 * 0 0 3  3 .3 0 4 - 0 0 4  

1 5 .0 0 4 - 0 1  7 .5 8 4 + 0 0 2  6 .2 5 1 - 0 0 3  1 .5 1 1 + 0 0 3  3 .3 0 4 - 0 0 4  
1 5  0 0 1 -0 1  7 .8 2 4 + 0 0 2  6 .2 5 4 - 0 0 3  1 .5 9 4 + 0 0 3  3 .3 0 4 - 0 0 4  
1 5 .0 0 4 - 0 1  8 .0 7 4 + 0 0 2  6 . 2 5 4 - 0 0 3  1 .6 6 4 + 0 0 3  3  3 0 4 -0 0 4  

1 5 .0 0 1 - 0 1  8 .3 2 1 + 0 0 2  6 .2 5 4 - 0 0 3  1 .7 4 1 + 0 0 3  3 .3 0 1 - 0 0 4  
1 5 .0 0 4 - 0 1  8 .5 6 4 + 0 0 2  6 .2 5 1 - 0 0 3  1 .8 1 1 + 0 0 3  3 .3 0 1 - 0 0 4  
1 5 .0 0 4 - 0 1  8 .8 1 4 + 0 0 2  6 .2 5 4 - 0 0 3  1 .8 8 4 + 0 0 3  3 .3 0 1 - 0 0 4  

1 5 .0 0 4 - 0 1  9 .0 6 4 + 0 0 2  6 . 2 5 1 - 0 0 3  1 .9 6 1 + 0 0 3  3 .3 0 1 - 0 0 4  

1 5 .0 0 4 - 0 1  9 .3 0 1 + 0 0 2  6 .2 5 4 - 0 0 3  2 .0 3 1 + 0 0 3  3 .3 0 1 - 0 0 4
1 5 .0 0 1 - 0 1  9 .5 5 4 + 0 0 2  6 .2 5 4 - 0 0 3  2 .1 0 4 + 0 0 3  3 .3 0 4 - 0 0 4
2  5 .0 0 4 - 0 1  8 .1 2 4 + 0 0 2  7 .8 2 1 - 0 0 5  9 .1 7 4 + 0 0 2  4 .3 4 4 - 0 0 7  

2 5 .0 0 4 - 0 1  8 .3 7 4 + 0 0 2  7 . 8 2 1 - 0 0 5  9 .9 1 1 + 0 0 2  4 .3 4 4 - 0 0 7  

2 5 .0 0 1 - 0 1  8 .6 2 1 + 0 0 2  7 .8 2 4 - 0 0 5  1 .0 7 1 + 0 0 3  4 .3 4 4 - 0 0 7

5 . 0 0 4 -  01  8 .8 6 1 + 0 0 2  7 .8 2 4 - 0 0 5  1 .1 4 1 + 0 0 3  4 .3 4 4 - 0 0 7
5 .0 0 1 - 0 1  9 .1 1 4 + 0 0 2  7 . 8 2 4 - 0 0 5  1 .2 1 1 + 0 0 3  4 .3 4 1 - 0 0 7
5 . 0 0 4 -  01 9 .3 6 4 + 0 0 2  7 .8 2 1 - 0 0 5  1 .2 9 1 + 0 0 3  4 3 4 4 -0 0 7
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26 6.504*00 8.004-01 2 5.004-01 S.604+002 7.824-006 1.364+003 4.344-007
30 6.604+00 8.004-01 2 5.004-01 9.854+002 7.824-005 1.444+003 4 34S-007
34 6.504+00 8.004-01 2 5 004-01 1.014+003 7.824-005 1.514+003 4.344-007
38 6.504+00 8 004-01 2 5.004-01 1.034+003 7.824-005 1.584+003 4.344-007
42 6.504+00 8.004-01 2 5.004-0» 1.064+003 7.824-005 1.664+003 4 344-007
46 6.504+00 8.004-01 2 5.00&-01 2.084+003 7.824-005 1.734+003 4.344-007
50 6.504+00 8.004-01 2 5.004-01 1.114+003 7.824-005 1 814+003 4 344-007
54 6.504+00 8.004-01 2 5.004-0! 1.134+003 7.824-005 1.884+003 4.344-007
58 6.504+00 8.004-01 2 5.004-01 1.164+003 7.824-005 1.954+003 4.344-007
62 6.504+00 8.004-0! 2 5.004-01 1.184+003 7.824-005 2.034+003 4 344-007
66 6.504+00 8.004-01 2 5 004-01 1.214+003 7.824-005 2.104+003 4.344-007
70 6.504+00 8,004-01 2 5.004-01 1.23S+003 7.824-005 2.284+003 ¿344-007
74 6.504+00 8.004-01 2 5.004-01 1.264+003 7.824-005 2.254+003 4 344-007
78 6.504+00 8.004-01 2 5.004-01 1.284+003 7.824-005 2.324+003 4.344-007
82 6,504+00 8.004-01 2 5.004-01 1.314+003 7.824-005 2.404+003 4.344-007
86 6.504+00 8.004-01 2 5.004-01 1.334+003 7.824-005 2.474+003 4.344-007
90 6.504+00 8.004-01 2 5.004-01 1.364+003 7.824-005 2.544+003 4 344-007
2 4.884+00 8.004-01 2 5.004-01 8.124+002 7.824-005 9.174+002 4.344-007
6 4.884+00 8.004-01 2 5.004-01 8.374+002 7.824-005 9,914+002 4.344-007

10 4.884+00 8.004-01 2 5.004-01 8.624+002 7.824-005 1.074+003 4.344-007
14 4.884+00 8.004-01 2 5.004-018.864+0027.824-0051.144+0034.344-007
18 4.884+00 8.004-01 2 5.004-01 9.114+002 7.824-005 1.214+003 4.344-007
22 4.884+00 8.004-01 2 5.004-01 9.364+002 7.824-005 1.294+003 4.344-007
26 4 884+00 8.004-01 2 5.004-01 9.604+002 7.824-005 1 364+003 4 344-007
30 4.884+00 8.004-01 2 5.004-01 9.854+002 7.82Ì-005 1 444+003 4 344-007
34 4.884+00 8.004-01 2 5.004-01 1.014+003 7.824-005 1.514+003 4,344-007
38 4,884+00 8.004-01 2 5.004-01 1.034+003 7.824-005 1.584+003 4.344-007
42 4 884+00 8.004-01 2 5.004-01 1.064+003 7.824-005 1.664+003 4.344-007
46 4.884+00 8 004-01 2 5 004-01 1.084+003 7.824-005 1.734+003 4.344-007
50 4.884+00 8.004-01 2 5.004-01 1.114+003 7.824-005 1.814+003 4 344-007
54 4.884+00 8.004-01 2 5.004-01 1.134+003 7.824-005 1 884+003 4 344-007
58 4.884+00 8.004-01 2 5.004-01 1.164+003 7.824-005 1.954+003 4.344-007
62 4.884+00 8.004-01 2 5.004-01 1.184+003 7.824-005 2.034+003 4 344-007
66 4.884+00 8.004-01 2 5.004-01 1.214+003 7.824-005 2.104+003 4.344-007
70 4 884+00 8.004-0! 2 5.004-01 1.234+003 7 824-005 2.184+003 4 344-007
74 4.884+00 8.004-01 2 5.004-01 1.264+003 7.824-005 2.254+003 4.344-007
78 4.884+00 8.004-01 2 5 004-01 1.284+003 7.824-005 2.324+003 4.344-007
82 4.884+00 8.004-01 2 5.004-01 1.314+003 7.824-005 2.404+003 4.344-007
86 4.884+00 8.004-01 2 5.004-01 1.334+003 7.824-005 2.474+003 4 34Ì-007
90 4.884+00 8.004-01 2 5.004-01 1.364+003 7.824-005 2.544+003 4 344-007
2 3.904+00 8 004-01 3 5.004-01 1.214+003 1.104-006 1.364+003 7.244-010
6 3.904+00 8.004-01 3 5.004-01 1.244+003 1.104-006 1.434+003 7.244-010

IO 3.904+00 8.004-01 3 5.004-01 1.264+003 1.104-006 1.514+003 7.244-010
14 3.904+00 8.004-01 3 5.004-01 1.294+003 1.104-006 1.584*003 7.244-010
18 3.904+00 8.004-01 3 5.004-01 1.314+003 1.104-006 1 £54+003 7.244-010
22 3.904+00 8.004-01 3 5.004-01 1.344+003 1.104-006 1.734+003 7.244-010
26 3.904+00 8.004-01 3 5.004-01 1.364+003 1.104-006 1.804+003 7 244-010
30 3.904+00 8.004-01 3 5.004-01 1.394*003 1.104-006 1.884+003 7.244-010
34 3.904+00 8.004-01 3 5 004-01 1.414+003 1.104-006 1.954+003 7 244-010
38 3.904+00 8.004-01 3 5.004-01 1.434+003 1.104-006 2.024+003 7.244-010
42 3.904+00 8.004-01 3 5.004-01 1.464+003 1.104-006 2.10Ä+003 7.244-010
46 3.904+00 8.004-01 3 5.004-01 1.484+003 1.104-006 2.174+003 7.244-010
50 3.904+00 8.004-01 3 5 004-01 1.514+003 1.104-006 2.254+003 7.24Ì-010
54 3.904+00 8.004-01 3 5.004-01 1,534+003 1.104-006 2.324+003 7 244-010
58 3.904+00 8.004-01 3 5004-011.564+0031.104-0062.394+0037.218-010
62 3.904+00 8.004-01 3 5.004-01 1.584+003 1.104-006 2.474+003 7.244-010
66 3.904+00 8.004-01 3 5 004-01 1.614+003 1.104-006 2.544+003 7 244-010
70 3.904+00 8.004-01 3 S.004-01 1.634+003 1.104-006 2.624+003 7.244-010
74 3.904+00 8 004-01 3 5 004-01 1.664+003 1.104-006 2.694+003 7.244-010
78 3.904+00 8.004-01 3 5.004-01 1.684+003 1.104-006 2.764+003 7.244-010
82 3.904+00 8.004-01 3 5 004-01 1.714+003 1.104-006 2.844+003 7.24Ä-010
86 3.904+00 8.004-01 3 5,004-01 1.734+003 1.104-006 2.914+003 7.244-010
90 3.904+00 8.004-01 3 5.004-01 1.764+003 1.104-006 2.984+003 7.244-010
2 3.254+00 8.004-01 3 5.004-01 1.214+003 1.104-006 1.364+003 7.244-010
6 3.254+00 8.004-01 3 5.004-01 1.244+003 1.104-006 1.434+003 7 244-010

¡0 3.254+00 8.004-01 3 5.004-01 1.264+003 1.104-006 1,514+003 7.244-010
14 3.254+00 8.004-01 3 5.004-01 1 294+003 1.104-006 1.588+003 7.244-010
18 3.254+00 8.004-01 3 5.004-01 1.314+003 1.104-006 1.654+003 7.244-010
22 3.254+00 8.004-01 3 5.004-01 1.344+003 1.104-006 1.734+003 7.244-010
26 3.254+00 8.004-01 3 5.004-01 1.364+003 1.104-006 1,804+003 7.244-010

34 3.254+00 5.004-01 3 5.004-01 1 414+003 1.104-006 1.954+003 7.244-010
23 3,224+00 8.004-01 3 5.004-01 1.424+003 1.104-006 2.024+003 7.244-010
42 3.254+00 8.004-01 -3 5.004-01 1 464*003 1.104-006 2.104+003 7.244-ÛlO
46 3.254+00 8.004-01 3 5.004-01 1.434+003 1.104-006 2.174+003 7.244-010
£0 3.254+00 8.004-01 3 5 004-01 1 514+003 1.104-006 2.254+003 7.244-010
54 3 254+00 8,004-01 3 5 004-01 1 534+003 1.104-006 2.324+003 7.24S-010
53 3.254+00 8.004-01 3 5.004-01 1.584+003 1.104-006 2.394+003 7.244-010
62 3.254+00 8.004-01 3 5.004-01 1.534+003 1.104-006 2.474+003 7.244-010
56 3.254+00 8.004-01 3 5.004-01 1.614+003 1.104-006 2.544+003 7,244-010
70 3.254*00 8.004-01 3 5.004-01 1.534+003 1.104-006 2.624+003 7.244-010
74 3.254+00 8 004-01 3 5.00Ä-01 1. -'64*003 1.104-006 2.694+003 7.244-010
78 3.254+00 8.004-01 3 S 004-01 1 534+003 l .104-006 2.764+003 7.244-010
82 3.254+00 3,004-01 3 5.004-01 1.714+003 1.104-006 2.344+003 7.244-010
86 3.254*00 8.004-01 3 5.004-01 1.734+003 1.104-006 2.914+003 7.244-010
90 3.254+00 8.004-01 3 5 004-01 1.755+003 1.104-006 2.984+003 7.244-010
2 2.*794+00 8.004-01 3 5.004-01 1.214+003 1.104-006 1.364+003 7.244-010
5 2794+00 8.004-01 3 5.004-01 ¡244+003 1.104-008 1.434+003 7.244-010

10 2.794+00 8.004-01 3 5.004-01 1.264+003 1.104-006 1.514+003 7.244-010
14 2.794+00 8.004-01 3 5.004-01 1.294+003 1.104-006 1.884+003 7.244-010
18 2.794+00 8.004-01 3 5.004-01 1.314+003 1.104-006 1.654+003 7.244-010
22 2.794+00 8.004-01 3 5.004-01 1.344+003 1.104-006 1.734+003 7 244-010
26 2.794+00 8.004-01 3 5.004-01 1.364+003 1.104-006 1.804+003 7.244-010
30 2.794+00 8.004-01 3 5.004-01 1.394+003 1.104-006 1.384+003 7.244-010
34 2.794+00 8.004-01 3 5.004-01 1.414+003 1.104-006 1.954+003 7.244-010
33 2.794+00 8.004-01 3 5.00S-01 1.434+003 1 104-006 2.024+003 7.244-010
42 2.794+00 8.004-01 3 5.004-01 1.464+003 1.104-006 2.104+003 7 244-010
46 2.794+00 8.004-01 3 5.004-01 1.484+003 1.104-006 2.174+003 7.244-010
50 2.794*00 8.004-01 3 S.004-01 1.514+003 1.104-006 2.254*003 7.244-010
54 2.794+00 8.004-01 3 5.004-01 1.534+003 1.104-006 2.324+003 7.244-010
58 2.794+00 8.004-01 3 5.004-01 1.564*003 1.104-006 2.394+003 7.244-010
62 2.794+00 8.004-01 3 5 004-01 1.534+003 1.104-006 2.474+003 7.244-010
66 2.794+00 8.004-01 3 5.004-01 1.614+003 1.104-006 2.544+003 7.244-010
70 2 784+00 3.004-01 3 5 004-01 1.834+003 1.104-006 2.624+003 7.244-010
74 2 794+00' 8.004-01 3 5.004-01 1.664+003 1.104-006 2.694+003 7.244-010
78 2.794+00 8 004-01 3 5 004-011.634+003 1.104-006 2.764+003 7.244-010
82 2.794+00 8.004-01 3 5.004-01 1.714+003 1.104-006 2.844*003 7.244-010
86 2 794+00 S .004-01 3 5.004-01 1.734+003 1.104-006 2.914+003 7.244-010
90 2.794+00 8.004-01 3 5.004-01 1.7S4+003 1.104-006 2.984+003 7.244-010
2 2.444+00 8 004-01 4 5.004-01 1.614+003 1.634-008 1.804+003 1.344-012
6 2 444+00 3 004-01 4 5.004-01 1.544+003 1.634-008 1.874+003 1.344-012

10 2.444+00 8.004-01 4 5.004-01 1.664+003 1.634-008 1.984+003 1.344-012
14 2.444+00 8.004-01 4 5.004-01 1 594+003 1.634-008 2.024+003 1.344-012
18 2.444+00 8 004-01 4 5 004-01 1.714+003 1.634-008 2.094+003 1.344-012
22 2.444+00 8.004-01 4 5.004-01 1.744+003 1.634-008 2.175+003 1.344-012
25 2.444+00 8.004-01 4 5.004-01 1.764+003 !.634-008 2.244+003 1.344-012
30 2.444+00 8.004-01 4 5.004-01 1.794+003 1.634-008 2.324+003 1.344-012
34 2.444+00 8.004-01 4 5.004-0! 1.$14+003 1.634-008 2.394+003 1.344-012
•58 2.441+00 S.004-01 4 5,004-01 1.834+003 1.634-008 2.464+003 1.344-012
42 2 444+00 3.004-01 4 5.004-01 1.364+003 1.634-008 2.544+003 1.344-012
46 2.444+00 8.004-0! 4 5.004-01 1.834+003 1.634-008 2.614+003 1.344-012
50 2.444+00 8.004-01 4 5.004-01 Í .914+003 1.634-008 2.694+003 1.344-012
54 2.444+00 8.004-01 4 5.004-011.934+0031.634-0082.764+0031.344-012
58 2.444+00 8.004-01 4 5.004-01 1 564+003 1.634-008 2.834+003 1.344-012
52 2.444*00 8.004-01 4 .5.004-01 1.9S4+003 1.534-008 2.914+003 1.344-012
86 2.444+00 8.004-01 4 5.004-01 2.014+003 1.634-008 2.984*003 1.344-012
70 2.444+00 8.004-01 4 5 004-01 2.034+003 1.634-008 3.064+003 1.34Ì-012
74 2.444+00 8.004-01 4 5 004-01 2 064+003 1.634-008 3.134+003 1.344-012
78 2 444+00 8.004-01 4 5.004-01 2.084+003 1.634-008 3.204+003 1 34Ì-012
82 2.444+00 8.004-01 4 5.004-01 2.114+003 !.634-008 3.284+003 1.344-012
86 2.444+00 8.004-01 4 5,004-01 2.134+003 1.634-008 3.354+003 1.344-012
90 2.444+00 8.004-01 4 5.004-01 2.164+003 I .534-008 3.424+003 !.344-012
2 2.174+00 8.004-0! 4 5.004-01 1.614+003 1.634-008 1.804+003 1.344-012
6 2.174+00 8.004-01 4 5.004-01 1.644+003 1.634-008 1.874+003 1.344-012

10 2.174*00 8.004-01 4 5.004-01 1.664+003 1.634-008 1.954+003 1.344-012
14 2.174+00 8 004-01 4 S.004-01 1.694+003 1.634-008 2.024+003 1.344-012
18 2.174+00 8.004-01 4 5.004-01 1.714*003 1 634-008 2.094+003 1 344-012
22 2.174+00 8.004-01 4 5 004-01 1.744+003 1.634-008 2.I74+-003 1 344-012
28 2.174+OÖ 8 004-01 4 S 004-01 1.7S4+003 1.634-008 2.244+003 1.344-012
30 2.174+00 8004-01 4 5.004-01 1 794+003 1.634-008 2.324+003 1 344-012

30 3 . 254+00 8 . 004-01  3 5 . 004-01  1 . 254+003 1 . 104-006 1 . 884+003 7 . 244-010
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S IM U L A T IO N  O F  A  L O C A L  A R E A  N E T W O R K  P R O T O C O L  U S IN G  S P R E A D  
S P E C T R U M  T E C H N IQ U E S  B U IL T  ON A  M E S H  T O P O L O G Y  

. . .  - . Theodor os Mastlchiadls
.  >  The City University, London, England :

; • "• Eleftherious Economou
. . . .  ... HellenicTelecommunicatlonsOrganization (OTE), Athens, Greece ¿z . ~ 'i ~~ .

1.0 Abstract

This paper describes a new type of Local Area Network (LAN) as well as software built for its 
simulation. . - - - ■ - ....— r„

The proposed LAN uses spread spectrum (spsc) techniques as a multiple access method. The 
modular, cellular, mesh topology In combination with a passive continuous retransmission of any 
received signal in all directions (flooding routing) guarantees survivability and offers security. 
The synchronization problem has been solved by the use of a separate TDM channel in a 
universal timing system.

For the performance estimation of the LAN simulation, tools have been developed. The required 
software has been designed using MASCOT III concepts and written In SIMULA 87.

2.0 Introduction ;.:ss ... . • . 7  ~ 7  ' "r

Current trends for LANs include the use of spsc techniques [1,2] for their design. Some LANs of 
this type already exist [3] while others are under development [4.,5,8],

An overview of the protocol and the operation of the proposed spsc LAN Is given In section 2. 
Section 3 discusses computer simulation of this LAN, and presents results about the traffic that 
It supports and some topics for future research. Finally some concluding remarks are given In 
section 4.

3.0 Description of the Snsc LAN

The design of the proposed LAN utilizes the following features : mesh topology, flooding routing, .. ~ 
spread spectrum direct sequence (DS) techniques and an Independent signalling channel.

The LAN Is based on a modular cellular mesh topology as shown in figure 1. The same number 
of subscribers can be supported by a variety of topologies of different sizes. Any such topology 
offers many alternative paths between any two nodes. A passive flooding routing scheme is 
used. Every node simply retransmits all Incoming signals along every outgoing link. Thus the 
signal arrives first through the shortest path at the destination, while at the same time a lot of 
echos are also created. These echos act as wideband background noise, they depend upon the 
topology and are absorbed gradually.

The structure of the node Is Illustrated In figure 2. At every node a number of stations may be 
connected, through spsc interface units (spsciu). Because of the spsc techniques used, each 
one can gain access to the network by code division multiple access (CDMA) without having to 
determine In advance If the medium Is Idle, as would required by Ethernet systems. Also the 
combination of the spsc techniques with the packet switching method used allows multiple 
access to the network with low probability of collision or congestion. This results In good 
message delivery time. - ■ •itisauT x iu> C . ,  vumr-- w

The transmitter of the node modulates the data using a high bit rate pseudo-random binary 
sequence which Is a member of a large family of sequences. There Is an one to one 
correspondance between these sequences and the receivers. In this way addressing becomes 
Inherent In the system. Addressing is achieved by choosing the pseudo-random sequence of the

- .... .. ...... ' „ - J v !
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destination for data modulation. After the signal has been modulated, It Is flooded Into the 
network. . . . .  , ~
Every receiving node senses the medium and a locally generated pseudo-random sequence Is 
correlated with the incoming data. If the signal that has been read from the medium Includes 
data that has been modulated with the same pseudo-random sequence and Is synchronized with 
It, then there Is data addressed to this particular receiver. In this case* through the correlation 
process the bandwidth of the Incoming data will collapse to that of the original data signal, so 
achelving demodulation.

Simultaneously with the spsc channels and within the same frequency band a signalling channel 
operates based on an active flooding scheme. Every node, as soon as It receives the 
Information, reads It, processes It and then retransmits It In all outgoing directions. All nodes 
share this channel on a slotted (TDMA) basis. The reservation scheme of the slots by the nodes 
Is permanent and continuous. This TDM channel guarantees the continuous availability of timing 
and synchronization Information, routing Information, Information about the status of the 
subscribers, acknowledgment Information etc.

Survivability Is Inherent to the system. It is achelved by the mesh topology used and by the 
properties of the passive flooding protocol. Through this protocol the LAN acts as a self-learning 
machine that always finds the new topology.

Finally this LAN has a certain degree of security. This depends upon two factors: the 
crypto-security provided by the spreading code, and the physical separation of the users Into 
groups that Intercommunicate through local bridges.

«.J-

f

4.0 System simulation and results

The simulation of the LAN Is under development using the software design method MASCOT III 
(Modular Approach to Software Construction Operation and Test) and the simulation 
programming language SIMULA 87.

Following the MASCOT [7] principles the parts of the system that Is to be designed are 
represented In a data flow form. Each one of them Is named an activity and consists of an; 
Individual module of the software. The data that Is used by the activities Is stored In memory 
areas named pools. Channels Interconnect activities and read the pools.

SIMULA [8] Is an Algol like dynamic discrete event simulation language. It describes the 
sequence of actions In space and time as well as relationships. It creates a time environment 
and It generates In It a pseudo-parallel domain where the various processes run simultaneously.

Figure 3 Illustrates an overlay of the MASCOT machine where the structure of the program and 
a functional relationship among its various parts Is presented. Since this machine Is 
implemented In the SIMULA environment, In a lot of cases, the Implementation of pools Is 
unnecessary. Figure 4 shows the Interconnection of the software sections In the time domain
and their parallel processing environment. _. . .

I
Through this simulation program the performance of the LAN will be estimated.. Especially the 
following will be examined: survivability of the LAN as function of the topology, the required chip 
rate, the bit error rate, the throughput, the created delays, the congestion and collision 
probabilities. . . .

We define the Topology Size Coefficient (TSC) as a function of the degree of the nodes In the 
Sub-LANs, the number of the Sub-LANs and the maximum number of stations that may be 
connected to the node. Figure 5 Illustrates the TSC for topologies that support 480 users as a 

Junction of the traffic (normalised average percentage of time that every station uses the 
created channel) for different values of the required chip rate. The performance of.ail these 
communication channels Is the same and depends upon the Instantaneous traffic load and the

ifM E *
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echos of any particular link or node. As the traffic Increases the performance reduces, In the 
same way for all virtual channels of this particular link or node. The Increase of the traffic 
Influences the noise envlroment because of the echos.

S.O Conclusions. • * - . ' .......; .

An overall description of a new type of LAN that uses CDMA methods has been presented. The 
main qualities of this LAN can be summarised as: almost contention-free multiple access, high -  
throughput, privacy or security, survivability, noise resistant communication, Integrated traffic, 
Inherent addressing capabilities, possibility of grouping of the users In separate sub-LANs 
according to their features and qualities or to their requirements and security demands, 
simultaneous access to the network, low time delays, low congestion probabilities, the same 
performance for all the virtual communication channels within any link.

The performance of this LAN will be estimated through simulation tools.
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a : SUB-LAN interconnecting 
units

B : SUB-LAN 
c : nodes
Fig. 1: The overall structure of the topology
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FIG. 4 ! Parallel processing environment of the annulation system.
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ANTONY' DAVIES -  MAETLXIAAHE 9E0AQP0E .
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CENTRE POR INFORMATION ENGINEARING 

NORTHAMPTON SQUARE 
LONDON ECIV , CK3

HEPIAHYH

Av t t  ̂ e iv a i  q xep iYPa^fj p i ig  vdag o ix o y dvetag Toxixuiv A ix t t j g j v -  
TA.H xpfaR t u v  xpoxe tvopdvuiv t e x v ix w v  6 tevpvpdvou giaapa'OC-A® 
(SPREAD SPECTRUM) 6Cvei a t  6 \a  Ta x a v d \ ta  e x ix o iv u v ia c  axXdTqxa, 
óvvaTÓxqTa TavT<5xP°v rIC ex uxo ivuv  iag ,axoxXe ta T ixd xq xa  (PRIVACY)
^ av.Jpa x a i xpvr.xaacpdkc la  xai. Tqv Càia. axdóooq.O t CTaTtaTixdi; 
ló id T qxe c  xqg xP R ^fpoxo tovpevqg peTaYi»nrq<; xaxdxuv i3e\xttavovv x o -  
Xù rqv puQyaxófiooq (THROUGHPUT) cxo adaTqpa.H axdóoaq(PEREORMANCE) 
■vou avaT^paTog ,o  api.9pd<; t u v  aw dpopqxwv t o v  x a i o Pa9pdg Tqc 
xpoc^epdpevqi; ac^aXeta«; e^apTaxa i axd xqv e x iA o r i Tqg oiXOYd- 
ve ia i; t c j v xojfitxuiv x o v  9a xPR Ptpo^otq9ouv.E  XP^PR oxxixaiv uvaiv 
PeXTLuivet xqv xo td xq xa  avT-fc xqg oixoYdve lag t o j v TA.H vAoxoCqaq 
evdg xdTcuov TA,ae ju<£ t u x <*£<* t o x o \ o y £<i  x \ £ y u &t o <; A iv e t u^qA<5 
pa9pd e x iP lu xn p d xq xa i;.Auxó t o  TA eCvat xaTaXXqXo va xPRPi-HOxot.- 
q 9 e i dxou axaixo-uvxai p txp d  oXoxXqpupdva A ixxva  (INTEGRATES 
N E T W O R K S ) .

A B S T R A C T

This is a description of a new -family o-f LANs. The use o-f the 
suggested spread spectrum (spsc) techniques as a multiple access 
method gives simplicity, privacy or even sequracy, possibility of 
simultaneous communication and similar performance to all the 
communication channels. The statistical properties of the used 
packet switching method improves highly the throughput of the 
system. The performance of the system, the number of the 
subscribers, and the succeded degree of sequracy depends upon the 
selection of the spreading codes. The use of fiber—optics highly 
improves the quality of this family of LANs. The implementation 
of such a  LAN on a mesh topology gives a  high degree of 
survivability. This LAN appears appropriate for small integrated 
(voice, data, etc.) networks.
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1. E j-C a ju j^
To CITY UNIVERSITY £ % c i  p-EYa -̂il tG Topia o tt \v  t e x v o Ao y C a  

•t ic  rX.ri9opopix^c*Iipocr.a-3c3vTac va o w e  i o c p £ p e  i  o t t iv  ava7tTy£r| t u v  
TItXGtVtdVtUV VTTE tO^ASS OTT̂ V GXEdiaGTl vduV TIJTtUV TA f i d  E ld txdc
<p a p ^ o y ^ Q .  A v d ' p - c o d  t o v c  e Cv c l l  x a t r\ n a p o v c a  e p x a o C a . H  e p y a o C a  

a>Tfj adpopa ayvEx(CETat o t o  IIav£7T tOT^pto ASt v̂ u v  a t  o w c p y a o C a  

-L£ t o  CITY UNIVERSITY.
H EpYtxaCa avTi'i aoopd dva vdo t -ot t o TA 7t o v  Z E n z p v d  t ou q  t ie p i-  

optGpoyc 6ia<p<5puv ^¿ri yirapxdvTDV TA x a t n p o o t p d p c  i  v<*ir,Ad ga$pd 
S7iiptaatpdTT}Tac.H AEtTOvpYicc t o v  gaad^ETat ctt v̂  ExpETdAAEvor) 
t u v  TExvtxdiv A 5.Z "a  E7idpsva,TO xe9 aAato 6yo xdvEt p ia  GyvTopT) 
ava6pop.fi o t t v̂  SeaipCa t u v  TA.To XE9aAato x p ia  7i£p l y p d o c  i  t i c  ap- 
xdc xoy axoAoySovv o i TExvtxdc A$.To XE9 aAato z d o o e p a TiEptdxEt 
ra  XKpcxTTipipTixd (QUALITIES) Ta 7tpa)TdxoAAa xa t t t v̂  AEtToypYia 
t o v  vdoy ayTOy TV7:ou TA .TsA txd  cooxE9 dAato 7idvTE EcdrwvTat gx e-  
T txd  avpxEpdapaTa.

2 . ToTitxd AtXTvwpaTa
YETa t o  I960  o t K /Y  dpxtGav va XPH ^^poxolouvTai o tti v  xa- 

•Sp.pEptvfj Qufj.To YCYOvdc ayT<5 AriptoypYEOE t t v̂  avdxxri Y ta  e t u x o i-  
vuvisQ  6c6opdvuv (DATA).Ot e t t l x o iv u v ( ec  dsdopdvuv dxoyv Atapopo- 
T ix d  Xttpaxxr,ptOTtxd a r .6  T tc  £ 7 itxo tvu v t£ c  9u v ^ c »ATia tT o yv  y<jir,AdT£- 
poyc pvcpovc Exaopa^c»dxovv ex 9yOEax; EX7TOp7rdc xaTa pt7idc,6ev 
a^atToyv Exaopafi as 7ipaYpaTtxd XP^V°  x a t 6sv avdxovTat C9dApaTa. 
S ^£ i6 ii dva pEYaXo pdpoc t l ov E7ii x o i v u v twv 6E6opdvuv dat*; t i avTO- 
paTOTto Cp.ot i YP^yEtoy £ iv a i  TOTitxdc ,avc7TTvx-&n*av Ta TA Yt® va xa- 
Ay^oyv t i c  avaYxec auTdc.

Ta TA s iv a t  dCxTua e t . ix o  ivu v  id v  6E6opdvcov xoy dxovv a^d x o i-  
voy x P^p ^UOt t o iriar, t d v  pdaajv,xpTicripo7T0tovv pv^povc p£Ya-
6oar,c (xavu a r .6  1 Y3IT/SZC) , e x t e  (vovTa t c e TJEptoptcpdvEC a^ocTa- 
aEi.c cc.t t 6 0,1 due 10 ZY x a t g vv t ^&ux; E tv a t 16l o x t ^ o  (a  t d v  9opfav * 
7:oy Ta xPRPi'P0^ 0 t0 v v (1 ) • Iw a v T tiv T a t o e  ¡IavE irtaT^pua, E7t ix e  tp tf- 
o e  i-c, cpYoaTaaia xA7r.Av xaL apxi-xa axsAudOTTixav Y>>ct va EC*J7tT|pE- 
Tfjacyv t i c  avaYXEC t d v  ett lx o  1 v u v iu v  o e 6£6<5pEva,ofipEpa Y (vov'cat 
7TpOGTd-3El.EC va £71 tTEVX'&E ( T\ oXoxX^pDGTl TUV 6ia9<5pUV pOP9DV p£Td- . 
Aoaric (TRAZPIC) 9Dvfjc,6E6opdvDV x\7T.

Ta TA aTTOTEAoyv t a t aud e t ii-x o ivw vtaxouc xdpPovc Gvv6E6spdvovc _ “
pETaeV TOVC.0 dpoc T07T0 Xo Y (tt GTIpafVEt TO XP^PL ÔTTO LOypEVO p o v t £- 
Ao GyvA eo t ic  t u v  6 La9 dpuv xdpguv Toy 6 i.xTyov.0 i. TiAdov 6 ta 6£6opd- 
v e c  t o 71o Ao y ( ec  sCvautri t v x o u  aYUYOv,ri t u t io v  aOTdpoc.il t v x ®^1̂  
EOxdpac ( o x ip a  1) ( 1 , 2 ,3 ) .
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H r i r o u  a d r é p a ç  ro roX oY Ía  (4 ,3 )  i x e t ¿va n e v rp ix ó  peraYUY¿a 
aró  órou Çexivouv o i auvó¿ceiQ pe r i ç  re p ip e p ia x iç  povâôeç. To 
p.eyaX-Jrepo rp0ßXr,pa a u r iç  rr iç  ro roX oY Îaç e iv a i  t; G U YH evrpurix i 
rr,ç  p o p p i.ZpriGi poro le  i r a i  auv i^uç  y i a  va uroG rrip iÇe i  iv a  apiSpó 
re p p a n x ú v  auaxeuúv rou  e r ix o iv u v o ú v  pe x e v rp ix ó  cuGTTipa x a ra -  
pepiapoó xpóvov.ErTjv repírrajCT] a u r i  o x e v rp ix ô ç  peraYUY¿ap p ro -  
pe í  va e ív a i x a i t \ p ro a v i xarapep iopoú rou  XP¿vou.

H r o r o X o Y Í a  r ú r o u  ó a x r u X í o u  ( 4 , 3 ) , e í v a i  p í a  a r o x e v r p u r i x i  

ó o p i  ó r o u  x(£-3e x ô p S o ç  ¿ x e i  TT1 á i x i  r o u  v o r ¡p o a v v r i .E u v i -3 u < ;  r a  t \ -  

X e x r p o v i x á  x u x X ú p a r a  (KÁRDTTAPJS) r o u  a r a i r o v v r a i  y k * v a  u r o a r n -  

p i Ç o u v  ¿ v a  r ó r o t o  x 0 p ß o  ó e v  e i v a i  r o X ú r X o x a . E e  ¿ v a  r ¿ r o i o  TA 

t¡ r X - p o p o p í a  a v a p e r a ó í ó e r a i  a r ó  x i p ß o  Ge x 0 p ß o  p¿xP<- to v f e X i -  

x ó  a r o ó ó x r r i . T a  r X e o v e x r i p a r a  r ^ ç  r o r o X o Y Î a ç  a u r i ç  ¿ v a v r i  r u v  

áX X uv e í v a i  ó r i  o í  x 0 p ß o i  p r o p o ú v  v a  e v u ß o u v  p e  ô i r X o u ç  a p u Y O u ç ,  

ò r i  o  a r a i r o u p e v o ç  x p i v o ç  T q v  p e r á ó o a r i  tti ç  r X i i p o p o p i a ç  e í -  

v a i  r p o x a S o p i G p i v o ç  , x a i  ó r i  ó í v e i  o r o v  X P Í aTl ¿ v a  ó u v a p i x ó  a i -  

G r - p a  x c t p u x p o v  r o u  ó i x r ú o u . T o  p e Y ^ X u r e p o  p e  i o v ¿ x r T ¡ p á  r ^ ç  e í -  

v a i  ó r i  r[ ßXdßrj ¿ G r u  x a i  e v ô ç  x d p ß o u  G u v e r a Y c r a i  ó i a x o r i  r o u  

ó i x r u o u .

l ò i a  áXXq a r o x e v r p u p ¿ v T \  r o r o X o Y Í a  e í v a i  t j r ú r o u  ayuyov ( 3 ,4 ) .  
n p t f x e i r a i  Yi-a ¿ v a  r a S r i r i x ó  ó í x r u o  ó r o u  ti r X T i p o p o p í a  ó e v  a v a Y e v -  

v á r a i  c e  xá-3-e x 0 p ß o  aX X á e x r ¿ p r e r a i  x a r á  p i x o ç  ó X o u  r o u  ó i x r ú o u .  

0  r e X i x ô ç  a r o ó ¿ x r r i ( ;  0 ta ß < £ £ E l  tt v̂  r X r p o ç o p i a  xa-3ú<; r e p v á e i . A u r o ú  

r o v  r ú r o v  r o  ó í x r u o  xP'n0’1-^ 0 " 01-^ £ r a ^ r i r i x o ú r  x ô u S o v ç  , r u v  o r o í u v  

o i a ¿ i r o r e  ßXaßri ó e v  e r q p e à Ç e i  r o  ó i x r o o - E '  a v r i  tt ¡ p o p p i  TA e ¿ -  

v a i  e v x o X r i  ti e r ¿ x r a G r \  a e  e n r X ¿ o v  G u v ó p o p r i r i  aX X á Aú g x o Xti t\

X P Í o t ] x a i  ó e ú r e p o v  r a v r ó x p o v a  aYUY'ov.

T¿Xog p ía  áXX^ popp i ro roX oY Îaç ro v  óev v ra x o v e i Ge G u Y ^ n p i-  
p¿voy<; xavôveç e ív a i tj rú ro o  ru xa ío u  rX¿Yparop. A v r i  G xeó iá^e ra i 
G w i^u p  y i a .  va xaXv^ei- g v y ^ h p i p iveç  avaY^eç e r ix o iv u v iú v ,o u p -  
çuva pe r i ç  rpoóiaYpao¿<; ro u  ó ív o v r a i . Erriv rep írruG T i a u r i  x a i 
ra  XP^^^-P0710loúpeva rpuróxoXXa axeô ià Ç o vra i Y ia  va xaXúóouv r i ç  
aváY ^C  ro u  rp o x ú rro u v .T o  peYaXúrepo rXeov¿xrnpa ro u  ¿XE  ̂ c ^ v a i 
ó r i  Xó y w rou  upta rap¿vou u ^ X o ú  ßaöpou rX 'ovaopoú  ro  ó íx ru o  au- 
ró  e ív a i cuv¿-áu<; rX¿ov e r iß lúG ipo .T o  pe iov¿xrr|pa  ro u  v rápxc i' 
Guvi-&u<; ae a u r i  rr^v ro roX oY Ía  e ív a i arairoup¿VTi rcXurXoxórT ira  
ru v  x0pßuv.L!ia  r ¿ r o ia  ro roX oY Ía  XP7!® t poro te i r a i  x a i Grr,v ra p o ú - 
Ga epYaaía.
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0 cuvôtacpdç tt îç  t o h o Xo y Caç paÇC ps Ta xP L^P onotoupE va  npu - 
TdnoXXa Hat t t ,v  p¿-3oóo noXXanXi'iç npocn¿Xacri<; c t o  çua tnd  p¿co a - 
h o t e Xouv  t t -,v  apxtTEHTOVLHT^ TOU TA.Mía notn tXC a OH¿ TÔTOLEÇ CTTpa- 
TT"(Y l h îç  ¿xouv XPncH'^OTtoi^^E í  p¿xpt cnipcpa. Au t ¿<; HpOCçdpOUV CTOV 
XPtI ct t t i ¿va npur¿HoXXo y l ® anÔHTTCTi npocn¿Xacri<; (ACCESS) c t o  c?u -  
c l h 6 p¿ao Hat t o u  ó ív o u v  tt v̂  óuvaT¿TTiTa va EntXuCEt t o  npdßXripa 
tt ]ç cÚYHpoucn.i; (COLLISION) ttîç  TXr,poçoptaç ÔTav h e p l c c ô t e p o ç ■ an¿ 
¿vaç cuvópopnT¿c ÇAt o u v  npAcßaari c t o  .çuctnô p¿co TauT¿xpova. Ot 
Ttto y v “ 0'¿C P¿Soóot E Ív a t :  T) no£xanX^ npocn¿XaCTi pc avtxveuTTÌ 
o¿povTO<; Hat avaYvtßptcq OUYHpovCEUv (CARRIER SENCE MULTIPLE ACCESS 
COLLISION DETECTION) Hat t o  ô tn a iu p a  npdcßaCriç (TOKEN PASSING).
Kat o t 6úo xP~ci-ponotoúvTat pe anoHEVTpup¿v£<; óop¿<;.

K CSMA/Ct> (1 ,3 )  cíuv^-íkix; cuvavTctTat pe t t ,v  TO-oXoYÍa t u h o u  a - 
YWYOÙ.EacCÇETat CTr,v p¿$oóo ennopni'ii; ALOHA. I lp tv  o X P i^fLC  npo- 
CTta-Si^cct va e h h ¿p^ e i  o h o u e t t o  nav<£Xt,va ótantC TÚ cet e lv  e ív a t  
HaTE tXr¡pptvo. Av <5ev  E Ív a t h c t e  tXr.ppitvo r\ nX-poçop Ía  EHn¿pnETat.
Av E Íva t HaTE tX^pytvc t ò t e  H £ptp¿vet ¿va av-Saíp£TO xpov^HÓ 6 tá -  
CTr.pa Hat npocna-SsC ¡(avá.ZCvat ¿puç óuvaT¿ ce  ¿va EHTETap¿vo a - 
f j j y ó  ap '  ¿voç pEV X¿y u  " riÇ HaóuCT¿pr¡CTiQ CTr,v ó táóoari t o u  a ^pa- 
T o ç .a ^ ' ET¿pcu 6 e X¿yw  " o u  PU PEÓe v l h o u  anatTOup¿vou XP^vou y l ®
T7JV aváYvaxJri t o u  9uatnoú p¿<?ou va óqpioupYTV&£ C c v y x p o v a T \  t t |<; 
nXt|p0 9op Caç nou e h h ¿pne t ¿vaç xpi^TEÇ Hat t o u  nax¿Tou nou ¿x£t 
t'Íót ) cxn¿p¿Et ¿vaç aXXoç xP fa 'U C  Hat 6ev  ¿9SaC£ andpa c t o v  npÚTo. 

'O rav cupßa ivE t r| c ú y h p o u c t i auT^ ¿Xa Ta EpnXsxòpEVa p¿pr| ap¿cu<; ; . 
EYHOTaXE Í-OUV TTJV E HHO pHT̂  , HE p t p¿VOUV ¿Va TUX®Co XPo v tH¿ ôtaCTT}- 
pa Hat EHavaXapßdveTat t i ò ta ó tn a c ia  EHnopwfc.

H p¿C'OÓo<; pe ótnaCupa Hpöcßacrp; (1 ,3 )  ¿Cvct e Xe y x ^ pev t i npo - 
cn¿Xacq c t o  9uctn¿  p¿c o v .A u t ¿ ¿ x^t cav anoTÓXscpa va pq napou- u- Ve'‘
c tá¡(£Tat t o  npdßXripa i r \ z  c ú y h p o u c t k  t u v  nXr|p0 9 0 p tú v  ¿Tav n e p te -  t : 
CÒTEpot an¿ ¿vaç X P ^ 'R * :• C u 'oúv TauT.¿xP0VT1 Trpoc-¿XaCTi ot o  c p v G i -  

h ¿ p ¿ c o v .'O rav o x P ^ t t K  ent-SupEÍ va £HH¿pci)£t ¿va nan¿TO h Xtíp o -  
q)opttüV,HaTaXapgávE t ¿va EXcu-Sepo TOKEN. E ' auT¿ t o  TOKEN aXXaÇEt 
TrjV HaTáCTatr'í t o u  an¿ e Xe ú -Sep ti  c e  h o t e iXtíp ¿vt i Hat npocapTá t o  
nan¿To t o u . 'ETCt ó t xa Cupa XPÌcrÌC t o u  HavaXtoú anoHTdt o XPi1GTTlC 
o h  ¿t e  unápxe t e Xe ú ^ ep o  TOKEN.H p¿-3oflo<; auT^ XPR01- pono t£ ÍT a t CTtç ^ r 
t o h o Xo y Ceç  t ú h o u  aYUYOu Hat óaxTuXCou. ^

H EHtTpoHT^ IEEE 802 ¿ x t i  npoßcC otti  t u h o h o Ct ic t i t u v  Httpanávu - -Pf 
PE-&ÒÓUV HpOCH¿XaCT\í PE OXETLHÔÇ CUCTÄCEtp. ....... .. ' " "

Z X C  t o u  nap¿vTO<; Y ÍvovT a t t t oXXô ç  HpocuâôEtEÇ y ^® TT)V Se Xt Cu -  
an Hat Tov axptßi^ unòXoYtcpd t t i<; andöocri«; t u v  6 ta 9 ¿puv TA, t o v
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cxcótacpd v¿uv xpuxoxdXXuv avyxpoMiO'pov,E££Úpear| aXYOpídpuv ópo- 
poAdYRCriç (ROUTING) ,tov. xadoptcpd vduv xoxoXoYtuv xXx. Eri erri ç ¿va 
dXXo xeóiTo ¿pEuvaç ctrv iòta xeptoxi tuv TA eivat ti oXoxÂ puCTi 
tuv 6ta9dpujv popoúv xivr|Cr>Ç xdvu a t ¿va TA.

3 .  A £ X ^ S _T e );v  t x ú v  A_t£U£U}i¿vou i ù c p x T o ç

LIe tt,v XPRari "wv TExvtxúv Ai y »vsxat pia evteXùç ôiaçopE- 
TiM^ xpoa¿YYtan ct-v ExtXucn tou xpopXdpaToç xnç xoXXaxXfo xpo- 
CxdXaanç ce ¿va TA.Zùpçuva ps Ttç TEXVtxdç aux¿<; t o c  ht e px 5 pe v o 
çdepa ôteupuveTat,n xuxvÔTnç EvdpYEiaç a ' auxd pEtuvsxat xat dXot 
oi cuvôpopnxdç XPR^P0" 0 L0̂ v TauTÔx?ova trv iòta XEptoxi tou ça- 
CpaTOç aXXá o xIOe iva; axd auTOÙç p¿Cu ev<5ç ótacpopeTtxoú xúótxa 
(cx^paTOç).H pddoôoç auT^ ETtTp¿xc't tt(v xauxdxpovn xpoexdXaen cto 
çuatxd p¿co xoXXúv cuvópopnxúv (ücXXaxXfi irpocT^Xacq Atavopd¡<; Ku- 
ótxúv - miAX (CODE DIVISION MULTIPLI ACC2SS-CDL1A.) .xpocçdpst éva 
ßa-dpd aCodXs taç ctt,v ót££aYup¿vn extxotvuvia tou eÇepTcltai axd 

TOV XPDP^pC'O tOÚpEVO XÚÓ t Xa , ¿Xe L T”v iòta aXÓÓOCn Hat UHauâTîlTEÇ 
EÚpscnc tou axoôdxxou y *- et dXouç touç ôtaûXouç etti ho ivuv iaç.

H pE t'ueq Tnc xuxvdxnTaç TTK tCxùoç (PGV.UR SPECTRUM DENSITY) yC- 
vetct p£ xauxdxpovn au<;n0R tou xaxaXappavopdvou çdcpaxoç £vú,n ex- 
xEpxdpEvn texuç ótaTnpqVat CTct-j£pá (cxñpa 3).Zuvdiduç auTd ExtxuY- 
xávEcat p£ xoAAaxAaCtaapd tuv ÓEÓopdvuv pe ¿vav uvnR°"£P°u pudpoú 
pExdôoanç vnçtctxd xúótxa (CHIP RAT2).H T£pa TÍpa Exxopxñ tou ad,- 
paTOç cto çuatxd p¿ccv cuvr'Duç Etvai cvaXoYixd¡ pe XP^PR ótapdpou- 
CT-ç çdanç.

To cxdpcc 4 6 e íx v£ t U1*® axXoxotr,p¿vn poppig evdç xopxoódxxn Y ut 
¿va cúcTr,pa s x ix e tv u v taç A i.xa d ú c  sx tanç  x a i t o  XP~a i  pot t o toúpevo 
çdepa .To e x ip a  5 xapouatdÇEi tt,v ó ta ó tx a C ta  a v ix v cucnç t o u  e t t i-ó u-  
Ptitoú c^paToç xa t ardppte^nç avexi^úpnTou.H  xupaTopoptpi^ 6 l e ú -
puvcr.ç t o u  çaCpaTOç E iva t.dTox; xpoavaçdp-ônxE,¿vac; taxdg xúól- 
xaç uvnXoú cxETixá pudpoú peTàôocr,ç. Iuvd¡$u>£ o xù ô ixa ç  auTdç tC -  
v a i p ía  4>euóoTuxotía ó ia ó ix n  axoXou^ía tou pTiopEÍ va avaaapax ^ e ^- 
Zt t eió t 'í c e xá-S-e avTar.oxpiTT^ avTiCTO ix£ C 6 uaçopETixdç x ù ô ix a ç , ry x Pm“  
ar \  auTÚv tuv x u ó ix ú v  aTOTEXsí ¿va c t o ix £ ^° avaYvupícsuv tuv aao- 
óextúv x a i c u v e t ù ç  e x  i  Xe xt i xdç 6uvaT<5Tr,TEÇ.STtE i6 ^  o api-S-pdi; tuv 
cuvópopriTÚv xa t n xo tdxriTa  x a t o ôtaxw ptapdç tuv e x tx o tv u v ta x ú v  
ótaúXuv E^apTdTat axd to xococxd op-SoYuvtdTnxaç tuv xp R ^fpo ^o t”  
oupdvuv xuótxúv ( tö td x r.T a  t o u  auTocucxETtapoú (AUTOCORRELATION) 
xa t ETEpocucxETtcpoú (CROSSCORRSLATION) , t j  e x l Xo y V¡ Tr(ç otxOYdvEtaç 
tuv xuótxúv xou da xPr(0^HOTC°tTV&e £ cívat xoXú xpi'ctpTi.rta va s x t -  
T£uxd£¿ n uXoxot'ncn Evdc T¿TOtou ex i xo t vuv t axoú cuCTdipaToç.dva
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£XXo xoXú Xe t t <5 Kai óúoxoXo GT\pzCo E Ív a t ri ExCT£ui;r| t o u  ö u y x p o -  "4 

vtapoú.O  o u y x Po v  t - o ^ ô ç  T p ix E t va e t l t £u x 9e C acp'Eviç ji ev  oto  e t C- 
t e ô o  t o u  xíúótxa,ór¡Xaó^ 0 avaô"tuoupYoùy.£voç o t o v  ó íx t t i xa t 0 

Xap.ßavip.£VOQ xTôtxaç va e fv a t  os çàori,<5co x a t ers znCnzào CHIP.
T 1 a Tr,v ETÍTEu^n TOU auYXPov LOpoú é y .o v v  oxEótacXTEÍ xoXXoC a . \ y  6 -  

pt-'&'p.oi v.ai xpajTixoXXa.K iti9oôoç auT^ t o u  xsptYpauTTiXE ovouocÇe -  
T a i Te XVix ^  AtEupuvGTiç OàopaTOç Zu v e x o u ç  AxoXou9iaç -  AOZA 
(DIVERT SSQüZECS-DS). Ex t o ç  çl t . 6  auT^ uxápxouv x a t ó tápopot d \ -  

\o  t it i9 o ó o t AO <5t c j ç  EiTvat T) PRZ3USHCY EOPPIirR pi9oôoç xXx. To 
cx^pa 6 TapcuctaÇEt t o  ax“ paTtxá ÓtáYP&Ppa e v <5ç t u t l x o ú  t o u t o u  
xa t ó íx t t i ev ôç  CuOT^jiaTOç AOZA.To cx^pa 7 ÓEfxVEt iv a  Tuxtxd 
0Ú0T-^a E T tx o iv u v túv CDHA.Ta (5 ) ,  (6 ) ó ívouv  \ iCa. z to  EjiTEptCTa- 
Top.ivri T£ptypaoi^ t l j v  xapa~(£vu).

A i YU TU)V tô t  OTT̂ TCJV TUJV TE XV L XCJV AO T] ipEUVa OTTJV TEptOX^
t ú v  aauppáTuv ÔtxTÙa'v xa x iT u v  ix £ t  xaTEu9uv9cC e £ oXcxXipou 
GT"v ExitE-TàXXEUori t ú v  TEXvtxiúv AOZA (7 ) ,evú  TauT¿xP°v ti t e Xe u -  
Ta ía  àpxttJE va TapovaiaÇETat ^ (a  t p o c t <£9e ta  va e t e x t o -Souv  o t 
T E xv tx iç  auTiç OT" V auTopaTOTto Crarj t o u  Ypaçe (o u , piOtd Tr,ç Oxc- 
ô ia o -ç  TA.Zra T X a ta ta  auT iç  t t i ç  x Cv v lc v q avaTTÙX'-ZXE xa t tj ~a-  
pc-joa EpYoaia.

4 . £££¿ I£££ í TOH_¿j£2T£ iY £ rá v£'u_a0'7: lH0^ AtxTucu A ts io u vo rç
OáoaaToj
H Tapoúaa zpyzaCa xEptYpâçst iv a  TA t o u  az oÙYxptorç px 

Ta aupßaTtxa pTopz C  va 9£ii)pr19Et aav t p u t ô t u t o  a o 'E v iç  pev Xìy u ) 
t iuv  tôtOT^Tuv Ttav xPrlffLpO"OLoypít'wv t e XVtx tjv  AO ,aç'ETipou 6e 
XÍYW TTIÇ TOTOXOYÍüC TOU Xa t TLÜV XPZC tpoTOtoupivtuv TtpUTOxdXXuV.
Ot xuptEç tôtdTTiTEç t o u  s iv a t  e t  t ß tejo t pÓTT^Ta, aaçaXE t a j XOAAc t X^ 
TtpoCTiXaari xuP^C cÙYXpouan t t .i; xXr.poçop (aç (COUTSUTION PRES 
HULTIPLE ACCESS)»u^-X^ ôtiXEucrr) (THROUGH PUT), e t txo tvuvC eç  av- 
^E X T tx iç  OTOv 9ipußo,oXoxXr;pupivr) xiv^O ri ( INTEGRATED TRAPPIC), 
xa t e v ô o y e v e îç  ôuvaTÔTTiTEç ETtXoYic t o u  avTaToxptT fj.

A u t ô  to  TA ix E t  xaTaoxEuaOTE C az \iCa t o t o Xo y ta  t û t o u  Tuxatou 
t Xíypoc to q  (ox 'ipa  16) x a t xP"nCT*• porro t e i  iv a  TpuTixoXXo t ú t o u  ô tâ -  
X^criç (PLOODUTG) .K'auTT^ t t i oxEÔtaari E Ív a t c Cy ° u p ° ¿ f t  to  OTÌiaa 
■9a cpdávEt TávTOTE OTOV Tpooptcpó t o u  açou Çavaôtax^ETat o e xà - 
9 e x<5p.ßo.Av Hat t o  tô a v tx ô  ç u o tx i p.ioo t - v  u Xo t o ît io t i t o u  ô t -  
XTÚOU aUTOU E iv a t Ot OXTtxiÇ CvEÇ ETEtÓfí Tpooçipouv iiEYiiXo ça - 
opa EXTO^tT^ç xa t x aPriM  £^ao9ivtori,ti>CT<5oo u ropE Í va xP R ff'-P ^o t- 
t i9e (  x a t oiioa&JVLXÔ xaXùôto.

- " ■ ■ '  -P V - y' -
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E e  x d $ E  x d p p o  a v T i 0 T O i . x e C d v a ç  0 u v ô p o p r | T i f a . r i . a  t ^ v  e x i x o  tv a > -  

v C a  p E T a v u  t o u ç  x p 1".*7 up -o t i o t o - J v - r œ l  6 u o  e l ô i û v  7i p ü > T d x o A A a ,  a u a a  n o u  

g a o C Ç o v T a i .  o t o v  ¿ ¿ x o r , - x a i  a v i a  x o u  p a a t Ç o v r a t  o t o v  7t o h t c <5 . H u A o -  

ï to C ïio r ,  x a i  t u v  d u o  a u T Û v  7rpcoTOxdAAu)v fiaaC^zzai at l ç  T e x v t x d ç  A $

EA.'Orax; xpoavaçdp-S-vxE xd-Se xop-dç 6 i.apopçuv£ i  T7tv xAripoçopCa 
xprio «poxoitüVTaç p ia  «¡/c u ô o t -j x ®^® ô ta ô ix i^  axoAoySCa Evdç v <1>t \ \ 6 - ! c -  

pou py$pou ôudôocrriç (CHIP R A IS).H  axoAou-&Ca auTî'i e iv a i  pdAoç 
p tdç  o txoYdve uaç v~5 : vAj v  zou ^apovCiaÇc t u4>r,Ad auTOOuoxcTcopd 
x a i xapRAd STEpo0y0xE T i0 pd.TdTOi.o 1. vxSô ix e ç  e iv a t  o t AeYdpEvot 
X P ' j o o C  xwdtxeç (C-OLD CODES) , 0 1  axoAou-3Î£Ç' ^ é f L O r o v  pdxouç 
CûAXIirjLI L Z l ' G I H  SEQUENCES) xA z .K a T ' apx^v xa-5e ddxTTiç Aap;3dvEi . . 
XpT|Oi-po~Oi(jvTo:ç dva o u y x e x p ipdvo xiddixa and ay-r^v Trçv o txo Y d vc ia  
xoy axoTe Ae î  t - v  TauTdTrçTa t o u  e v  \ 6 y u )  ôdxTr,.Sdv o zopzdç Exzdp- 
( i£ i xPR^^r10750 iw vraç t o v  xu>ôi.xa t o u  azoddxTTi Tdt e  d x °,Jli£ XPi^R 
rpuToxdAAou zou paOÎÇETat o t o v  azoôdxTq. HdS-E ddxTTiç axoue i 6 ;a p - 
xûç to  cpuOixd pdaov.LlCa T o z ixd  zapaYdpEvri (¡»EUÔOTUxaia axoAov$ta 
o u o x e t CÇETa t p£ Ta eiOEpxdpeva dEÔdpsva.Av ot o  XapJîavdpEvo odpa 
vzapxouv deôdpeva zou xaTEuOuvovzai a ' a uzdv t o v  azoôdxTTi t 5t e  Sa 
£avaôr,iuoupYiY& £ C  t o  apx txd  oi(pa 0tt i xavovux^ Toy popç^.Edv o z o p - 
zdç XPT"lt7LP0" 01-':1ac t Yla  TTtv EXZOpZTÎ TOV KJÔtXa TOU 5dxTT} TOU TdTE 
¿XoypE zpuTdxoXXo zcu ¡oaaiÇETai 0 t o v  zopzo.Sdv dvaç azo<5dxTr,<; Sd- 
Aeo  va zapaxcXovSr.OE 1. auT^ t t .v  e x z o pz'd, T5t e  avTtxa-SuOTd zpooojpivd 
t o v  xdô ixa  t o u  ExzdpzovTOÇ.XaTd t o v  Tpdzo auTd Yta  OVVô eOT) 
o io u ô ^ t o t e  Çeû y o u ç  cuvôpop^TÛv ôqptoypYouvTai. E iô txoC  E x ix o tv u v ia -  
x o C ôCayA0 1  t o u  -5a uzdpxouv pdvo xazd Tr,v ôidp'XEia tt iç  E xzopzfc .
A u  TT) ri i ô i d T r , T a  x d v s  t a u T d  t o  ô Cx t v o  x a T d X X r j X o  y *-cc o X o x X - p u p d v e ç  

p o p ç é i ;  x l v r , 0 r , ç  ( Z . ' I I G E A I S D  I E A Z F I C  ) .

I ld p a v  t o u t o u  Ta a u p jS a T tx d  TA z C v a i  71cA u EuaLO-âriTa 0 t o v  -^ d p y p o .S T O i  

a v  0E  ¿ v a  OÛOT-pa -o X X a T X ^ ç  T p o 0 T d \a 0 r , ( ;  x a T a p £ p L 0 p o u  x P ^ v ° u  (IS 1IA )  

UTtapCet p t a  pi-T^ -Sopupou 1̂  X e y x d ç  3 < 5 p u p o c , a u T d  -Sa d x EL C a v  a T O T é-  

X s a p a  Tr,v ar.uiXEia tt ,ç  TXr;p c ç o p i r a ( ; . r i . a  v a  a vT i.pE T iin i.0T E C  a u T d  t o  

- pdpXrppa ^ -3-a x p é r . z i  v a  y C v z L  X P u a r l pe-S-ddcy a v C x v e ‘u H-at ô i - d p -  

-S-ojOr.Q OçaXpaTiuv ( ERE OR CCRRSCIICIÎ Airû D E IS C IIO ÏÏ  1 S I H 0 D S )  i \  -&a x p d -  

t ï e  1 v a  y ( v ^ i  ETavdXr,4jTi t t \ z  E X T O p zd ç  (ACKîiO'iVLEDGItiEîï'T PROCEDURE). 

Z T îaxdX oy^ o auTOu E i v a i .  t i p e l u o t i  ttiç  ô t iX e u P P . i ;  t o u  <5tX T Û o u . Zt o  n p o -  

T E L v d p o v o  TA t i XPD0T1 (♦ 'eu d oT u xaC u v a x o X o u -5 u u v  tt \v  d tapdppü xrr i  

t u j v  ÔEÔopdvojv ÔTipioupYeC fiCa ç u o tx V Î  7 ip o 0 T a 0 C a  t t i ç  u X i ip o ç o p C a ç  a n d  

T d T o t a  ç a i . v d p £ v a . H  T C id T r ,T a  a u T ifc  t t ] ç  x p o O T a o C a ç  e ^ a p T a T a t  a n d  T a .  

X a p a x T r , p i 0 T t x d  t t i ç  X PZ P•-P̂o t t o t o t j v t i c  o p d ô a Q  x u ô ’. x u v .
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Ex e v ó ^ o cuPXETtop.<5<; xou 5opúpou t̂e xqv x o x tx á  xapayó^Evq axo- 
Xou5Ca z C v  a i ntxp<5<;, -q TípdtCn "tou auaxeTto^oú oxov ó¿xxq t oov óúo 
OUXtJV OqiláxUV OÓqyE C PE Jltá 6 tEUpUVOq XOU xXaXOUC "OU 5opúpou xa t 
uxoptPaop.6 xqq xuxvdxqxag xqq taxúoq xou 5opúpou.

'Eva <£XXo xoXú ouotóóEi; x̂ paHXTipi.Pxt.xó xou xpoxs tvoji£vou TA e  C- 
vai T\ etu¡3iüjaip.(5xTixa.AuxV¡ Extxuyxávexat \iz óúo xpdxouq.

a. H XP",3 - ¡¿ex otcúpsvq xcxoAoyía eívat xúxou xX¿yp.axo<; iíe  axo- 
xúXeppa va óqptoupysC pía 9 'j o l x t ^ aopáXsta ¿vavxt oxctaoóúxoxE pXá- 
Pq<; xou 9uotxoú ¡i¿oou \<5yw TqQ xoAAaxAdxqxac xuv ótaópúptjv î£xaqú 
xo;;xoú-ó£xxq.Avxt5Exa ffxa ouv^5q TA xou sívat xúxou aycjjyoú óaxxu- 
Xíov  ̂aoxúpa úva xúxoto xpdpAqpa -3a óq’riLOupyoúoE 6taxoxt̂  xqq cxt-f *
x o t v w v í a q .

P. To TA E p y á Í E X a t  p.s ¿ v a ^ x p a r r c x o A A o  x ú x o u  ótáx*JOq<;.Auxc5 ¿x^<-  

o a v  O u v í x s t a  x o  o q p a  v a  9 5 á v s t  o x o v  x p o o p t a p ó  x o u  ax<5 6 t a p o p s x t - •' 

x ¿ q  ó t a ó p o p ¿ < ;  x a t  o x e ó ó v  x a u x d x p o v a »  'A p a  u x á p x e  t a 09á \ E t a  ¿ v a v x t  

pXápqQ o x q t c u ó ^ x o x E  x<5p.pou.

E x x ó q  6'pug a x á  x q v  E x t p t c j O t i i d x q x a  x o u  E y y u á x a t  x o  <5xt 5 a  p 5 á -  

o e i  t i x A q p o o o p í a  o x o v  xp o o p to p .< 5  x q q  x a t  x o  y E y o v ó q  <5xt ó e v  5 a  zC- 
v a t  q  x J tq p o c p o p íá  x a p a n o p 9topúvq , q  X P mo t1 ~tjv  XEXVtxtúv A5 ó t v s t  x q v  

ó u v a x ó x q x a  v a  a 09a \ t 0x s C  q x X q p 09o p í a  x a t  ax<5 x q v  v x o x Xo x t 'í s £ a -  

P9a A t £ o v x a q  ú x o t  x o  a x d p p q x o  x q c  s x t x o t v a j v  C a g .  0  p a c p á q  x q q  e x l x u y -  

X a v ó ’pE vqq azg íXz ixg E ^ a p x á x a t  a x ó  x q v  x p v x x a P p á X e  t a  x o u  x a p ¿ x ^  t q 

X p q C t p o x o t o v ^ E v q  o t x o y ú v E t a  x t i i ó t w j v .H  a a o á X s t a  a u x q  s í v a t  E v ó o y c -  

v q q  c x o  c v o x q ^ a  x a t  x a p £ x £ T a t ’ C " o v  £ ó t o  pa5p<5 o e  á X c v q  x o u q  t f t v -  

ó p o p q x ú q  X' - ’P Í Z  v a  a x a t X E t x a t  q XPH07! CTttxXífov Ou Cx e u ÚC ^ áXXou  

u A t x o ú . A u x á  E X a x x ú v e t  x o  x d o x o q  x a t  x q v  x o X u x X o x < 5 x q x a  x o u  e v  Xáyw  

TA o e  a - j y x p ía r ¡  p£ áX X a TA .

ExC x X ^ o v  xtov x p o q Y o v p ^ v u v  t ó t o x q x c u v  x o  x p o x E  t v d p s v o  ó t x x x o  

¿ \ z i  x q v  ó v v a x á x q x a  x q c  xavx<5xpovq<; xpoox¡fX aO q<; x u v  o w 6 p o p .q x u iv  

o x o  < ¿ ¿ 0 0 , x ~ p C g  x p o tx a  v a  x p í x s t  v a  o . - o g a . a C a o v \ >  s á v  ai>x<5 E Í v a t  x a -  

X E tX q p it í ív o  ¡ 5 x t , x a t  X^P^C T J x á p x et  o 9<5Po q  x q i;  OVY^P^vcqi; x q q  

x X q p o c o p í a q . P . v x á  E x t x u Y x á v s x a t  p á o s t :

a .  TxtQ x e p tY p ct9 £  tO aq ¡íe 566o u  axcJppt^q«; x o u  5 o p -¿ p o v  x a t  E x t -  

XoYuC x o v  e x t 5 u p q x o ú  07^'p.axoc.

p. Tqq tó tóxqxag  xou x a'4i'i'>l-0ú EXEpoouaxoTtojioú xa t u^qXoú au- 
xoauoxEXto^oú, Xó' fu)  xqc oxo ía i; o ó¿xxq<; 5eü j peC oxotoófíxoxE of¡p.a 
xou óev 9¿pEt xov xúA txa  xou ótapá^Et sxE Ívq xq oxtYiiTl <?av 5<5pupo.

Y. Tov uxoPtPaO (i<5 xqq toxvoq xou OT'iiiaxoQ oxov eXáxtaxo óuva- 
xá.Xáyw ofjpxtxoi; npog 5<5pupo xuP^C va xa^e t q xXqpo90pta.



A v x d  ¿ x e t -  tfccv a x o x d X E O p a  ccç ' e v d ç  m U o í X P^P'C C  v a  p x o p o v v  v a  

Xpriffup.or.0 t ,ovv  t o  ó íx x v o  x a v x d x p o v a  pe  x a p d p o i a  a x d ó o a r i  dXuw x u v  

ó  i.avXojv ,a c p ' e x ¿po v  ó e p r ^ E v i x d  XP<$V°  a x o a x o X f c  x o v  c - ^ p a x o ç . ï ï  a x d -  

<5o o t \ a v x ú v  x u v  ó c a v / w v  E ^ a p x á x a t  a x d  x o v  a v v o X t x d  a p t v p d  x u v  X P ~~  

a x ú v  x o v  E x x d p x o v v  x a v x d x p o v a  x a t  p E ic ú v s x a i .  x a 5 (y ç  a v x d ç  a v C á v s x a t .

Káxi, á \ \ o  ti ov EÍvai. <££1.0 xpoaox ic  e ív a i o v x o Xo y tapdç xuv XPB-  
a ipoxo icvpEvcjv pv5p¿v pExâôoariç o c  ¿va TA xcv xPTl0 >-'rioxo te  C x e x v i -  
x ¿q A i ZA.Zx t ¡v  xEpwxxuari avxfí,o  avvoXi-xdç ^pv5pdç pExâôoaTiç E^ap- 
xáxau axd xovç x s p toptapovç xov çva txo v  p¿aov pExâôocriç x a i ¿ x i 
axd xa x c p a xxxp ta x ixá  x a i xi.ç ôvvaxdxrix'Ei; Exxopxfc xwv xdpß uv,dxtvç 
avpß a ivE i pE xa avpßaxixa ó íxxva  xpoax¿XaCTi<; xaxapEptcpov xpóvov. 
Zav xapáÓEiYpa axo BTHZP.NBI xov Xe l x c v p y e í pE ¿va pv5pd p£xáóocrt<; 
10 LI3IT/SEC E Ív a i ava^xaío xá-j£ xdppoç va Exxdpi^Et oxov pv5pd av- 
x<5,¿axcj x a i sv ot avàxxEç xov xdpßov xEpto p ÎÇ ovxai oc ACya BITS/ 
SZC-Avxi^íxax; axa A i ZA x o x ix á  ôCxxva.o pv5pdç p£xá¡5oCT)<; e Cv a i xo 
á5potapa xov Exipdpovç pv5pov p£xá<5oar|<; Evdç Exáaxov x d p ß o v .'Exai. 
o c  é v a  avaxripa H A K  e ¡xv  vxo5¿aovp£ d x i xo avvcX ixd  çopxCo E Ív a i 
16 CHIP/SEC x a i d x i ¿xovpE 1 CO cvvópoprtx¿<; ,xdxE o xá5s ¿vaç axd 
avxovç 5ev  exxdpxEi. axo 16 CKIP/SZC aXXá pdvo axa 10 ITBIT/SEC. Av- 
x<5 c r¡pa ív£ i d a i o í xdpßoi Evdç x¿ xo io v  ôuxxvùpaxoç sCvai. EvxoXd- 
XEpo va xaxacxEvaaxoyv xa t d x i 7} ló ió x ^ x a  avxTÍ oe  aw dvaapd pe 
x~v p¿5oóo pExaYCJY^C tu v  xax¿x(vv (PACKET SWITCHING) Pe Xx u v v e u  axo 
p¿Y>-axo X7(v axoxEXsapaxix^ axd<5oa:i xov p¿aov.

5 • ZvpxEc áa u.axa
H xapovaa epyaoCa r.cp lóypiióc ¿va v¿o xvxo TA xov XPT1<JI>P0~ 

xot sC Xe XVix ¿ ç A i ZA,¿xet xoXX¿i; x a t xpuxdxvxEÇ LÔi-dx^xEÇ x a i ¿vav 
v4<r,Xd ßa-5pd s x tß uixnpdxriTaç xov xo xávE i xoXv x io  xaxáXX^Xo Y>-a 
ELÔuxdç EçappOY^Ç cxd xa vxápxovxa TA.Zxri avv¿ xa ia  avxi^ç xr]ç epy c í-  
oCaç ^a fCvci vxoXoYtapdi; x t )<; axdóoaric avxoij xov TA p¿au povx¿Xüjv 
E^opoiüjariç o e H/Y x o v  5a vXoxo tr\5ovv ps xx,v yXúoca. SEíULA.

6 . Bvxapi-ax faç
Z a x á  x v p i . o  XdYO 5 a  f í5E X a v a  e v x a p l a x ^ a o )  x o v  A p .  O t x o v d p o v  

x o v . C a v E x i o x T i p í o v  A5r,vúv y t a  xr ,v  o v a i a a x t x ¿ ¡  x o v  ßo7^5Et a , x uç s v 5 a -  

p v v a E L ç  x o v , x a  ax<5X ia x o v  x a i .  x i ç  6 i o p 5 ú C £ uç x o v .Bx ío t iq  5 a  f¡5E X a  

v a  e v x Œ p ia x d ia t j  x o v  xa5riYTixi^ r . i i X o x v x p o v  x o v  n a v e x t a x T i p C o v  A 5 r iv ú v ,  

x o v  ßo^5rjOE xriv v X o x o ír ¡a i i  x t îç  a v v s p Y a a i a ç  x a -v  A v o  x a v e x i a x T i p í u v  

x a t  ¿ x a v s  ó v v a x ^  xt i a v v ¿ x i .a r i  x x ç  e p Y a a C a ç  a v x ^ ç .
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MòvxeXono IriCTTi evóq Néou TOnou T o m x o ù  Aixtùou YnoXoyiptOv 
ae yXwaaa SIMULA pe XP^R tuv. apxùv Tnq MASCOT

9.MaaxixiPSnq. City University 
E. Oixovópou. Tpijpa flXnpocpop i xhq n a v e m a T n p  ( ou A3nvóv

nEPIAH'i'H: Ettiv napoùaa epyaala nep i yptupena i évaq véoq
Tùnoq ToniKou S iktù o u unoXoyiaTÙv (TA) nou xPRa 1 Mono i e i ttiv 
t e xv i Kfi BieupOvasus (póapanoq yia ttiv npóaBaan ato péao. H 
Sopnpévn. kuujeXXoe 1 5fiq TonoXoyla Tuxalou nXéypaToq cte
auvSuaapó pe Tnv na3nTixh EnavEKnopnii xàSe XapBavopévou 
anpaToq npoq óXeq Tiq xaTeu3ùvaeiq 1 e^aacpaXiqei B icjai pÓTrixa 
Kai aatpdXeia. 0 auyxpoviapóq EniTuyxóveTai ps xnv xPRcm evóq 
X^picTToO KavaXioù Siatpeanq x p ó v o v  (TDM), péaa ae éva svialo 
nepiBóXXov xP°viaU°ù- ISiaÌTepn épipaan SlSenai annv
aneiKóvian t o u auaTfipaToq péaui t u v apxùv Tnq MASCOT III 
npoKEipévou va ytvei npoaopo tuan t o u pe ttiv yXùaaa SIMULA.

Abstract: This paper describes a new type of Local Area
Network (LAN) that uses spread spectrum (Spsc) techniques 
for medium access. The modular, cellular, mesh topology in 
combination with a passive retransmission of any received 
signal in all directions guarantees survivability and 
security. The synchronization is achieved by a separate time 
division channel (TDM) in a universal timing system. Special 
attention is given to the presentation of this LAN using 
MASCOT III principles for its simulation via SIMULA 
programming language.

i . E iz A r a r a

Oi aùyxpoveq t ó se i q annv ypacph t o u Xoyiapixoù eniBdXXouv 
ttiv xpAan u e 9ó S(jv nou BaalqovTai ctttiv ayeSlaan ave^apTfiTuv 
npoypappàTwv nou auvepyóqovTai (object oriented programming). 
H ipiXoaoipla auTij etvai iSialTepa anoTeXeapaTixh annv 
neplnnuan nou anaite Inai va napaaTaSoùv noXOnXoxa auaTijpaTa 
nou epyóqovTai ae npaypaTixó xP°vo (Real time Programming).

Tia ttiv i xavono t nan aunoù tou cttóxou avanTùxSnxav ctttiv 
AyyXla n MASCOT [ 1 ] xa i ottiv NopBnyla n SIMULA [ 2 ] . Etuv 
napoùaa epyaaia SlSovnai :

- pia aùvTopu nepiypaipij Tnq MASCOT xai Tnq SIMULA.
- n nepiypacph evóq véou TÙnou TA nou XeiToupyel ae 

TonoXoyla Tùnou nXéypaToq (Mesh Topology) xai XPR^1P°noie 1 
TExvixéq Aieupùvaeuq ipóapaToq (Spread spectrum techniques) 
(3,4).

- éva povTéXo npoaopo l uianq auToù t o u TA. ónou (patvETai 
nuq npoypàppaTa ae SIMULA pnopoùv va axeSiaaToùv péam Tnq 
MASCOT. Bóae i o u t o ù t o u povTéXou 3a ypaipe l t o Xoyiapixó yia 
va unoXoyia9el n anóSoan t o u TA.

i
i Tevixa yia t o v  unoXoyiapó Tnq anóSoanq evóq TA 

axoXouSoùvTai oi ê ijq péSoSoi:
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i - KaiaaKEufi pa9npax i kou povxdAou Kai entAuau t o u , pdaou 
unoXoy icxTfi •

- ripoaopo i wan t uv XeiToupyiwv tou auaxhpaTog pe ttiv 
Boh9$ia eiSixcov Y^wcrai*>v npOYpappaxlapou.
Zxhi pd9oSo npoaopotuang nou nep i Ypdpexa i SnpioupYe Ixai dva 
Xpovik6 nepiBdAAov pdaa ctto onoto npoaopoiwvexai n 
XeixoupYia, ae npaYpaxixd XP6vo> tou npog e^Taan TA.

j . . . . . . . .

; 2 .  n E P ir P A iH  TOY TOniKOY AIKTYOY
■

To npoq npoaopotuan TA ¿xe 1 Ta axd\ou9a xaPaKTr>P iot i xd : 
TonoXcyia xunou nXdYPaxog, SpopoAdynan ximou Sidxuanq 
(Flooding routing), xexvixdg Sieupuvaeuq pdapaxog auvexoug 
axoAou9iaq (spread spectrum direct sequence techniques) xai 
aveidpTnxo xavdAi anpaxoSoatag .

To TA Baal^exai ae pia xonoAoYla xunou nAdYPaxoq 
xuweAAoeiSouq popphq dnug cpalvexai ax6 axhpa 1. Ze xd9e xdpBo 
xng xonoXoYiag auvSdexai dvaq api9pdg xPnaxuv. 0 ^¿Yioxog 
api9pdg xP'HO't uv nou xo TA pnopel va unoaxnpl^ei Sev elvai 
axa9ep6g xai e^apxbxai and xo p^Y^Sog xai xa xaPaKTr!PlCTT 1 K<o 
xou YPcnp^MOfog (graph) nou axhpaxl^exai. Exai o auxdq api9pdg 
auvSpopnxuv pnopel va unoaxnpix9e( and pla noxiXia xonoXoYiwv 
pe Siapopexixd pey^Qn, xaPaKTriPlcrT i xd xai xipdg xuv
napapixpuv xoug. Avdpeaa ae Suo ono i ouaSiinoxe xdpBoug undpx^ i 
¿vag api9pdg and Siapopexixdq SiaSpopdg.

H SpopoXdYnan y Iv e t c u  pdap evdg npuxoxdXXou na9nxixhq 
Sidxuang xai avapexdSoanq xou ahpaxog pe unoSiatpean xnq 
laxuoq xou (passive flooding). Exai xd9e xdpBog anXd Siaxdei 
xnv eiaepxdpevn evdpyeia opoidpoppa npog dXeg xig e^dSouq xai 
xriv exndpnei. Kaxd auxd xov xpdno xo ahpa p9dvei axov 
npoopiapd xou, npuxa and xov auvxoppxepo Spdpo evu xauxdxpova 
5np i oupYouvxa i noAAdg avxTix'^e i g (echos). Auxdg oi a v x n x ^ E  1 *5 
aupneoipdpovxai aav 9dpuBog eupelag ^uvng xou xavaXiou
(Wideband background noise). 0 api9pdg xoug xai n iaxug xoug
e^apxdxai and xnv xonoXoYla xai anoaBdvovxai axaSiaxd.
\

Zxnv eixdva 2 palvexai n Baaixh Soph evdg xdpBou. H
auvSean x pv xPhaxpv ae auxdv y ^ etoi pdap MovdSpv AiaauvSeang 
Aieupuvaepg idapaxog ( spread spectrum Interface units). APyp 
xqg xP^oqg xuv Texvixuv Aieupuvaepq idapaxog xd9e axa9pdg,
XPnaiponoiuvxag xnv Me3oSo noXXanXhg npoandXaang pe Sialpean 
xpSixa, pnope l va anoxxiiaei npoandXaan axo Slxxuo x^pl? va 
Xpeid^exai va yv w p 1^ei av TO Micro elvai xaxnXeippdvo h dxi , 
dnpg aupBaivei axo nppxdxoAAo CSMA/CD.

0 nopndg xou auvSpopnnh Siapopppvei xa SeSopdva
xpnaiponoipvxaq peuSoxuxaieg SuaSixdg axoAou9leq upnAou 
pu9pou pexdSoang, nou eivai pdAn pidg peYaAuxepnq oixoYiveiag 
axoAou9ipv. Ze xd9e XPhaxn avxiaxoixsl xai pta and auxdg xig 
axoAou9ieq. Me auxd xov xpdno Sev xPEid<(exai SiaSixaala 
anpaxoSdxnang Y la t o v npoaSiopiapd xou anoSdxxn, Sidxi o 
anoSdxxqg ¿xe i xa9opiaxel and xov xiiSixa nou XP’H0'1 Mono i h9nxe

i

I
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YVa„TT|V S lapöppojan. Ta S i apopcpuphva SESop¿va exnhpnovTai axo 
SIk t u o . E e x ö 9e povöSa SiaauvSeanq SiEupuvoEuq pöapaToq o 
5£ktt)q aKOÜEi auvixE la phaw t o u xöpßou t o SIx t u o . Mta T o m x ä  
SnpioupYoupevn aKoXouSla auyKplvExai pe ttiv eiaepxöpevn o t o v  
xöpßo EvipyEia. Av auTfi n evipysia nsp^xei ahpa t o onolo 
¿Xe 1 5 1 apop<pu9e ( pe ¿va auyxpovitrpävo avTiTuno Triq T o n u ä
Snpioupyoupivnq axoAou9(aq t ö t e t o ahpa aneu9uveTai o t o v  
auyKEKpip^vo Söxtti xai auTÖpaTa eniTUYXbvETai ti

anbxuSixonolnan xa i n epcpävian t o p apxtKou pnvupaToq.
iII
: TauTÖxpova pE Ta xavöXia nou XeiToupyouv pe xpban 

TEXvixüv SieupuvaEuq (pöapaToq xai ctto (Sio ipdapa auxvoThTuv, 
Xe i t o u p y e I ¿va xaväAi noAAanAhq npoanöAaanq pe Sialpean 
Xpövou (TDM) nou eSunnpeTEl avöyxsq anpaToSöTnonq. OAoi oi 
xöpßoi xai oi xpbcTEq poipö^ovaai Tiq xpovixöq axiapöq' (time 
slots) auToü t o u xavaAiou, ßöaei piöq povipou npoxa9opiap£vnq 
Pe 9ö 5o u . M¿â JJ auTou unöpxEi auvöxEia SiaSöaipn o t o S(x t u o 
xö9e anaiToöpEvn nAnpopopla xP°viapou, SpopoAbYnanq fl axETixh 
pe tt)v Ahvn evöq ahpaToq. H SpopoAöYnan o t o  xavöAi auTö 
ßaaiqeTai ottiv p£9oSo TTiq e v e p y o u  Siäxuanq (active flooding 
method). AnAaSh x ö 9e xöpßoq pöA i q Aäßei ttiv nAnpocpopla ttiv 
S iaßäqei, ttiv ene^spYä^ETai xai ttiv enavexnöpnei npoq öAeq 
T iq  eEdSouq.

Ta xupia A o m ö v  xaPaKTr>p iar i xd t o u S i x t u o u etvai n 
En i ß i uo i pöTriTa . oi pixpöq xa9uaTephaeiq xai n pixpii 
ni9avöTnTa auYKpoüanq Tnq nAnpoipop 1 aq . Oi iSiönnTEq auTfq 
e(vai eauTEpixöq o t o  auaTnpa. A u t ö oipelAeTai o t o v  auvSuaapö 
Tnq TonoAoylaq Tünou ^A¿YpaToq pe Tiq iSiöTnTeq t o u 
Xpnoiponoi o u p evou npuTOxöAAou na0nTixhq Siöxuanq es auvSiaapö 
PE Tiq TExvixiq SieupOvaeuq cpaapaToq .

3. X A P A K T H P i m K A  THE MASCOT
I

H MASCOT (Modular Approach to Software Construction 
Operation and Test) anAonoiel ttiv avöAuan, axeSlaan, YPaph 
xai ¿Ae y x ° t o u Aoyictpixou auaTnpöTuv nou AeiTOupyouv ae 
nepißöAAov npaypaTixou x p ö v o u . EiSixÖTEpa n MASCOT anoTeAel:

- Mia pe9oSo TpnpaTixfiq ^poa¿YY icrnq o t o xTiaipo, 
AeiToupYta xai ¿Ae y x ° t o u Ao y i c t p i x o u.

- Eva ptao napouataanq Tnq axsSlaanq t o u npoYPöppaToq.
- Mia p£9oSo axESlaanq t o u Aoyiapixoü.
- Eva Tpöno XTiatpaToq t o u AoYiapixoO u c t e va elvai 

aupcpuvo pe Tnv axsSlaan.
- Eva pfao exTöAeanq t o u XTiaShvToq AoYicxpixou ukjte n 

Soph nou axeSiöoTnxE va pnope( va napaxoAou9n9el x o t ö Tnv 
exxöAean.

- Eva e p y o Ae Io yia t o v  ¿Ae y x ° t o u AoYicrpixou a e axiari pe 
Tnv Soph nou axsSidaanxe.

Elvai iSiaiTÖpaq anpaalaq annv napoualaan Tnq axsSlaanq n 
ixavöTnTa Tnq MASCOT va Se Ix v e i Tiq TauTöxpovsq npöSeiq xai 
Tnv poh t u v  SeSopövuv avöpeaö Touq. Mla öAAn iS iöttito Tnq 
iSlaq anpaalaq aanv peSöSo auTh elvai n ixavöTnTa va 
xa9opl^ei Ta Siäipopa p£pn Tnq npoq axsSlaan Sophq xai va



- 4 -

I
i

anoaùvSéei to éva anó t o ó XXo . Au t ó énnpea^ei Tóao ttiv Sopij 
óao Kai t h v  ctottiy i Kf) eXéYXou Kav oSnYe1 ere pó popipfi 
"TexvoXoy laq pe e^apThpaTa" napópoiaq pe Touq àXXouq Tùnouq 
pnxaviKfiq. Etcu Kó8e Tpfipa éxe i Ta S ikó t o u xapaKTnpi g t i k ó 
Kail Touq SiKoùq t o u nepiopiapoùq o t o nou Kai nujq pnopet va 
auvSeSet pe àXXa TpftpaTa.

! To Kùpio OTOtxe lo aTnv MASCOT etvai ó t  i n poh t u j v  

SeSopévuv péaa o t o  aùaTnpa, anó t t i v  SnpioupYta Touq anó 
Kàno i o x P fia T r i f i aiaSriTfipa péxpi Tnv TeXiKfi x P fia r> Touq anó 
k ó t o i o  aTa0pó e^óSou, eXéYXETai anó opàSeq KoppaTiùv 
XoYicrpiKou nou ovopó^ovTai SpaaTnpi ó t h t e q (activities) k g i  

XeiToupYoùv TauTóxpovo. Aunéq Tono8eToùvTai ano x P°v i kP neSlo 
anó éva XeiToupYiKÓ aùaTnpa nou auvhSujq ovopó^enai nupijvaq 
Tnq MASCOT (MASCOT KERNEL) Kai t o  onoto uXonoietTai ano t t i v  

YXwaaa npoYPappaTlapoù nou éxei eniXeYet.

Tia t t i v  SiaKÌvnan t u v  SeSopévuv avópeaa aTiq 
SpaaTnp i óTnTeq xPW'MonoioùvTai oi nepioxé«; AeSopévwv 
EvSoeniKoivuvtaq IDA (Interconnection data areas). Auréq 
SiaKptvovTai ae Suo KaTnYopteq ara KavóXia (channels) k g i  

aTiq SeEepevéq (Pools) Ta KavóXia xapaKTnp 1 qovrai anó t t i v  

uavÓTTiTa Touq va SiaBó^ouv Tiq SeEapevéq, evù oi SeEapevéq 
ano t t i v  iKavóTnTa Touq va ano8riKeóouv Ta SeSopéva.

H MASCOT napéxei Suo Tpónouq napouataanq Tnq axeStaanq. 0 
évaq etvai pe eiSiKÓ aùpBoXa Kai o óXXoq pe we u SokùjS i Ka .

* St o axeSióYPaupa 3 tpalvovTai oi Tpónoi naooualaanq tujv 
SpaaTnp i otùtujv , Senapevùjv koi KavaXiùv aTnv popcpn tujv e i S ikùv 
aupBóXujv.

4. XAPAKTHPiniKA THE SIMULA

H YXùaaa npoYpaupaTlapoù SIMULA BaatqeTai aTnv YXùaaa 
Algol 60 Kai axeSiàaTnKe Y la va SieuKoXùvei Tnv entXuan 
auv8éTuv npoBXnpóTujv npoaopo(uonq. Pia Tnv peXéTn TéToiujv 
npoBXnpóTujv etvai avaYKaia n Siatpean t o u npoBXijpaToq ae 
auTóvopa TphpaTa. Au t ó ytveTai pe Tnv Boij8eia tujv KXóaeujv 
(classes) nou etvai auTOTeXetq evóTnTeq npoYPÓppaToq nou 
nep i YPéxpouv Tnv XeiTOupYta EexupiaTùv TpnpóTujv t o u 
npoBXfipaToq .

K à8e KXóan pnope t va Snp i oupYficre i avTtnuna t o u eauToù Tnq 
pe 5 1apopeT i Kéq Tipéq aTiq peTaBAirréq . Ta avTÌTuna o u t ó 
ovopóqovTai opoióTuna (objects).

H napaYUYfi xai auvùnap^n opoioTùnuv piaq KXàanq etvai éva 
aKÒpn xaPaKTriP1CTT1kó Tnq SIMULA. Ee entneSo npoYPÓppaToq 
npoaopo ( ujanq t o u  auaTijpaToq ae \X ù o o a SIMULA etvai anapalTnTn 
n guaxéTian peTa?ù t u j v  opoioTùnuv KÓ0e KXóan«;. H auaxéTian 
auTij y I v e t o i  aTov x^oo (Linked lists) Kai g t o v  xpPvo (Time 
sequence). 0 KaSopiapóq xPOvlKfi? npoTepaióTnTaq xapaKTnp 1 1
Ta opoióTuna t u j v  KXóaeujv aav SiepYacrleq (processes). H 
eKTéXean t u j v  SiepYaaiwv Ylverai «re éva npi-napaXXnXo (quasi-
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paralled) nspiBdAAov.
i

EiSixdxspa, 6aov acpdpa ttiv npoaopotuan, n y^-Oaaa SIMULA 
SiaSdxEi Suo e i S i ^ q  xAdasiq: Tnv xAdan SIMSET nou elvai 
uneu9uvn yia Tnv 5 i apdpipwan ptaq axoAou9taq an6 SiepyaatEq 
Kaii ttiv xAdan SIMULA nou etvai uneu9uvn yia t o v  x P°vik6 
npqypappax iap<5 t u v  SiEpyaaiwv.

H emAoyfi Triq yAOaaaq SIMULA yia va uAonoiston XoyiapiKou 
nou axeSidaxnxe ps ttiv MASCOT ¿yive yia xouq napaxdxu Adyouq:

j  - Etvai axeSiaapivn Oaxe va eEunnpexet avdyxeq Sopnp¿vou 
npoypappaxlapou.

! - Exe i axETixci anAdq Kai yevixfiq popipfiq Sopdq.
: - Etvai apxexd SiaSsSopdvn Kai srpappd^exai pE 

anoxE-Asapax i k 6 Kai aaipaAfi xpdno cte noXXouq unoXoyiaxiq.
| - Etvai npoaavaxoAiap£vn npoq xiq SispyaatEq ¿xai tiaxe va 

aneik o v t<^exai KaXuxepa xo npdBAnpa.
, - Exe i auaxnpd Kai aacpfi XEKpnptuan (Documentation).

: 5. nEPirPAiH MONTEAOY nPOEOMOISEHI

To auaxnpa npoaopotuanq nou SnpioupyASu k e axeSidaxnxe 
,axoAou90vxaq xiq apx^S xnq MASCOT. 0 nupfivaq MASCOT Baataxnxe 
ndvu SIMULA, axnv onota ypdipxnxs Kai o anaixoupsvoq KuSixaq.

i
Onuiq cpatvsxai axo axApa 4 xo auaxnpa npoaopotwanq 

anoxEXslxai and xiq e£fiq Spaaxnp 1 6 xnxeq :
- Anpioupyta xnq xonoXoytaq (Spaaxnpidxnxa 1)
-  Anpioupyla xuv SsSopAvuv K a i  xou afipaxoq Sleupup¿vou 

(paapaxoq (Spaaxnp 1 dxnxa 2).
- Anpioupyta xou xavaAiou anpaxoSoataq (Spaaxnpi6xnxa 3)
- MnxavicrM(H  Sidxuanq (Spaaxnp 1 6 xnxa 4)
- Adxxnq (Spaaxnpidxnxa 5)
- Mnxaviapdq unoXoyiapou andSoanq xai EKximuan 

(Spaaxnpidxnxa 7  xai 0 )
K(A9e pla and auxAq xiq Spaaxnpidxnxsq anoxEXstxai and ¿vav 
apiSpd xAaaewv.

Exo axnpa 5 BAdnoups xa opoiAxuna xwv xAdasuv nou 
anoxeXouv xiq Spaaxnpidxnxeq xou xpfipaxoq Exnopnfiq va 
Xsixoupyouv xauxoxpova. To xpfipa aux6 uXonoiE txai and xov 
auvSuaapd xujv Spaaxnp i oxfixuv 1,2.3.4. H XP°VIK,D auax^Tian xuv 
Spaaxnp i oxiixmv auxuv, ytvexai an6 xouq pnxciviapouq xnq SIMULA 
Kai napiaxdvexai ana xnv Spaaxnpidxnxa 6. H Spaaxnpi6xnxa 
auxfi etvai o nupnvaq xnq MASCOT.

Il
| To povxdAo aux6 npoaopoluanq 9a XP^^1ponoin9et yia xov 

unoXoyiapd xnq anoSoanq xou auaxiipaxoq. EiSixdxspa 9a 
unoXoylaxouv:

j - H npoaipepdpsvn sniBiuaipAxnxa.
- Oi BdAxiaxeq Siaaxdaeiq xou S i k x u o u.
- Oi Ka9uaxepAaeiq.

i - H ni9av6xnxa auyxpouanq.
- H ni9av6xnxa xopsapou.

! - H andSoan xou (puaixou pdaou. <
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To anaiToupevo chip rate.
O pu9p6q acpaXpdxwv (BER) .
H Klvpap nou pnopei va unoaxppl^ei K.X.n.

6. 2YMTIEPA2MATA

Expv epyaala auxfi napouaidaxpKe ¿vaq vioq xunog T.A. Kai 
p (i)iAoaocpia nou aKo\ou9h8pKe yia xpv peA£xp xpq andSoapq xou 
p£aw epyaAetwv npoaopo(u a p g .

To Ton 11<6 auxd A(kxuo napoua idqei u^pAd Ba8pd
e m  B uoaipdxpxag Kai noAu piKpdq Ka9uaxepiiae i q axpv dqnEn xou 
appaxog axov npoopiapd xou. H m S a v o x p x a  auyKpouapq xpq 
nAppoipopiaq etvai pixph Kai e^apxdxai Kai and xpv yeupexp i Kii 
kaxavoph xuv xP'naT<jjv.

H peAtxp xpq andSoapq yivexai pe xpv KaxaaKeup ei5 ik u v  
foyaXeluv AoyiapiKoO. Ta epyaAela auxd ax^SibaSpKav pe xPhcni 
jv apxuv xpq MASCOT axpv SIMULA. M£aw auxuv xbao p 

,eni B iuaip6xpxa 6ao xai xa Xoina x,:,POKTTiP 1CTT 1 xd t o u  S i k x u o u  9a 
unoXoylaxouv.

■ E u y a p l a x (eg

Oi auyypacpelq eni9upouv va euxap laxpaouv xov Ka9. A 
Davies xou King's College London xa8uq Kai xouq Ka9pypx£q K. 
KapoupnaXo Kai T. iiXoKunpou yia xpv aupBoAii xouq axpv 
uXonolpap auxfiq xpq epyaalaq.
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ABSTRACT
The topology and die protocols o f a  novel type o f local ansa netw ork (LAN) are presented. The 
suggested  m esh topology is designed a s a s e t o f intenxm im unicating graphs. This LAN u ses spread  
spectrum  techniques as m ultiple access method, in order to achieve sim ultaneous access to the network 
with a  b w  probability o f co/tisbn. The LAN is characterised by modularity. survNabitity, security and a 
re/atrveN  b w  bandwidth o f the physical channel. Param eters tha t influenoe die b p o b g y and die tra/fb  
b a d  o f such a  LAN are exam ined, and estim ates presented  o f the tra ffb  capacity a s a  functbn o f the 
num ber o f subscribers.

1. Introduction

Current technological trends in design ol Local Area Neti/orks (LANs) include the use of spread spectrum 
(spsc) techniques (1.2). Some LANs of this type already exist (3), while others are under development (4,5,6). 
All these are based on a bus structure. Although they have the advantages of the Code Division Multiple 
Access (CDMA) method, which includes simultaneous access to the network by many subscribers, privacy or 
security, similar performance of all the created "virtual'' communication channels etc., they suffer from lack of 
survivability. Survivability is important in cases where uninterrupted operation Is required.

The LAN proposed in this paper aims to improve the survivability by means of a fully distributed structure using 
a mesh topology with separate sub-LANs and by distributing the signals at each node for onward transmission 
by means of a passive flooding protocol.

The paper is organised as follows: In section 2 an overview of the proposed topology and the Hooding protocol 
is given. Section 3 presents a power analysis of the nodes and gives estimated results of the number of users 
as a function of the traffic load that this LAN can support. Further estimates ol the performance of the LAN (not 
presented here) have been based on simulation using the Simula 67 language (7). Conclusions are presented 
in section 4.

2. Description ol the Spread-Spectrum LAN 

2.1 The Topology

For survivability reasons a fully distributed architecture is suggested lor the LAN. A mesh topology has been 
chosen, Involving multiple routes between any node. The routing of signals around the network is based on the 
concept of passive flooding. This means that the incoming signal at any node is distributed equally to all the
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outgoing ports for onward transmission in such a way that the total incoming power is greater than the total 
outgoing power. In principle this implies that the process is a passive one although in practice amplifiers may 
be needed, because of line impedance matching requirements. Clearly such a passive flooding procedure 
results in numerous signal echoes being transmitted around the network (comparable to multi path distortion 
radio communications). However, the choice of the spread spectrum technique provides immunity against 
delayed echoes of signals, enabling the synchronised signal to be decoded at the destination node. Tito failure 
of any link carrying this synchronised signal will generally not cause a break In communications bocauso then, 
another synchronised signal will be available at the destination node which has arrived via another route.

Another requirement to be achieved is the creation of a secure system. The current trend in successfully 
providing data security in computer networks Is through the isolation of the highly-secure data within groups of 
intercommunicating workstations. These groups are interconnected with secure bridges. Therefore, for 
fulfilment of tills requirement, Hie LAN topology is characterised by the separation ol the nodes into groups, 
named Sub-LANs. In this way users that have similar characteristics or work under the same security 
requirements or restrictions, are allocated to the same Sub-LAN.

Each one of the Sub-LANs serves a particular part of the total traffic. The size of the Sub-LAN influences the 
echoes created and consequently affects the Signal to Noise Ratio (SNR) and hence determines the minimum 
transmission rate needed to obtain the required processing gain (F>G) lor the spread-spectrum communication. 
This processing gain is needed to recover the wanted signal from its multipath echoes (e g. versions arriving 
via other routes) and from the other traffic on the LAN. The Sub-LANs intercommunicate through Sub-LAN 
Interconnecting Units (SlUs).

The philosophy that is used for the connection of the Sub-LANs influences the traffic load that can be 
supported, the inter-Sub-LAN data stream and the overall performance characteristics. According to this 
philosophy various topologies can be created with differing degrees of survivability and pertormance.

The topology used Is illustrated by Figure 1, and is fully distributed and modular. It oilers a high degree ol 
survivability, good performance and relatively low required transmission rates. Each of these Sub-LANs lias 
the possibility of being connected via SlUs to any oilier Sub-LAN, so providing intercommunication with it. 
Such a structure resembles a fully connected graph, with each vertex corresponding to a Sub-LAN and eacli 
edge to a SIU. This structure contributes to making the system very robust. Because of the immediate access 
of any Sub-LAN to any other one, the performance characteristics - (bit error rate, collision probability, 
throughput, transmission delays) - and survivability are Improved, due to the inter-Sub-LAN traffic minimisation 
and consequently to the reduction of the noise power inside the sub-LANs.

Figure 2 illustrates the philosophy used for the design of the graph of a Sub-LAN. It consists of a number of 
similar, fully connected, subgraphs (denoted category B). A serial number (SN) is allocated to every node of a 
subgraph. All the nodes of the various subgraphs of category A ol the Sub-LAN that have the same SN are 
connected In such a way as to create another fully connected subgraph (denoted category A). In this way the 
topology achieves a symmetry and offers survivability.

In addition to the spread-spectrum signals, a narrow-band time division multiplex (TDM) signal (as described 
below) is provided throughout the LAN for the distribution of timing and synchronisation information, and 
assists with the network reconfiguration in the event of a link failure.

The spread spectrum technique employed in combination with the passive flooding protocol ensures that 
communication takes plaoe over the shortest path botween any pair ol source and destination nodes ol the 
same Sub-LAN. This path results in a signal synchronised with the locally-generated pseudorandom sequence 
at the receiving destination, whereas signals (echoes) arriving at the receiver via other longer paths are not 
synchronised and so are not decoded by the correlation procedure used to recover the wanted signal. In the 
event of a failure In one of the links of the path or at an intermediate node, the shortest path along the many 
other alternative paths which exist Is always selected by the same protocol. This mechanism provides 
survivability over interruptions and failures In links and nodes.

Figure 3 shows the block diagram of the main moduies required for the implementation of a node. The nodes 
monitor the incoming links. Amplitude limiters separate the TDM information, which is used for signalling 
reasons, from the spsc signal that carries the data. The TDM information Is processed separately. It is received 
and transmitted through the TDM Processing Unit. The spsc information is exchanged with the users
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connected on the node via Spread Spectrum Inleriaco Units (spsciu). The outgoing spread spectrum data is 
transmitted through a Spread Spectrum Signal Transmission Unit. The flooding of the incoming information is 
achieved through the Flooding Matrix Unit.

2.2 Protocol description

The protoool of the proposed LAN entails the following features:
-1 . a passive flooding routing method as described above
- 2. the spread spectrum direct sequence (OS) technique
- 3. an independent signalling channel.

As explained in Section 2.1, the routing scheme, based on passive flooding, involves every node retransmitting 
all Incoming signals along every outgoing link. Therefore together with the signal many echoes are also 
created. These echoes act as wideband background noise. They depend upon the topology and are absorbed 
gradually by the transmission losses of the paths.

The degree of a node is defined as the number of links connected to it. If the incoming power to some node 
from one ol Its input ports is W )n, then the power W,„M at eacfi output port of this node is given by the 
following formula:

W « ,, -  (W ,(l c ) ) / ( d -  l )

where

c : attenuation due to propagation between the output of the node and the input ol the next node 
plus the attenuation of the matching network at the input of this next node.

d : degree of the node.

An example ol the attenuation process of a signal is shown in figure 4.

Because of the use of the spread spectrum technique, the users connected to a node can gain access to the 
network by code division multiple access (CDMA), without having to determine in advance if the medium is 
Idle, as is required by Ethernet systems. Simultaneous acoess by many users is possible because each one 
selects a spreading sequence unoorrelated with the others: The choice of sequence is determined by the 
identity of the receiver and not by the Identity of the transmitter. Therefore congestion occurs only when more 
than one user wishes to transmit data to the same destination at the same time, and more than one 
synchronised signal arrives at the node of the destination through the same port.

In addition the combination ol the spread spectrum technique with packet switching allows multiple access to 
the network with low probability of collision or congestion. This results In good message delivery time.

Modulation of the data at the transmitter of the node is by the standard direct-sequence method of 
spectrum-spreading using a high bit rate pseudo random binary sequence. This transmission rate is known as 
the chip rate. The sequence is selected from a large family of sequences which form a set with low mutual 
cross- correlation. Methods of choosing such families of sequences are well-known. There is a one to one 
correspondence between these sequences and the receivers. In this way addressing becomes inherent in the 
system as it simply involves choosing the particular sequence allocated to the Intended destination.

After the data signal has been modulated in this way it is distributed to all outgoing links In accordance with the 
passive flooding method.

Every receiving unit senses the transmission medium and a locally-generated pseudorandom sequence is 
correlated with the incoming data. This sequence is the particular one which defines ttie address of the 
receiving user, and so If the received signal includes data that has been modulated with the same sequence 
and is synchronised with it, then this means that there is data addressed to this particular receiver. In this case 
the correlation process reduces the bandwidth of the appropriate part of the incoming signal, so achieving 
demodulation and recovering the data intended lor ttiis destination. Other components of the received signal 
(echoes and transmissions intended for other destinations) will be uncorrelated with the local sequence, and 
so will not have their bandwidth reduced, but on the contrary will remain spread over the full transmission 
bandwidth.
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In order to distribute timing and signalling Information over Iho LAN a separate timo-diviskin multiple i 
(TDMA) channel is proposed. Simultaneously with the spread spectrum data transmission channels and 
the same frequency band, a signalling channel is provided which operates on a scheme called active flo 
Using this scheme every node receives, processes and retransmits the signalling information along all ou 
links. All nodes and users sfiare this channel on a slotted (TDMA) basis. The allocation scheme of the s 
the nodes Is permanent and continuous. This TDM channel guarantees lire continuous availability of 
and synchronisation information, routing information, information about the status of the subsc 
acknowledgment information etc.

The synchronisation and timing information is essential for the transmitter nodes to bo able to transn 
pseudorandom spreading sequence for a particular receiving node with the appropriate phase.

The use of more than one user and spsciu per node reduces the size ol the sub-LANs and locally modifi 
signal power of the accumulated echoes. This also reduces the survivability of the LAN, because in tire c 
the failure of any such node more than one user will be disconnected. On tire other hand this t> 
configuration creates local groups of work stations or users comprising all the stations connected on tire 
node and so local survivability Is inherent in the system.

The good overall survivability properties are achieved by the mesh topology, by the properties ol the pi 
flooding protocol and by the synchronisation information that is provided through the operation of Iho 
channel. Through these protocols the LAN acts as a kind ol a sell-learning machine that always finds thr 
topology, following disconnections, interruptions and failures in links or at nodes.

The structure provides security based upon two hierarchical levels. The first (lowest) level is the node e 
the second one is at the SlUs. The system controls the information flow both before the output ol the nc 
the Sub-LAN and before transfer from one Sub-LAN to an other one at the SlUs. The SlUs act as tr 
bridges between the sub-LANs. The degree of security achieved detrends upon two factors 
cryptographic-security provided by the spreading code and the control at the exit of data from one Sub-L 
an other.

3. Power analysis and traffic supported 

3.1. Power analysis

The pedormance of the proposed network is influenced by many interacting factors. Among those hav 
dominant role are the achievable chip rate, the spatial distribution of the active users, the topology of tho 
and the traffic load.

In this section the traffic that can be supported is examined in relation to the topology and the numb 
subscribers that can be served taking into consideration the requirements lor survivability.

The estimations are based on the environment of a Sub-LAN, with the following simplifying assumptions :
- Every one of the users of a Sub-LAN is transmitting data packets to a station of another Sub-LAN

and at the same time is receiving data from a subscriber of another Sub-LAN.
- The flooded data are packets of constant size transmitted at random time intervals.
- The traffic created by any user will be examined as a parameter that describes the normalised

average time that the user occupies the channel.
- The link attenuation is zero (the attenuation of connecting cables or optical filters is assumed to

be compensated lor by appropriate signal-amplification at the input of eaclt node).
- All the nodes of a Sub-LAN have the same degree.
- The channel noise is low enough that it can be ignored.
- The flooded power accumulates at the nodes in accordance with a homogeneous distribution

model, 8S if the physical links that interconnect the nodes of the Sub-LANs do not exist and 
every node is directly connected to the other ones.

- The transmitted signals are continuously flooded.
- All the physical links are unidirectional.
- Each pair of Sub-LANs is connected together by two SlUs for survivability reasons.
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- The SIU are uniformly and symmetrically distributed all over the Sub-LAN, so that the inter
Sub-LAN traffic is homogeneously distributed all over the sub-LAN.

- One period of the spreading sequence corresponds to one data bit.
- The spreading sequences used are maximal length linear binary sequences. This assumption is

adequate lor pedormance estimation, although other sequences might be used In practice.
- The signal initially flooded Into the network by a user Is transmitted along the route of the shortest

virtual path. The required routing information is available through the continuous operation ol 
tho TDM channel.

- The voice and/or data transmission bit rate Is 64000 blts/sec.

The following parameters are taken Into account In the periormance estimates :

- The power, W , transmitted by a user.

- The number, q, ol subscribers per node.

- The number, in, of fully connected subgraphs that comprise any Sub-LAN, and the number, s, of
nodes that the subgraph contains.

- The total number, N, of subscribers per LAN.

- The attenuation, c, ol any link of the Sub-LAN. (0 < c < 1 as described above.)

- Tho number, It, of nodes that form the shortost virtual path between any two nodos.

- The required chip rate, B, In kllochlps/sec.

- The required chip sequence-length, e, for the Sub-LAN.

- The number, j ,  ol Sub-LANs of the LAN.

- The total number, g, of subscribers per Sub-LAN.

- The degree, d, of the nodes.

- The processing gain PG.

- The average normalised time, f, that the traffic created by any user occupies a virtual communica-
tion channel.

- The number of stages, it, of tho shift register that produces the pseudorandom sequence.

The average total power, W,, that exists throughout any one ol the Sub-LANs will be the power of the initial 
transmissions, 2 g f  W, plus the power arising from the echoes of the previously transmitted, flooded and 
attenuated packets The upper limit of W, may be calculated as follows:

W. -  2fgW ( 1 + p + p2 + p’ + . . . + p" + . . )
09

W, = 2 f g W ^ p "

W, = 2 fgW |V /(l - p)]

Since p = 1 - c and 0 < p < 1,

W, -  2fgW  /  c

where g = q(k-2(j-1)) and the number of nodes of a sub-LAN Is k = s m

If we consider a particular transmission and we examine the power W d of the received signal at the 
destination, then, as a function of the transmitted power, W , this will be given by:

W d = p>-W / (d - I) '’-'

where d = m ' s - 2

because the signal has beon received by the node but not flooded by It yet (Figure 4). The total attenuation 
that is imposed on tho signal depends upon the number of nodes that compose the virtual path that connects
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the source of the signal with the destination. Therefore there is a limit to the maximum number of nodes that 
the shortest path between two subscribers could be allowed to have. This limit Is highly dependent upon the 
particular topology used, the attenuation at the Input port of a node and tfie chip rate. Table 1 presents such 
results for a LAN of 240 subscribers.

If we assume that the total power is not distributed all over tho network (links and nodos) but that is gathered 
at tho nodos, then tho existing powor W n, at a particular Input port of a node will bo tho total power divided by 
tho numbor of nodos, k, and Iho numbor of Input ports, <1, loss tho locally Iransinillod ixrwor:

W„ ■= (W, / kd) - Wqf

-  ( 2[k - 2(j - 1)] - (1 - p)kdWqf | / [(1 - p)kd]
Thus the signal to noise ratio, SNR, at any Input port of this node Is given by.

SNR = Wd /  (W„ - Wd)

SNR = ph(l - p)kd /  ( (d - l)h '[2(k - 2(j - 1)) - (1 - c)kd]qf - p>>(l - p)kd |
For a spread spectrum receiver the output signal to noise ratio, SNRou„  after the correlation procedure used 
to recover (de-spread) the wanted signal is given by:

SNR™, -  PG.SNR -  (B /B |nf)SNR •= (B lnr.c/B,„f)SNR

SNR™, = e.SNR

B inf denotes the Information-data bit rate in kbits/sec.

For a matched filter demodulator tho required e Is estimated to lie given try (8): 

e = 2.SNRom.Q

where

Q = (d - l)h l|2(k - 2(j - 1)) - (1 - p)kd]qf - ph(l - p)kd /  |ph(l - p)kd]
The actual transmission chip rate of the spread spectrum LAN is the information transmission bit rate multiplied 
by the length of the pseudorandom spreading sequence. With the assumption that a maximal length linoar 
sequence Is used, the period length is an Integer ol tho form 2" -1, which must be chosen so that it is groator 
than or equal to the period, e, required to meet the SNR requiremnents. Flence the actual transmission chip 
rate, B, will always be greater than or equal to e times the data rate:

B = 64.103(2" - 1) j.64 .10 ’ e

Let a be a bandwidth efficiency coefficient, where 0 < a ^  1, defined by e = a(2" - I). The larger a is, tho 
better is the utilisation of the bandwidth by the users of the sub-LAN and the less is the redundancy. This 
redundancy may be used for the support ol Inter-Sub-LAN traffic (in this case users of different sub-LANs 
could still intercommunicate through a third sub-LAN when failures occur). The smaller a is the more 
inter-sub-LAN traffic may be supported by the system.

3.2. Traffic supported

The number of users that any particular topology may support is not constant and depends upon the chip rate 
used. The higher the chip rate Is, the higher is the processing gain, and consequently a higher (xiwer duo to 
echoes can be tolerated.

The periormance of all the virtual channels created during the communication of any two users is the same 
and depends upon the Instantaneous traffic toad and the echoes at any particular link or node. As the traffic is 
increased the periormance is reduced In the same way for all the channels of this particular link or node. Any 
change of the topology influences the noise environment because ol tho ectioes. So for any particular chip rate 
tho amount of traffic that may bo served successfully by Iho LAN is a function ol tho topology.
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We define Ihe Topology Spreading Coefficient (TSQ as a measurement of the density of users of the LAN in 
relation to the complexity of the topology and to the size of the LAN :

TSC -  j2d2/q
The smaller TSC is, the smaller is the number of nodes of the LAN and the greater is the number of users per 
node. The higher TSC Is the more the users are spread over the geographical area of the LAN.

The surface of figure 5 gives a picture of the Topology Spreading Coefficient. Point 'A' corresponds to a small 
and dense LAN. Point 'B' corresponds to a LAN with a topology that has many nodes and a few users 
(TSO7056, 324 users, one user per node, 354 nodes and 6 sub-LANs). Point 'C' corresponds to 
TS02592, 456 users distributed to 6 Sub-LANs 258 nodes, having connected two users per node. The 
peaks 'O', 'E', 'F, 'G' of this sudace correspond to the same topology with the one of point 'B' Increasing the 
number of users connected on a node, at each one ol them, by 6ne. At point 'G' there are 6 users per node. 
The Topology Spreading Coefficient of any particular topology Is reduced as the number of users per node is 
increased.

The surface of figure 5 gives a first understanding of the characteristics of the topology (nodes, users) lhat 
corresponds to each value of the Topology Spreading Coefficient. Further information about the topologies that 
correspond to any particular value of Topology Spreading Coefficient can be obtained from data we have 
obtained and tabulated. Every one of these topologies has its own requirements In chip rate lor serving the 
same amount of traffic, as Is shown by Figures 7 and 8.

Figure 6 describes the traffic that can be supported as a function of the number of users and of the chip rate. 
The variation of the values around the minima of points 'A', ‘B’, ‘C’, 'O’, 'E \ 'F  for 153 users are the results of 
the influence of the number of the sequential floodings (2, 3 or 4 hops) and of the total attenuation per link 
(20% or 10%). The variation of the traffic supported along the axes of users Is due to the change of the value 
ol the size (spreading) of the topology that is given by TSC. These parameters do not appear in the Figure but 
have been taken Into account In the estimations. The influence of the chip rate and of the traffic due to the 
attenuation and the number of the sequential floodings Is also shown In TABLE 1.

The surfaces of Figures 7 and 8 show the traffic that can be supported by the system as a function of the TSC 
and of the chip rate for a virtual path of two or three sequential floodings between the transmitter and the 
receiver.

In both Figures 7 and 8 the chip rate depends upon the Topology Spreading Coefficient and the traffic. The 
more distributed the topology is Uie higher is the traffic that may be supported with a relatively low chip rate. 
The existing local peaks are due to particular topologies that are widely spread in the geographical sense (for 
example the local peak of figure 8 between the points 'A' and ‘B-).

Both the surfaces of Figures 7 and 8 have been drawn for a total attenuation at the Input of any node of 10%, 
and a 30% redundancy in the required chip rate for serving inter-sub-LAN traffic.

4. Conclusions

This paper has given an overall description of a suggested spread spectrum LAN built on a modular, cellular 
mesh topology. Depending upon the configuration and size of the modules, the number of connected users 
varies. This architecture offers security, survivability and a good performance. The topology used Is fully 
distributed and offers many alternative paths between nodes. The protocols proposed give an ability to learn 
the topology of the system existing at any time. The users and the traffic that may supported are always a 
function of the topology.

The results of further simulation studies of this LAN support the analysis presented in this paper.

The main qualities that could be expected from an implementation of this LAN can be summarised as: almost 
contention tree multiple aocess, high throughput, privacy or security, survivability, noise resistant communica-
tion, Integrated traffic, inherent addressing capabilities, possibility of grouping ol the users in separate 
sub-LANs according to their features, requirements and security demands, simultaneous access to the 
network, low time delays, low congestion probabilities, and the same performance for all the virtual 
communication channels within any link.
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TABLE 1
THE INFLUENCE OF THE CHIP-RATE ON THE TSC, THE ATrENUATlON AND THE

HOPS
TSC: TOPOLOGY SPREADING COEFFICIENT (see SECTION 3.2)
B: REQUIRED CHIP RATE (kilochips/ sec)

N: TOTAL NUMBER OF SUBSCRIBERS SERVED BY A LAN

TRAFFIC: PERCENTAGE OF CHANNEL OCCUPANCY PER USER IN TIME UNIT

ATTENUATION: ATTENUATION OF ANY LINK PLUS THE MATCHING ATTENUATION

HOPS: NUMBER OF SEQUENTIAL FLOODINGS THROUGH THE SHORTEST VIRTUAL PATH 
BETWEEN THE SOURCE OF THE DATA AND THE DESTINATION

B TRAFFIC TSC N NODES ATTENUATION HOPS

2788.6 0.80 88.20 240 54 20% 2
9002.9 0.30 88.20 240 54 20% 3

80629.8 0.40 88.20 240 54 10% 3
71681.4 0.30 88.20 240 54 20% 4
2422.5 0.30 144.00 240 66 20% 3

73924.2 0.40 144.00 240 66 10% 3
35089.2 0.40 144.00 240 66 20% 4
88682.9 1.00 144.00 240 66 20% 4
75940.2 0.40 182.25 240 66 10% 3
39919.7 0.30 256.00 240 72 10% 3
80479.3 0.60 256.00 240 72 10% 3

TRAFFIC ESTIMATION OF A SPREAD SPECTRUM LAN BUILT ON A
MESH TOPOLOGY

Figure Captions
Fig. 1. The structure of the suggested topology
Fig. 2. An example op a sub-LAN of 20 nodes.
These nodes are distributed over four subgraphs of five nodes of category 'A' 

and five sub graphs of four nodes of category 'B'.
Fig. 3. The block diagram of a node 

a : impedance matching unit 
t) : chip delay unit 
c : limiters 
d : TDM butlers 
e : TDM processing unit 
f : Initial synchronisation unit 
g : spread spectrum signal transmission unit 
i : lirst node definition unit 
I : spsciu 
m : users
n : Hooding matrix unit

Fig. 4. The attenuation introduced in a path which consits of n nodes
Fig. 5. The TSC as a function of the users and the nodes
Fig. 6. The traffic as a function of the users and the chip rate (CR)
Fig. 7. The traffic as a function of the chip rate (CR) and the TSC for two hops 

Fig. 8. The traffic as a function of the chip rate (CR) and the TSC for three hops
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R g . 5 . T h e  TSC  a s  a function  o f the users and the  nodes

The contour* map of the surface

Fig. 8. The tra ffic  as a function  of the ch ip  rate (C R ) and the TSC fo r three hops

The contour mop of the surface 
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A B S T R A C T

This p a p e r  p resents  a  fam ily  of m esh to p o lo g y  LANs. This fam ily  o f  LANs uses s p re a d  

sp e c tru m  techn iqu es  as a  m e th o d  for m e d ia  a c c e s s  c o n tro l ,  in o rd e r  lo e n h a n c e  the  

simplic ity , to o f f e r  the possiPility o f  s im ultaneous a c c e s s  to the n e tw o r k  as w ell  as to  

p ro v id e  similar p e r f o r m a n c e  lo all c o m m u n ic a t io n  channels  w h i le  re d u c in g  Ihe  p ro b a b i l i ty  

of collision. For routing f lood ing  algorithm s a re  p ro p o s e d .

The r e c o m m e n d e d  a rc h i te c tu re  is c h a r a c t e r is e d  b y  surv ivab il i ty ,  security  a n d  re la t iv e ly  

low  b a n d w id th  requ irem ents .

A LAN m e m b e r  of this fam ily  is a n a ly sed .  It is built on a  t o p o lo g y  that consists o f  a  set o f  

in te r -c o m m u n ic a t in g  sub-LANs an d  i n t e r - c o n n e c t e d  subgraphs. The t o p o lo g y ,  the  

c o m m u n ic a t io n  an d  the signalling p ro to c o ls  lha t  support this a r c h i te c tu re  a r e  p re s e n te d .  

P a ra m e te rs  that in f lu en ce  the t ra ff ic  lo a d  of such a  LAN a r e  e x a m in e d ,  a n d  e s t im a te s  of  

the BER as a  function o f  them a re  p re s e n te d .
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1. I N T R O D U C T I O N

'.j

The use o f  s p re a d  s p ec tru m  (SPSC) techn iques (1.2) for Local A r e a  N e tw o rk  (LAN) design  

has a t t r a c t e d  a  lot o f  interest re ce n t ly .  There is a  num oer o f  LANs under des ign  that use 

spsc tec h n iq u e  on bus or star to p o lo g y  ( 3 - 9 ) .  A lthough th ese  to p o lo g ie s  o f fe r  simplicity  

th ey  suffer from  lack o f  survivability. Our p ro p o s a l  is b a s e d  on the e x p lo ita t io n  of the spsc 

techn iqu es  b y  using the C o d e  Division M ult ip le  A c c e s s  ( C D M A )  m e th o d s  (1.2) on a  mesh  

to p o lo g y .  The result o f  this co m b in a t io n  is the design o f  a  LAN that  has the b e n e f i ts  

o f f e r e d  b y  the spsc w ith  a high d e g r e e  o f  survivaoility  a n d  security . Survivabil ity  is 

im p o r ta n t  in c a se s  w h e re  un in terrup ted  o p e ra t io n  is req u ire d .  Security  is re q u ire d  a t  a  

la rg e  num ber o f  ap p lica t io n s ,  w h e re  th e re  a re  c lass if ied  in fo rm a t io n  that  must b e  

a c c e s s ib le  only from  a re s tr ic ted  n um oer o f  users.

The rest of this p a p e r  is o rg an is ed  as fo llows :

-  S ection  2 d esc r ib es  the principles a c c o rd in g  to w h ich  the a r c h i te c tu re  o f  this 

fam ily  o f  m esh spsc LANs, should b e  built. This is f o l lo w e d  b y  an  analysis o f  the  

to p o lo g y  o f  a  p art icu la r  LAN of this fam ily  an d  the p ro to c o ls  a c c o rd in g  to w hich  

this p art icu la r  LAN o p e ra te s .

-  S ection  3 a d d res se s  the issue o f  the p e r f o r m a n c e  e v a lu a t io n s  of the d e s c r ib e d  

LAN. The e v a lu a t io n s  h a v e  b e e n  b a s e d  on simulation tools. The a r c h i te c tu re  o f  the  

simulation m o d e l  a n d  the o b ta in e d  p e r f o r m a n c e  results as a  function  o f  the  

to p o lo g y ,  o f  the t ra f f ic  an d  of the  p ro to c o l  c h a ra c te r is t ic s  a r e  discussed.

-  S ection  4 p resents  so m e co n c lu d in g  remarks.

2 .  D E S I G N  P R I N C I P L E S  O F  T H E  A R C H I T E C T U R E S  O F  T H E  F A M I L Y  O F  S P S C

L A N s  B U I L T  O N  M E S H  T O P O L O G Y

S o m e of the m ain  requ ire m en ts  an d  ch ara c te r is t ic s  o f  a  la rg e  class of LANs a re  

survivability ,  security  a n d  high p e r f o r m a n c e .  In simple w o rd s  survivability  m e a n s  

u n in terrup ted  o p e r a l io n  under various condit ions. This c a n  b e  a c h i e v e d  through h a r d w a r e  

re d u n d a n c y ,  d e c e n tra l is a t io n ,  a l te r n a t iv e  routing, an d  d y n a m ic  re c o n f ig u ra t io n  through  

c o m m u n ic a t io n ,  signalling an d  synchronisation p ro toco ls .  S ecu ri ty  is the p ro te c t io n  o f  the  

d a t a  against unauthorised  re ce p t io n .  It is a c h i e v e d  m ain ly  a t  the le v e l  o f  the p hysica l  

lay e r  through a p p r o p r ia t e  to p o lo g y ,  te c h n o lo g y  a n d  co d in g .  At h igher layers  it is en su red



through the use of se cu re  p ro toco ls  a n d  p assw ords . High p e r f o r m a n c e  is a c h ie v e d  with  

lo w  d e la y s ,  lo w  BER, high throughput a n d  low  b lo ck in g  an d  collision p ro bab il it ies ,  e tc .

All these  re qu ire m en ts  c a n  b e  fulfilled b y  using in te r c o n n e c te d  m esh to p o lo g y  spsc sub-  

LANs in c o m b in a t io n  with  continuous retransmission o f  the r e c e iv e d  signal in all d irec tions  

( f lo o d in g  routing).  These sub-LANs a re  groups o f  n od es  that a r e  c o n n e c t e d  into smaller 

n etw orks .  The users a re  c o n n e c t e d  on the n od es  through spsc in te r fa c e  units (SPSCIU).

The m esh t o p o lo g y ,  in c o m b in a t io n  with the f loo d in g  routing, o f fe rs  survivability. M ult ip le  

rou tes  b e t w e e n  an y  tw o  nodes a re  p ro v id e d .  Any n o d e  is c o n n e c t e d  to m a n y  o thers  in a  

ra n d o m  w a y  or under so m e  rules, so c r e a l in g  an a rb it ra ry  g ra p h  or o n e  that has a  s h ap e  

p r o d u c e d  fo l lo w in g  g e o m e t r ic a l  rules. An infinite v a r ie ty  o f  fam ilies o f  graphs exist that  

c o m p ly  with  these requ irem ents .  The se lec t io n  o f  an y  o n e  o f  them  is an  im p o rtan t  fa c to r  

for the design of a  LAN, that influences its o p e ra t io n .

Figure t g ives an e x a m p le  of a  to p o lo g y  that c a n  b e  used  for a  LAN. It is fully d is tr ibu ted  

a n d  m odular .  II o f fe rs  a  high d e g r e e  of survivability ,  g o o d  p e r f o r m d n c e  a n d  re ld t iv e ly  low  

re q u ire d  transmission ra les .  Any Sub-LANs in le r - c o m m u n ic a t e  through S u b-L A N  

In te rc o n n e c t in g  Units (SlUs) with any o ther Sub-LAN. Such a  s truc ture  re se m b le s  a  fully 

c o n n e c t e d  g rap h ,  w ith  e a c h  v e r te x  c o rre s p o n d in g  to a  S u b -L A N  a n d  e a c h  e d g e  to a  SIU. 

This to p o lo g y  m o ke s  the LAN robust. D u e  to the im m e d ia t e  a c c e s s  o f  a n y  S u b-L A N  to any  

o ther o n e  the survivability is im p ro v e d ,  the in te r -S u b -L A N  tra f f ic  is minim ised an d  

c o n s e q u e n t ly  the noise p o w e r  within the su b -LA N  is r e d u c e d ,  so p ro v id in g  im p ro v e d  

p e r f o r m a n c e  (BER, collision p ro bab i l ity ,  th roughput,  transmission d e la y s ) .

F looding routing p ro to c o ls  h a v e  the c h a ra c te r is t ic  o f  re transm itt in g  all incom ing  signals a t  

an y  n o d e  a lo n g  e v e r y  o utg o in g  link. There a r e  tw o  w a y s  of im p le m e n t in g  the f loo d in g  the  

pass ive  an d  the a c t iv e .  Al pass ive f loo d in g  the incom ing  signal is re t ra n s m it te d  w ith o ut  

b e in g  d e m o d u la t e d ,  while  a t  the a c t iv e  the signal is d e m o d u l a t e d  a l  a n y  n o d e  a n d  then  

r e m o d u la t e d  for further transmission. Each o n e  o f  them  is s u p p o r te d  b y  ils o w n  p ro to c o ls  

a n d  h a rd w a r e .

With p ass ive  f lood ing  the incom ing signal a l  a n y  n o d e ,  is d is tr ibu ted  e q u a l ly  to all the  

o u tg o in g  ports, for o n w a r d  transmission in such a  w a y  that the  to ta l  incom ing  p o w e r  W jn 

is g r e a t e r  than the to ta l  outgo ing  p o w e r  W QU|. In princ ip les this implies that the p ro c e s s  is 

a p ass ive  o n e  a l though  in p ra c t ic e  am plif ie rs  m a y  b e  n e e d e d ,  b e c a u s e  o f  line i m p e d a n c e



m a tc h in g  requ irem en ts .  C lea r ly  such a pass ive  f lood ing  p r o c e d u r e  results in num erous  

signal e c h o e s  b e in g  transm it ted  around  the n e tw o rk  ( c o m p a r a b l e  to m u l t i -p a th  distortion  

ra d io  c o m m u n ica t io n s ) .  H o w e v e r ,  I tie s p re a d  s p ec tru m  te c h n iq u e  p ro v id e s  immunity

ag a in s t  d e l a y e d  e c h o e s  o f  signals, en ab l in g  the synchronised  signal to b e  d e c o d e d  dt the  

d est in a t ion  n o d e .  The failure of any link ca rry ing  this synch ro nised  signal will g e n e ra l ly  not 

c a u s e  a  b re a k  in co m m u n ica t io n s  b e c a u s e  a n o th e r  synchronised  signal will arr ive  a t  the 

d estin a t ion  n o d e  through an o th e r  route. The e c h o e s  a c t  as w id e b a n d  b a c k g ro u n d  noise.  

They d e p e n d  upon the to p o lo g y  a n d  should b e  a b s o r b e d  g ra d u a l ly ,  o th e rw is e  the  

continuous in c re a s e  of their p o w e r  w o u ld  result to infinite noise a n d  unit BER o v e r lo a d in g  

in p o w e r  the n e tw o rk  a n d  d a m a g in g  it. It is o bv ious that if the f lo o d in g  m e e ts  the r e f e r r e d  

cr ite r ia  (e .g .  W o u t<W¡n), the to ta l  p o w e r  c a n n o t  in c re a s e  w ith  t im e , it c a n  a t  m ost s tay  

constan t.

Each S ub-LA N  serves  a  part icu la r  p a r t  o f  the to ta l  t ra f f ic .  The size o f  the S u b-L A N

influences the e c h o e s  c r e a t e d ,  a f f e c t s  the Signal to Noise R a tio  (SNR) a n d  d e f in e s  the  

m d xim u m  trdnsmission ra te  for ob ta in ing  the re q u ire d  p ro ces s in g  g a in  (PG ).  W hen  the  

noise o v e r c o m e s  a  threshold  then the BER is in c re a s e d  as a  fu nc tio n  o f  the incom in g  SNR. 

The routing s c h e m e ,  b a s e d  on passive f loo d in g  invo lves  e v e r y  n o d e ,  re transm itt ing  all 

incom ing  signals a lo ng  e v e r y  o utg o in g  link. If the incom ing  p o w e r  to  so m e  n o d e  i from  

o n e  o f  its input ports is W¡n. then the p o w e r  W out a l  e a c h  o u tp u t  port  o f  this n o d e  is 

g iv en  from  the fo l lo w in g  form ula  : 

w out = ( w in ' c )  /  (d  -  I)

w h e r e

c : Attenuation. This term describes the p e rc en tag e  of p o w e r  that results after the

appliance on the signal of any type of absorption from the output of the node up to the

input of the next one, plus the matching attenuation at the input of the node. So all types of 

losses that are introduced during the implementation of a  transmission on a  physical link 

(e.g. im pedance miss-matching, during the flooding, etc.) plus an intended loss are  included  

in 'c'. The intended loss is used to absorb the transmitted p o w e r  in the system. For exam ple  

an attenualion of 0 .8  means that the 80 %  of the signal h a v e  survived and that the rest 

20%  of it have  b een  absorbed, 

d : D e g ree  of the node.

The spsc tec h n iq u e  e m p lo y e d  a l  mesh to p o lo g ie s  in c o m b in a t io n  with  the f lood ing  

p ro to c o l  ensures that co m m u n ic a t io n  la k e s  p la c e  o v e r  the shortest p a th  b e t w e e n  any  

pair o f  source  an d  d estin a t ion  nod es  o f  the s a m e  sub-LA N. In c a s e  o f  a  fa ilure in o n e  o f



the links of this p a th  or a t  an in te rm e d ia te  n o d e ,  the next shortest p a th  is a lw a y s  s e le c t e d  

a u to m a t ic a l ly  b y  the p ro to c o l .  This m e ch an ism  p ro v id e s  survivability  o v e r  interruptions an d  

failures in links a n d  nodes.

The spsc tec h n iq u e  e m p lo y e d  in c o m b in a l io n  w ith  the su b -L A N  struc ture  o f fe rs  security .  

Curren t trends, in successfully p rov id ing  d a t a  security  in c o m p u t e r  n e tw o rk s ,  a re  through  

the isolation o f  the h ig h ly -s e c u re  d a t a  within groups of in te rc o m m u n ic a t in g  w o rk -s ta t io n s .  

These groups a re  in te rc o n n e c te d  with secu re  bridges. T h e re fo re ,  to fulfil this re q u ire m e n t ,  

the LAN to p o lo g y  should b e  d e p lo y e d  through the s e p a ra t io n  o f  the n o d e s  into groups.  

(S u b-L A N s) .  In this w a y  users that h a v e  similar c h a ra c te r is t ic s  or w o rk  under the s a m e  

security  re qu ire m en ts  or restrictions, a re  a l lo c a t e d  lo the s a m e  Sub-LAN. Further the  

security  is inherent in the spsc system  through the use o f  the p s e u d o r a n d o m  c o d e  a n d  the 

security  o f f e r e d  b y  it.

This LAN's a r c h i te c tu re  p ro v id e s  security  b a s e d  on tw o  h ie ra rc h ic a l  levels. The first ( lo w e r )  

lev e l  is a t  the n o d e  a n d  the s e co n d  o n e  is a t  the SlUs. The system  contro ls  the in fo rm at ion  

f lo w  b o th  a t  the SPSCIU ( b e f o r e  the output of the n o d e  lo the s u b -L A N )  an d  b e f o r e  the  

transfer from o n e  su b -LA N  to an o ther o ne a t  the SlUs. The SlUs a c t  as trusted b r idg es  

b e t w e e n  the sub-LANs. The d e g r e e  o f  security  a c h ie v e d  d e p e n d  u po n  t w o  fac to rs  :

-  the c r y p to  security  p ro v id e d  b y  the sp re a d in g  c o d e  a n d

-  the co n tro l  o f  d a t a  at the exit from o n e  su b -LA N  to an o th e r  o n e .  a n d  from  the  

SPSCIU to the n od e .

The use o f  m o re  than o n e  user a n d  SPSCIU per n o d e  re d u c e s  the size o f  the sub-LANs a n d  

in f luences the signal p o w e r  of Ihe a c c u m u la t e d  e c h o e s .  This r e d u c e s  also the survivability  

of the LAN, b e c a u s e  in c a s e  o f  Ihe failure o f  any  n o d e ,  m o r e  than o ne user will b e  

d is c o n n e c te d .  On Ihe  o ther hand this l y p e  of co n f ig u ra t io n  c r e a t e s  lo c a l  groups o f  w o r k -

stations or users, com pris ing  all the stations c o n n e c t e d  on the s a m e  n o d e ,  so e n h an c in g  

the security.

The use of the spsc techn iques o f fe rs  g o o d  p e r f o r m a n c e  c h a ra c te r is t ic s ,  while  their 

co m b in a t io n  with  p a c k e t  switching m e th o d s  re d u c e s  the p ro b a b i l i ty  of collision or 

co n gestion . This results lo a  g o o d  m e s s a g e  d e l iv e ry  lime.

B e ca u s e  of the use ot Ihe spsc tec hn iqu e ,  the users c o n n e c t e d  lo a  n o d e  c a n  gain  

a c c e s s  to the n e tw o rk  b y  c o d e  division multip le a c c e s s  ( C D M A ) ,  w ithout h av in g  to



d e te r m in e  in a d v a n c e  if the m ed iu m  is idle, os it is re q u ire d  b y  ETHERNET systems.  

Simultaneous a c c e s s  b y  m a n y  users is possible b e c a u s e  e a c h  o n e  se lects  a  sp re ad ing  

s e q u e n c e  u n c o r re la te d  w ith  the others. In this w a y  a t  an y  p h y s ica l  link that co n n e c ts  any  

tw o  n o d e s  w e  h a v e  a t  an y  time the te m p o ra r i ly  c re a t io n  o f  virtual channels  that o p e r a t e  

a t  a  co n cu rre n t  basis a n d  that c o n n e c t  p art icu la r  pairs o f  users. The s e q u e n c e 's  c h o ic e  is 

m ain ly  d e te r m in e d  from  the iden tity  o f  the r e c e iv e r  or e v e n  from  the identity  o f  the  

transm itter  (3 ) .  So w e  d e f in e  co n g e s t io n  a n d  collision as fo l lo w in g  :

-  Congeslion occurs when more than one users try to transmit d a ta  to the same destination 

at the same time through the same port, so that more than one synchronised signals to 

arrive concurrently at the node of the destination through the same port.

-  Collision occurs if the total p o w er  at the receiving port of the destination node is higher 

than a  threshold preventing demodulation of the signal. Cases of collision are  c rea ted  when  

more than one packets  overlap each  other, on the same link and  at the same time (these  

packets are considered as noise the one for the other).

The m o d u la t io n  o f  d a t a  a t  the transm itter of the n o d e  is d o n e  w ith  the s ta n d ard  d i r e c t -  

s e q u e n c e  m e th o d  (1.2) of s p e c t ru m -s p r e a d in g  using a  high bit r a t e  p s e u d o - r a n d o m  b inary  

s e q u e n c e .  This transmission ra te  is n a m e d  ch ip  ra te .  The p s e u d o - r a n d o m  s e q u e n c e  is 

s e le c t e d  from  a la rg e  fam ily  of s e q u e n c e s  w hich  forms a set w ith  lo w  m utual cross-

co rre la t io n .  M e th o d s  o f  choos ing  such families o f  s e q u e n c e s  a r e  w e l l - k n o w n  (1.2). There is 

an o n e  to one  c o r r e s p o n d e n c e  b e t w e e n  th ese  s e q u e n c e s  a n d  the re c e iv e rs .  In this w a y  

ad d ressing  b e c o m e s  inherent in the system  as it simply invo lves  se le c t io n  o f  the part icu la r  

s e q u e n c e  a l lo c a t e d  to the in te n d e d  destinat ion .

A f te r  the d a t a  signal has b e e n  m o d u la te d ,  it is t ra n s m it te d  t o w a r d  the o utg o in g  link 

through the shortest rou te .  At the next n o d e  the signal is d is tr ib u ted  to all o utg o in g  links in 

a c c o r d a n c e  with  the pass ive  f lood ing  m e lh o d .

Every re c e iv in g  unit senses the transmission m ed iu m . A lo c a l ly  g e n e r a t e d  p s e u d o ra n d o m  

s e q u e n c e  is c o r r e la te d  w ilh  the incom ing d a t a .  This s e q u e n c e  is the p art icu la r  o n e  w hich  

d e f in e s  the address  o f  the user. So if the r e c e iv e d  signal inc ludes d a t a  that h a v e  b e e n  

m o d u la te d  with this s e q u e n c e  a n d  a re  synchronised  w ilh  it, then  this m e a n s  that th e re  a re  

d a t a  a d d re s s e d  to this p art icu la r  re c e iv e r .  In this c a s e  the c o r r e la t io n  p ro cess  re d u c e s  the  

b a n d w id th  of the a p p r o p r ia t e  p a r t  of the incom in g  signal, so a c h ie v in g  d e m o d u la t io n  an d  

re c o v e r in g  of the d a t a  that in te n d e d  for this destinat ion . O lh e r  c o m p o n e n ts  o f  the  

r e c e iv e d  signal (e c h o e s  a n d  transmissions in te n d e d  for o th e r  destin a t ion s) will b e



u n c o r re la te d  w ilh  the lo c a l  s e q u e n c e ,  an d  so will not n a v e  their b a n d w id th  r e d u c e d ,  bul  

on the c o n tra ry  will b e  s p re a d  a g a in  o v e r  the full transmission b a n d w id th .  The s u c c e e d e d  

BER is a function of Ihe re la t ion  b e t w e e n  the transmission b a n d w id t h  a n d  the r e d u c e d  one.  

T heo re t ica l ly  it c a n  b e  nullified.

The o p e ra t io n  o f  this LAN requires a  universal timing system. A n y  n o d e ,  an d  co n s e q u e n t ly  

an y  user, is synchronised w ith  the rest o f  the system. This synchronisa t ion  is m a in ta in e d  

through the continuous distribution o f  timing in fo rm at ion  o v e r  the  n e tw o r k .

In o rd er  to distribute timing an d  signalling in to rm a l io n  o v e r  the LAN a  s e p a r a te  t im e -  

division multiple a c c e s s  (T D M A )  ch an n e l  is p ro p o s e d .  This signalling c h a n n e l  o p e ra te s  on  

an a c t iv e  f lood ing  s c h e m e ,  simultaneously with the s p re a d  s p e c t ru m  d a t a  transmission  

channels  and  within Ihe sa m e  f re q u e n c y  b an d .  Using this s c h e m e  e v e r y  n o d e  re c e iv e s ,  

p ro cesses  an d  retransmits the signalling in fo rm ation  a lo n g  all o u tg o in g  links. All nod es  an d  

users share this ch an n e l  on a s lo t ted  T DM A basis. The a l lo c a t io n  s c h e m e  o f  the  slots to  the  

n od es  is p e rm a n e n t  an d  conlinuous. This TDM c h a n n e l  g u a r a n t e e s  the continuous  

ava i lab il i ty  of l iming an d  synchronisation in to rm a l io n .  routing in fo rm at io n ,  in fo rm ation  

a b o u t  the status of the users, a c k n o w le d g e m e n t  in fo rm at io n  e tc .  Each t im e slot is d iv id e d  

into time portions that a r e  a l lo c a t e d  to the n o d e  a n d  to the  SPSCIU o f  its users, for the  

transmission of the a b o v e  in form ation .

The synchronisation an d  timing in fo rm at io n  is essentia l for the transm it t in g  SPSCIU. It is used  

in est im ating  the p h a s e  shift o f  the p s e u d o r a n d o m  s p re a d in g  s e q u e n c e  m o d u la t in g  the  

d a t a  to b e  transm itted , so that Ihe  signal arrives at the d e s t in a t io n  synchronised  with  the  

loca lly  g e n e r a t e d  re p l ic a  of Ihe c o d e .

D ue  to the p ro p e rt ies  of Ihe pass ive  f lood ing  p ro to c o l  a n d  to the synchronisation  

in fo rm ation  that is p ro v id e d  through the o p e ra t io n  o f  the TDM c h a n n e l ,  the LAN through  

the mesh to p o lo g y  ac ts  as a  kind o f  a  s e l f - le a rn in g  m a c h in e .  So a t  a n y  m o d if ic a t io n  o f  

the to p o lo g y ,  it a lw a y s  finds the shortest routes, fo l lo w s  Ihe  d is co nn ec t io n ,  the  

interruptions a n d  the failures in links or at nodes. So the o p e r a t io n  o f  the TDM ch an n e l  

u p d a te s  the in fo rm ation  a b o u t  the lo p o lo g y  a n d  a c c o r d in g  to it the  routing in fo rm ation  

a n d  the transmission d e la y s  of Ihe spsc in fo rm at ion  a re  e s t im a te d .



3 .  P E R F O R M A N C E  . E V A L U A T I O N  A N D  S I M U L A T I O N  R E S U L T S "

The s im u la ted  m o d e l

For the p e r f o r m a n c e  e v a lu a t io n  simulation tools w e r e  d e v e l o p e d .  These tools consist o f  a  

simulation en v iro n m e n t  w h e r e  the to p o lo g y  is g e n e r a t e d ,  the TDM ch an n e l  o p e ra te s  and  

the users d a t a  a re  g e n e r a t e d ,  sp re a d ,  f lo o d e d ,  r e c e iv e d  a n d  p ro c e s s e d .  The analysis and  

design  o f  these  tools w e r e  d o n e  with  the a id  of M A S C O T  III (M o d u la r  A p p r o a c h  to 

S o f t w a r e  C onstruction  O p e ra t io n  an d  Test) m e th o d  ( IO ) .  The re q u ire d  s o f tw a r e  w as  

w ri t te n  in SIMULA (11).

Using these tools tw o  d i f fe re n t  to p o lo g ie s  w e r e  built :

-  A 9 nod es  to p o lo g y  with  2, 4, 6 an d  IO users c o n n e c t e d  p e r  n o d e  (fig. 2).

-  A 3 0  nod es  to p o lo g y  with 3 an d  4 users c o n n e c t e d  p e r  n o d e  (f ig . 3). 

M e a s u re m e n ts  h a v e  b e e n  im p le m e n te d  on them  under the fo l lo w in g  typ es  of t ra f f ic  :

-  T yp e  1 : All users transmit p a c k e ts  to a  d estina t ion  o f  the s a m e  s u b -g r a p h  (e .g .  

user o f  n o d e  1 to user of n o d e  3 in fig. 2 an d  user of n o d e  13 to user o f  n o d e  16 in 

fig. 3).

-  T yp e  2 : All users transmit p a c k e ts  to a  d es t in a t io n  o f  a n o th e r  s u b -g r a p h  (e .g .  

user of n o d e  1 to user o f  n o d e  6 in fig. 2 and  user of n o d e  13 to user or n o d e  3 0  in 

fig. 3).

-  Type 3 : All users transmit p a c k e ts  to a  destin a t ion  ra n d o m ly  ch o sen  (e .g .  user of  

n o d e  1 to user o f  n o d e  9 in fig. 2 a n d  user of n o d e  13 to  user o f  n o d e  11 in fig. 3).

-  T yp e  4 : All users transmit p a c k e ts  to a  d estin a t ion  o f  o n e  part icu la r  s u b -g ra p h ,  

(e .g .  user of n o d e  2 lo user o f  n o d e  3 a n d  user o f  n o d e  4 to user of n o d e  8 in fig. 

2 and  user of n o d e  13 to user of n o d e  3 0  an d  user o f  n o d e  2 to user of n o d e  2 5  in 

fig. 3).

-  T yp e  5 : All users Iransmil p a c k e ts  lo  a  d es l in a t io n  o f  o n e  part icu la r  s u b -g ra p h .  

The se lec t io n  of the d estin a t ion  is such that no c o n g e s t io n  occurs , (e .g .  user of  

n o d e  2 to user o f  n o d e  3 an d  user of n o d e  4 to user o f  n o d e  8 in fig. 2 a n d  user 

of n o d e  13 to user o f  n o d e  3 0  a n d  user o f  n o d e  2 to user o f  n o d e  25  in fig. 3). This 

can  b e  c o n s id e re d  as Ihe worst c a s e  o f  traff ic .

In o rd er  to restrict our es t im ations all simulation results w e r e  o b t a in e d  under the fo llow ing

assumptions :



-  O n e  p o c k e l  of lO bits per user is transm itted . So the to ta l  num ber of transm itted  

co n cu rren tly  p a c k e t s  is e q u a l  to the n um ber of users.

-T h e  chip ra te  is a lw a y s  e x a m in e d  in c o n g e s t io n  with  the bit ra te .  This m ean s  that  

as chip r a te  is ta k e n  the t ransm itted  n um ber of chips p e r  bit. This n um oer is a lw a y s  

an in teger  a n d  co rres po n ds  to the full length  of the p s e u d o r a n d o m  s e q u e n c e .

-  The p a c k e t  g e n e ra t io n  is not ra n d o m  bul s im ultaneous for all the users (w ors t  

c a s e  o f  t ra f f ic ) .

-  No co n g e s t io n  exists a t  the n e tw o rk .

-  The w h o le  s im u la ted  m o d e l  is c o n s id e re d  as an  id e a l  o n e  w h e r e  no losses d ue  

to internal noise is in trod u ced .

-  The a c k n o w le d g e m e n t  p ro c e d u re s  a re  not used.

The m a jo r  task is to p r o v e  that the p ass ive  f lood ing  i m p le m e n t e d  on a  mesh to p o lo g y  

using spsc techn iques , is a  cost e f f e c t i v e  o n e  so that a n  o p t im u m  th e o re t ica l ly  BER 

(BER =0) to b e  a c h ie v e d ,  w ith low  re q u ire d  chip ra tes . To p r o v e  it w e  use the relationship  

b e t w e e n  the incom ing p o w e r  of the s p re a d  signal an d  the ex isting  p o w e r  a t  the channel.  

The outputs o f  the p ro g r a m  a re  the a c c u m u la t e d  p o w e r  a n d  th e  in c o m in g  v o l ta g e  a t  the  

input o f  any  n od e .  These a re  d i f fe re n t  an d  in d e p e n d e n t  e a c h  o ther.  From the incom ing  

v o l t a g e  the co rre s p o n d in g  v o l ta g e  a t  the output of the r e c e iv e r  a n d  the BER a re  

e s t im a te d .  Through th em  the a v e r a g e  BER of the system  a n d  the c o r r u p te d  bits p e r  link 

will b e  discussed as a  function of the input n o d e  a t te n u a t io n .  Further than this, e x a m p le s  

will b e  g iven  o f  h o w  the incom ing to a  n o d e  p o w e r  a n d  the o u tp u t  v o l ta g e  of the  

re c e iv e rs  a re  in f lu e n c e d  from  the to p o lo g y ,  the m a tc h in g  a t t e n u a t io n  a n d  the o ther en d  

se lec t io n  distribution. The co n cu rre n t  transmission of only o n e  p a c k e t  o f  lO  bits from  all 

the users, d oes  not in f lu en ce  the final results. This is b e c a u s e  an  id e a l  h a r d w a r e  system  

has b e e n  su p po sed  w h e r e  e x te rn a l  noise sources, o thers than  the signal e c h o e s ,  d o  not 

exist.

All these m e a s u re m e n ts  h a v e  b e e n  ta k e n  tor the worst c a s e  o f  t ra f f ic  ( t ra f f ic  5 )  a n d  for 

simultaneous transmission starting o f  all the p a c k e ts  (o n e  p a c k e t  p e r  user). In this w a y  the  

w orst t ra ff ic  condit ions into the su b -LA N  a re  simulated.

The rest of the p e r f o r m a n c e  es t im a te s  ( th e  BER. the d e la y s  a n d  the throughput)  o f  the  

various types of LANs, that a re  m e m b e rs  of this fam ily , d e p e n d  upon  the p ro to c o ls  an d  

h a r d w a r e  design of e a c h  o n e  individually, th ese  es t im a te s  a r e  o f  minor im p o r ta n c e ,  d ue  

to the neglig ib le d e la y s  b e c a u s e  of the co n cu rren t  c o m m u n ic a t io n  o f f e r e d ,  o f  the lo w



c o n g e s t io n  probabil i ty ,s /O f the possiD ili ty  to  s u c c e e d  a th e o r e t i c a l l y  z e ro  BER and  o f the 

use o f  short o ve rh e a d s .

The simuldtion results

A c c o rd in g  to the d e s c r ib e d  a r c h i te c tu re  w e  d e f in e  BER of a  p h y s ica l  link that co n n e c ts  

t w o  part icu lar  nod es , the su m m ation  o f  all the c o r r u p te d  bits o f  all the transm itted  

p a c k e t s  through the virtual links o f  this p hysica l  link o v e r  the to ta l  s u m m atio n  of the bits ot 

th ese  p a c k e ts .  The BER is a  function  o f  the e c h o e s  p o w e r ,  the to p o lo g y ,  the input n o d e  

a t te n u a t io n ,  the t ra f f ic  a n d  the chip  ra te .  BER is r e d u c e d  in the s a m e  w a y  for all the  

virtual channels of an y  p art icu la r  link. S ince the t ra f f ic  lo a d  a n d  the e c h o e s  va ry  through  

out the to p o lo g y ,  the BER is not c o n s ta n t  an d  is d i f fe re n t  in th e  various paths that  

c o n n e c ts  any tw o  nodes. As a v e r a g e  BER is d e f in e d  the su m m a t io n  o f  all the c o r ru p te d  

bits o f  all the transm it ted  p a c k e ts  through e v e r y  virtual link o v e r  the to ta l  sum m ation  of  

the bits.

Tab les  1 an d  2 a re  a  sa m p le  from  a  set o f  tab les that e x a m in e  o n e  b y  o n e  the c o r ru p te d  

c o m m u n ic a t io n  links. The in fo rm at io n  that a re  found at  these  ta b le s  a r e  the starting an d  

en d in g  n o d e  o f  the physica l  link, the length  of the p hysica l  link m e a s u r e d  in hops, the  

n u m b e r  o f  the c o r ru p te d  virtual links on it a n d  the to ta l  n u m b e r  o f  the  c o r r u p te d  bits o f  

the virtual links as a  function o f  the  a t te n u a t io n  for various ch ip  ra tes .  E very o n e  of these  

tab les  is re fe r re d  to a p art icu la r  to p o lo g y  an d  to p a rt icu la r  ch ip  ra te .  They illustrate the  

in f lu en ce  of the num ber of hops to the num ber of c o r r u p te d  bits p e r  virtual link. As the  

n um ber of hops is in c re a s e d ,  the p e r f o r m a n c e  d e te r io ra te s .  W h e n  the chip r a t e  is 

in c re a s e d  the p e r f o r m a n c e  is im p ro v e d .

Figures 4 an d  5 illustrate the o v e ra l l  BER of all the c o m m u n ic a t io n  links of the sub-LAN. The  

cu rves  o f  these figures h a v e  resu lte d  b y  a v e r a g in g  the d a t a  o f  all the tab les  a  sam p le  of  

w hich  is p re s e n te d  through tab les  I a n d  2. Every f igure p res en ts  the  a v e r a g e  BER as a  

function  o f  the a t te n u a t io n  for the various chip ra tes  that h a v e  b e e n  used. It c a n  b e e n  

seen, that the most c o n c e n t r a t e d  the su b -LA N  is. the lo w e r  the re q u ire d  chip ra te  is to  

nullify the BER. M o re  a n a ly t ic a l ly  fig. 4 co rres po n ds  to the to p o lo g y  o f  fig. 2. The  

m e a s u re m e n ts  h a v e  b e e n  ta k e n  for 63. 127 a n d  2 5 5  chips a n d  for 2. 6 a n d  lO users per  

n o d e .  Fig. 5 correspo n ds  to the t o p o lo g y  o f  fig. 3. The m e a s u r e m e n ts  h a v e  b e e n  ta k e n  for



127. 2 5 5  an d  511 chips a n d  for 3 a n d  4 users per n od e .  For the  to p o lo g y  of fig. 3 ( 3 0  

n o d e s  an d  9 0  users) 127 chips support c o m m u n ic a t io n  links o f  2 hops a n d  511 chips support  

c o m m u n ic a t io n  links o f  3 hops. For the to p o lo g y  of fig. 2 th e  c o m m u n ic a t io n  links of 2 

hops a re  su p p o rte d  from  127 chips. At this to p o lo g y  there  a r e  no phys ica l  links that requ ire  

3 hops connections.

The n um ber of co n cu rre n t  transmitting users that any  p a r t ic u la r  t o p o lo g y  m a y  support is 

not co n stan t  an d  d e p e n d s  upon the chip  r a te  used, an d  the d is ta n c e  o f  the destinat ion ,  

m e a s u r e d  in hops. The higher the chip  ra te  is the higher the  p ro ces s in g  gain  is and  

c o n s e q u e n t ly  higher the a f f o r d e d  p o w e r  o f  noise due  to e c h o e s  c a n  b e ,  or a l te rn a t iv e ly  

lo w e r  the incom ing SNR. Echoes p o w e r  is not only a function o f  the to p o lo g y  but also of 

the t ra f f ic ,  the used a t te n u a t io n  at the input port of any  n o d e ,  the a c c e p t e d  m ax im um  

length  of a  link m e a s u re d  in hops (n o t  in t im e).  The p e r f o r m a n c e  o f  all the virtual channels  

c r e a t e d  during the c o m m u n ic a t io n  o f  the users is the s a m e  a n d  d e p e n d s  upon the  

ins tan taneous tra ff ic  lo a d  an d  the e c h o e s  a t  any  p art icu la r  link or n o d e .  The BER is a  

d ire c t  function of the incom ing into the n o d e  SNR. The higher th e  SNR the lo w e r  the BER is. 

As the num ber of nod es  at a  sub-LA N  is in c re a s e d  (w h i le  th e  final n um ber of users an d  

the c r e a t e d  tra ff ic  a r e  k e p t  c o n s ta n t )  the d is tr ibuted  p o w e r  o f  the noise o v e r  the links 

a n d  the nod es  is re d u c e d .  Al the s a m e  tim e the links a re  b e c o m in g  lon g er  in hops a n d  the  

d e g r e e  o f  the nod es  is in c re ase d .  During the transmission, th e  t ra n s m it te d  p o w e r  o f  the  

signal of interest,  is r e d u c e d  p ro gress ive ly  fo llow ing  the hops. T h e re fo re  the p o w e r  o f  the  

r e c e iv e d  signal is r e d u c e d  a n d  so the to ta l  processing  gain  o f  the su b -L A N  is c h a n g e d .  By 

increasing  the chip r a te  b e l t e r  p ro cessing  gain  is a c h ie v e d  a n d  c o n s e q u e n t ly  longer paths  

a n d  higher am ount o f  t ra f f ic  c a n  b e  se rv e d .  So for any  p a r t ic u la r  ch ip  r a te  the am o u n t  of  

t ra f f ic  that m a y  b e  s e rv e d  successfully b y  the LAN is a function  o f  the  to p o lo g y .

At figures 6 and  7 the a c c u m u la t e d  p o w e r  ( inc om in g )  a t  an  input o f  a  ra n d o m ly  chosen  

n o d e  as a  function of the a t te n u a t io n  has b e e n  p lo t te d .  T o g e th e r  w ith  this c u rv e  the  

c h a n g e  of the signal of interest a t  the s a m e  input of the s a m e  n o d e  also as a  function of  

the a t te n u a t io n  is shown for various hops. As signal or in te res t  a r e  c o n s id e re d  the s p re a d  

d a t a  that a re  f lo o d e d  in the sub-LAN. The incom ing p o w e r  is th e  signal of interest plus the 

e c h o e s  and  the initial transmissions of an y  o ther users. The c u rv e s  o f  f igure 6 co rre s p o n d  

to the to p o lo g y  of fig. 2 ( a t  the to p o lo g y  o f  fig. 2 the signal o f  in te res t  arrives a t  the  

d estin a t ion  from only o n e  or tw o  hops ro u tes )  a n d  of fig. 7 to the  t o p o lo g y  o f  fig. 3.



Every l im e lhat Ihe signal of interest is f lo o d e d  through a  n o d e  ( h o p )  the signal's p o w e r  is 

r e d u c e d  in a c c o r d a n c e  w ith  the re la t io n  of sect ion  2. This p o w e r  re d u c t io n  is suP jec t  to 

the  a t te n u a t io n  va lue . The sa m e  holds for the incom ing p o w e r  also. T h e re fo re  the signals 

of all these cu rves  of figures 6 an d  7 results from  a continuous a n d  s e q u e n t ia l  use o f  this 

ty p e  o f  sect ion  2. As Ihe a t te n u a t io n  is in c re a s e d  the signals o f  Ihe  cu rv es  c h a n g e  at  a  

d if fe re n t  scale. This c h a n g e  is e x p o n e n t ia l  a n d  d e p e n d s  u po n  h o w  m a n y  times the ty p e  

has P e e n  a p p l ie d

-  individually to the components that the incoming signal consists of

-  to the signal of interest.

From these curves  the SNR c a n  P e  e s t im a te d .

From figures 4, 5. 6 an d  7 an d  from  the tab les  I an d  2 an in d ica t io n  of the im p o r ta n c e  of  

the in f luence o f  Ihe a t te n u a t io n  to the p e r f o r m a n c e  o f  the sys tem  is g iven . For the 

o p t im is e d  va lue  of this p a r a m e t e r  the BER=0 is o b ta in e d  for the m in im um  re q u ire d  chip  

ra te .

Assuming that the input n o d e  a t te n u a t io n  is 1 then no p o w e r  is a b s o r b e d  a n d  co n s e q u e n t ly  

no p o w e r  loss exists a t  the system. As the a t te n u a t io n  is in c re a s e d  a  p e r c e n t a g e  o f  bo th  

the  e c h o e s  an d  the signal p o w e r  a r e  a b s o r b e d  resulting to a  re d u c t io n  o f  their va lu e ,  but  

a t  a  d i f fe re n t  scale .  A f te r  l im e t the a m o u n t  of the p o w e r  th a t  is a b s o r b e d  b y  the system  

g e ts  e q u a l  with the initially t ra n s m it te d  p o w e r  in it. The re q u ire d  t im e  d e la y  for re a c h in g  

this sa turat ion  point is d e c r e a s e d  as the  a t te n u a t io n  in c reases  ( th e  sa tu ra t io n  point c o m e s  

c loser to the transmission starting p o in t) .  This time d e la y  is r e la t iv e ly  short. A sta tic  p o w e r  

equilibrium is o b ta in e d .  This re la t ion  is d e s c r ib e d  in fig. 8. This f igure  is r e f e r r e d  to the  

to p o lo g y  o f  fig. 2. to an  arb itrari ly  c h o se n  r e c e iv e r  ( f ro m  the s e c o n d  p o r t  o f  n o d e  8).  to 

t ra f f ic  of ty p e  5. to lO users c o n n e c t e d  on e v e r y  n o d e  a n d  to chip r a t e  127 chips p er  bit. 

It d esc r ib es  the re la t ion  ship b e t w e e n  the incom ing p o w e r  a n d  Ihe  time. The t ime  

co rres p o n d s  to Ihe time ins tan ce  that the  d a t a  a re  re c e iv e d .

-  C u rv e  'A '  is r e fe r r e d  to the c a s e  of an id e a l  sy s te m  w ith o u t  loss ( c a s e  of 

a t te n u a t io n  1), then the f lo o d e d  p o w e r  into the sy s te m  is a c c u m u la t e d ,  an d  a 

continuous in c re ase  o f  the inc om in g  p o w e r  takes p la c e .  This in c re a s e  is illustrated  

for an arbitrari ly  ch o sen  r e c e iv e r .  It c a n  b e e n  seen  that  th e re  is a  l inear in c re ase  

of the p o w e r  as a function o f  the time.

-  C u rve  B' is r e fe r re d  to Ihe  c a s e  o f  a t te n u a t io n  d i f fe re n t  than 1 then the p o w e r  

d oes  not in c re ase  continuously. A f te r  som e l im e the lose p o w e r  d u e  the



a t te n u a t io n  is b a la n c e d  with the incom ing o ne an d  then  the incom ing  p o w e r  is 

stabilised.

So the incom ing p o w e r ,  a t  an y  incom ing  p ort ,  for an y  a t te n u a t io n  v a lu e  d if fe re n t  than 1 

c a n  b e  c o n s id e re d  as a constan t in d e p e n d e n t  o f  the time.

The tra f f ic  distribution a f f e c t s  the p o w e r  distribution o v e r  the LAN a n d  c o n s e q u e n t ly  the 

BER. The tab les  3 an d  4 il lustrate the incom ing  p o w e r  distribution o v e r  the n e tw o rk  as a  

function  o f  the a t te n u a t io n ,  the used ch ip  r a te  an d  the used  t y p e  o f  t ra f f ic ,  for b o th  the  

to p o lo g ie s  of f igures 2 an d  3. For c a s e s  o f  tra f f ic  ) an d  2 w e  h a v e  a  h o m o g en o u s  

distribution o f  the tra f f ic  o v e r  the n e tw o r k  for an y  v a lu e  o f  th e  a t te n u a t io n .  For t ra f f ic  5 

the t ra f f ic  is e x a m in e d  only a t  the su b grap h  w h e re  the re c e iv e r s  a re .  This is the worst  

c a s e  o f  tra f f ic  since all the users try to c o m m u n ic a te  w ith  d est in a t ion s  lo c a t e d  a t  a  

p ar t ic u la r  a r e a  o f  the n e tw o rk .  Any transmission is initially d i r e c t e d  to th e  shortest rou te  

a n d  the signal arrives a lw a y s  a t  the d est in a t ion  through this ro u te .  D u e  to all this fac to rs  

o f  t ra f f ic  ty p e  5. a  g re a t  am o u n t  o f  the initially tra ns m it ted  p o w e r  a c c u m u la te s  in the  

a r e a  o f  the re c e iv e rs  o f  the destinat ion . This p o w e r  is k e p t  f l o o d e d  to the rest o f  the  

n e tw o rk .  In this w a y  in the re c e iv e rs  a r e a  a  highly noise e n v iro n m e n t  exists. The req u ire d  

chip  r a te  for serving this ty p e  of t ra f f ic  will also serve , w ith im p r o v e d  p e r f o r m a n c e ,  any  

o th e r  tra f f ic  situation.

4 .  C O N C L U S I O N

This w ork  involves a  lot o f  fields o( re s e a rc h  :

-  an o vera l l  d escrip t io n  of the a r c h i te c tu re  an d  the d e s ig n  princ ip les o f  a  fam ily  

of s p re a d  sp ec tru m  LANs built on mesh to po log ie s  is g iven .

-  an e x a m p le  of a  LAN m e m b e r  o f  this fam ily  is d e s c r ib e d  a n d  a n a ly s e d  and

-  simulation tools a re  built for the study of tfie b e h a v io u r  o f  the OSI lo w e r  layers  

of mesh to p o lo g y  LANs. These tools w e r e  used for the p e r f o r m a n c e  e v a lu a t io n  of  

the flood ing  id e a  im p le m e n te d  a t  a  LAM m e m b e r  o f  this fa m ily  o f  LANs.

A c c o rd in g  to the definitions o f  the p e r f o r m a n c e  c h a ra c te r is t ic s  a n d  b y  exam in ing  the  

results o f  the simulation, under a  p ass ive  f lood ing  s c h e m e ,  it c a n  b e  c o n c lu d e d  that  the  

t ra f f ic  is mainly d e p e n d e d  upon tfie to p o lo g y  co n tigura t ion . th e  m ost c o n d e n s e  the LAN is 

the shortest paths exist a t  a  p e n a l ty  o f  lack of survivability. The input n o d e  a t te n u a t io n  is



of m ain  im p o r ta n c e  since it controls trie p o w e r  of the e c h o e s  in the LAN. The tra ff ic  

s u p p o r te d  d e p e n d s  a lw a y s  upon the used  chip  ra le .  Supposing an id e a l  h a r d w a r e  and  

using th e  c o r re c t  v a lu e  of the chip r a te  a  th e o re t ic a l  z e ro  BER c a n  b e  a c h ie v e d .  The 

se le c t io n  o f  the chip ra te  d e p e n d s  upon  the input n o d e  a t te n u a t io n .  The BER d e p e n d s  

u po n  the design a n d  is a function m ain ly  of the used chip r a te  a n d  o f  the a t te n u a t io n .  In 

a d d it io n  to the a b o v e  (ac tors ,  the len g th  of the links in flops is a  fu nc tio n  of fhe re c e iv e r 's  

threshold. The lo w e r  this threshold is the longer the link. From the a b o v e  w e  c o n c lu d e  that  

fhe se lec t io n  o f  the c o r r e c t  va lues o f  th ese  p a ra m e te rs  is a  des ig n  o p t im isa t io n  p ro b lem .

So finally the p e r f o r m a n c e  is in f lu e n c e d  b y  the a b o v e  r e fe r r e d  fa c to r s  a n d  the am o u n t  of 

the c r e a t e d  tra ff ic .  T ra ff ic  d e p e n d s  upon  the user distribution o v e r  the n e tw o rk ,  the  

p a c k e t  g e n e ra t io n  distribution, the o th e r  e n d  se lect ion  distribution a n d  the to p o lo g y .  

Eva luating  the r e c e iv e d  m e a s u re m e n ts  a c c o rd in g  to the c h a ra c te r is t ic s  o f  the  

a r c h i te c tu re ,  it c a n  b e  c o n c lu d e d  that :

-  The most s p re a d  a  su b -LA N  is the longest routes (in h op s)  a r e  c r e a t e d .

-  The longest a  ro u te  is the higher the req u ire d  chip r a t e  is.

-  The o p tim u m  va lu e  of the a t te n u a t io n  p a r a m e t e r  is b e t w e e n  0 . 9  a n d  0 .8  (f ig . 4 

an d  5).

-  The most s p re a d  a  su b -LA N  is the lo w e r  the incom in g  p o w e r  a t  an y  port  is an d  

co n se q u en t ly  the higher the t o le r a n c e  of the sub-LA N  to in te r -s u b -L A N  t ra f f ic  is.

-  The f lo o d e d  p o w e r  is h o m o g e n e o u s ly  d is tr ibu led  all o v e r  the  n e tw o rk .

-  Considering the sub-LA N  of 3 0  n o d e s  as a  basic  unit for the co m p o s i t io n  o f  a  

LAN, then BER=0 c a n  b e  a c h i e v e d  for an y  ty p e  o f  t ra f f ic  a t  it. using a  chip  r a te  of  

511 ch ips /b it  w ith  a t te n u a t io n  0 . 9  (f ig .  5).

This ty p e  o f  LAN is a p p r o p r ia t e  for serv ing  the main typ es  o f  t ra f f ic ,  that  is v o ic e  an d  

d a t a ,  b e c a u s e  :

-  o f  the use o f  d e d ic a t e d  ch an n e ls  to an y  o ne of the transmissions

-  of the in t ro d u c e d  low  d e la y s ,

-  of its g o o d  p e r f o r m a n c e  an d

-  of the statistics p ro p e rt ies  o f  the spsc channels to exist only for the p e r io d  of  

time that the transmission lasts.

The suitability of this ty p e  of LAN for re a l  t im e  im a g e  transmission or for s low scanning  

im a g e  transmission, d e p e n d s  upon  the ch a ra c te r is t ic s  a n d  the d es ig n  o f  e v e r y  one  

p a r t icu la r  sub-LAN. This is b e c a u s e  for this ty p e  of I ra f t ic  a  high transmission bit r a le  is 

req u ire d .  This fam ily  ot spsc LANs c a n  support various bit r a le s  a n d  typ es  o f  tra ff ic .



Existing h a r d w a r e  lim itation of the past for the in c re a s e  o f  c h a n n e l  c a p a c i t ie s ,  

transmission ra tes  a n d  for building c o m p l ic a t e d  h a r d w a r e  circuits h a v e  b e e n  o v e r  c o m e ,  

through the progress in the a r e a  of f ib re  o p tics  a n d  VLSI te c h n o lo g y .
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TABLE 1

CORRUPT'D LINKS AND 5ITS f u n c t i o n  Or t h e ATTENUATION FOR TrrE SUB-LAN 0= FlG. 2 FOR

THE TRANSMISSION OF lO BITS -ER USER

NODES 

USERS :

CHIPS PER B:T 

CHIP DURA'lON  

TYPE OF TRAFFIC .

RECEIVERS THRESHOLD 

LACK OF SYNCHRONIZATION

ID O '  NODE 

ID OF 'NCOMING PORT

NUMBER OF CORRUPTED VIRTUAL LINKS ON THE PHYSICAL CONNECTION  

TOTAL NUMBER OF CORRUPTED BITS

C O L U M N  A  

C O L U M N  C  

C O L U M N  D  

C O L U M N  E

T P  T R A N S M I T T E R

r C  R E C E I V E R

lD  I D E N T I F I C A T I O N

ID OF HOPS
TR RC 1 0.99 0 ..95
A A C D E D E D E

X 8 1 2 0 0 10 10 4 4
2 7 3 2 3 3 3 3 2 2
4 9 4 2 6 6 0 0 0 0

ATTENUATION
0 .. 9 0.8 0.7 0.6 0.5 0.4 0.3
D E D E D E D E D E D E D E

1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0



TABLE 2

CORRUPTED LINKS AND SITS AS A FUND ON O 

t h e  TRANSMISSION C :  lO BITS PER USE<

TE‘ :ATION FOR THE SUB-LAN O- HG 3 FOR

n o d e s

USERS

CHIPS PER Bl7 

CHIP DURATION 

TYPE OF TRAFFIC :

RECEIVERS THRESHOLD 

LACK OF SYNCHRONIZATION .

COLUMN A 

COLUMN C . 

COLUMN D . 

COLUMN E :

ID OF NODE

ID OF INCOMING f o r t

n u mb e r  o f CORRUPTED VIRTUAL LINKS ON THE PHYSICAL CONNECTION

t o t a l  n u mb e r  o f  c o r r u p t e d  b it s

TR TRANSMITTER

RC RECEIVER

I D E N T I F I C A T I O N

ID OF HOPS
TR RC 1 0.99 0. 95
A A C D E D E D E

5 30 7 3 2 2 1 1 0 0
6 25 2 3 0 0 1 1 1 1
12 26 2 3 1 1 0 0 0 0
18 27 9 3 1 1 3 2 0 0
27 1 1 3 3 3 3 3 0 0

ATTENUATION
0. 9 0.8 0.7 0. 6 0.5 0.4 0.3
D E D E D E D E D E D E D E

0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 1 1 3 1 7 3 7 3 14 3
0 0 5 3 7 3 8 3 8 3 15 3 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0



T H E  D I S T R I B U T I O N  O F  T H E  I N C O M I N G  P O W E R  O V E R  T H E  O O L O G Y  F O R  A  S U B - L A N  O F  F I G .  2  F O R  

T H R E E  T Y P E S  O F  T R A F F I C  A N D  F O R  V A R I O U S  V A L U E S  O F  A T T E N U A T I O N

N O D E S  ' V

U S E R S  . 10

C H I P S  P E R  B I T  : 2 5

C H I P  D U R A T I O N

T Y P E  O F  T R A F F I C 5

R E C E I V E R S  T H R E S H O L D
r ' )

L A C K  O F  S Y N C H R O N I Z A T I O N  : o

R C  : R E C E I V E R

A T  : A T T E N U A T I O N

I D  ' I D E N T I F I C A T I O N

C O L U M N  A I D  O F  N O D E

C O L U M N  C I D  O F  I N C O M I N G  P O R T

T R A F F IC  : 1 T R A F F IC  : 2

A T T / T I O N : 0 . 9 9 0 . 8 0 . 2 0 .9 9 0 . 8 0 . 2

RC IN C O M IN G IN C O M IN G IN C O M IN G IN C O M IN G IN C O M IN G IN C O M IN G
A C POWER POWER POWER POWER POWER POWER

3 1 1 .27&+05 8 .2 8 & + 0 3 1 . 07& +03 1 . 28&.+05 8 . 51&.+03 1 . 08& +03
1 1 1 .2 8 & + 0 5 8 .5 6 & + 0 3 1 . 08& +03 1 . 28&+05 8 . 5  lS i+03 1 .0 8 & + 0 3
2 2 1 . 28&.+05 8 .7 0 & + 0 3 1 .0 8 & + 0 3 i  . 28&+05 8 .5 1 & + 0 3 1 .0 8 & + 0 3
6 1 1 . 26&.+05 7 . 44&+03 1 .0 1 & + 0 3 1 . 28&+05 8 .51& +03 1 . 08&.+03
4 2 1 .2 2 & + 0 5 4 . 12&+03 7 . 78S l+01 1 . 28&+05 8 . 5 1&+03 1 .0 8 & + 0 3
5 2 1 . 27&+05 8 .2 1 & + 0 3 1 . 07& +03 1 . 28&+05 8 .5 1 & + 0 3 1 .0 8 & + 0 3
9 X 1 . 27&.+05 8 . 28&+03 1 .0 7 & + 0 3 1 .28& +05 8 . 5 lS i+03 1 . 08& +03
7 1 1 . 28&.+05 8 .5 6 & + 0 3 1 . 08&+03 1 . 28&+05 8 .5 1 & + 0 3 1 .0 8 & + 0 3
8 2 1 .28&+05 8 . 70&.+03 1 . 08& +03 1 . 28&+05 8 . 51&.+03 1 . 08&.+03



TABLE -1

T H E  D I S T R I B U T I O N  O F  T H E  I N C O M I N G  P O W E R  O V E R  T H E  T O P O L O G Y  F O R  A  S U B - L A N  0 =  F I G .  3  

T H R E E  T Y P E S  O F  T R A F F I C  A N D  F O R  V A R I O U S  V A L U E S  O F  A T T E N U A T I O N .

N O D E S  

U S E R S  .

C H I P S  P E R  B I T  

C H I P  D U R A T I O N  

T Y P E  O F  T R A F F I C  .

R E C E I V E R S  T H R E S H O L D  

L A C K  O F  S Y N C H R O N I Z A T I O N  :

R C

A T  

I D  :

C O L U M N  A  : 

C O L U M N  C  :

R E C E I V E R  

A T T E N U A T I O N  

I D E N T I F I C A T I O N  

I D  O F  N O D E  

I D  O F  I N C O M I N G  P O R T

T R A F F IC : 1 T R A F F IC : 2

A T / T IO N :  0 .9 9 o CD 0 . 2 0 .9 9 0 . 8 0 . 2

p r IN C O M IN G IN C O M IN G IN C O M IN G IN C O M IN G IN C O M IN G NCOM ING

A C POWER POWER POWER POWER POWER POWER

3 1 1 .7 8 6 + 4 1 .7 4 6 + 3 3 . 09&.+2 1 ,78&+4 1 . 7 4 6 + 3 3 . 0 9 6 + 2

4 2 1 .7 8 6 + 4 1 .7 3 6 + 3 3 . 08&+2 1 . 77&+4 1 . 6 4 6 + 3 3 . 0 2 6 + 2

5 3 1 .7 8 6 + 4 1 .7 5 6 + 3 3 . 09&+2 1 ,78&+4 1 . 7 4 6 + 3 3 . 0 9 6 + 2

6 4 1 .7 8 6 + 4 1 .7 6 6 + 3 3 . 09&.+2 1 ,78&+4 1 . 7 4 6 + 3 3 . 0 9 6 + 2

1 4 1 .79S.+4 1 ,78S l+3 3 .0 9 & + 2 1 .7B&+4 1 . 7 4 6 + 3 3 . 0 9 6 + 2

2 5 1 .7 8 6 + 4 1 .7 6 6 + 3 3 . 09& + 2 1 .7 8 6 + 4 1 . 7 4 6 + 3 3 . 0 9 6 + 2

9 1 1 .7 7 6 + 4 1 . 65S l+3 3 . 02&.+2 1 .7 9 6 + 4 1 . 7 8 6 + 3 3 . 0 9 6 + 2

1 0 2 1 .7 6 6 + 4 1 .6 2 6 + 3 3 . 01&.+2 1 .8 0 6 + 4 1 . 8 5 6 + 3 3 . 1 6 6 + 2

1 1 3 1 .7 8 6 + 4 1 .7 4 6 + 3 3 . 09&+2 1 .7 9 6 + 4 1 . 7 8 6 + 3 3 . 0 9 6 + 2

1 2 4 1 .8 0 6 + 4 1 .8 6 6 + 3 3.16&.+ 2 1 .7 9 6 + 4 1 . 7 8 6 + 3 3 . 0 9 6 + 2

7 3 1 .6 5 6 + 4 6 .6 2 6 + 2 1 . 66&.+ 1 1 .7 9 6 + 4 1 . 7 8 6 + 3 3 . 0 9 6 + 2

8 4 1 .6 5 6 + 4 6 . 7 6 6 + 2 I . 6861+ I 1 .7 9 6 + 4 1 . 7 8 6 + 3 3 . 0 9 6 + 2

15 1 1 .7 8 6 + 4 1 .7 4 6 + 3 3 . 09&.+2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

16 2 1 .7 8 6 + 4 1 .7 3 6 + 3 3 .0 8 & + 2 1 .6 5 6 + 4 6 . 5 2 6 + 2 1 .6 4 6 + 1

17 3 1 .7 8 6 + 4 1 .7 5 6 + 3 3 .0 9 & + 2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

18 4 1 .7 8 6 + 4 1 .7 6 6 + 3 3 . 09&+2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

13 4 1 .7 9 6 + 4 1 .7 8 6 + 3 3 . 09&+2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

14 5 1 .7 8 6 + 4 1 .76&+3 3 . 09& + 2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

2 1 1 1 .7 8 6 + 4 1 .7 4 6 + 3 3 .0 9 & + 2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

22 2 1 .7 6 6 + 4 1 .6 3 6 + 3 3 . 01&+2 1 .6 7 6 + 4 7 . 7 3 6 + 2 2 .3 9 6 + 1

23 3 1 .7 8 6 + 4 1 .7 4 6 + 3 3 . 09&. + 2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 .0 9 6 + 2

24 4 1 .7 8 6 + 4 1 .7 6 6 + 3 3 .0 9 & + 2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

19 4 1 .8 0 6 + 4 1 ,87S l+3 3 . 16&+2 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

20 4 1 .6 5 6 + 4 6 .7 6 6 + 2 1 . 68&+1 1 .7 8 6 + 4 1 . 7 5 6 + 3 3 . 0 9 6 + 2

27 1 1 .7 8 6 + 4 1 ,74&+3 3 . 09&+2 1 .7 8 6 + 4 1 . 7 4 6 + 3 3 .0 9 6 + 2

28 2 1 .7 8 6 + 4 1 ,73£ l+3 3 . 08&+2 1 .7 6 6 + 4 1 . 6 2 6 + 3 3 . 0 1 6 + 2

29 3 1 .7 8 6 + 4 1 ,75&+3 3 . 0 9 & + 2 1 .7 8 6 + 4 1 . 7 4 6 + 3 3 . 0 9 6 + 2

30 4 1 .7 8 6 + 4 1 . 7  6&+3 3 . 09&.+2 1 .7 8 6 + 4 1 . 7 4 6 + 3 3 .0 9 6 + 2

2 5 4 1 .7 9 6 + 4 1 ,78&+3 3 . 09&.+2 1 .7 8 6 + 4 1 . 7 4 6 + 3 3 .0 9 6 + 2

26 5 1 .7 8 6 + 4 1 . 7  6&+3 3 . 09&+2 1 .7 8 6 + 4 1 . 7 4 6 + 3 3 .0 9 6 + 2

F O R



t r a f f i c  

A T Y T IO N :  0 . 9 9

RC  IN C O M IN G
A C POWER

26 6 1 ,78& +4
27 2 1 . 66S.+4
28 3 1 .71S.+4
29 4 1 . 68S.+4
30 7 1 .61& +4
25 1 1 .69& +4
27 7 1 .79S.+4
28 7 1 .62S.+4
29 3 1 .71& +4
25 7 1 .62S.+4
26 7 1 .63S.+4
26 2 1 .86& +4
28 1 1 . 6 8 S+ 4
29 8 1 ,76& +4
30 3 1 .72S.+4
25 3 1 ,68& +4
26 4 1 .66S.+4
27 9 1 ,76& +4
29 1 1 . 6 6 S + 4
30 9 1 .63S.+4
25 2 1 ,69& +4
26 9 1 . 62S.+4
29 9 1 .76S.+4
28 9 1 .6 2 & + 4
27 1 1 .82& +4
28 2 1 . 84S.+4

1 1 1 ,62& +4
30 4 1 . B4&+4
25 4 1 ,82& +4
26 5 1 .8 0 & + 4

0 . 8 0 . 3

IN C O M IN G IN C O M IN G
POWER POWER

1 .78S. + 3 4 .8 Ô & + 2
7 . 35&+2 4 .3 5 & + 1
1 . 06&+3 9 . 27&+1
8 . 64&+2 6 .0 9 & + 1
4 .1 3 & + 2 6 . 15&+0
8 . 79&+2 6 . 16&+1
1 . 82&+3 4 .8 8 S .+2
5 .1 1 & + 2 2 . 17&+1
1 . 07&+3 9 -336.+ 1
5 .0 0 & + 2 2 .1 1 & + 1
5 . 33&+2 2 .3 0 & + 1
2.27S.+  3 5 . 43&+2
8 . 41&+2 5 .9 7 & + 1
1 . 65&+3 4.69S.+  2
1 . 0B6.+3 9 .39&+1
8 . 54&+2 6 . 03&+1
7 . 44&+2 4 .4 1 & + 1
1 .60& +3 4 .55S .+  2
7 .3 1 & + 2 4 .3 4 & + 1
5 . 75&+2 3 .5 9 & + 1
9 . 47&+2 7 .5 8 & + 1
5 .0 5 & + 2 2 .1 6 & + 1
1 .59S.+3 4 . 5 5 S + 2
4 .8 3 & + 2 2 .0 4 & + 1
2 . 03&+3 5 .0 9 & + 2
2 .0 9 & + 3 5 .1 2 & + 2
5 .0 3 & + 2 2 .1 1 & + 1
2 .0 8 & + 3 5 .1 2 & + 2
1 . 96&+3 4 .94S .+  2
1 .S4 & +3 4 . 78fii+2
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FIG.l : The philosophy used for the desiqn of a LAN of the proposed

t opoloq y .

FIG . 2 : A 9 node topoioqy of a sub-LAN
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of the links indicate their length. The numbers around the 

nodes arc the nodes and the ports identifications.

FIG. 4 : The average BER 

topology of fig -

users/node, 'B ' :

10 users/node, ' D '

as a f une t ion of atténuation for the 

2. Curve 'A' corresponds to 63 chips, 2 

6 3 chips, 6 users/node, ’C' : 12 / chips,

: 2 b h chips, 10 users/node.
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FIG. b : The avcraqc BER a: a lunctlon of attenuation for the

topology of fiq. 3. Curve 'A' corresponds to 127 chips, 3 

users/node, 'B' : 255 chips, 3 users/node, 'C' : 511 chips, 

3 users/node, ' D ' : 5 11 chips, 6 users/nodc.

FIG. 6 : The incoming power at the receiver and the power of signal

of interest after the first and. the second hop as a function 

of attenuation for the topology of fig. 2 and for traffic

t y p e  5 .



FIG. 7 : The incoming power at the receiver and the power of signal

of interest after the first, the second and the third hop as 

a function of attenuation for the topology of fig. 3 and for 

traffic type b .

The incoming power as a functi'on of time for any receiver ol 

the topology of fig. 2. Curve ' A '  corresponds to 

attenuation 1 and curve 1 E 1 to attenuation 0.9.


