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Abstract 

The main focus of this thesis is to search for low-frequency solar acoustic and gravity 

modes of oscillation of the Sun. Low-frequency modes are sensitive to the structure 

of the solar core and so provide stringent tests for models of the internal structure of 

the Sun. In this thesis we develop and use statistical techniques that aim to detect 

low-frequency modes by searching for statistically significant features in frequency-power 

spectra. Frequency-amplitude spectra are compared for coincident prominent features. 

The amount of common noise shared by two data sets affects the probability that a 

coincident prominent feature is noise and so the statistical tests were non-trivial to derive. 

The optimum condition for comparing frequency-amplitude spectra is when no common 

noise is present. The power and source of the common noise is dependent on the data 

that are compared. 

Statistical tests are used to search contemporaneous and non-contemporaneous ob

servations made by the Birmingham Solar Oscillations Network (BiSON) and the Global 

Oscillations at Low Frequencies (GOLF) instrument. We also searched contemporaneous 

and non-contemporaneous sets of BiSON data. Many different combinations of BiSON 

data are compared to find contemporaneous BiSON timeseries that contain as little com

mon noise as possible. Detection threshold levels are significantly reduced by searching 

for coincident prominent features, however, no new mode candidates are detected. 

To investigate whether the gaps in the list of detected modes are expected, given 

the reduced threshold levels, predictions on the detectability of low-frequency modes 

are made, based on estimates of the modes' powers and damping times. The fraction 

of modes detected in Monte Carlo simulations is small at low frequencies. Significantly 

more detections would be made if the power signal to noise could be increased by a factor 

of 2, which could be achieved by lengthening timeseries and by reducing the amount of 

noise in the data. 

The quality of solar observations is affected by instrument stability. We consider 

three effects that mean unresolved Doppler velocity observations are not homogenous 

across the solar disc; solar rotation, limb darkening and the position of a detector. The 

results indicate that observations made by BiSON instruments do not represent a uniform 

average across the solar disc. Different detectors are weighted towards different regions 

of the solar disc, and so observe different realizations of the solar noise. The calculated 

weightings are compared to BiSON observations. Agreement between the calculations 

and the observations is improved by altering various parameters, such as the observed 

size of the solar image. We find that the weighting varies with epoch and so can have 

consequences for the quality of BiSON data. 
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1. INTRODUCTION

1.1 Introduction to global helioseismology

The detection of solar oscillations has vastly increased our knowledge of the workings of the solar interior. Helioseismology is the study of the solar interior using observations of waves that propagate within the Sun. The development of helioseismology has dramatically improved our understanding of the internal properties of the Sun by testing the physical inputs that are used to model stellar interiors and by providing a detailed map of the Sun’s structure and internal rotation.Solar oscillations were first defiriitively observed by Leighton et al. (1962) when they detected oscillations of localized regions of the solar surface with periods of approximately 5 minutes. As the observations were made over a limited spatial extent it was initially thought that these ‘five-minute modes’ were a local phenomenon. However, it was not until Ulrich (1970) and Leibacher and Stein (1971) suggested that the five-minute modes might be acoustic modes, which are excited and trapped within the solar interior that a satisfactory theory to explain the observations was produced. The global nature of the modes was not revealed until 1979 when Claverie et al. detected low-degree modes with well-defined frequencies in unresolved solar data. It is now known that the Sun can support wave motions, which set up global resonant modes. Properties of the solar interior, such as temperature and composition, influence the periods of the oscillations. Accordingly, properties of the solar oscillations, such as their frequency, can yield valuable information about the internal structure of the Sun.The first major discovery that was made because of the emergence of helioseismology was a determination of the depth of the solar convection zone. Observations by Deubner
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(1975), Gough (1977) and Ulrich and Rhodes (1977) showed that the convection zone was actually 50% deeper than implied by conventional models. The depth of the convection zone can be determined by observing the discontinuity in the sound speed profile between the convection zone and the radiative core. Christensen-Dalsgaard et al. (1991) found the base of the convection zone to be 0.713 ±0.003 solar radii from the centre of the Sun. This is in very good agreement with the more recent results of Basu and Antia (2004), who found the base of the convection zone is at a radius of 0.7133 ± 0.0005 solar radii. The value of the depth of the convection zone can only be constrained this tightly using helioseismology.Helioseismology has also helped to uncover the solar rotation rate beneath the photosphere (see for example Rhodes and Ulrich 1977; Gough 1981; Thompson 1990). It has been determined that the differential rotation that is observed at the Sun’s surface continues to the base of the convection zone. Below this the interior rotates like a solid body. This causes a region of intense shear at the base of the convection zone, known as the tachocline.The composition of the solar interior, especially the abundance of helium, is important not only for solar modelling but also for modelling the solar system and the galaxy. The helium abundance cannot be inferred from spectroscopy as the necessary spectral lines are formed in the chromosphere and so are not in thermal equilibrium. Christensen- Dalsgaard and Gough (1980) used helioseismic data in comparison with the standard solar model to infer that the helium abundance is not vastly different from the model value assumed at the time. One recent estimate of the helium abundance that can be determined by helioseismology, which gives the proportion of the total mass of the Sun that is helium, is 0.2485 ± 0.0034 (Basu and Antia, 2004).Until recently this value was in good agreement with the helium abundance determined by standard solar models. The values determined by the solar models are dependent on the heavy element abundance. However, new determinations of the heavy element abundance have recently been performed by Asplund et al. (2005). They deter
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mined the ratio of the mass fraction of heavy elements to hydrogen, ZjX, to be 0.0176. This can be compared to the value found previously by Grevesse and Sauval (1998) of 
ZjX = 0.0229. Recent studies, such as Basu and Antia (2004) and Zaatri et al. (2007), have compared seismically determined properties of the solar interior with those determined by solar models, constructed with both the old and the new abundances. The properties that were compared included the sound speed profile, the density profile, the helium abundance and the depth of the convection zone. The studies found that there was a large discrepancy between the seismic determinations and those found when the new abundances were used in solar models. Significantly better agreement was found when the old abundances were used. Basu et al. (2007) compared frequency properties of the modes themselves with those determined by solar models and concluded that lower abundance models have core structures that do not match the Sun’s. Chaplin et al. (2007) obtained a seismic value for the metallicity of between 0.0252 to 0.03103, with errors of between ±12 and 19%. These values are significantly larger than the metallicities derived by Asplund et al. (2005). The disparity between the seismically obtained results and those given by solar models, constructed with the new abundances, means that these new abundances have produced a real, and as yet unsolved problem.Until recently one of the biggest unsolved conundrums was the solar neutrino problem. The neutron flux observed from the Sun was approximately | of the value predicted by nuclear physics and solar models (Davis et al., 1968). However, now a possible solution has been found: the neutrinos change flavour as they travel from the Sun to Earth. Detectors are only sensitive to one flavour of neutrino but the neutrino itself could be any one of three different flavours by the time it reaches Earth, and so only | of the neutrinos that reach Earth can be detected. Helioseismology provided very precise oscillation frequencies, which implied that the problem was with the neutrino physics and not the solar models that predicted the number of neutrinos that were expected to be observed on Earth (Elsworth et al., 1990).Clearly observations of the solar oscillations have led to many important discoveries.



1. Introduction 4

We now describe the solar oscillations in more detail.
1.2 Solar oscillations

Solar oscillations can be observed in 2 ways: by line-of-sight Doppler velocity measurements over the visible disc; or by measuring variations in the continuum intensity of radiation, which are caused by the compression of the radiating gas by the waves. Some instruments observe the integrated light from the whole of the solar disc as a single timeseries. This is known as observing the ‘Sun as a star’. Only wave motions with the largest horizontal scales are detectable in unresolved, Sun-as-a-star observations. Spatially resolved measurements of the Sun determine the simultaneous motion of the solar surface with a high spatial resolution. Using spatially resolved measurements, observations can be made of oscillations that are only visible if a portion of the solar disc is considered, as opposed to the whole disc. The amplitude of an individual mode observed in Sun-as- a-star data varies from 0.2 ms-1 for the strongest modes, to less than 0.01ms-1 for the weaker modes. The total oscillatory signal that is observed is of the order of 1 — 2 ms-1. The modes with the largest amplitudes have frequencies of ~ 3000 /zHz, and periods of ~ 5 mins. Consequently these modes are known as the ‘five-minute modes’. The solar oscillations that we observe in the Sun are acoustic waves that are sustained by a pressure-gradient restoring force and, consequently, are known as p modes.Approximately the outer 30% of the Sun is known as the convection zone. It is generally believed that solar oscillations are stochastically excited by turbulent convective motions in the upper part of the convection zone, which generate acoustic noise. This noise is a broadband source, however, only waves that satisfy the appropriate resonant conditions are able to constructively interfere and become resonant modes. It is broadly accepted that the majority of mode excitation occurs in the downward plumes, where material, previously brought to the surface by the convection, has cooled and so flows back into the solar interior. Large excitation events, such as solar flares, may also contribute 
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to the modes’ excitation. Once excited the modes are intrinsically damped by their interaction with the convection.The simplest approximation of the Sun is a self-gravitating spherical ball of plasma that is in hydrostatic equilibrium. The horizontal structure of the modes can be expressed in terms of spherical harmonics, 0), where 0 is the colatitude and 0 is the longitude. The degree of the mode, Z, represents the total number of surface node circles on the sphere. The azimuthal order, m, gives the number of surface node circles that intersect with the poles. The azimuthal order takes values in the range — I < m < I. When m = 0 the angular degree is given by the number of surface nodes around the Sun’s observed circumference. When m = ±Z the angular degree gives the number of nodes around the Sun’s equator. The structure of the eigenfunction in the radial direction is described by the radial order, n. The radial order is the number of nodes between the upper and the lower turning points of the mode. The upper turning point varies slightly with frequency but the lower turning point depends strongly on a mode’s angular degree, I. At fixed I and m the mode frequency is a monotonic increasing function of n. If the Sun was wholly symmetric the frequency of a mode would be independent of m. However, any deviations from spherical symmetry break the degeneracy and cause the mode to become split in frequency, thereby introducing a frequency dependence on m. In the Sun the largest departure from the symmetrical state is due to the solar rotation, although the Sun’s magnetic field is also important. Modes with the same I and n but different m are known as a multiplet. By convention, acoustic p modes have positive values of n (whereas solar gravity modes, which are introduced later in this section, have negative radial orders).Only modes with I < 3 can be easily detected in Sun-as-a-star observations. Around the five-minute modes there is some evidence for I = 4 and 5 modes, but the power observed in these modes is very small. The perturbations of high-degree modes cancel when they are averaged over the solar disc as small regions of outward motion can be paired with small regions of inward motion. Therefore, high-degree modes cannot be observed in Sun-as-a-star data. Furthermore, spherical harmonics imply that unresolved



1. Introduction 6

Figure 1.1: The propagation of sound waves through a cross-section of the solar interior. The path a wave takes through the interior is bent, by the increasing sound speed, until it reaches an inner turning point (indicated by the dotted circles). At the surface the waves are reflected by a rapid decrease in density. Image from Christensen-Dalsgaard (2003).
observations are only sensitive to modes where I + m is even because of Earth’s near- equatorial view of the Sun. On the other hand, spatially resolved observations have been able to detect modes with degrees of several thousands.Acoustic waves travel from their excitation point near the surface to deeper in the Sun. As the pressure and sound speed in the Sun increase with depth, refraction causes the oscillations to follow a curved path which takes them back towards the surface (see Figure 1.1). Note that this is true for all waves except for those that propagate exactly vertically inward. The radius of the lower turning point increases with I and so only the low-/ modes sample the deep interior. Furthermore, the I = 0 radial modes are the only modes that penetrate to the solar core. It is, therefore, very important to observe low-/ modes as they allow us to infer conditions deep in the solar interior.When the modes reach the photosphere they are reflected because of the sharp decrease in the density of the plasma. If the density scale height is smaller than the length scale of a mode the pressure changes required to make the wave cannot be maintained over a length of time that matches the wave period. Therefore, the compressions are smoothed as the gas can readjust on a timescale that is much shorter than the longer wave period and so the wave is reflected back into the interior. The maximum frequency at which modes are reflected back into the solar interior is known as the acoustic cut-off 
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frequency. For the Sun the acoustic cut-off frequency is approximately 5500/zHz. As waves with frequencies higher than the acoustic cut-off are not reflected back into the solar interior they never become standing waves. Hence, there is a limit on the highest frequency modes that can be detected in solar observations. As the density scale height decreases rapidly with altitude in the outer regions of the Sun the depth at which modes with different periods are reflected varies. Low-frequency modes are reflected back into the solar interior at a lower altitude than high-frequency modes as the density scale height is greater at low altitudes. Therefore, the power in the low-frequency modes is more attenuated at the height in the photosphere at which the observations are made. This makes low-frequency modes harder to observe than high-frequency modes.Another classification of mode that are thought to exist in the Sun are known as g-modes as their restoring force is gravity. These g modes rely on buoyancy and so they can only exist in regions of stable stratification. Therefore, they are trapped in the radiative interior, below the convection zone. As they are evanescent in the convection zone g modes are predicted to have very small amplitudes in the photosphere, where the observations are made. Consequently, at the time of writing, these modes have not been incontrovertibly observed. Solar g modes have very low frequencies and negative radial orders, n.As mentioned already in this chapter solar observations can be either resolved, allowing the signal from high-/ modes to be detected, or unresolved, enabling low-/ modes to be observed. Furthermore, observations can be made of the Doppler velocity shifts or variations in the intensity of light can be measured. A brief description of some observational programs, designed to observe solar oscillations, will now be given.
1.3 Solar observational programs

To obtain a clean, well resolved frequency-power spectrum, in which modes can be observed, it is important to obtain long, preferably uninterrupted timeseries. One way of 
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doing this is to observe the Sun from space, outside of the Earth’s atmosphere. The SOlar and Heliospheric Observatory (SOHO) is a satellite positioned at the LI Lagrangian point, 1.6 x 106 km from Earth. The SOHO mission is jointly funded by the European Space Agency (ESA) and the National Aeronautics and Space Administration (NASA) and was launched in 1995. Onboard SOHO are many instruments, three of which were designed to observe solar oscillations. The Global Oscillations at Low Frequencies (GOLF) instrument makes unresolved Doppler velocity observations of the Sun using the neutral sodium doublet at 589.0 nm and 589.6 nm. The Michelson Doppler Imager (MDI) makes spatially resolved Doppler velocity observations of the Nickel I line. Finally, VIRGO (Variability of solar IRradiance and Gravity Oscillations) has two Sun PhotoMeters (SPM) that measure disc integrated intensities in three wavelength regions. Another part of VIRGO is the Luminosity Oscillations Imager (LOI), which measures solar intensities with limited spatial resolution.Another way of obtaining continuous observations is to observe the Sun by means of a network of telescopes, that are strategically positioned around the globe in order to, potentially, obtain continuous observations of the Sun. This is the method employed by the Global Oscillations Network Group (GONG), which is a ground based network of 6 sites (Harvey et al., 1996). GONG makes resolved observations of the Sun and so can observe high-degree modes. The GONG instruments observe the Doppler velocity shifts in the Nickel I line at 676.8 nm. The Birmingham Solar Oscillations Network (BiSON) is a network of 6 sites that observe the Doppler shift in the potassium DI line (Elsworth et al., 1995). BiSON makes Sun-as-a-star observations and so observes low-degree modes.The majority of the work in this thesis uses BiSON data, although some GOLF data are used. The six BiSON stations are at Izana, Tenerife; Carnarvon, Western Australia; Sutherland, South Africa; Las Campanas, Chile; Mount Wilson, California; and Narrabri, New South Wales. The data from the different sites are coherently combined, taking proper account of the relative quality of the data from each site. As mentioned it is important to create a timeseries with a high duty cycle. However, this requirement must 
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be balanced against the possibility that if the data were of poor quality it could drive up the overall level of noise by an amount greater than if the data were not included in the first place. Therefore, a ‘figure of merit’ is used to determine whether data should be included in the final timeseries or not (Chaplin et al., 1997). We will now briefly describe the basic principles behind the BiSON instrumentation.
1.4 BiSON observations

The stations in the BiSON network were established at different times using various instrument designs. However all of them are based on the same physical principles. We will now give a basic description of how the BiSON observations are made.
1.4.1 Choice of Fraunhofer line

The BiSON instruments use resonant scattering spectrometers to observe Doppler velocity shifts in the neutral potassium DI spectral line, which has a wavelength of ~ 769.9 nm. We observe the solar potassium resonance line as it is narrow, deep and not blended with other lines, which are related to transitions in other elements. The solar potassium line has two components, however, the large separation in wavelength between the components (3.5nm) means they can be easily isolated. The D2 potassium component is blended with the telluric molecular oxygen line and so would confuse any solar observations. Thus the BiSON instruments observe the DI potassium component. In comparison the sodium lines, which are observed by the GOLF instrument, are only separated by 0.6 nm. Furthermore one of the sodium components is blended by the atmospheric water vapour line. Obviously this is not a concern for the GOLF instrument as it is positioned above the Earth’s atmosphere, however, it would be a problem for the ground-based observations. The solar potassium DI line has steeper sides than both of the sodium lines, which means that observations of the potassium line are more sensitive to lineshifts. In fact Isaak et al. (1989) found that the potassium DI line is ~ 2.3 times more sensitive to lineshifts than
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Figure 1.2: A simple schematic representation of a resonant scattering spectrometer. Light from the Sun enters the instrument from the left. The vapour cell is positioned in a uniform longitudinal field of strength B.
the sodium DI line. .In a BiSON resonant scattering spectrometer potassium is heated to approximately 100°C, so that it becomes a vapour, and is enclosed in a small cell. Another reason for observing potassium is that atomic vapours are relatively easy to produce with all alkali metals such as potassium and sodium. However, a cell containing sodium must be heated to a higher temperature than a cell containing potassium to obtain the same optical depth.A description of a resonance scattering spectrometer can be found in Brookes et al. (1978a). A brief but more up-to-date description of the BiSON instruments will now be given.

1.4.2 BiSON instrumentation

A simple schematic of a resonant scattering spectrometer is shown in Figure 1.2. Incident solar radiation passes through a coarse filter with a bandwidth of a few tens of nanometres. This is done to reduce the chances of overheating and the possibility of stray light being detected. The filtered radiation then passes through an interference filter, which has a much smaller passband, typically lnm centred on 769.898 nm. This narrow bandwidth removes any radiation from the D2 line at 766.4 nm. The light then enters a combination of a linear polarizer and a Pockels cell, which produce circularly polarized light that is allowed to enter the vapour cell. An alternating current is applied to the Pockels cell 
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which causes a rapid switching between left and right circularly polarized light. The handedness of the polarization is switched at a higher frequency than that associated with atmospheric fluctuations, thus minimizing the atmospheric noise observed. The light then passes into a vapour cell, which contains a heated potassium vapour and is enclosed in a longitudinal magnetic field.Under the influence of an external magnetic field the single potassium absorption line is split into two and the separation between components is dependent on the strength of the field. These passbands lie at equal distances in wavelength from the unperturbed line centre. BiSON vapour cells are positioned within a uniform magnetic field of ~ 0.18 kG, which corresponds to a separation of 0.013 nm. Each component is only sensitive to either left-handed or right-handed circularly polarized light. The right-handed circularly polarized component is shifted to a longer wavelength and so will now be referred to as the red instrumental component. The left-handed circularly polarized component is shifted to a shorter wavelength and so will be referred to as the blue instrumental component. As the light that enters the vapour cell is already circularly polarized, only one component of the split absorption line will be present. The handedness of the filtered light that is allowed to enter the vapour cell, therefore, determines which passband is observed.The solar Fraunhofer line is broader than the potassium lines in the cell due to the Sun’s rotation and because the Sun’s turbulent atmosphere is significantly hotter than the vapour in the cell. Therefore the two shifted instrumental components are located on either side of the solar line. Recording the intensities of radiation scattered into each passband will give the relative solar flux at the wavelength of each passband on the solar resonance line. If the line-of-sight velocity between the cell and the Sun is zero the intensity observed by the two components will be the same (left panel of Figure 1.3). However, if the solar line is Doppler shifted the intensity of the scattered light in each component will differ (right panel of Figure 1.3). The scattered radiation is then detected using photodiodes that are orientated at 90° to the incident beam.If the Doppler shifts in the wavelength of the solar line are sufficiently small the
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Figure 1.3: The Fraunhofer line observed by a resonant scattering spectrometer. The black solid line represents the solar Fraunhofer line, the red dot-dashed line represents the red instrumental component, and the blue dashed line represents the blue instrumental component. In the left hand panel there is no line-of-sight velocity between the Sun and the instrument and so the red and blue components observe the same intensities. In the right-hand panel‘there is a line-of-sight velocity between the Sun and the instrument and so the intensities observed by the red and blue components are different.
portion of the solar line over which the left and right circularly polarized components observe can be considered to be linear. Assuming the line is symmetric the observed velocity, ^obs, is given by

Ib~ Ir \
^obs OC -——, (1.1)

1b + 1rwhere Ib is the intensity observed in the blue wing of the solar line, which corresponds to the left circularly polarized light and Ir is the intensity observed in the red wing of the solar line, which corresponds to the right circularly polarized light. The constant of proportionality is obtained from a daily calibration, which makes use of the calculated velocity between the Sun and the Earth. The proportionality constant is known as the velocity sensitivity and is of the order of ~ 3000 ms-1 per unit ratio. The observed velocity can be split into several different components, which will now be described.
1.5 Factors Contributing to the line of sight velocity

The velocity of the Sun’s surface relative to a point on the Earth, uObs, can be broken up into several component parts and so can be written as (e.g. Brookes et al., 1976)
^obs — ^orb "1" ^spin 4“ ^grs 4“ ^osc 4" ^other? 
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where uorb describes the line-of-sight velocity due to the Earth’s orbit around the Sun, fSpin gives the line-of-sight velocity brought about because Earth spins on it’s own axis, WgrS represents the gravitational redshift velocity and wosc is the velocity due to the solar oscillations. Any line-of-sight velocities introduced by instrumental noise and atmospheric and solar effects are included in uother· For all of these terms receding velocities are taken to be positive, as is the convention.The velocity due to the oscillations, wosc, is the cumulative velocity observed from a large number of modes. Over the entire Sun the superposition of high-order modes averages out and so only the lower-degree modes actually contribute to the observed velocity. The oscillation velocity signal only constitutes a small proportion of uObS-The gravitational redshift velocity, vgrs is not a true velocity signal but is indistinguishable from one. A photon of light detected by an instrument on Earth has to do work to escape the Sun’s gravitational field before it can be observed. This manifests itself in a redshift of the light, and so by the time the photon is observed it has a longer wavelength than than when it left the Sun. The magnitude of the shift depends mostly on the solar mass and radius, but also on the wavelength of the emitted light. The offset observed by BiSON instruments corresponds to a velocity of VgrS = +632ms-1. It should be noted that the size of the offset is wavelength dependent and so this value of the gravitational redshift velocity is specific to the observations of the solar potassium line, which has a wavelength of 769.9nm. The gravitational redshift velocity is always present and essentially constant.The orbital velocity, uorb, is due to the radial component of the Earth’s orbit around the Sun. It arises primarily because of the slight eccentricity in the Earth’s orbit. The magnitude of vorb is also influenced by the effect on Earth’s orbit of the moon and the other planets, especially Jupiter. The value of this component can be found using a standard Almanac. The BiSON group use look-up tables that are taken from the JPL ephemeris, which are available through the JPL Horizons system. The value of uorb varies between ~ +500ms-1 in April and ~ —500ms-1 in October and is predicted to 
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a precision of less than 0.01 ms-1. The change in uorb from day to day can be as large as ~ 10 ms-1 but is generally much less than this.The line-of-sight velocity component of Earth’s spin, denoted by u^in, varies throughout a day. In the morning an observer on Earth is approaching the Sun and so ?;spin is negative; at local noon uspin is zero; while in the afternoon an observer on Earth is moving away from the Sun and so uspin is positive. The line-of-sight spin velocity is dependent on both the altitude and latitude of the observing site as well as the declination of the Sun (Brookes et al., 1976). It can be described by the equation (e.g. Elsworth et al., 1994) 
^spin = cjAe (A) cos A cos <5 sin 7T / ,

— (t -10) 12 v °, (1.3)
where uj is the angular velocity of the Earth, ReW is the observers distance from the Earth’s centre, A is the observers latitude, to is the time of local noon in hours, t is the time of the observation in hours and S is the declination of the Sun. The value of wspin varies sinusoidally throughout a day. For a mid-latitude site the maximum change in velocity in any one day is about 800 ms-1.The term wother covers a wide range of effects. These include velocity noise introduced by solar, instrumental and atmospheric effects (see Chapter 2 for more details). Also, as discussed in Chapter 8, the Sun’s rotation and limb darkening can alter the total line-of-sight velocity that is observed.To gain information about the oscillation velocities many different analysis techniques are required. A brief description of some of the techniques that are used most frequently in this thesis will now be given.

1.6 Data analysis techniques

Much of the work for this thesis has involved analysing data in the frequency domain, rather than the time domain. The raw data are recorded in the form of a timeseries and so we begin this section by describing the technique used to convert the data between 
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time and frequency domains.
1.6.1 Fourier analysis

The Fourier transform defines a relationship between a signal in the time domain and its representation in the frequency domain. The standard Fourier transform, F(y), of a function in the time domain, f(t) is defined as
roo

F(rf = / (1.4)
where v is frequency in Hertz. Consider a signal, such as the one from the Sun, which is a superposition of many different oscillatory signals. The Fourier transform effectively allows this complicated signal to be separated out into individual frequency components, which appear as narrow peaks in the power spectrum. For discrete sets of data, such as those observed by the BiSON instruments, an approximate form of the Fourier transform is used, known as the fast Fourier transform (FFT). Using the FFT allows the transform to be calculated quickly and efficiently. An example of an FFT calculation is

1 N-l\ J- K" A / x —¿27Tt/g . .
G(y) = N ’ (L5)

x=0

where N is the number of points in the timeseries. G(z/) then provides the approximate Fourier transform up to the Nyquist frequency, ^nq, which is defined as 

where At is the cadence of the timeseries. BiSON data is normally stored with a cadence of 40 s and so the frequency domains extends to a frequency of 12,500 ¿¿Hz. However, some of the data used later in this thesis (Chapter 5) has a cadence of 120 s and so the observations are only sensitive up to a frequency of 4167 //Hz. G^) is the frequencyamplitude spectrum, which is complex. During this thesis we will also consider frequency-
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Figure 1.4: Frequency-power spectrum obtained from lOyrs of BiSON data observed between 1st January 1996 and 1st January 2007.
power spectra, which are given by

P^ = IGMI2· (1-7)
The resolution in frequency, Az/, of a frequency-power or frequency-amplitude spectrum is determined by the length of the timeseries, T:

(1.8)
Figure 1.4 shows an example of a frequency-power spectrum constructed from lOyrs of BiSON data and so Az/ = 0.003 ¿zHz. The plotted spectrum has been restricted to the frequency range 1000 < < 5000 ^Hz to clearly demonstrate the individual resonantpeaks that are visible in the spectrum. Notice that the strongest peaks are found in the five-minute range, at ~ 3000 ^Hz.We now move on to describe how different sets of data can be compared, in the frequency domain, to obtain information about any data that may be common to both sets of observations.
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1.6.2 Cross-spectral analysis

Cross-spectral analysis is often used when looking for low-frequency modes as it can improve the signal to noise of modes by combining two spectra and retaining any power that is detected by both instruments, while any contributions from independent noise sources are reduced. One of the main aims of this thesis is to develop the means by which contemporaneous sets of solar observations can be compared for coincident prominent features (Chapters 4, 5 and 7). To do this we must take proper account of the amount of noise that is common to the two sets of data. To determine the amount of common noise present we perform a cross-spectral analysis. Furthermore, in Chapter 7, detailed cross- spectral analyses are performed on different sets of BiSON data. These were done in an attempt to understand the common noise present, with the ultimate aim of producing two sets of BiSON data that contained a minimal amount of common noise. As cross-spectral analyses are a common theme throughout this thesis we now provide a brief introduction to the methodologies that are used.The averaged cross-amplitude, Xa,b, of two sets of data, denoted by a(t) and b(t) in the time domain, is given by
= (1.9)

where A(i/) is the frequency-amplitude spectrum of timeseries a(t) and is the complex conjugate of the frequency-amplitude spectrum of timeseries b(t). Any power that is present in both sets of data will be retained in the cross-amplitude spectrum. As we will see later in this thesis (Chapter 7) this power could be solar in origin, atmospheric noise and/or instrumental noise. The exact origin of the common noise depends on the data that are compared.The cross-amplitude can then be normalized to give the coherency, which is a measure of the proportion of commonality shared by the two sets of data. The coherency is given
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1.10)by 
Xa,B____________ l·')A(^')*)(B(^')B(^')*)and is zero when the frequency-amplitude spectra, A^) and B(v), are completely independent and unity when the frequency-amplitude spectra are identical. Effectively, the coherency represents the ratio of the coherent power and the total power in the two spectra. In both equations the angled parentheses indicate that the mean value is determined. It is necessary to average when calculating the coherency. If no average is taken the numerator and denominator of the coherency will cancel and the determined coherency will be unity at all frequencies. This average can be calculated in two ways, which will now be described in turn:

• Method 1: Frequency-amplitude spectra can be found for short contiguous 2 hr segments, which are contained in the timeseries, a(t) and bit). As the 2 hr timeseries are short it is important that they all have a 100% fill as otherwise severe noise will be introduced by the window function. The FFT of these short timeseries can be taken to produce low-resolution frequency-amplitude spectra. The average at each frequency bin in all of the 2 hr frequency-amplitude spectra can then be taken over all such spectra that are produced.
• Method 2: The FFT of both complete timeseries, a(t) and b(t), can be performed to produce two high-resolution frequency-amplitude spectra. The mean over a given range of frequencies can then be determined.
The phase spectrum, <p, of the two sets of data can be found using the cross-amplitude spectrum. We can see from equation 1.9 that the cross-amplitude spectrum has both real and imaginary parts. The phase, </>, is given by

Re(X^B) .
<p = arctan ——---- - (1.11)Im(XXiB)

When comparing two sets of contemporaneous data the phase of any individual mode 
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should be approximately zero as the oscillations observed in two sets of contemporaneous data should be approximately in phase. However, when a time shift is introduced to make the data non-contemporaneous the observed oscillations will no longer be in phase, thus 7^ 0.
1.7 Motivation for searching for low-frequency p modes and g modes

The main aim of this thesis is to detect low-frequency p modes and g modes. Therefore a valid question to ask is why do we want to find evidence for these modes?To date a multitude of p modes have been observed over a wide range of frequencies. However, no independently confirmed detections of low-degree p modes, with frequencies below ~ 973;zHz, have been made (e.g. García et al., 2001a; Chaplin et al., 2002a; Broomhall et al., 2007). As low-frequency p modes are expected to have very long lifetimes (see for example Houdek et al., 1998, 1999; Houdek et al., 2001; Chaplin et al., 2004a) their detection would allow their frequencies to be measured to very high accuracies and precisions. This in turn means that the physical quantities that can be inferred from the mode frequencies can also be determined more accurately and precisely. This is crucially important as the properties of low-Z p modes are affected by conditions deep in the solar interior and so their frequencies act as a probe of these regions, allowing rigourous constraints to be placed on the structure of the solar core. However, as mentioned earlier, the depth beneath the photosphere of the upper turning point of a p mode decreases with mode frequency. Since the modes are evanescent in the photosphere the signal from low-frequency p modes is very weak. This results in a very small signal-to- noise ratio, meaning low-frequency p modes are very difficult to observe. Therefore, we have developed different analysis procedures in attempts to detect these modes.As already mentioned, gravity (g) modes can only be sustained in regions that are stable against convection and so those of interest for studying the solar core are confined to the radiative interior. They would, therefore, provide a far more sensitive probe of the 
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deep solar interior than p modes. However, since the g modes are evanescent outside the radiative interior their signatures are significantly attenuated by the time they reach the photosphere. Furthermore, g modes have very low frequencies (below ~ 450 ^Hz) but the noise in a frequency power spectrum is largest at low frequencies. Hence g modes are predicted to have very small signal-to-noise ratios. It is, therefore, a major observational challenge to observe these modes. To date, there have been no independently confirmed observations of g modes.Some of the low-Z p-mode overtones, with frequencies below ~ 450 ^Hz, are thought to be mixed in character (Provost et al., 2000). This means that their sensitivity of the internal structure is similar to that of a g mode in the core, giving them excellent diagnostic potential. However, they behave like a p mode near the surface, which means, potentially, they should be easier to detect than g modes.Therefore, the main focus of this thesis is the detection of low-frequency p modes and g modes. A brief description of the rest of this thesis will now be given.
1.8 Thesis synopsis

The main aim of this thesis is to develop and use techniques that search for low-frequency p modes and g modes. The techniques that are developed make use of the statistical structure of the noise in Doppler velocity observations. Therefore, they rely on a sound knowledge of the background noise. The structure of the observed noise can be split into three segments: solar noise, atmospheric noise and instrumental noise. Chapter 2 describes each of these factors in turn before considering the overall structure of the noise. The statistical structure of the background noise continuum is then used to develop various statistical tests, with the aim of detecting low-frequency p modes and g modes.Chapter 3 develops statistical tests that can be used to search a single frequency-power spectrum. The simplest test searched for an individual statistically prominent spike in a frequency-power spectrum. However, other tests, are developed that take advantage of



1. Introduction 21

known properties of the modes to search for prominent structures in a frequency-power spectrum. To investigate the effectiveness of these statistical tests they were applied to data that were simulated to mimic Sun-as-a-star observations.Chapter 4 moves on to consider how advantage can be taken of the numerous sets of Sun-as-as-star data that are available by comparing contemporaneous observations for coincidences. This involved deriving the probability of observing a prominent spike or structure of spikes in the same frequency bins in each of two frequency-amplitude spectra. When calculating the probability proper account must be taken of the amount of common noise present between the two sets of data, as this alters the probability that any detections are due to noise. The presence of this common noise means that the probability is non-trivial to derive.In Chapter 5 the statistical tests derived in Chapters 3 and 4 are used to search BiSON and GOLF data for low-frequency p modes and g modes. The data are searched individually and they are compared for prominent coincidences. Both contemporaneous and non-contemporaneous data are searched.Comparing the sets of data allows detection threshold levels to be reduced. However, there are still many gaps in the list of modes that are detected at low frequencies in Chapter 5. Chapter 6 investigates whether the number of recorded candidates is consistent with expectations based on estimates of the powers of the modes. These estimates were obtained by assuming the functional relationships observed at higher frequencies can be extrapolated down to low frequencies.The positioning of the stations in the BiSON network means that there can be as many as 4 instruments making observations of the Sun at any one time. Also, many of these instruments take two sets of measurements. Chapter 7 aims to take advantage of the many sets of contemporaneous BiSON data that are available to search for low- frequency modes. When comparing two sets of data, detection threshold levels are lowest when the amount of common noise shared by the data is zero. The observed common noise could be solar, instrumental or atmospheric in origin. Therefore, in Chapter 7 we 
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strategically combine BiSON observations to create two sets of contemporaneous data that contain a relatively small amount of common noise. These data are then searched, using the statistical tests derived in Chapters 3 and 4, for low-frequency p modes and g modes.In Chapter 7 we observe that the amount of common solar noise shared by two sets of data varies depending on the origin of the data that are being compared. This variation is due to Doppler imaging, which is investigated in Chapter 8. Unresolved measurements, such as those made by the BiSON instruments, are not homogenous across the solar disc and so the observed data do not represent a uniform average over the entire surface. Two effects that influence the inhomogeneity are due to the solar rotation and limb darkening. In Chapter 8 a further effect is considered that originates from the instrumentation itself. The intensity of light observed from a particular region on the solar disc is dependent on the distance between the detector and that region on the image of the solar disc formed in the instrument. As mentioned the majority of BiSON instruments have two detectors positioned on opposite sides of the image of the solar disc. The observations made by each detector are weighted towards differing regions of the disc. The effect of the line-of-sight velocity between the Sun and an instrument on the weighting of the solar disc is also investigated. We compare the calculated results with a velocity offset that can be observed in the BiSON data. This velocity offset varies with the line-of-sight velocity between the Sun and an observer. Therefore, the presence of the velocity offset in the BiSON data has consequences for the long-term stability of the instruments, and ultimately the quality of the BiSON data.



2. CHARACTERISTICS OF THE NOISE SPECTRUM

A frequency-power spectrum, constructed from Doppler velocity observations of the Sun, contains information about the solar modes, noise from the solar continuum, atmospheric noise and instrumental noise. At low frequencies the noise dominates a frequency-power spectrum making it extremely difficult to observe solar modes. This is because the power of the noise increases with decreasing frequency while the power of the modes decreases at low frequencies. The power of the total noise increases at low frequencies predominantly because the power in the solar noise increases at low frequencies (see Section 2.1). Characterizing the noise spectrum can, therefore, aid the search for low- frequency modes as it will enable simulations of the noise to be produced and may lead to the non-solar noise sources being reduced in power. Furthermore, the background solar noise can contain information about convection processes and wave propagation in the solar atmosphere. We will now describe the main factors that contribute to the total background noise. We start with the solar background continuum, which is the most dominant source of noise at low frequencies.
2.1 The solar background continuum

The noise from the solar continuum can be modelled, simply, as the superposition of noise due to the temporal evolution of active regions and the various types of granulation, namely normal granulation, mesogranulation and supergranulation (Harvey, 1985). The contribution to the velocity field of each component over time can be described by exponential decay functions where the characteristic times for active regions and the various scales of solar convection are different. The general form of the power contributed
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Figure 2.1: An estimate of the solar background power spectrum for Sun-as-a-star Doppler velocity observations as predicted by the Harvey model (Harvey, 1985). The orange long- dashed curve, labelled ‘SUM’, is the sum of the spectra for the individual physical processes, which include granulation (solid black line, labelled ‘G’), mesogranulation (short-dashed red Une, labelled ‘MG’), supergranulation (dot-dashed green line, labelled ‘SG’) and active regions (triple-dot-dashed blue line, labelled ‘AR’). For reference the frequency of a day has been marked (purple, long-dashed line).
to the solar continuum, Fcont, by the various components can be modelled as

(2.1)= ^Td cont 1 + (2^)
where Td is the characteristic decay timescale and a is the root mean square velocity of the solar surface for full-disc observations (Elsworth et al., 1994). Equation 2.1 has been divided by a factor of 2 compared to the equation that appears in Harvey (1985). This was done to ensure the normalization is consistent as throughout this thesis the spectra are normalized by considering both the positive and negative frequencies, thus satisfying Parseval’s theorem. In other words the data are normalized as double-sided spectra. An estimate of the power spectrum of each source of solar noise is depicted in Figure 2.1. Above ~ 400 /zHz the normal granulation provides the greatest contribution to the total solar noise. Although the level of the noise produced by the normal granulation remains constant below ~ 400 /zHz the amount of noise due to the supergranulation still increases and thus becomes the most dominant source of solar noise below 2 x 10~4 Hz.
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The solar continuum noise is statistically random in nature and can be well represented with Gaussian statistics, taking a x2, two degrees of freedom (2 d.o.f.) distribution in the power spectrum. Between 400 and 1500//Hz approximately half of the total observed noise in a frequency-amplitude spectrum is thought to be solar in origin. However, as yet the exact proportion of the total observed noise that can be attributed to the solar continuum is uncertain. Elsworth et al. (1994) performed a least squares fit to low- frequency regions of the cross-amplitude spectrum produced using data from the Izana and Sutherland sites of BiSON to find the characteristic velocity (cr) and time constant 
(to) for the granulation. Notice that it was possible to find the characteristic properties of the granulation alone as this dominates the solar noise frequency-power spectrum until very low frequencies. Elsworth et al. found the following values for the rms velocity and characteristic decay times:

a = 0.319 ± 0.009ms“1, (2.2)
rd = 260 ± 23 s. (2.3)

These can be compared to the values suggested by Harvey (1985), which were a = 0.7 ms“1 and rd = 372 s. Elsworth et al. found that between 400 and 1500//Hz the power of noise in BiSON data was a factor of 5 below the level predicted by Harvey’s noise model. It should be noted, however, that the results found by Elsworth et al. are specific to the potassium line, which is used by BiSON instruments, whereas the values quoted by Harvey are for a more generalized ‘strong photospheric line’. Harvey notes that the strength of the various components may vary with spectral line choice as different lines observe at different depths in the solar atmosphere.The background solar noise is frequency dependent and will be very similar for observations made simultaneously with two different BiSON instruments. However, slight differences will occur in the solar noise observed by two instruments because of Doppler imaging. This will be dealt with in more detail in Chapter 8. Essentially, Doppler imag
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ing means that Sun-as-a-star data does not represent a uniform average over the whole solar disc (Brookes et al., 1978b). This weighting will vary from instrument to instrument as their position and motion relative to the Sun changes. This means that different instruments will observe at slightly different heights in the solar atmosphere and each instrument will be observing the granulation slightly differently. Both of these effects lead to slightly differing realizations of the solar noise in a frequency-power spectrum.The realization of the granulation observed by an instrument depends on the depth in the photosphere at which the observations are made, which, in turn, depends on the wavelength observed by the instrument. A full calculation of the depth of formation of a solar Fraunhofer line is very complicated. However, an estimate can be made by assuming that all radiation with a given wavelength originates from the height at which unit optical depth, at that wavelength, is reached. Underhill and Speake (1996) estimated that from the centre to the wings of the potassium line, observed by BiSON instruments, the formation altitude varied, by ~ 400 km. Each BiSON instrument analyses a certain range in wavelength on the the blue and red wings of the solar line profile. Given that the formation altitude varies with wavelength the blue wing will observe at a different depth to the red wing. Therefore, the granulation observed by the red-wing and bluewing instrumental profiles will be slightly different. The depth of observation will also vary throughout the year as the observed solar line profile is Doppler shifted because of the line-of-sight velocity between the Sun and the Earth.BiSON observations are made by examining Doppler shifts in the solar potassium line at 769.9 nm. However, other instruments, such as GOLF, make their observations using the neutral sodium doublet at 589.0 nm and 589.6 nm. The altitude at which the optical depth reaches unity is dependent on the wavelength at which the observations are made and the solar abundance of the element being observed. As sodium is far more abundant in the solar atmosphere than potassium (see for example Grevesse and Sauval, 1998; Grevesse et al., 2007) the solar sodium line will be formed at a higher altitude than the potassium line. Palle et al. (1992) estimated that the difference between the 



2. Characteristics of the noise spectrum 27

formation heights of the sodium and potassium lines is ~ 200 km. However, a more recent estimate of the observation depths is given by Baudin et al. (2005), who calculated that the BiSON instruments observe 280 km above the photosphere, while GOLF observes 340 km above the photosphere. However, Baudin et al. comment that these values are only an estimation as it is very difficult to define the height of formation physically given the variation in formation altitude from the centre to the wings of the solar line. However, it is still true that the BiSON and GOLF data observe different depths in the solar photosphere and so the granulation noise detected by each instrument will not be identical.Overall, some of the observed solar noise will be coherent between two instruments taking contemporaneous data but not all of it. The amount of coherent noise will depend on which instruments are being compared. For example, the Las Campanas A and B instruments that are separated physically on an astronomical mount by ~ 60 cm will share a higher proportion of common solar noise than GOLF data will share with any of the BiSON instruments.As we will see later the amount of common noise present between two sets of data affects the statistical mode detection techniques that are developed in this thesis. However, more fundamentally, the ability to detect low-frequency modes is limited by the amount of solar noise present in a set of data, as this is the dominant source of noise at low frequencies. One source of noise that will not be common between the ground-based BiSON instruments and the space-based GOLF instrument is atmospheric noise. Although not present in GOLF data, atmospheric noise does contribute towards the noise observed by the BiSON instruments and so the nature of the atmospheric noise will now be described.
2.2 Atmospheric noise

Atmospheric noise is evident in Earth-based solar observations in many different ways. The Sun’s zenith angular distance will affect the amount of atmospheric extinction in a 
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non-random manner. If the Sun is close to the horizon the light from it will have to travel through more of the atmosphere than if the Sun is observed close to the zenith. This effect can be modelled and the modelled effect can be removed from the data. Furthermore, the optical path length through the atmosphere from different parts of the solar disc will vary, meaning that the amount of atmospheric extinction will vary across the solar disc.Random atmospheric noise can also be caused by fluctuations in the atmosphere’s transparency and seeing. Transparency fluctuations occur because of variations in the extinction coefficient of the atmosphere over the solar disc. These fluctuations can be caused by unevenly spread water vapour, dust or aerosols.Transparency noise will not be correlated between two well-separated instruments. The separation required between two instruments so that the transparency fluctuations are not correlated is frequency dependent. Clette (1993) found that the frequency at which the noise from transparency fluctuations stops being coherent increases as the separation between the two instruments, L, decreases. More precisely, Clette found that the critical frequency, where the noise ceases to be coherent, is dependent on L~^. Above 10,000 ^Hz a separation of ~ 77m is required before the transparency fluctuations are no longer correlated. However, above 300 ^Hz a separation of ~ 1400m is required. Therefore the noise from transparency fluctuations will be the same for the port and starboard observations made by a single BiSON instrument as they observe the same image of the Sun in the same vapour cell. The transparency noise will also be common to data taken by two instruments with a small separation. For example, the Las Campanas A and B instruments will observe coherent transparency noise as they are only separated by ~ 60 cm. However, the transparency noise will be independent in sets of data observed by the different BiSON sites. Obviously GOLF data does not suffer from atmospheric noise and so when the BiSON and GOLF data are compared, as they are in Chapter 5, this will be a source of independent noise that is only present in the BiSON data.Another source of atmospheric noise is known as scintillation, which occurs because of turbulence in the Earth’s atmosphere. The turbulence causes fluctuations in the refractive 
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index and airmass. The Kolmogorov model of turbulence (Kolmogorov, 1961) distributes the energy equally between atmospheric cells at all spatial scales. The power in this noise then varies as a function of frequency, v. More precisely the power in the scintillation noise varies as i/-5/3 in a power spectrum. This model agrees well with the observed scintillation noise except at low frequencies (Young, 1974). Fossat et al. (1981) found that in the frequency range 150 to 3200 /zHz the power in the airmass fluctuations varied as p-1.Scintillation variations are coherent over smaller length scales than transparency noise. The noise created by scintillation is typically coherent over 5 to 15cm (Fried, 1965). This corresponds to an angular scale of a few seconds of arc, which is only a small fraction of the angular size of the solar disc. As a result Sun-as-a-star, unimaged, data are less susceptible to this noise source than resolved measurements. The only time this noise will be common to two sets of observations is when the port and starboard data from the same BiSON instrument are considered. It should be noted here that not all instruments are able to take port and starboard measurements. For example, in the BiSON network the Carnarvon A instrument and the Izana instrument only have one detector. The scintillation noise will not be coherent between the data taken by Las Campanas A and B because they are separated by ~ 60 cm, which is larger than the typical coherency length scale of the scintillation noise.In Chapter 7 we compare port and starboard data from the same instrument to determine the level of noise that is common to both sets of data. In addition to solar and atmospheric noise some of the coherent data could be due to instrumental noise. Therefore, we go on to describe the instrumental noise that is present in BiSON data.
2.3 Instrumental noise

Instrumental noise comes from many sources including the finite counting rate of the detector, electronic noise and imperfections in the instrumental components. Hoyng
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(1989 ) performed a detailed theoretical study on. the sensitivity of resonance scattering detectors like the BiSON and GOLF instruments. He found that there are numerous causes of instrumental noise, each of which will now be described in turn.
1. Guidance errors: Guidance errors occur when light from the edge of the solar disc fails to pass through the spectrometer and into the vapour cell, which means that the instrument cannot observe the entire solar disc. Furthermore, the intensity of light transmitted by a Pockels cell is a function of the angle of incidence of light falling onto the cell. Therefore, if the direction of light received at the instrument, from the Sun, is not parallel to the alignment of the optical components of the instrument the intensity of light observed will be reduced. Any variation in the intensity of light observed can be misinterpreted as a Doppler velocity.
2. Stability of the interference filter: The interference filter is sensitive to changes in temperature. Any thermal fluctuations shift the wavelength response profile of the filter to higher/lower wavelengths. This in turn leads to a variation in the relative level of radiation let through the filter for each passband. This light can get scattered in the vapour cell causing a variation in the relative flux of scattered radiation, which can be misinterpreted as a Doppler velocity signal from the Sun.
3. Efficacy of the Pockels cells: A combination of a Pockels cell and a polariser can produce either clockwise or anti-clockwise circularly polarized light. However, the polarization of light will not be 100% efficient. If the voltage driving the Pockels cell is not constant a variable amount of radiation intended for the blue passband may be let through when the instrument is measuring the intensity of radiation scattered into the red passband and vice versa. This adds noise to the relative scattered intensity measured by the instrument.
4. Temperature variations in the vapour cell: Temperature variations in the vapour cell cause variations in the number density of atoms in the cell, which 
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changes the optical depth of the vapour. This can alter the amount of radiation scattered out of the cell to the detectors. If the temperature fluctuations occur at a faster rate than the passband switching interval, it could result in a spurious scaling in the relative intensities recorded for each sense of incident circularly polarized light. This, in turn, would lead to errors in the calculated solar velocity.
5. Variations in the magnetic field enclosing the vapour cell: An additional source of noise associated with the vapour cell is due to variations in the magnetic field enclosing the vapour cell. Variations in the magnetic field strength lead to variations in the sensitivity of the instrument as the wavelengths at which the red and blue passbands observe will be altered. However, the size of the variations and the level of noise introduced by the fluctuations will be small relative to the other noise sources described in this chapter.
6. Temperature variations in the detectors: The temperature of the detectors has to be carefully monitored as, in general, the detectors become noisier at higher temperatures. Temperature variations in the detectors generate variations in the dark current, which is the relatively small electric current that runs through a photosensitive device even when no photons are entering the device. The higher the temperature the larger the dark current that is produced. The magnitude of the dark current then becomes another variable in addition to the scattered intensities. It is possible that any temperature variations could alter the gain of the detectors. However, the magnitude of this variation due to small temperature fluctuations is likely to be minimal. Work is currently in progress within the BiSON group to investigate the effect of temperature changes on the gain of the detectors.
7. Photon statistical noise: The number of photons entering a BiSON resonant scattering spectrometer varies between ~ 106 s-1, for the instrument at Izana, and ~ 1010s-1 for the more recently installed instruments, such as Mount Wilson. Photon arrival times are governed by Poisson statistics and so there is an inherent variability 
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in this rate. However, a Poisson distribution approaches a normal distribution if the number of photons collected by the instrument is large. The standard deviation of the photon noise is given by the square root of the the number of photons collected, so that the signal-to-noise ratio of the photon noise is also given by the square root of the number of photons collected. Therefore, the low number of photons observed by the instrument at Izana means that the shot noise is particularly evident in this data and in fact it dominates the power spectrum at high frequencies. However, as the counting rate in the newer instruments has been increased by a factor of 10,000 the shot noise is 100 times lower relative to the signal. The finite counting rate should produce a flat spectrum with random statistics (y2, 2 d.o.f. in the frequency-power domain). In a BiSON frequency-power spectrum this source of noise is not important at low frequencies as other noise sources, like the solar background, dominate. However, at high frequencies the solar noise has diminished significantly and so the photon noise contributes a larger portion of the total noise. García et al. (2005) reported that the GOLF detectors had lost a factor of ~ 4.5 in its counting rate over GOLF’s lifetime, predominantly because of aging effects in the photomultiplier tubes. This means that the photon noise between 900 and 1500 //Hz in GOLF data is only a factor of ~ 3.5 less than the solar background and so now constitutes an important part of the low-frequency noise power spectrum.
8. Noise in amplifiers, voltage-to-frequency converters and other electronic 

components: Scattered photons that are incident on the detectors produce a voltage that is amplified and passed to a voltage-to-frequency converter (VCF). The VCFs produce pulses that are counted by scalers. A scaler is an electronic circuit that records the aggregate of a specific number of signals that occur too rapidly to be recorded individually. The electronic components all have an inherent noise characteristic that is folded into the measured count rate.
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Figure 2.2: The mean power spectrum of a set of BiSON data. The mean power was found for regions with widths of 100/¿Hz. Each point is plotted at the minimum frequency of the 100/¿Hz region. The size of the error bars were determined by the standard deviation of the power in the 100 /¿Hz regions. The peak in the mean level at ~ 3100 /¿Hz is due to the presence of the five-minute modes, whose signals contain significant power. Below ~ 1500/¿Hz the mean power level increases with decreasing frequency. This is because the level of noise in the data increases and so the spectrum cannot be regarded as white at low frequencies.
We have now described the main features of the background noise individually and so we move on to discuss the more general features of the total noise background.

2.4 Total noise background

The central limit theorem states that any quantity produced by many independent variables will have a Gaussian distribution regardless of the distribution of the original variables, provided the independent variables have a finite variance. For example, a Lorentzian function does not have a finite variance and so if one of the independent variables had a Lorentzian distribution the central limit theorem can not be applied. However, that is not thought to be the case for any of the noise sources present in the background continuum. Therefore, although not all of the individual components that contribute to the noise background have a Gaussian distribution, because there are many independent contributing factors the resulting combination will tend towards a hormal distribution.When considered in its entirety a solar power spectrum is regarded as ‘pink’ because the mean level of the data increases as the frequency decreases. Figure 2.2 shows how the 
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mean power of noise in 8.5yrs of BiSON data varies with frequency. The bump in the mean level that peaks at ~ 3100//Hz is caused by the large signal-to-noise (S/N) ratio of the five-minute modes. If a small range of frequencies are considered the total background noise from solar observations has a Gaussian distribution in the frequency-amplitude domain. Therefore its power has a negative exponential distribution (x2 with 2 d.o.f.) in the frequency-power domain and can be described as flat and ‘white’. Figure 2.3 shows the distribution of the power in different frequency ranges in a frequency-power spectrum of BiSON data. Each frequency range has a width of 100//Hz. The data used was ~ 8.5 yrs in length, with a cadence of 120s, and will be used later when searching for low-frequency modes (Chapter 5). The distribution of the noise in the 500 — 600//Hz, 1000 — 1100//Hz and 1500 — 1600 //Hz frequency ranges are well represented by the linear fit until high powers. The deviation at high powers is particularly noticeable in the 1500 — 1600 //Hz frequency range where the departure from the linear fit is likely to be caused by the presence of the modes, which have reasonably large powers compared to the noise level in this frequency range. In general the deviations from the linear best fit line at high powers are due to the occasional randomly large spike in the frequency-power spectrum. The probability of observing the most prominent spike seen in the 500 — 600 //Hz range is ~ 0.03. This implies that this spike does not represent a large departure from the distribution. Similarly the probability of observing the most prominent spike that can be seen in the frequency range 1000 — 1100//Hz is ~ 0.07. The probability of encountering the most prominent spike that is observed in the frequency range 1500 — 1600 //Hz is ~ 0.01. However, it should be remembered that in this frequency range the modes are reasonably prominent. Clearly in the frequency range 0 — 100 //Hz the noise cannot be regarded as ‘white’ even over this short frequency range. This is because the level of noise increases rapidly at low frequencies.If we know the statistics of the solar noise background we can determine the probability that a prominent feature is due to noise. This allows power and amplitude spectra to be searched for prominent features that are statistically unlikely to be part of the noise
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Figure 2.3: Distribution of the power in different frequency ranges of a power spectrum of BiSON data. The frequency ranges are all 100 ¿¿Hz in width. The black crosses represent the observed data, while the red solid line shows a linear fit to the distribution.
background. It is possible that a prominent feature provides evidence of a mode. We will now go on to describe how the distribution of the noise in frequency-amplitude and -power spectra can be used to search for prominent features. It is, therefore, vital to have a good understanding of the noise present in solar observations. Some of the statistical mode detection techniques described in this thesis involve comparing data from different instruments. When deriving these statistics proper account must be taken of the amount of noise that is common to the two sets of data. The amount of common noise varies depending on which instruments have measured the data. Searches for low-frequency modes are ultimately limited by the amount of solar noise present in the data as the level of solar noise increases in power at low frequencies while the power of the modes decreases.



3. DETECTION OF PROMINENT SPIKES IN ONE SPECTRUM

The signal-to-noise ratio (S/N) of low-frequency modes is small making them very difficult to observe. The depth beneath the photosphere at which the top of a mode’s acoustic cavity occurs increases as the frequency of the mode decreases. Since observations of the modes are made in the photosphere, where the modes are evanescent, the observable signal is weaker for low-frequency modes than for high-frequency modes. Low-frequency modes are, therefore, observed with a power/amplitude that may not be much greater than the background level. Hence methods have been developed for revealing signatures that might be modes by assessing the abundance of statistically significant spikes that appear as part of the background noise. Using these methods we can identify prominent features that are statistically very unlikely to be part of the background noise and so can be considered as possible mode candidates.
3.1 The detection of individual prominent spikes in a pure noise 

spectrum

Consider a frequency-power spectrum created by taking the Fast Fourier Transform (FFT) of solar velocity data. As we have shown in Chapter 2 over a small range in frequency (~ 100 ^Hz) the background of this spectrum can be described as flat ‘white’ noise that has a / 2 degrees of freedom (d.o.f.) distribution. It should be noted that this description is not accurate at very low frequencies (below ~ 100/zHz). A spike is defined as the power that is contained in one frequency bin. Consider a spike at a frequency, 
v, with a power, Let the mean background level over a certain frequency range that 
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contains be given by (^). The relative height of the spike is then defined as

The probability of observing a spike with a relative height greater than or equal to in any given bin in a spectrum of noise that has a x2, 2 d.o.f. distribution is given by
= exp(-sr). (3.2)

The probability of observing at least r spikes with a relative height greater than or equal to su across a range of N bins is formally written as
Ps(sJ = P[r-p(Sl,),N], (3.3)

where the p(Sp) is defined as above and r is the minimum number of spikes that are required to be greater than or equal to sv in N bins. The probability of observing at least one spike (r = 1) with a relative height of sp or greater across N bins is equivalent to 1 minus the probability of not observing a spike greater than across a range of N bins and so can be written as
Ps^ = P[l-p(s^,N] = 1 - [1 -?(<)]". (3.4)

An alternative way of writing this expression, which becomes more useful when r > 1, is in terms of the cumulative binomial (Bernoulli) distribution:
N AT

p.M = PK; p^ J, w] = (3.5)
For a spectrum of length T the number of bins, N, in a frequency range, Ap, is given by 
N = ApT. In Chaplin et al. (2002a), it was assumed that p(s^) is small, allowing both
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Figure 3.1: The distribution of a pure noise frequency-power spectrum created by taking the negative natural logarithm of a uniform distribution. The straight line indicates that this produces a good y2 distribution with two degrees of freedom until high values of the normalized power.
equation 3.4 and equation 3.5 to be approximated as

Ps(s^ « Np^s^) « APTexp(—sp). (3.6)
Taking the natural logarithm of this expression allows the relative height for a given probability and frequency range to be calculated:

Sy = In ApT - In Psis^. (3.7)
This equation can then be used to set threshold heights in the spectrum for given probabilities and frequency ranges.Pure noise frequency-power spectra were created to test the statistics outlined above in a set of simple Monte Carlo simulations. Anderson et al. (1990) suggest that a x2 2.d.o.f. distribution can be created by taking the negative natural logarithm of a set of uniformly distributed random numbers. Therefore 7 million uniformly distributed numbers were generated to test the distribution produced by this method. Once the numbers had been created it was possible to find the relative height, as defined by equation 3.1, of each number in the distribution that was created. The number of values between 2 different relative heights in the entire set of 7 million points was then determined. A graph of relative height against the natural logarithm of the number of occurrences in each range of relative heights should give a straight line if a y2 2d.o.f distribution has
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Table 3.1: The average number of frequency ranges (Ap) containing at least 1 false detection in the whole spectrum.
Probability (P3)

△p(^Hz)
0.005 0.010 0.050 0.100

90 0.698 1.394 6.755 13.122
95 0.659 1.318 6.412 12.449

100 0.625 1.243 6.076 11.806
105 0.599 1.198 5.840 11.341
110 0.570 1.139 5.549 10.769

been produced. Figure 3.1 indicates a good y2 2d.o.f. distribution is produced until high values of the relative height. The gaps in the distribution mean that there are no spikes generated for certain high relative heights. Given a x2 2d.o.f. distribution the probability of observing a spike with a relative height between 12.825 and 12.900 is very small. Therefore statistically only 1 or 2 numbers out of the 7 million simulated points should lie in this range of relative heights. However statistical fluctuations could mean that no numbers are generated between the relative heights 12.825 and 12.900. The size and number of gaps in the distribution could be reduced by producing a larger sample of numbers. However, for relative powers greater than approximately thirteen the distribution is very hard to test without making the size of the sample significantly larger. Alternatively the relative height bands could be widened to increase the probability of producing a number in that range. However, the widths would have to be increased significantly before any effect would be seen and this would disrupt the smoothness of the straight line that is observed at lower normalized heights. Therefore, it is reasonable to believe that taking the negative natural logarithm of a uniform distribution does produce the required x2 2d.o.f. distribution and so this method will be used in the following simulations.The method described above for producing a x2 2d.o.f. distribution was used to simulate 1000 independent spectra containing 7,076,160 random numbers that were assigned a cadence of 40 seconds. This number of points and value of the cadence were chosen 
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to be consistent with the length of the timeseries used in Chaplin et al. (2002a). We adopted values of Ap ~ lOO^Hz as this value will be used later in the analysis of real BiSON data. The number of frequency ranges, of width Ap, that contained at least one spike with a relative height greater than or equal to in the whole spectrum was counted for 1000 simulated spectra and the average number of frequency ranges that contained a detection in each individual spectrum was calculated. In later sections, a spike will be considered as a mode candidate if the probability that it is part of the background noise 
(Ps) is less than 0.1, and so the same threshold has been applied here. Additionally, in the later analysis of real BiSON and GOLF data thresholds will also be set at Ps < 0.05 and Ps < 0.01 and so the number of detections due to noise at these probabilities has also been investigated. The results are shown in Table 3.1 and Figure 3.2. A false detection can be defined as a spike with a relative height of at least that is due only to noise. In actual solar data a false detection could be mistakenly considered as a candidate for a mode. From Figure 3.2 we can see that the number of frequency ranges in the entire spectrum containing at least one false detection decreases as the probability of finding a false detection, Ps, decreases but increases as the frequency range, Ap, decreases. The number of frequency ranges of length Ap in the whole spectrum is

2 Apcad ’
where cad is the cadence, taken to be 40s in these simulations. Therefore, if the cadence is constant, as Ap decreases, L increases. The number of frequency ranges that will contain at least one spike with a relative height > s^ in the whole spectrum can then be predicted using the equation

Number of Ap containing at least 1 false detection = PSL. (3.9)
Hence the number of Ap containing at least one false detection is directly proportional to the number of Ap that are searched. Therefore, for a fixed value of Ps, as Ap decreases
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Figure 3.2: The number of Ap in a simulated spectrum (7,076,160 points) that contained at least one spike with a relative height greater than sy. The simulations were performed for different values of Ap, ranging from 90 /zHz to 110 /zHz and these are represented by the different lines (see legend).
and L increases the number of Ap containing at least one false detection increases, thus explaining the observed results. The decision over the width of Ap is very important. As Ap increases the probability of detecting a prominent spike by chance in each Ap increases, therefore the size of Ap must be limited. However, as Ap decreases the number of frequency ranges of width Ap in the spectrum increases. Therefore the probability that one of these ranges will contain at least one prominent spike also increases and so it is not desirable to have a small value of Ap. Hence, when deciding on the optimum value of Ap a balance between these two requirements must be sought.The total number of spikes in the entire spectrum with a relative height above the threshold level can be found by taking N = APT = 1 bin. Equation 3.9 implies the proportion of Ap in the whole spectrum that contain at least 1 false detection is simply 

Proportion of Ap containing at least 1 false detection = (3.10)
as expected.The predicted results agree moderately well with the simulated results as the difference
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Table 3.2: The original probability is the value of Ps used in equation 3.7 to set the threshold, s^, for the simulations. The recalculated probability was found by substituting this value of into equation 3.4. These probabilities can be compared to the probability of observing at least one spike with a power greater than s„ in lOO^Hz found by the simulations.Original Probability 0.00500 0.01000 0.05000 0.10000Recalculated Probability 0.00499 0.00995 0.04877 0.09516Probability from Simulations 0.00500 0.00994 0.04861 0.09445
between the predicted and the simulated results is less than 6% of the predicted result for all values of Ps and Ap. Interestingly, for Ps = 0.005 and Ps = 0.01 the majority of the observed number of detections are higher than the predicted number. This is likely to be because only a small number of detections are expected, therefore the observed number is very susceptible to the effect of statistical fluctuations. However, for Ps = 0.05 and Ps = 0.1 the observed numbers of detections are consistently less than the predicted number. The numbers of expected detections are larger for these values of Ps and so the results will be less susceptible to statistical fluctuations. This could, therefore, imply inaccuracies in the equations that predict the expected number of detections (equations 3.6 to 3.9). Hence we go on to investigate the discrepancy between the predicted and simulated results further.

3.2 Improving the predictions

If the threshold relative height (sp) calculated from equation 3.7 is transferred back into equation 3.4 a slightly different probability (Ps) is found. Table 3.2 shows this effect becomes increasingly important as Ps increases. This recalculated probability is significantly closer to the probability revealed by the results of the simulations, i.e. the average number of Ap found containing at least one prominent spike (given in Table 3.1) divided by the total number of Ap searched (125 here). This implies that the value calculated for the threshold height for a given Ps is not accurate.Since the predictions made in Section 3.1 rely heavily on the assumption that Ps^s^ «
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Np{s^ it is reasonable to investigate whether the calculated predictions will be more accurate if this approximation is either improved upon or, alternatively, dropped completely. The binomial expansion of equation 3.4 (and also the expansion for r = 1 in equation 3.5) gives
or . F, v / x , .2 N(N —1)(^ —2) z x3Ps{s^ = 1 - 1 - Np(s^ H-------- - ------pM2------ ----------------------~p(sj L z------------------------------- o, W(W-1)(W-2)(N-3)„,„U 1

+ 24 P^) ... ·

It must be noted that this particular expansion is only valid for the case when r = 1 as for higher values of r not all of the terms in the above equation will be present. Equation 3.11 can be simplified to give
M 

p.M « £ 
9=1 qPN-qi’ '

(3.12)
where q is simply the integer over which the summation is made and M can be taken to be any value between 1 and N depending on how many terms of the expansion are required. For example, the approximation used by Chaplin et al. (2002a) only keeps the first term of equation 3.12 (approximation 1) and so M = 1. However, by including the next term in the series (M = 2, approximation 2) the equations for Ps and sp respectivelybecome

P, ~ NpM - N^N ^p^)2,
tN-2Ps(N- 1)1 . ^(^-l)2 .

(3.13)
(3-14)

In equation 3.14 we take the negative of the square root and not the positive square root. This is because, although both are solutions to equation 3.13, only the negative option produces the correct value of P when substituted into equations 3.2 and 3.4. As can be seen in Figure 3.3, for a given relative height the inclusion of the second term in equation 3.11 noticeably alters the probability. However, as more terms are added the
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Number of terms in series
Figure 3.3: The probability of observing at least one spike in a frequency range Ap with a height greater than sy, as given by equation 3.12, is plotted for different values of M (where M is the number of terms in the expansion).
series converges to a value only slightly greater than the probability when just two terms are included. Approximation 2 should therefore predict the number of false detections expected more accurately than approximation 1.Simulations the same as those performed in Section 3.1 were repeated here, except equation 3.14 was used to determine the threshold height. When approximation 2 is used to calculate the threshold height, sy, for certain values of Ps and Ap the difference between the simulated and predicted number of frequency ranges containing at least 1 false detection is less than when approximation 1 is used. For probabilities of 0.005 and 0.01 the observed numbers of detections are still greater than the predicted numbers of detections for the majority of Ap. Again this is likely to be because only a small number of detections are expected. Also the validity of approximation 1 improves as the probability that a single spike is above a threshold level, p, decreases. However, when 
Ps = 0.05 and 0.10 the observed numbers of detections are now greater than the predicted numbers for only half of the different Ap examined. The threshold height calculated using approximation 2 represents the data better than the original threshold height (see table 3.2) and so will be used in all that follows.Until now we have been describing the statistics of observing a single prominent spike.
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However, solar p modes are damped and so the width of a mode can be resolved in a frequency-power spectrum. Furthermore the rotation of the Sun means that some modes exhibit a multiplet structure in the frequency-power spectrum. It is possible to exploit these properties in order to develop more sophisticated detection techniques. We begin by taking advantage of the width in frequency of a mode that is observed in a frequencypower spectrum.
3.3 The detection of peaks in a single noise spectrum

Solar p modes are excited stochastically by turbulence in the outer regions of the convection zone and damped intrinsically by the convection. If a timeseries is of sufficient length this damping will mean that the resonant peaks of the modes will have an observed width in a frequency-power spectrum. The full width of a peak can then be used to provide a measure of the damping each mode undergos. The width of a mode, Az/, is related to the mode lifetime (e-folding time), t, by
Az/ = —. (3.15)

ITT

If the length of a timeseries is significantly greater than the lifetime of a mode the timeseries will extend over several realizations of the mode and so the modal peak will be resolved across several bins in the frequency domain. It is therefore desirable to search for a concentration of prominent spikes over a range of bins similar to the expected modal line width (Chaplin et al., 2002a). A peak is regarded as several spikes with relative heights > su that cover a range of frequencies.The lifetimes of modes increase as the frequency of the modes decreases. Below ~ 2500 ^Hz the widths of the mode peaks decrease rapidly with frequency. If the length of the timeseries is less than the lifetime of a mode the width of the mode will be narrow enough to confine the majority of the mode’s power into one bin. The signal will behave like an undamped sine wave, however, the finite length of the observations will mean 
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that the frequency-power spectrum of the signal will actually be a sine squared function centred on the frequency of the mode. If the acoustic signal from the mode is not commensurate with the time bins the power of the mode may lie in more than one bin even if the underlying width of the mode cannot be resolved. Furthermore, although any solar-cycle variation of low-n eigenfrequencies would be small it could be enough to split the signal between two bins. Therefore, even at low frequencies, where the lifetime of modes may be longer than the length of the timeseries, it is still possible to search for more than one spike that contains power from a mode.In Section 3.5 artificial data will be used to assess how effective statistical tests are at detecting modes. The artificial spectrum will be 9.5 artificial years in length. In a spectrum of 9.5 years the width of the peaks is expected to be less than the bin width for modes with a frequency of less than ~ 950/zHz. Therefore in the artificial frequencypower spectrum modes cannot be resolved at frequencies of less than ~ 950/iHz. So a spectrum can be searched, at frequencies above ~ 950/zHz, for at least two spikes, both of which are greater than some relative height, sPi, and both of which are separated by less than twice the expected full width at half maximum (FWHM) of the mode.Let Ni be the number of bins that cover twice the FWHM of a mode. The probability, Pwidth, of finding at least two spikes that are less than Ni bins apart anywhere in the spectrum is given by Pwidth = p(s^i) [1 - (1 - p(s^))M-1] . (3.16)
In other words pWidth is given by the probability that an individual spike is greater than s„i and that at least one spike in M — 1 bins has a relative power of at least s^i. The probability of then observing at least one of these structures over N bins is

Fwidth = 1 - (1 -Pwidth)™1· (3.17)
A special case of this arrangement occurs when the prominent bins are forced to be in consecutive bins. As mentioned previously the power from an unresolved mode may 
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lie in two consecutive bins if the frequency of the mode is not commensurate with the window function of the timeseries. Therefore searching for two consecutive prominent spikes is relevant even when the power of a mode should be confined to one bin only. Furthermore this would provide a more stringent test for any mode whose power is spread across several bins. The probability of observing 2 spikes in consecutive bins is simply

F2bms[2;p(spi), 2] = p(sP1) . (3.18)
The number of bins in Ap is N and so the number of arrangements of pairs is N — 1.The probability that a range, Ap, contains at least 1 pair of such spikes is therefore

= 1 - [1 - Abinsf“1
« (N- I'ipM2 - (3d9)

This can be rearranged to give
1 ± ( (AT - 1)(AT - 2)2 J ] ’

and _ 1 [ 1 aN-l)-2P^N-2)\^2 ( (AT — 1)(AT — 2)2
(3.20)
(3.21)

As with equation 3.14 the negative square root is taken. Incidently this is approximately half the height required when looking for a single spike at a given threshold probability 
(P^ or Ps)· These equations, along with equation 3.9, were then used to predict the number of Ap containing at least 1 pair of prominent consecutive spikes in a spectrum of noise. Once again simulations were performed to test the accuracy of these equations. The predictions agree with the simulations to an accuracy of better than 0.5%.When searching the spectra for statistically prominent features a low threshold value 
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of P is set so that there is a very small probability of observing a prominent feature at least once in N bins. Using this threshold probability and equation 3.21 it is possible to determine threshold relative heights, such that if a feature is observed to be greater than this threshold height it is considered to be statistically significant. The width of a mode is not the only property that can be used to search for low-frequency modes. We now investigate how the multiplet structure exhibited by some modes can be used to construct a statistical test.
3.4 The detection of multiplet structures in a single pure noise spectrum

The rotation of the Sun splits modes with I greater than zero into 21 + 1 components, each of which are described by a different azimuthal order, m. The azimuthal order can take any value between ±/. However, in Sun-as-a-star data only I + 1 components are observed, instead of 21 + 1, as the near-equatorial view of the Sun limits the visibility of certain modes. In fact modes are only clearly visible in Sun-as-a-star data when I + m is even. Chaplin et al. (2001) found the separation between adjacent m for the / = 1,2 and 3 modes, at frequencies above 1500juHz, is approximately 400nHz. At mode frequencies greater than 400^Hz theoretical modelling implies that the magnitude of the frequency splitting of p-mode multiplets is relatively insensitive to the poorly understood rotation at less than 0.2 solar radii (Provost et al., 2000). It is therefore reasonable to assume that the synodic splitting in the searched-for low-frequency modes is similar to that observed at higher frequencies. However, magnetic fields introduce asymmetries in the splitting which become apparent in full-disc data for modes with I > 2. If the magnetic field originates near the surface the magnitude of the / = 2 and / = 3 mode asymmetry is only of the order of a few nHz at low frequencies. The effect of a deep-seated field on the asymmetry of the splittings is less straightforward to predict as the magnitude of the asymmetry varies in a quasi-oscillatory manner with frequency. Current data implies this variation is also small, but the evidence is by no means conclusive. The possibility 
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of an asymmetric arrangement needs to be taken into account when defining a multiplet structure. Therefore we take the uncertainty in the difference in frequency between any two components of a multiplet, 61/, to be ±100nHz. The number of bins, Ns, in a frequency range 6u is given by N$ = 8vT, where T is the length of the timeseries. In the frequency range that will be searched this is always greater than the width of the mode, △1/. As I + m must be even for the modes to be observed the difference in m between observable modes of a given I, 6m, will always be a multiple of 2. The aim is therefore to search for prominent spikes that lie at multiples of ~ 800±100nHz from each other.The probability of finding at least one spike by chance with a relative height above over the uncertainty range 2Ng is
Ps = F[l;p(s,2),2Ns] = 1 - [1 -p(St,2)H· (3.22)

Therefore, the probability of finding 2 spikes above that satisfy the requirements for a multiplet pair is
pm = pMPs = p(s,2){l - [1 - (3.23)

The number of possible arrangements of the structure over a range Ap is dependent on the synodic splitting, Nsyn — 400nHz, and the uncertainty allowed (Ns). In a well resolved spectrum Nsyn and Ns are both significantly less than the number of bins in Ap, 
N. Therefore, the number of arrangements can be taken to be approximately N. Hence the probability of observing at least one multiplet pair in a frequency range Ap is

® P[1 : Pm. N] = 1 - [1 - Pm]N. (3.24)
Simulations were performed in the same manner as in Section 3.1, except that multiplets containing two prominent spikes were searched for. In this case there is no simple, accurate expression for s^ and so in the simulations sU2 was fixed and used to calculate 
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the corresponding probability. The simulated results are approximately 2% lower than the predicted results.For I = 2 and 3 modes it is possible that three components of the multiplet could be observed. It is therefore viable to search for triplets, where a central component is flanked by two outer components that are 800±100nHz away. The probability of observing a triplet, Pt, is given by
P = P^P^ = p(s„2){l - ¡1 pfe)]2''''}2. (3.25)

The probability of observing at least one triplet structure in a frequency range of Ap is
^triplet = 1 - [1 - Pt]N- (3.26)

We have now developed the tools with which frequency-power spectra can be searched for both multiplet pairs and triplets that contain two or three prominent spikes respectively. We go on to determine how effective the statistical tests that we have developed in this chapter are at detecting simulated modes. We therefore search a set of simulated data for prominent single spikes, peaks of spikes and multiplet structures.
3.5 Detection of mode candidates in FLAG data

The Solar Fitting at Low Angular degree Group (FLAG) is an international collaboration that aims to improve analysis techniques for low-Z solar p modes. FLAG data are artificial data that are designed to mimic unresolved Doppler velocity observations of the visible disc with a S/N per unit time characteristic of BiSON and GOLF measurements. The FLAG data, therefore, represent Sun-as-a-star observations. A timeseries containing low-frequency modes was investigated as a blind test of the statistics developed in this chapter. The data were made by W.J. Chaplin and the frequencies of the modes he included in the data were only revealed after the statistical tests were performed. Modes 
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with angular degrees between 0 < I < 3 were included in the timeseries along with the appropriate level of broadband noise. The timeseries contained 7,464,960 points, with a cadence of 40s, and so spanned approximately 9.5 artificial years. No gaps were included in the timeseries and so the duty cycle was 100%. The data mimic observations that were made near the ecliptic plane, and so only modes where I + m is even are visible. Since | m |< I a mixture of different m will only be observed when I > 1. In all of the following searches the minimum threshold height for a spike to be considered a candidate corresponded to a probability of Ps = 0.1. This threshold was chosen as it means that there is less than a 10% chance that any detected mode candidates are part of the noise background and so the confidence level is 90%. However, more detailed discussions on whether this is an appropriate threshold level are included later in this section and in Chapter 5.The statistical predictions of the distribution of noise that were described in Sections3.2 , 3.3 and 3.4 have been used to look for prominent spikes in the FLAG data. It should be noted that the statistical predictions give the probability that a prominent spike or structure of spikes is due to noise, which is the HO hypothesis. Five tests were performed on the frequency-power spectrum produced by taking the FFT of the FLAG timeseries:
Test 1: The frequency-power spectrum was searched for prominent individual spikes. The probability that a spike is due to noise was calculated using equations 3.2 and 3.4.
Test 2: A test was performed to search for two prominent spikes in consecutive bins. The power of the least prominent of the two spikes was used in equation 3.2 to calculate 

p. This was then used with equation 3.19 to find the probability that a peak is due to noise.
Test 3: The spectra were searched for two prominent spikes that are separated by less than twice the predicted width of the mode. A power-law extrapolation, used in Chaplin et al. (2002a), was used to predict how the width of a mode varies with frequency. Equations 3.2, 3.16 and 3.17 were then used to determine the probability that any
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such structures are due to noise.
Test 4: A test was performed to Search for pairs of spikes in multiplets. Each pair of spikes must be separated by 800 ± lOOnHz, 1600 ± lOOnHz or 2400 ± lOOnHz which correspond to separations in the azimuthal order of 2, 4 or 6 respectively. This ensures that I + m is even for both components of the multiplet. Therefore, when the spikes are separated by 800 ± lOOnHz modes with I = 1, 2 or 3 can be revealed as each exhibit components that are separated by 6m = 2. However, when the spikes are separated by 1600 ± lOOnHz only modes with I = 2 or 3 can be detected as the required difference in m is now 6m = 4. Only I = 3 modes can be detected when the spikes are separated by 2400 ± lOOnHz as the required difference in m is 

6m = 6. The probability that each multiplet is due to noise was calculated using equations 3.2, 3.23 and 3.24.
Test 5: This test searched for multiplets containing three spikes. The central spike is separated from the outer components of the triplet by 800 ± lOOnHz. Therefore this test can search for modes with f = 2 or 3 as these modes contain at least 3 visible components. Equations 3.2, 3.25 and 3.26 were then used to find the probability that each triplet would occur in pure noise.

Disregarding noise the power of a peak can be reduced to approximately 40% of its maximum value depending on how commensurate the phase of the signal is with the frequency spectrum bins. Noise can interfere both constructively and destructively with the signal from the mode and so can increase (or decrease) the severity of this effect. One possible solution to this is to oversample the spectrum by zero-padding the timeseries. Alternatively removing successively appropriate small numbers of data from the end of the main timeseries will shift the absolute frequency locations of the bins, thereby allowing the observer to scan for the frequency at which the signal is commensurate. Removing different numbers of bins from the end of a spectrum alters the location of the bins and therefore allows the spectrum to be evaluated at different locations. If a
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sufficient number of shifts are made different realizations of the noise background will be given. Monte Carlo simulations have shown that shifting the spectrum 25 times will give the equivalent of 3 realizations of the noise (Chaplin et al., 2002a). However, the Monte Carlo simulations also showed that little is gained by performing more shifts. Therefore the length of the timeseries was altered 25 times and the same analysis was performed on each of the resulting 25 spectra. The length of the timeseries was altered by removing a different number of bins from the end of the original timeseries. The largest number of bins removed was 1460 and so a timeseries containing 7,463,500 bins was produced. The smallest number of bins removed was 85, creating a timeseries containing 7,464,875 bins. These numbers were chosen because they ensure the sum of the prime factors of the remaining number of points in the timeseries is small as this has repercussions for the time taken to perform the FFT. As the numbers of bins to be removed only constitute a small fraction of the base line in its entirety the 25 spectra should provide a fairly even sampling across a range of bin shifts.The solar spectrum is, in fact, only locally regarded as being flat (‘white’)· A ‘white’ spectrum can be approximated by calculating a running mean for the data over regions of approximately lOO^Hz. However, this approximation falls short at very low frequencies as the level of noise across a 100/zHz bin cannot be regarded as constant. Hence a running mean was taken to ensure that any prominent spikes or structures are central to the lOO^Hz region for which the mean level is calculated. By using a running mean we are effectively pre-whitening the spectrum. To test whether this has an effect on the underlying statistics the simulations described in Section 3.1 were repeated but using this method of searching for modes. The results of this simulation were the same as the results found in Section 3.1 and so taking a running mean does not affect the statistics.The FLAG frequency-power spectrum was searched at frequencies between 1000 and 1500/zHz for statistically significant spikes and structures. Although the exact frequencies of the modes that were included in the FLAG data were not known it had been acknowledged that they all had frequencies greater than 1000 ^Hz. The frequency, v.
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Figure 3.4: The possible candidates uncovered when searching for prominent spikes and structures in the FLAG data. The black symbols at the centre of each row represent the detections made for a 10% threshold. Different symbols are used to distinguish between the different tests. The red vertical lines indicate the frequencies of the input modes. The blue squares denote the detections that lie within 0.5/zHz of an input mode frequency.
was recorded for any spike or structure that had less than a 10% chance of being due to noise. However, a more stringent threshold was also set at Ps < 0.01 to investigate the reliability of the tests. It is important to note that any spikes found by this method are not definitely evidence of a mode. There is simply a large probability they are not due to noise and therefore any spikes detected will be referred to as mode candidates.Figure 3.4 shows all of the mode candidates that had a less than 10% chance of occurring in a pure noise spectrum in an echelle diagram. The entire frequency range that was searched has been split into strips of 147/zHz and these strips have been placed one above another. The length of the baseline of the echelle diagram was chosen to be 147/zHz so that the overtones of modes with a given I lie in near-vertical lines. The red vertical lines show the central frequency of the input modes. The different symbols represent the different tests that were performed (see the legend on figure 3.4). Mode candidates that lie less than 0.5/iHz from any components of the input modes have been highlighted with a blue square. In the case of the multiplet and triplet tests all of the components of the detected structure must correspond to input mode frequencies. Table
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Table 3.3: Candidates found to be closer than 0.5/iHz to the input frequencies.
I n m Frequency (mHz) Probability (n Number of tests passed (Pa = 0.1) Number of tests passed (Ps = 0.01)2 6 ±2 1105.950 ±0.003 6.7 x IO“2 1 00 7 0 1118.150 ±0.003 9.6 x IO“6 3 21 7 -1 1185.211 ±0.003 1.9 x IO“3 4 21 7 +1 1186.018 ± 0.003 1.9 x IO“3 1 12 7 —2 1249.927 ± 0.004 2.0 x IO“6 5 42 7 0 1250.724 ± 0.004 2.4 x IO“3 1 12 7 +2 1251.528 ±0.004 2.4 x 10“3 3 20 8 0 1263.510 ± 0.004 3.2 x 10“10 3 33 7 -3 1305.590 ± 0.005 1.7 x IO"2 1 03 7 +1 1307.200 ± 0.005 1.7 x IO“2 1 01 8 -1 1329.211 ± 0.004 2.3 x 10“11 4 41 8 +1 1330.018 ± 0.004 2.3 x 10“11 4 42 8 —2 1393.891 ± 0.005 7.4 x 10“10 5 32 8 0 1394.722 ± 0.005 7.4 x IO"10 5 52 8 ±2 1395.513 ± 0.005 7.4 x 10“10 5 50 9 0 1407.616 ± 0.005 0 3 33 8 -3 1449.893 ± 0.006 9.8 x IO"9 4 33 8 +1 1451.437 ±0.007 1.1 x IO“2 1 03 8 +3 1452.291 ± 0.006 9.8 x IO"9 4 41 9 -1 1472.441 ± 0.005 0 4 41 9 +1 1473.213 ± 0.005 0 4 4

3.3 shows those candidate detections that are found within 0.5/zHz of the frequencies of the input modes. Notice that there are six clear false detections made (not including the multiplet tests that contained one false detection and one candidate mode component). We have searched 5 frequency ranges of width IOOjuHz with a threshold of Ps = 0.1. By altering the length of the timeseries 25 times we have created 3 realisations of the noise. Furthermore, we have performed 5 different tests. Therefore the number of false detections we would expect is0.1x5x3x5 = 7.5. Hence the number of false detections observed is in line with expectations.This method is not very effective for finding the exact frequency of peaks that have 
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a large width as there are significant numbers of spikes that are greater than even when Ps is extremely small and is very large (e.g s^ > 30). At frequencies greater than 1500/iHz the power of the modes is spread over many bins and the powers in the majority of these bins is greater than the threshold height. Therefore the search was limited to frequencies less than 1500/zHz. Even so some of the higher-frequency modes in this range were detected in more than one bin, therefore, the probability that the most prominent spike (or structure of spikes) is (are) part of the background noise has been recorded.In a timeseries of this length all of the input modes are oversampled and so have a resolved width in frequency. Therefore the errors on the observed frequency quoted in Table 3.3 have been calculated following the method described in Chaplin et al. (2002b). The error on the frequency, 5vni is given by
2 ’ (3-27)

where Ai^ni is the width of the line, T is the length of the timeseries and /[/?nz] is a function that is dependent on the noise-to-signal ratio, /3ni- The function, takes the form if 1 -1 $/[Aii] = (1 + Pni)2 (1 + Pni)2 + 0ni > (3.28)
while fini = X/sv.Only 1 of the 12 included modes was not detected in some capacity, meaning that at least one component of the mode passed at least one test. The completely undetected mode is the I = 3, n = 6 mode at 1161.69/zHz. However, as can be seen from Figure 3.4 there are a lot of detections that do not correspond to the input modes. These are known as false detections. It is therefore useful to introduce the further requirement that the candidate modes pass at least two of the tests that were performed. When this constraint is introduced the number modes that are not detected increases to three as the I = 2, 
n = 6 mode at 1105.17/zHz and the I = 3, n = 7 mode at 1306.80/zHz do not pass this 
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requirement. However, the number of false detections is reduced from 6 to 1. This is still not ideal as the false detection could be mistaken for a real mode in actual solar data. It is therefore worth considering reducing the threshold limit to Ps = 0.01. This disqualifies all of the false detections and it does not reduce the number of modes that are detected. Therefore it is definitely advantageous to reduce the threshold levels to a 1% chance that any candidates could occur in noise. However, it should be noted that one of the false detections has a probability of being noise of less than 1% and so it is important to combine this more stringent threshold level with the requirement that each detection passes at least two of the tests.Overall the statistical tests have proved to be reasonably effective at detecting the simulated modes. However, a significant number of false detections were also made. It is important to minimize the number of false detections as they may be mistaken for modes. Therefore in the future the threshold probability was set at Ps = 0.01 and each mode candidate was required to pass at least two tests.
3.6 Summary

The statistics that describe the noise background in a frequency-power spectrum have been used to develop various statistical tests. These tests can be used to search for prominent spikes or structures of spikes that are statistically unlikely to be part of the noise background. The tests are based on those developed in Chaplin et al. (2002a). However, here we have added an extra term in the approximation of Ps to produce a more accurate description of the background statistics. We have taken advantage of some of the physical properties of a mode observed in a frequency-power spectrum. These properties include the width of a mode, which is observed because the power of a mode is damped, and the multiplet structure of a mode, which is observed because of the solar rotation. Therefore, in addition to searching for individual prominent spikes tests can be performed that search for prominent peaks of spikes, multiplet pairs and triplets.
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A blind test was performed on FLAG data to determine how effective these tests are at finding low-frequency modes. When the threshold probability was set at Pa = 0.1 all but one of the input modes were found but a substantial number of false detections were also made. However, the number of false detections was reduced, without significantly lowering the number of mode detections made, when the threshold probability was reduced to Ps = 0.01 and each candidate was required to pass at least two tests.As the statistical tests were successful at finding the simulated modes they have been used to search real Sun-as-a-star data for low-frequency modes (Chapter 5). However, it is necessary to stress here that any mode candidates are still not definitely modes, there is just a large probability that they are not due to the background noise.



4. DETECTION OF PROMINENT SPIKES IN TWO SPECTRA

BiSON data are just one of many sets of solar observations that are currently available. Another example is the data recorded by the GOLF instrument on board the SOHO spacecraft. Like BiSON, GOLF measures spatially unresolved solar Doppler velocities. BiSON and GOLF data can, therefore, be searched for prominent spikes or structures of spikes using the statistics described in the previous chapter. The BiSON network and GOLF have both been making near-continuous observations of the Sun for more than 10 years. Therefore it is possible to compare contemporaneous observations made by the BiSON network and GOLF. Contemporaneous data should show a common signal from solar oscillations. This chapter will describe how the probability of observing prominent spikes (or patterns of spikes) that are found in the same bin (or bins) in each of two frequency spectra can be found. The statistics developed in Chapter 3 have been adapted so that they can be applied to two sets of contemporaneous observations. This problem is trivial when the data are completely independent (Section 4.1). However, the background noise in the two sets of observations will not be completely independent as there will be some common noise from the solar granulation. There will also be independent instrumental noise and any data taken by ground-based instruments, such as BiSON data, will contain atmospheric noise. Furthermore, some of the solar noise will be independent. The amount of noise common to the two sets of data will affect the probability that any prominent structures present at the same frequencies in both sets of data are due to noise. Section 4.2 will calculate this probability taking into account the amount of common noise present.It should be noted that comparisons are not limited to BiSON and GOLF data.
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Observations from other instruments, such as MDI, which is also onboard SOHO, can be used. The BiSON data are measured by a network of instruments that are positioned at different longitudes around the world. The positioning of the BiSON instruments allows near-continuous solar observations to be made, assuming that the instruments are fully operational and that the weather permits observations to be made. However, the separation in longitude between some of the BiSON sites means that it is possible that the Sun will be above the horizon, and so observable, at more than one site. In fact at certain times as many as four BiSON instruments could be taking contemporaneous observations of the Sun. It is, therefore, possible to compare contemporaneous data from different BiSON instruments and this will be done in Chapter 7. The remainder of this chapter will describe a method for comparing data in a generalized manner that is independent of the instruments from which the data being compared originate.
4.1 Detection of prominent spikes in two independent spectra

As an initial, simplistic example we will describe the statistics governing two timeseries that contain completely independent Gaussian noise. Assuming the noise in the power spectra created from the independent timeseries can be described by a x2 2 d.o.f. distribution the probability that a frequency range of width Ap will contain at least one false detection in the same bin, in each of the two independent spectra, can be found. The probability that two spikes in the same bin in two independent spectra will have relative heights greater than or equal to the relative height is
P2 = p(su)2 = exp(—2«^), (4.1)

where sP2 is defined as the ratio between the height of a spike and the mean level of noise surrounding that spike. Therefore, the probability that a frequency range, Ap, which consists of N bins, will contain at least 1 pair of spikes with a relative height greater 
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than sM2 in the same frequency bin is
ft2[l; ft, = 1 - [1 - ft]N. (4.2)

Using an expansion similar to the one given in equation 3.13 it can be shown that
ft2|i; ft, = NPM2 - N<-N (4.3)

which can then be rearranged to give an expression for a threshold relative height, s^, for given values of N and Ps2:
sp2 = --In * - l)2 (4-4)

As with equation 3.14 the negative square root is taken. Comparing this equation with equation 3.14 shows that when looking for coincident spikes in two independent power spectra the threshold height is half that required when looking for prominent spikes in just one spectrum.Simulations that counted the number of detections made in pairs of completely independent noise spectra were performed to check the validity of this equation. The simulations were performed for various frequency ranges, Ap, and probabilities, Ps2. A false detection was made if a frequency range of width Ap contained at least one pair of spikes that had a relative height greater than positioned in the same frequency bin in each of the two simulated spectra. There was only a 1% difference between the predicted and the simulated number of false detections for all values of Ap and Ps2 for which the simulations were performed.As mentioned in Section 3.3 the modes of the Sun do not usually appear as a single spike in a single bin, but rather as a peak of spikes that cover several bins. For some of the modes this is because the energy of the mode is heavily damped over time. However, the power from modes with long lifetimes can also be spread over two consecutive bins if 
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the frequency of the mode is not commensurate with the frequency bins in the frequencypower spectrum. It is therefore usually necessary to look for spikes larger than the threshold height over several bins. The probability of observing a prominent spike in the first spectrum and a prominent spike in the second spectrum which lies either in the same bin as the spike in the first spectrum or 1 bin either side is given by
A = P^Xs^),!] x P[l;p(s„2),3]= [p(sp2)3 - ^p{sv2)2 + 3p(sp2)] · (4.5)

The value of P$ can then be substituted into equation 3.4 to find the probability of such an arrangement of spikes occurring at least once in N bins.Once again simulations were performed to ensure equation 4.5 represents the statistics accurately. A false detection was made if there were at least one pair of spikes, one spike from each spectrum, that both had relative heights greater than s^. This time the spike in the second frequency-power spectrum had to be either in exactly the same frequency bin as the spike in the first frequency-power spectrum or one bin either side of that frequency bin. The simulated and predicted number of false detections were in good agreement as the difference between them was less than 0.6% for all Ap and sV2 that were used in the simulations.The statistics described in this section only apply when the noise in two sets of data are completely independent. However, the assumption that two spectra are completely independent is very simplistic and, when considering contemporaneous data, often inaccurate. It is far more likely that two sets of contemporaneous data will contain some common noise and so we begin the next section by discussing the possible origins of the common noise. The presence of the common noise alters, in a non-trivial manner, the probability of observing a prominent feature at the same frequency in two frequencypower spectra. The remainder of this chapter is, therefore, dedicated to discussing the statistics governing two sets of data with a known amount of common noise.
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4.2 Statistics of coherent noise spectra

Any two instruments that are making contemporaneous observations of the Sun will not only be observing the same oscillations but some of the solar background continuum observed by both instruments will be common to both sets of data. The granulation that can be continually observed on the Sun produces noise in Doppler velocity observations (see Chapter 2). This source of noise is particularly important when looking for low- frequency p modes and g modes as the level of solar noise increases as frequency decreases. Real data will contain some solar noise that is common to two sets of contemporaneous observations and some solar noise that is characteristic to each individual set of data and therefore not common. This is because the instruments making the observations may have slightly different views of the Sun meaning the observations will be weighted to different parts of the solar disc (see Chapter 8 for more details). Also the height in the photosphere at which the observations are made is likely to be different both because of Doppler imaging and because different instruments may observe different Fraunhofer lines. For example, BiSON uses the neutral K line at ~ 770 nm but GOLF observations use the neutral sodium doublet at ~ 590 nm. When BiSON and GOLF data are compared there will also be noise due to instrumental effects and, for the BiSON data, atmospheric effects that will not be common to both sets of observations. In chapter 7 we compare many different sets of contemporaneous BiSON data. In some cases much of the instrumental noise and some of the atmospheric noise are also common to both sets of data.The amount of common noise will vary depending on frequency and the instruments from which the data have been taken. It is, however, possible to determine the probability that a spike in the same frequency bin in each of two spectra, which contain a known amount of common noise, has a relative amplitude greater than a given threshold amplitude. Until now we have considered the statistics that are relevant to frequency-power spectra. However, in this section we will be considering frequency-amplitude spectra.
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This is because the statistics that we are now going to develop assume the noise has a Gaussian distribution. The noise in frequency-amplitude spectra is normally distributed, however, this in not the case in frequency-power spectra, as we have already seen. To calculate the probability of observing a coincident prominent spike the amount of common noise must be determined. Therefore, we go on to describe the manner in which the common noise affects the probability and how the amount of common noise shared by two sets of data can be found.Let the proportion of noise in two sets of data be represented by a such that when 
a = 0 there is no coherent data but when a — 1 the two sets are identical. The ‘coherency’ of the two data sets can be related to a in a manner that will be described later (see equation 4.70).We will assume that the real and imaginary frequency-amplitude spectra contain normally distributed noise. We define Xi and y^ as the real and imaginary amplitudes of the first spectrum. They are given by the equations

Xi = a + ab, (4.6)
yi = c + ad, (4.7)

where a, b, c and d are arrays of normally distributed random numbers. Then we define 
x2 and y2 as the real and imaginary amplitudes of the second spectrum. They are given by the equations

x2 = aa + b, (4.8)
y2 = ac + d. (4.9)

The equations for the real part of the observed noise, Xi and x2, can then be expressed
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in the form
Xi = aa + ab + (1 — a)a, (4.10)X2 = aa + ab + (1 — a)b. (4.11)

Clearly aa + ab represents the common ‘solar noise’ and (1 — a)a and (1 — a)b in Xi and 
X2 respectively represent all ‘other noise’ that is not common to both sets of observations. The variance of the distributions, a, b, c and d are taken to be equal (i.e. a2 = ab = ac = 
a]). However, the two spectra may contain different amounts of ‘other noise’. Therefore a multiplying factor of k is included to alter the variance of the ‘other noise’ in rr2· Hence

Xi = aa + ab + (1 — a)a,

X2 = aa 4- ab 4- A:(l — a)b. (4.12)
The variance of the other noise in x2 is, therefore, k2 times the variance of the other noise in jp Note that it is reasonable to assume that the variance of the real and imaginary parts of each spectrum will be equal. Therefore a multiplying factor of k can also be included to alter the variance of the other noise in y2. So we now have

yi = ac 4- ad 4- (1 — a)c,

y2 = ac + ad + k(l — a)d. (4-13)
The variance of the other noise in y2 is now k2 times the variance of the other noise in 
yv It is also necessary to multiply the whole of X2 and y2 by a factor of j to allow for differences in the variance of the overall distributions. This gives

Xi = aa 4- ab 4- (1 — a)a = a 4- ab, (4-14)
yi = ac 4- ad 4- (1 — a)c = c 4- ad, (4-15)
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^2 = j [aa 4- ab 4- k(l — a)&], 
y2 = j [etc 4- ad 4- A:(l — a)d].

The general expression for a probability density function is given by

66

(4.16)(4-17)

(4.18)
where z is the number of variables, C is a coherency vector and X is a matrix of the variables. In this case the variables are the real and imaginary amplitudes of both spectra and so z = 4. The column vector of the variables, X, is given by

/ \
Xi 

?/l 

%2
(4.19)

and the coherency matrix, C, is given by the following expectation values:
E(xf) E(xii/i) E(zi:E2) E(xi?/2)E^si) E(y?) Eft/i^)

El^x^ E^y^ E(xl) E(x2y2)E(y2zi) E(?/2?/i) E(?/2x2) E(y2) j

(4.20)
Now the expectation value of x2 can be determined as follows:

E(x2) = (a2 4- 2aab 4- a2b2), = (a2) 4- 2a{ab) 4- a2{b2). (4.21)
For any variable, x, with a given probability density distribution, P(x), the function f(x)
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has an expectation value given by
/00 /(x)P(x)dx. (4.22)

-OO !.

Therefore, for a Gaussian distribution, such as a,
(a2) = i°° a2—i=e-a2/2a“da = a2. (4.23)

J-ea

Also, as a and 6 are both normally distributed {ab) = 0. Therefore equation 4.21 reducesto £(^=¿4-^(1^/ (4.24)
as a2 = Using equation 4.22 to find the expectation value of gives

E(x|) = J2 (cn2(a2) + 2 ^a2 + fca(l — a)| (a6) + [a2 + fc2(l — a)2] (62)) ,= j2(Q2 + [fc(l-a) + a]2)a2. (4.25)
Similarly

£(3:1X2) = j (a(a2) + [a2 4- a 4- A:(l — a)j {ab) 4- a [A:(l — a) 4- a] (ft2)} ,
= ja [1 4- &(1 — a) + a] a2. (4.26)

The symmetry of the real and imaginary parts of each spectrum means that
E^2) = (l + a)a2, (4.27)
E{y%) = j2 (a2 + [fc(l - a) + a]2) a2, (4.28)

E{yxy2) = ja [1 + fc(l - a) + a] a2, (4.29)
E{xxyx) = E(xii/2) = E{x2yx) = E{x2y2) = 0. (4.30)

Letting A = (14- a2), B = j2 (a2 4- [A:(l — a) 4- a]2) and D = ja [1 4- fc(l — a) 4- a] and
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substituting equations 4.27 to 4.30 into equation 4.20 then gives
(4-31)

0 D 0
A 0 D0 B 00 D 0 B y

It is now possible to find (Cl as follows:

= o^A2B2- ABD2 - ABD2 + D^,

A 0 D 0 A D|C| = asa A 0 B 0 + D D 0 0
D 0 B 0 D B

= a^(A2B2 -2ABD2 + D4). (4-32)
Substituting back in to equation 4.32 for A, B, and D then gives

|C| — aa {j2(l + a2) (a2 4- [&(1 — a) + a]2) - j2a2 [1 + k(l - a) + a]2} ,(4-33)= (a4 — 2a2 [£(1 — a) + a] + [k(l — a) + a]2) ,= J4^ (a2 — [fc(l — a) + a]) . (4.34)
Finally, this can be rearranged to give

r 141^1 = [a2 + — 1) — *] . (4.35)
Using equation 4.18 we can see that the probability that a spike at the same frequency in each of two frequency-amplitude spectra will have an amplitude of Xi + iyi and X2 + iy2 
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in each spectrum, respectively, is then given by
= (4'36)

To allow us to evaluate equation 4.36 we now need to find an expression for (7-1. Once, again using the expressions defined earlier for A, B and D and taking advantage of the fact that CC~X is equal to the identity matrix, the inverse of C can be found using the

Du + Bv = 0, (4.41)

Au + Dv = 1, (4.38)
Av + Dw = 0, (4.39)
Dv 4- Bw = 1, (4.40)

that can be solved to give
B -D A

U~ AB-D2’ AB-D2’ W~ AB-D2'

Therefore
B 0 -D 0-1 0 B 0 —D

^AB - -D 0 A 0, 0 -D 0 A

(4.42)

(4.43)
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Hence using equations 4.19 and 4.43 an expression for XTC 1X can be found as follows
Bxi — Dx2-1 By! - Dy2
AX2 _ Dxi

Ay2 —Dy^ y
o^(AB- D2) + + A^2 + + 2/13/2)] · (4.44)

We can now replace A with (1 4- a2), B with j2 (a2 + [A;(l — a) + a]) and D with 
ja [1 + k(l — a) + a]. This allows equation 4.44 to be written as

,-.2r 2 , L—77—772 {/ + M1 “ °0 + Q]2) № + ?/i)
;j2 [a2 + a{k — 1) — k\ 1 v 7+(1 + a2)(x2 + y2) - 2ja [1 + fc(l - a) + a] {x^ + 3/13/2)}· (4.45)

We can now define p as the probability that, in a given frequency bin, the real amplitude 
Xi is greater than some threshold & and the imaginary amplitude yi is greater than some threshold x^. In practice these amplitudes will be set to high values so that p is small. The above equations show that

1 00 roo roo roo(27r)2o·^’2 [a2 + a(k — 1) — k]2 Jy2=X2 Jyi=xi Jx2=& Jxi=&1₽ 12a2j2 [a2 + a(k — 1) — k]2 [27a [1 + k(l - a) + a] + 3/13/2)

-j2 (a2 + [A;(l - a) + a]2) (a;2 + yl) - (1 + a2)(z2 + 3/2)] »diiqdi^dT/id^. (4.46)
Substitutions for Xi = pi cos Oi and yi = pi sin Oi can be made to give

P k 2a2 j2 [a2 + a(k — 1) — fc]2 [2.70: [1 + A;(l - a) + a] pip2 cos(#i — 02)
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—j2 (a2 4- [fc(l - a) 4- a]2) p2 - (1 4- a2)p2)] >PiP2dpidp2d0id02. (4-47)
Now p gives the probability that, in a given frequency bin, pi is greater than some threshold ri for all di between 0 and 2% radians. As we are interested in the difference between 0^ and 02 only we can change these variables to the difference between the two angles, 0. Hence, we can substitute 0 = 0i — 02 into equation 4.47 and multiply equation 4.47 by 2tf, to give

P ( 2o^j2 [a2 4- a(k — 1) — fc]2 [2ja [1 + k(l — a) 4- a] pip2 cos0

-j2 (a2 4- [k(l - a) 4- a]2) p2 - (1 4- a2)p2)] ?PiP2dpidp2d0. (4.48)
The Modified Bessel Function of the First Kind is defined, in the integral form, as (Abramowitz and Stegun, 1972)

Io(z) = — [ exp{±zcos0}d0. (4.49)
7F Jo

Iq^z) may also be expressed as a summation:
1-2 fir2!2^) = 1 + ^ + ^ + ^r + - ■ («0)

Comparing equation 4.50 with equation 4.48 shows that
2 \ 4/ Q! [1 4~ k(l - a) 4- a] P1P2 \ 1 i a [1 4- k(l - a) 4- a] P1P2 \+ [a2 4- a(k — 1) — k]2 J 22 \2a2,7 [a2 4- ct(k — 1) — A;]2/

\ 61 / a [1 4- A:(l — a) 4- O'] P1P2 \"'"(S!)2 \2a2j [a2 4- a(k — 1) — k]2) ’1 i a [1 4- A:(l - a) 4- a] P1P2 V”“o (n!)2 \2alj [a2 4- a(k - 1) - A:]2/
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Substituting this equation into equation 4.48 gives
1 roo reo » । / a [1 + &(1 — a) + a] pxp2 \ 2n<^2 (a2 + a(k - 1) - A]2 In Jr, \2a2j [a2 + a(k - 1) - k]2 j

ex₽ { , 2 -2[ 2 , L—n—y! (“2 + W1 - a) + a]2) P?
2a2 j2 [a2 4- a{k — 1) — k\ L v 74-(l + a2)p2] >dpidp2. (4-52)

It is now possible to integrate this expression term by term. Let
>li —

(a2 + [fc(l — a) + a]2) 
2a2 [a2 + a(k — 1) — fc]2 ’ (4.53)

and ___________ (1 + a2)___________  2cr2j2 [a2 4- a(k — 1) — A:]2 (4.54)
The n — 0 term of equation 4.52 is given by

Pn=O =
———-------—-2 / exp{-42p^}p2dp2 / exp{-Ap?}Pidpi.
(^aJ Iq2 + a(^ — 1) — N Jr2 Jri (4.55)

Breaking this equation down, it can be shown that
J? exp{-Aip^pidpi =-exp{-Air?}, (4.56)

and so Pn=0 = 4.2r 2 1 n m2 4 A exP{~Xiri - ^2^)}. (4.57)
aaJ + ^(^ — 1) — "I 4i41A2The n = 1 term of equation 4.52 is given by

1 / a [1 + k(l — o) + a] \2
V*1"1 a^j2 [a2 + a(k — 1) — k]2 \2<r2j [a2 4- a{k — 1) — k]2 Jx / p32exp{-A2p22}dp2 / p?exp{-Ap?}dpi. (4.58) 

JV2 Jri



4. Detection of prominent spikes in two spectra 73

Now, with the help of equation 4.56, it can be shown that
roo o T- 1 f00[ Pi exp{-Ap2}dA = 2^exp{-ArJ + — piexp^A^dpi= 2^ 0 + i) ex^~Airi}· (4·59)

Therefore
1 / a [1 + k(l — a) + a] \2^aJ2 [q2 + — 1) — ^]2 \2<72J [<*2 + a(k — 1) — k]2 J

x ^a2 (? + i) + ex₽{-x>r? - A^· M'6°i

Similarly
1 1 / a [1 + k(l — a) + a] \4

a^j2 [c*2 + Q(k — 1) — ^]2 4 [q2 + — 1) —n°°
PiP2^{-ArPi ~ A2p2}}dpldp2 

11 / a [1 + A;(l — a) + a] \4 1 (r^ rf 1 \4 \2tr2j [a2 + a(k — 1) — k]2 J 4.41X2 \ 2 Ai Al JX + IT- + exP{-A^rl ~ X2r2}, (4.61)
and

1 1 / a[l + fc(l-a) + a] V^aJ2 [a2 + a(^ — 1) — ^]2 3$ x^o’aJ [q2 + Q(k — 1) — k]2 J

(4.62)
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More generally it can be shown that
1 1 / a [1 + k(l — a) + a] \2n[q2 + — 1) — ^]2 (n02 \2CaJ [a2 + a(k — 1) — fc]2/1 

4ArA

■ 2(n—m) I 
71171 J

(n — m)!Ap " nir2^
(n-q)\AQ2

exp{-?li^ - A2r%] . (4.63)
By combining equations 4.57, 4.60, 4.61, 4.62 and 4.63 an expression for the probability that a spike in the first set of data has an amplitude greater than rj and that a spike in the same frequency bin in the second set of data has an amplitude greater than r2 can be found:

“ 1 / a [1 + k(l — a) + a] \2n [a2 + a(k — 1) — k]2p~ ¿oW (iZ^ypTW^^y, nr2^m^2m<T2m[a2 + a(k — 1) — k]2m y, rir2(n~gÌ2ga2gj2g[a2 + a(k — 1) — k]2g
¿o (n ~ ™X«2 + [^(1 - «) + a]2)m (n- q\l + a2)9(a2 + [fc(l - a) + a]2) rf (l + a2)r2

2a2 [a2 + a(k — 1) — k]2 2<72j2 [a2 + a(k — 1) — k]2

Equation 4.64 converges to a limit as n —> oo. It was found that, at most, 20 terms (so 
n = 19) were needed to find an accurate value of p.To ensure that this equation correctly predicts the probability some simulations for different values of a were performed. The results of one such simulation are shown here. This example takes k = 2, j = 2, a2 = 1, ri = 2 < pi > and = 2 < pz >. Figure 4.1 shows that the predictions and the simulations for this example are in good agreement.Equation 4.64 gives the probability that prominent spikes that are found in the same frequency bin in each of two frequency-amplitude spectra. The probability of observing at least 1 pair of prominent spikes in a frequency range Ap is

P = 1 - (1 -p^T (4.65)
where T is the length of the timeseries. In equation 4.64 a accounts for the amount of
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Figure 4.1: The probability that spikes in the same frequency bin in each of two spectra have amplitudes greater than twice the mean level for different values of a. In this simulation k = 2, 
j = 2 and a2 = 1. The crosses represent the probabilities found by simulations and the black line represents the probabilities found using Equation 4.64.
common noise in the two frequency-amplitude spectra. We will now relate a to the more commonly used measure, coherency.

4.2.1 Comparison between coherency and a

It is useful to compare a with the more commonly used coherency. The coherency of two sets of data is defined as (from equation 1.10, Chapter 1)

Using equations 4.22 to 4.30 it can be shown that
((zi + iyj · (x2* 1,2 = /---------------------------------------------------------------- - ·

+ iy^ · (zi - iyi)){(X2 + ^2} · (^2 “ ^2)) (4.66)

and

((zi -1- iy^ · (z2 - iy2)} = 2ja [1 + k(l - a) 4- a] a2, (4.67)
((xi + iy^) · (zi - iyi}} = 2(1 + a2)a2, (4.68)

((^2 + iyz) · (2:2 - iy^) = 2j2 (a2 + [fc(l - a) + a]2) cr2. (4.69)



4. Detection of prominent spikes in two spectra 76

Therefore, the coherency is given by
(4.70) y(l + a2)(c^^^

which can be rearranged to give q for known values of k. Notice that j and oa are not in this equation because of the normalization.We now have an equation for the probability of observing coincident prominent spikes, which is related to the coherency of the two frequency-amplitude spectra. The coherency of the spectra is related to ex and k. Before we can determine the probability that a pair of prominent spikes are noise we must determine ex, k, j and aa. We therefore move on to discuss how these parameters can be found from the data.
4.2.2 Calculating the variables in equation 4.64

Equation 4.64 contains four variables that need to be found from the data, namely ex, k, 
j and a^. These parameters may not be constant throughout the frequency-amplitude spectra and so we will now show how these variables can be found for a frequency range of width Ap. Let Vi be the variance of the real part of the first spectrum, defined by equation 4.14. Since Xi is the sum of two Gaussian distributions it has a zero mean and the variance is given by the mean of Xp

V, = = (1 + a2^2. (4.71)
Let V2 be the variance of the real part of the second spectrum, defined by equation 4.16. As x2 is also the sum of two Gaussian distributions V2 is given by

V2 = (a$ = /(a2 + [*(1 - a) + (4.72)
In practice the variances may be estimated by measurement of the mean power in each spectrum in the N = APT bins being searched. Additional information is provided by 
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calculation of the mean cross-amplitude (Elsworth et al., 1994), over the same bin slice. The mean cross-amplitude is given by
^i,2 = <(xi + iyi) ■ ~ iy2)),

= 2jaa^(l + fc[l - a] + a). (4.73)
We now have three equations but four variables that need to be found. However, if the data comes from observations made using a similar method it is reasonable to assume that the overall level of noise between the two spectra is of approximately the same order of magnitude. This implies that the magnitude of the common noise observed by the two instruments is the same. Note that the magnitude of the observed independent noise can still be different. If both sets of observations come from Doppler velocity measurements or if they both come from intensity measurements this is a reasonable assumption. Figure 4.2 shows the ratio of the mean absolute amplitude observed in contemporaneous BiSON and GOLF data. The ratio of the observed absolute amplitudes is always between 2.5 and 1.0 in the frequency range of interest in this thesis (below ~ 1500 ^Hz), and so it is reasonable to assume that the overall noise level is of the same order of magnitude. Therefore, any variations in the total noise level between the two sets of observations occur because the amount of independent noise in the data is different i.e. k 1. If this is the case we can assume that j = 1. Therefore equations 4.71, 4.72 and 4.73 may then be used to find values for a, and k. Equation 4.71 may be rearranged to find in terms of a and Vp
Equation 4.74 may be substituted into equations 4.72 and 4.73 to give

14 = (a2 + |k (1 - a) + a]2) , (4.75)
' 7 1 + a
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and
Figure 4.2: Ratio of the mean absolute amplitude of 8.5years of BiSON and GOLF data.

a\2 = nib +k +a)' (4.76)
From equation 4.76 it can be shown that

k (1 — a)
Xi,2 (1 + a2) 2a Vj - 1 - a, (4.77)

which may be substituted into equation 4.75 to give
4a2Vi (1 + a2) (4.78)

Now the only unknown left in equation 4.78 is a. Equation 4.78 may be used to find a quartic in terms of a:
(4V2 + X22 - 4^) a4 - 4V1X1,2a3 4- (4V;2+2X22 - 4Vi V2) a2 - 4V1X1,2a + = 0. (4-79)

This equation has four roots, however, by definition a should take a value between 0 and 1. Therefore, when calculating a we have found the real root of equation 4.79 that lies between 0 and 1. Use of equations 4.74 and 4.77 then yields estimates of a2 and k respectively.We finish by stressing that these statistics are relevant for searching frequency-amplitude 
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spectra but not frequency-power spectra, as was done when looking at the spectra individually. This is because the statistics have been derived assuming real and imaginary normally distributed noise, which is the case for frequency-amplitude spectra. However, the noise in a power spectrum has a y2 2d.o.f distribution. These statistics can now be applied to the frequency-amplitude spectra of contemporaneous sets of data, such as BiSON and GOLF data, to search for low-frequency modes.
4.3 Summary

We began this chapter by discussing the probability of observing prominent spikes in the same frequency bin in each of two frequency-power spectra (equation 4.1). This equation is based on the assumption that the noise in the two frequency-power spectra is independent. However, this is unlikely to be the case if the data are contemporaneous. The amount and source of any common noise shared by the data vary depending on the instruments that are used to make the observations. However, there will at least be some solar noise, from the solar granulation, which is common to both sets of data.Equation 4.64 gives the probability that a coincident, prominent spike in two frequencyamplitude spectra is due to noise. Derivation of the probability is non trivial and it takes proper account of the level of common noise in the frequency-amplitude spectra. The amount of common noise is given by a, which is related to the coherency (equation 4.70). The probability that a coincident prominent spike is due to noise (equation 4.64) is also related to k, which determines the difference in the amount of other noise, which is not coherent between the two frequency-amplitude spectra. The other parameters in equation 4.64 are aa, which determines the variance of the noise in the two frequency-amplitude spectra, and j, which allows the total amount of noise in the two frequency-amplitude spectra to be different.To determine the probability that a coincident prominent spike is due to noise we need to know the values of a, k, aa and j. Assuming the observations that are being 
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compared are both Doppler velocity measurements or both intensity measurements we can take j = 1. We have then shown that a, k and aa can be found from the data using the variances of the real parts of the two frequency-amplitude spectra and the cross-amplitude spectrum.So, in this chapter we have derived an equation that can be used to search for coincident prominent spikes in two frequency-amplitude spectra that contain a known amount of common noise. In the next chapter we use this probability to compare BiSON and GOLF data with the aim of detecting low-frequency p modes and possibly even g modes. We will also use equation 4.64 to compare two sets of contemporaneous BiSON data (Chapter 7) and to discuss the visibility of low-frequency p modes (Chapter 6).



5. RESULTS OF SEARCHING BISON AND GOLF DATA
J

The previous two chapters have discussed various statistical properties of the noise in solar power (Chapter 3) and amplitude spectra (Chapter 4). The statistics developed in Chapter 3 can be used to calculate the probability that a prominent feature in a frequency-power spectrum could occur by chance, while the statistics derived in Chapter 4 can be used to search for coincident prominent features in a pair of frequency-amplitude spectra. Therefore, statistical techniques can be used to search the frequency-power and frequency-amplitude spectra of Sun-as-a-star data for features that are statistically significant compared to the background noise, with the aim of uncovering potential mode candidates. Sun-as-a-star data are taken by the BiSON network and the GOLF instrument onboard SOHO. Various statistical tests have been applied to BiSON and GOLF data. This chapter goes on to describe how these statistical tests were applied and the results of the tests. However, we begin by describing the data used.
5.1 Observational data

BiSON and GOLF timeseries were created for the Phoebus collaboration, which is an international group of helioseismologists who aim to detect low-frequency solar g modes. Each timeseries contains 3071d of Sun-as-a-star Doppler velocity observations that were made between 20th April 1996 and 15th September 2004. BiSON data are normally stored with a cadence of 40s while GOLF data usually has a cadence of 20s. The data were re-binned to a common cadence of 120s. This cadence was chosen so that the BiSON and GOLF data were also compatible with other sets of data that have a cadence of 60s. For the BiSON data this was done by taking the average over three original 40s bins.
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However, this average was found only when all three bins contained useful data. Take, for example, the first three time bins in the original BiSON data set. If at least one of the three bins contained null data the newly binned data point was set to zero. This only decreased the fill of the timeseries very slightly as, when creating timeseries from BiSON data, if a single point of data is missing this point is interpolated. Hence there were very few instances when data were lost because not all of the bins contained useful data. The re-binned timeseries contain 2,211,120 points and the bin width in the frequency spectrum is 3.77 nHz. The duty cycle of the BiSON timeseries is 78.6%, while the duty cycle of the GOLF timeseries is 93.4%. The frequency spectra of these timeseries were then searched for prominent spikes. The spectra were both compared with each other and searched individually. We will now describe the tests that were applied to search for low-frequency modes.
5.2 The tests applied to the data

Frequency-amplitude spectra were created from both the GOLF and the BiSON timeseries. Both frequency-amplitude spectra were searched in slices of lOO^Hz for the presence of prominent spikes or prominent patterns of spikes that occurred in the same frequency bin in each spectrum. BiSON and GOLF frequency-power spectra were also searched individually. When the BiSON and GOLF frequency-power spectra were searched individually the tests that were applied to the FLAG data in Section 3.5 were again applied here. The noise in a frequency-power spectrum exhibits a x2 2 d.o.f. distribution while the noise in a frequency-amplitude spectrum is distributed normally. The statistics governing the tests described in Section 3.5 assume a x2 2d.o.f. distribution. Hence it was the frequency-power spectra that were searched when the BiSON and GOLF data were considered separately.When it comes to comparing the spectra we will use the statistics described in Chapter 4. These statistics assume that the noise is distributed normally and is complex, as is the 
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case in a frequency-amplitude spectrum. Therefore, when the BiSON and GOLF data are compared to look for coincident prominent features it was the frequency-amplitude spectra that were searched.A brief summary of the tests applied when comparing the data will now be given. The tests that were applied when comparing the two spectra are similar to, but not identically the same as the tests described in Section 3.5.
Test 1: The frequency-amplitude spectra were searched for prominent, individual spikes that were found in the same frequency bin of each frequency-amplitude spectrum. We call this a ‘pair of spikes’. Substituting the observed amplitudes into equation 4.64 gives the probability of observing such a pair of spikes by chance in the same frequency bin of each frequency-amplitude spectrum. The probability that this pair of spikes occurs at least once over a range of N bins is then given by equation 3.4.
Test 2: A test was performed to search for two prominent spikes in the same two consecutive bins in each frequency-amplitude spectrum. The amplitude of the least prominent of the two spikes in each frequency-amplitude spectrum was used in equation 4.64 to calculate p, the probability of a pair of spikes occurring by chance. This was , then used with equations 3.18 and 3.19 to find the probability that a peak is due to noise.
Test 3: The spectra were searched for two or more pairs of prominent spikes that were separated by less than twice the predicted width of the mode. The width of a mode was predicted by extrapolating to low frequencies the widths of well-observed higher-frequency modes. Each prominent spike must, once again, lie in the same frequency bin in each frequency-amplitude spectrum. Equations 4.64, 3.16 and 3.17 can be used to determine the probability that any such structures are due to noise. It should be noted that this test is only different to Test 2 above ~ 950 ^Hz, as below this frequency the extrapolation implies that the lifetime of a mode is greater than the length of the timeseries. Therefore the width of a mode with a frequency 
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below ~ 950 )tzHz is not resolved and all of the power should be contained in one bin.
Test 4: A test was performed to search for multiplets that contained two spikes. Each constituent spike in the multiplet must lie in the same frequency bin in each frequencyamplitude spectrum. It was assumed that the rotationally split components of a mode are separated by 400±100 nHz in frequency (see Section 3.4 for more details). However, as the only components visible in Sun-as-a-star data are components for which I + m is even, for two spikes to constitute a multiplet they must be separated by multiples of 800 ± 100 nHz. If the multiplet’s spikes are separated by 800 ± 100 nHz they could belong to an I = 1, 2 or 3 mode. If the spikes are separated by 1600 ± 100 nHz they could belong to an Z = 2 or 3 mode. If the spikes are separated by 2400 ± 100 nHz they could be the outer components of an Z = 3 mode. The probability that each multiplet is due to noise can be calculated using equations 4.64, 3.22, 3.23 and 3.24.
Test 5: This test searched for multiplets containing three spikes. Once again the spikes that formed the triplet must be in the same frequency bins in each frequency-amplitude spectrum. The components of the triplet must again be separated by 800± 100 nHz. Therefore this test can only observe I = 2 and 3 modes. Equations 4.64, 3.25 and 3.26 can be used to find the probability that each triplet would occur at least once in 100 //Hz of pure noise.

The threshold levels were set so that the probability of any noise detections in a 100 ^Hz range was less than 0.01. This lower threshold was used following the results in Section 3.5, which showed that reducing the threshold probability to 1% from 10% significantly reduced the number of false detections made. Once again the bin shifting strategy described in Section 3.5 was used to scan the frequency bins in an attempt to force the frequency bins to be commensurate with the signal from a mode. The same number of points were removed from the BiSON and the GOLF data. As before, 25
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differing numbers of points were removed from the end of both timeseries. This time the smallest number of points removed from the end of the timeseries was 15, while the largest number of points removed was 1458.
5.3 Finding a, k and

As stated in Section 4.2.2 there are three variables required to calculate the probability that any prominent spikes are noise. These variables need to be found from the data. The parameters are a, which provides a measure of the amount of noise that is common to the two sets of data, k, which allows one of the sets of data to contain more independent noise than the other, and which provides a measure of the overall level of noise in the data. The procedure for finding these parameters is also described in Section 4.2.2. Let the first spectrum described in Section 4.2 represent the BiSON data and the second spectrum described represent the GOLF data. So Xi and ?/i represent the real and imaginary parts of the BiSON frequency-amplitude spectrum respectively while x2 and y2 represent the real and imaginary parts of the GOLF frequency-amplitude spectrum. To find a, k and (Tq it was necessary to find the variance of the real amplitude in the BiSON and the GOLF spectra and these are Vi and V2 respectively (see equations 4.71 and 4.72). It was also necessary to compute the BiSON-GOLF cross-amplitude spectrum (equation 4.73). Estimates of the variances of the two frequency-amplitude spectra and the crossamplitude can be seen in Figure 5.1. The BiSON data have a much higher variance than the GOLF data at low frequencies, however, above ~ 1000/zHz the variances become very similar. At low frequencies BiSON spectra become contaminated by artifacts related to the window-function. In particular, the daily harmonics are very prominent at low frequencies in a BiSON spectrum. Also there is a known artefact in BiSON data that is thought to occur, because BiSON instruments are placed on an equatorial mount, which simplifies the automation of the instruments, but produces a quasi-oscillatory signal that is particularly visible below 1000 //Hz. A low-frequency function can be fitted to
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the data to remove much of the unwanted low-frequency noise but some evidence of of the artefact still remains (Chaplin et al., 2002a). A cross-amplitude spectrum will suppress any uncommon noise and it gives an indication as to the amount of common noise present in two sets of data. The level of the cross-amplitude spectrum decreases with increasing frequency implying that the amount of common, solar noise is reduced at higher frequencies.The values found for a, using equation 4.79, can be seen in the upper panel of Figure 5.2. As can be seen the shape of a is closely related to the shape of the coherency (red dashed line), although the values found for a are consistently smaller than the coherency. The middle panel of Figure 4.79 shows the values found for k. As the variance of the BiSON data is larger than the GOLF data at low frequencies k is significantly less than 1. However, as the variances of the noise in the two data sets converge k approaches a value of unity. If the amount of uncommon noise in the two data sets was exactly the same k would equal unity. The bottom panel of Figure 4.79 shows that the shape of aa follows closely the shape of Vi and V2 (shown in Figure 5.1). This is expected as oa is a measure of the level of noise in the two sets of data and we have already seen that the amount of noise in the BiSON and GOLF amplitude spectra decreases with increasing frequency.As an aside, one assumption that is crucial to determining the probability that any coincident spikes are due to noise (equation 4.64, section 4.2) is that the variances of the real and imaginary parts are equal. Figure 5.3 shows the ratio of the variances of the real and imaginary amplitudes over the range of frequencies searched in both the BiSON data (top panel) and the GOLF data (bottom panel). The average ratio over regions of 100 ^Hz has been plotted. The ratio of the real and imaginary variances is always between 0.98 and 1.02 for both the BiSON data and the GOLF data in the frequency range of interest here (i.e. below ~ 1500 ^Hz). This implies that it is valid to assume that the variances of the real and imaginary parts are equal.
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Figure 5.1: The variances of the real part of each frequency-amplitude spectrum and the cross-amplitude spectrum are plotted. The black solid line shows the variance of the BiSON data, which is equivalent to Vi in Section 4.2. The red dashed line represents the variance of the GOLF data, which is equivalent to V2· The blue dotted line shows the cross-amplitude of the two spectra, which is equivalent to in equation 4.73.
5.4 Results

The left panel of Figure 5.4 shows the absolute threshold levels (in units of mm s-1 per root bin) for the BiSON data, as a function of frequency, for each of the five tests. The threshold levels have been calculated for a 1% chance of passing the tests at least once anywhere in lOO^zHz. The levels are specific to the BiSON data even though the thresholds are calculated using the joint BiSON and GOLF probabilities, as the plotted thresholds are dependent on the mean amplitude level, which is different for the BiSON and GOLF data. The right panel of Figure 5.4 shows the percentage reduction in the threshold amplitudes with respect to the amplitudes given by the analysis of the BiSON data alone. The reduction in threshold levels is clearly frequency dependent. Nonetheless use of two data sets has allowed the threshold levels to be reduced by ~ 28%. The shape of this graph can be compared to the results for a in Figure 5.2. When a is lower the decrease in the threshold levels is larger. Therefore, the amount of noise common to both sets of data is crucial in determining the effectiveness of comparing two sets of data.The best-case scenario, leading to the largest reduction in threshold levels, would
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Figure 5.2: The upper panel shows how a varies with frequency (the black line). To allow a comparison to be made the coherency for the same frequency region has been plotted as a red dashed line. The middle panel shows k for different frequency ranges. The lower panel shows the variation of aa with frequency.
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Figure 5.3: Top panel: The ratio of the variances of the real and imaginary parts of the BiSON amplitude spectrum for different frequencies. Bottom panel: The ratio of the variances of the real and imaginary parts of the GOLF amplitude spectrum for different frequencies.
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Figure 5.4: Left panel: threshold amplitudes (for BiSON) needed to record P < 1% in each of the five tests (see figure legend). Right panel: percentage reduction in the threshold amplitudes, with respect to the amplitudes given by analysis of the BiSON data alone.
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Figure 5.5: An Echelle plot, modulo 147 //Hz, marking the locations in frequency of occurrences uncovered by the test searches. Locations in frequency where spikes, or patterns of spikes, were found in the same bin, or bins, of each spectrum at levels sufficient to record P < 1% are marked by the black symbols in the middle of each row. A different symbol has been used for each test (see figure legend). We have also recorded prominent spikes or patterns of spikes found by searching both the BiSON frequency-power spectrum (red symbols at top of each row) or the GOLF frequency-power spectrum (blue symbols at bottom of each row) alone. Symbols surrounded by a green square represent the prominent occurrences listed in Table 5.1. The green vertical lines mark locations of the p-mode frequencies predicted by the Saclay seismic model (Turck-Chieze et al., 2001). The navy blue vertical lines show the g-mode frequencies predicted by the Ml model from Provost et al. (2000). The vertical dashed red lines mark locations in frequency that are overtones of the 11.57 ^Hz diurnal frequency.
occur when a = 0. In other words it is most advantageous to compare two completely independent frequency-amplitude spectra with no common background noise. At a particular frequency, p, the threshold height in the BiSON frequency-amplitude spectrum is given by some value times the mean noise level in the BiSON data, sv, say. At the same frequency the threshold height in the GOLF data is given by the mean level of noise times this same value, sv. Therefore, when a = 0 the threshold amplitudes would be reduced by a factor x/2, implying a ~ 29% reduction in size.Figure 5.5 is an Echelle diagram that shows the locations in frequency where promi
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nent spikes or patterns of spikes were found. Strips of length 147 ^Hz are placed one above another. The strips are 147^Hz in length as consecutive overtones of low-/ p inodes are separated in frequency by approximately this amount. The green vertical lines indicate the frequencies of the modes predicted by the Saclay seismic model (Turck-Chieze et al., 2001). As can be seen the choice of the lengths of the strips has allowed these green lines to be arranged in four near-vertical strips, one strip for each I in the range 0 < I < 3. The navy blue vertical lines represent the g-mode frequencies predicted by the Ml model (Provost et al., 2000).The vertical red dashed lines indicate the frequencies of the daily harmonics that occur at multiples of 11.57/zHz. These harmonics are particularly prominent in the low- frequency BiSON data. The daily harmonics are caused partially by periodic gaps in the data that are separated by 24 hrs and partially due to the fitting procedure that aims to remove the daily effect of the Earth’s spin from the Doppler velocity residuals. There are also diurnal frequencies present in the GOLF data due to spacecraft operation signatures.The black symbols in the middle of each row represent the frequencies of spikes or patterns of spikes that were found in the same bin in each of the frequency-amplitude spectra, which had less than a 1% chance of occurring by chance. Each of the different symbols show results for the different tests. Also shown are the frequencies of prominent spikes or patterns of spikes that passed the tests when the BiSON data were searched alone (represented by the red symbols at the top of each row) and the spikes or patterns of spikes that passed the tests when the GOLF data were searched alone (represented by the blue symbols at the bottom of each row). The symbols surrounded by a green square indicate that the frequency of the feature is less than 0.5/zHz from the location of one of the frequencies predicted by the Saclay seismic and Ml models (Turck-Chieze et al., 2001; Provost et al., 2000). The prominent spikes or patterns of spikes that lie within 0.5 ^Hz of a model frequency have been recorded in Table 5.1. The occurrences listed in Table 5.1 have been identified with particular p-mode components on the basis of their placement in frequency. The errors quoted in Table 5.1 have been calculated in 
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the manner described in Section 3.5.When the outer components of a rotationally split mode have been found the mean of these components has been calculated to give an estimate of the frequency of the centroid of that mode. However, this can only be taken as an estimate because taking the straight mean ignores the possibility that the components are not an equal distance in frequency from the centre. During epochs of high solar magnetic activity it has been observed that the components of the I = 2 modes are not distributed symmetrically (Chaplin et al., 2003b). However, the data examined here covers epochs of both low and high activity and so this effect will be diminished. Furthermore the Moreno-Insertis and Solanki (2000) model implies that the observed asymmetry decreases with decreasing frequency. Moreno- Insertis and Solanki modelled the magnetic field near the surface. The altitude of the upper turning point of a mode’s path through the solar interior decreases with mode frequency. In the Moreno-Insertis and Solanki model low-frequency modes sample less of the region of the solar interior that contains the model magnetic field. Therefore the presence of the magnetic field has a smaller effect on the observed frequencies of low-frequency modes than modes at higher frequencies. These predictions appear to be supported by observations of both BiSON and GOLF data (Chaplin et al., 2003b). As only frequencies less than 1500/zHz were considered here it is unlikely that any multiplet asymmetry will be significant. Therefore, at these frequencies, and, given the length of the observations, it is reasonable to simply take the mean of the two components.No new candidates were found but all of the listed candidates correspond well with previous claimed detections of p modes such as those made in Toutain et al. (1998), Bertello et al. (2000), García et al. (2001a), Chaplin et al. (2002a). The I = 1, n = 7 mode was not detected by Chaplin et al. (2002a). However, they did detect a component of the I = 2, n = 7 mode at 1250.564 pHz in BiSON data, which is not seen here. However, closer inspection reveals Chaplin et al. found that the m = 2 component of the 
I = 2, n = 7 passed the single spike test with a probability of 0.04, which is above the threshold probability of 0.01 that was set here. Furthermore, the observed S/N of a mode
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Table 5.1: Candidates found to be closer than 0.5/zHz to predicted frequencies of modes from the Saclay seismic model and the Ml model.
I n m Frequency (mHz) Probability 

m
Number of tests passed Distance from model in frequency (¿zHz)0 6 0 972.613 ± 0.002 3.4 x IO"4 2 0.1321 7 -1 1185.196 ±0.005 1.9 x IO-3 41 7 +1 1185.981 ±0.005 3.0 x 10~3 1mean 1185.589 ±0.004 0.0270 8 0 1263.210 ± 0.007 6.0 x IO“4 3 0.3141 8 -1 1329.236 ± 0.005 0.0000 41 8 +1 1330.037 ± 0.007 1.7 x IO-3 1mean 1329.637 ± 0.004 0.0602 8 -2 1393.871 ± 0.007 4.0 x 10~4 1 0.036f0 9 0 1407.479 ± 0.007 4.0 x 10-8 3 0.1491 9 -1 1472.432 ± 0.008 3.8 x 10“11 41 9 +1 1473.269 ± 0.009 3.7 x IO“8 4mean 1472.851 ± 0.006 0.122f: Difference with model frequency assumes m = —2 component lies —0.8 /zHz from central frequency.

can be altered by beating with the solar noise background. The interaction between the mode and the noise can act both constructively, so as to increase the S/N of the mode, or destructively, so as to decrease the S/N of the mode. It is, therefore, possible that the S/N of a mode in two different sets of BiSON data will be different. This means that the mode can be detected in one set of data but not the other. It should be noted that the power in Z = 2 modes is suppressed in GOLF observations because of the response of the instrument over the observed solar disc. This makes I = 2 modes difficult to detect in GOLF data.Clearly some of the prominent features that are observed lie away from the model frequencies. The majority of these lie close to the diurnal frequencies demonstrating the possible impact of the daily harmonics on both sets of data. However, despite the reduced level of the thresholds allowed by comparing the data there are still a large number of modes that remain undetected. Chapter 6 goes on to investigate whether this is consistent with the number of detections expected from simulations based on predictions of powers and damping rates. These predictions will be made by extrapolating the powers and 
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widths present in well-observed modes to low frequencies.Turck-Chieze et al. (2004) found a prominent structure in GOLF data with 5 components at ~ 220 /zHz. They postulate that this structure could be a detection of a g mode, possibly the I = 2, n = —3 mode or the I = 3, n = —5 mode, or a combination of components from the two modes. These modes are predicted to have frequencies at 222.02 /zHz and 217.07 ^Hz respectively, while the detected components have frequencies of 218.31/zHz, 218.95/zHz, 219.59/zHz, 220.12/zHz and 221.26 /zHz. No prominent structures were detected at or close to these frequencies here.Although the statistical methods used by Turck-Chieze et al. (2004) are fundamentally the same as the statistics outlined here the actual application of these statistics to the data is different in many ways. Firstly no searches were performed for quintuplets here for reasons that follow. In order to observe a quintuplet whose components are signals from one mode only the rotation axis of the core must be different to the rotation axis of the rest of the Sun. This possibility was not considered here. BiSON and GOLF both take Sun-as-a-star observations, which means that the measurements are averaged over the whole disc. The visibility of a mode, therefore, depends on the average of its displacement pattern over the whole disc. As a result high-degree modes are averaged out as their positive and negative fluctuations cancel. In Doppler velocity observations made by a resonance scattering instrument, such as the BiSON instruments, this means that there is no net shift in the wavelength of the observed spectral line. Therefore, in full-disc observations only Z = 0, 1, 2, and 3 modes are clearly visible. There is evidence for Z = 4 and 5 modes at higher frequencies but the observed powers of these modes are very small. When observations are made close to the ecliptic plane, as is the case for the BiSON and GOLF instruments, only those components with I + m even are visible. Therefore, the maximum number of components that are visible in a multiplet in Sun-as- a-star data is 4 (the m = —3, -1, +1, +3 components of an Z = 3 mode). Furthermore the visibility of the different components is sensitive to azimuthal order, with the outermost components of any multiplet being the most prominent. In BiSON data the Z = 1, 
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m = ±2 peaks are 1.8 times more prominent in power than their m = 0 counterpart. Similarly m = ±3 components are 2.6 times larger than the m = ±1 components in an 
I = 3 mode (Chaplin et al., 2004b). Therefore, even though it is possible that an I = 4 mode might just be visible it is likely that only the outer components will be prominent enough to be observed. Moreover, the separation of the components of the quintuplets that Turck-Chieze et al. (2004) search for is ~ 400 nHz. Therefore, they are searching for modes with consecutive m. In this thesis it was assumed that only modes with l+m even would be visible and so the separation of visible components was taken to be a multiple of ~ 800 nHz.The threshold level was set by Turck-Chieze et al. (2004) so there is a 10% chance of making a false detection in a frequency range of Ap = 20 /zHz. A more stringent threshold of a 1% chance of making a false detection was used here. Additionally we have looked at frequency ranges of Ap = 100 /zHz. While restricting the frequency range to Ap = 20 /zHz does allow a lower threshold level to be set it increases the total number of Ap being searched. For example, in the frequency range 0 to 1500 /zHz the number of 100 /zHz bins is 15 but the number of 20 ^Hz bins in 1500/zHz is 75. Therefore, in this thesis, where the threshold was set for a 1% chance of a false detection in 100 ^Hz, the number of false detections expected when searching a frequency range of 1500 /zHz should be less than 1 (0.15 to be precise). However, in Turck-Chieze et al. (2004), where the threshold was set for a 10% chance of making a false detection in 20 /zHz, one would expect at least 7 false detections when searching a frequency range of 1500/zHz (7.5 to be precise).Therefore the threshold levels set in this thesis require the power or amplitude of any modes to be larger than in Turck-Chieze et al. (2004) for a prominent structure to be considered as a candidate mode. However, it was decided that ensuring as few false detections as possible are made was paramount. In hypothesis testing a Type I error occurs when the null hypothesis is wrongly rejected. Here that would mean wrongly rejecting the hypothesis that a prominent structure is due to noise. In other words saying a prominent structure is not due to noise. A Type II error occurs when the null 
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hypothesis is not rejected when, in fact, it is false. In the statistics used in this thesis this would mean accepting that a feature is just noise when it is not. Generally, Type I errors are considered to be more serious than Type II errors. For this reason, in this thesis, we have opted to err on the side of caution and set very stringent requirements that need to be passed before a structure is considered to be a mode candidate.The photon noise level in GOLF data has been steadily increasing over time as the instrument’s components, mainly the photomultiplier tubes, age. García et al. (2005) reported that GOLF’s photon counting rate had decreased by a factor of ~ 4.5. This means that the photon noise is becoming increasingly important at the low-frequency end of a spectrum of GOLF data. As the data used in Turck-Chieze et al. (2004) are from a slightly earlier epoch than the data used here the fact that the structure observed by Turck-Chieze et al. is not detected in this thesis could simply be due to the ever decreasing quality of the GOLF data. Therefore the structure could now be swamped by noise that was less prominent over the time span Turck-Chieze et al. searched.Garcia et al. (2007) detect a significant periodic structure that is compatible with the periodic separation predicted by the theory for gravity modes. The separation in periods between g modes with the same I and consecutive n is approximately constant and Garcia et al. (2007) take advantage of this to look for periodic structures in the power spectrum. To do this they take the Fourier transform of the frequency-power spectrum of GOLF data between 25 and 140 ;zHz to produce a periodogram. They find a broad structure in the region centred on a period of ~ 24mins that they show to be statistically significant using Monte Carlo simulations. The period of this feature is synonymous with the expected separation between dipolar g modes from n = — 4 to —26. Figure 5.5 shows that no detections are made in the region 25 to 140 ^Hz here. Simulations have been performed (by W.J. Chaplin) to determine how the detectability of modes varies as a function of lifetime and S/N. Artificial spectra containing I = 1 modes were created. The 
I = 1 modes included in the spectra were given a period spacing that matched the period separation described in Garcia et al.. These simulations determined that modes with the
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Figure 5.6: The coherency of the BiSON and GOLF data found when the GOLF observations start 24hrs after the BiSON observations.
lifetimes and S/N ratios similar to the modes detected by Garcia et al. should be seen in our spectra. Therefore these simulations imply that our results contradict those found by Garcia et al..

5.5 Use of non-contemporaneous data

Until now contemporaneous BiSON and GOLF data have been compared as this means that the signal from the modes should be common to both sets of data. However, as the data are contemporaneous the solar noise, from granulation, is also common to the two data sets. A small shift in the start time of one of the data sets would mean that the data are no longer contemporaneous and so the amount of low-frequency common noise could be reduced. As we have seen in Chapter 4 the advantage gs ined by using two sets of data is greatest when the level of common noise is zero. Furthermore at low frequencies the lifetimes of the modes are similar to, if not longer than, the length of the observations. Therefore, if only a small shift in the start times is implemented, the majority of the signal from low-frequency modes should remain commensurate. Th s is demonstrated in more detail in Section 7.2.1.Figure 5.6 shows the coherency of the BiSON and GOLF data used in the previous section. However, the data from the first day in the GOLF timeseries has been removed. Therefore the GOLF observations commence 24 hrs after the BiSON data. As the length
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Figure 5.7: An echelle diagram showing the results when the start of the GOLF observations is 24hrs after the start of the BiSON observations. The lines and symbols have the same meaning here as in Figure 5.5.
of the timeseries still needs to be the same for both timeseries the data from the last day of observations have been removed from the end of the BiSON data. The data now contain 3070 days of data or 2,210,400 time bins with a cadence of 120s. Figure 5.6 shows that separating the start times of the BiSON and GOLF data has reduced the low-frequency coherency to zero. Again, this is because the solar noise, which was the source of the low-frequency coherent noise in the contemporaneous data, will no longer be coherent. It is also interesting to notice that the coherency of the five-minute modes has also been reduced. The amount by which the coherency of a particular mode is reduced is related to the lifetime of that mode. This will be covered in more detail later, in Section 7.2.1. Suffice to say that as the low-frequency modes, which we are searching for in this thesis, have significantly longer lifetimes than the five-minute modes they should still be coherent even when the start times of the two timeseries are separated by 24hrs. The methods of searching for the modes described in Section 5.2 were applied to these new
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Table 5.2: Candidates found to be closer than 0.5/zHz to predicted frequencies of modes from the Saclay seismic model or the Ml model when the GOLF observations start 24hrs after the BiSON observations.
I n m Frequency (mHz) Probability Number of tests passed Distance from model in frequency (/zHz)1 1 -1 284.665 ± 0.004 6.1 x IO-3 1 0.065f0 6 0 972.613 ± 0.002 1.4 x IO"4 1 0.1321 7 -1 1185.196 ±0.005 1.4 x IO-5 31 7 +1 1185.981 ±0.005 1.9 x IO"3 1mean 1185.589 ±0.004 0.0270 8 0 1263.210 ± 0.007 7.8-4 1 0.3141 8 -1 1329.236 ± 0.005 0.0000 41 8 +1 1330.037 ± 0.007 1.0 x IO"3 1mean 1329.637 ± 0.004 0.0602 8 -2 1393.871 ± 0.007 2.0 x 10“4 1 0.036f0 9 0 1407.479 ± 0.007 9.4 x IO“4 3 0.1491 9 -1 1472.432 ± 0.008 0.0000 41 9 +1 1473.269 ± 0.009 2.3 x IO“5 4mean 1472.851 ± 0.006 0.122f: Difference with model frequency assumes m = — 1 component lies —0.4^Hz from central frequency.J: Difference with model frequency assumes.m = —2 component lies — 0.8 ^Hz from central frequency.

timeseries, including the bin shifting strategy.The results of this search can be seen in Figure 5.7. Once again the results are displayed in the form of an echelle diagram. The candidates shown have less than a 1% chance of being due to noise. The symbols and vertical lines have the same meaning as in Figure 5.5. Candidates that lie within 0.5 /zHz of the predicted frequencies are again highlighted by a green square. These candidates are also shown in Table 5.2. There is one new candidate found at 284.665 ± 0.004 /zHz. This is close to the frequency predicted by the Saclay seismic model for the m = — 1 component of the I = 1, n = 1 mode, which is expected to be found at 284.730 ;zHz. This candidate passes Test 2 with a probability that it is due to noise of 6.1 x 10-3. However, this does not necessarily mean that the candidate is a mode. For us to have more confidence it should pass more than one test because, as shown in Section 3.5, this requirement significantly reduces the number of false 
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detections. It should be pointed out that this mode is detected by Garcia et al. (2001b) in GOLF data as a single peak, with a 10% confidence interval. However, this does not improve confidence in the detection as it just indicates that this spike is prominent in GOLF data, which were used in both analyses.
5.6 Summary-

In this chapter we have used the statistical tests developed in Chapters 3 and 4 to search BiSON and GOLF data for low-frequency p modes and g modes. More precisely, we have searched the BiSON and GOLF frequency-power spectra individually for prominent spikes/structures of spikes that are statistically unlikely to be part of the background noise. We have also compared contemporaneous BiSON and GOLF frequency-amplitude spectra for statistically prominent features that occur in the same frequency bin in each spectrum.When comparing the frequency-amplitude spectra three variables must be determined from the data before the statistics can be calculated. These variables are a, which provides a measure of the amount of common noise present in the data, k, which allows one set of data to contain more independent noise than the other and aa, which acts as a measure of the overall level of noise. The variables were found using the variances of the real parts of the BiSON and GOLF frequency-amplitude spectra and the cross-amplitude. The values of a, A: and aa all vary with frequency and so are specific to the region of the frequency-amplitude spectra that are being searched.The amplitude thresholds levels were calculated for a 1% chance of a false detection in 100 ^Hz. When comparing the frequency-amplitude spectra the threshold levels for the five different tests that were performed were all less than 10 mm s-1 bin1/2 for the BiSON data. This constitutes a ~ 28% reduction in threshold levels compared to the threshold amplitudes required when searching one spectrum alone. The threshold levels can be reduced by the greatest amount if there is no common noise shared by the two 
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sets of data at low frequencies. In this case the threshold levels can be reduced by ~ 29%. This is only slightly more than the reduction achieved here. All of the mode candidates that were found correspond to previously claimed detections of p modes (see for example García et al. 2001a, Chaplin et al. 2002a). However, despite the reduction in threshold levels no new mode candidates were revealed.In addition to searching the contemporaneous data we have also shifted the start time of the GOLF timeseries so that it begins 24 hrs after the start of the BiSON timeseries, meaning that the data are no longer contemporaneous. This reduced the coherency of the noise at low frequencies to zero, which is the optimal condition as the thresholds are lowest. One new potential candidate is found at ~ 285 /zHz. However, this candidate only passed one of the tests and so cannot be considered as a detection.Clearly there are gaps in the list of candidate detections. We know that the S/N ratios of low-frequency modes are small. Although we cannot yet observe many low- frequency modes we can estimate their powers and widths based on extrapolations to lower frequencies of the powers and widths of observed modes with large S/N ratios. In the next chapter we go on to investigate whether the number of candidates observed here is consistent with these estimates of the powers and widths of modes or whether it is a puzzle that, given the decrease in threshold levels obtained by looking for coincidences, we have not observed more low-frequency modes.



6. THE VISIBILITY OF LOW-FREQUENCY P MODES

To date a multitude of solar acoustic (p) modes have been observed over a wide range of frequencies. However, no independently confirmed detections of low-degree (low-/) p modes, with frequencies below ~ 973/iHz, have been made (e.g. García et al. 2001a, Chaplin et al. 2002a, Broomhall et al. 2007 and Chapter 5 of this thesis).In Chapter 5 we used statistical techniques to search for coincident prominent features in BiSON and GOLF frequency-amplitude spectra. We found that despite reducing amplitude detection thresholds to less than 10 mm s-1 bin-1/2 many low-frequency p modes remained undetected. However, we did find the I = 0, n = 6 mode at ~ 973 //Hz to be extremely prominent. The I = 0, n = 6 mode has also been detected in other studies such as García et al. (2001a) and Chaplin et al. (2002a). The prominence of this mode is conspicuous because of the lack of evidence for higher-frequency modes such as the / = 0, 
n = 7 mode at ~ 1118/zHz. As yet the I = 0, n = 7 mode has only been observed in Sun-as-a-star data by García et al. (2001a). These higher-frequency modes should be easier to observe as theoretically they should exhibit larger amplitudes in the photosphere, where the observations are made. It is therefore of interest to investigate how prominent the I = 0, n = 6 mode, and the modes surrounding it in frequency, should be. This will provide an indication as to whether we should be observing modes that we are not; or whether some effect makes the I = 0, n = 6 mode more prominent than the rest.How easy low-frequency modes are to detect depends upon their power and width in a frequency-power spectrum. As many low-frequency modes have not yet been detected their powers cannot be determined from solar data directly. Here, predictions of the power in very low-frequency modes have been made by extrapolating the power observed 
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in well-defined, higher-frequency modes. The height of a mode in a frequency-power (amplitude) spectrum also depends upon the width in frequency over which the power is spread. As the power in the signal from a mode is damped over time the signal from the mode may be spread over several bins of a frequency spectrum. The lifetime of a mode varies with frequency and so it is also possible to infer from extrapolation the width that a mode at a particular frequency is expected to exhibit from results for well-observed modes. We begin this chapter by discussing how the extrapolations were made. To make the extrapolations we have assumed that the simple functional relationships that turn out to describe the powers and heights of the well-observed modes are still valid at low frequencies. The validity of this assumption was tested using predictions of the powers and widths of low-frequency modes made by the Cambridge stochastic excitation and damping codes (e.g. Houdek et al., 1999).
6.1 Predicting the widths and powers of modes

Various properties of modes can be found by fitting frequency-power spectra. These properties include the width of a mode, and therefore its damping time, and the height of a mode, i.e. its maximum power spectral density. The product of the height and width is proportional to the total power in the mode. A BiSON spectrum, consisting of 3071 d of Sun-as-a-star Doppler velocity observations, was fitted using the methods described in Fletcher (2007). This procedure involved fitting a Lorentzian-like model to the various mode peaks in a frequency-power spectrum. The data were the same as the BiSON data used in Chapter 5 except that, instead of being rebinned to have a cadence of 120 s, the data were left with the nominal 40 s cadence on which the BiSON data are stored.The visibility of a mode in a frequency-power spectrum will depend on the power and lifetime of the mode. We will now briefly discuss how these properties affect the visibility.
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6.1.1 How the power and width of a mode affect its visibility

The width of a mode, Ai/, is related to its lifetime, r, by
(6.1)

In this thesis we refer to the maximum power spectral density per bin of a mode as its height, H. When the power spectrum is fitted it is actually the maximum power spectral density, H, which corresponds to the height of the Lorentzian, that is determined. The height of the most prominent spike of a resonant peak in a frequency-power spectrum will be greater than the height of the fitted Lorentzian. This is because of the random nature of the excitation of the modes, which means that the power will have a y2 2d.o.f. distribution about the underlying Lorentzian. Therefore, the power in some of the bins across the width of the mode will be greater than the height of the Lorentzian. These are the spikes that are most likely to be detected.If the length of a timeseries, T, is significantly longer than the lifetime of a mode, r, the timeseries will extend over several realizations of the mode and so the modal peak will be resolved across several bins in the frequency domain. However, if a mode’s lifetime is significantly longer than the length of a timeseries all of the mode’s power will be contained in a single bin1. It is, therefore, necessary to use two different equations to describe H that depend on whether or not the width of the mode can be resolved. Hence, 
H is given by

1 The power can be split between 2 bins if the frequency of the mode is not commensurate with the spectrum’s frequency bins. Also the finite length of a timeseries means that the mode will appear in a frequency-power spectrum as a sine squared function.

H =
2V2 (r/T)

V2
(6-2)

where V2 is the total power of the mode. However, this does not describe H when T ~ 2r.Fletcher et al. (2006) used Monte Carlo simulations to investigate the height, H, when
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Figure 6.1: The height of a mode, as given by equations 6.2 and 6.3. Here we have taken 
T = 2r at 1000 pHz. The red and blue vertical lines highlight sharp changes in the gradient of the slope as we change which equation is used to calculate the height. Below the red vertical line T << 2t, between the two vertical lines T « 2r and above the vertical blue line T » 2r.

T ~ 2t and found that H is well modelled by the following equation:
11 =

2V2
T/t + 2' (6.3)

It should be noted that it is the power that we are going to extrapolate and not the peak height of the mode. This is because the height of the mode is not a smooth function of frequency, as it depends on whether the power of the mode is spread over more than one bin or whether the mode’s power is confined to one bin only. On the other hand the power of a mode is a smooth function of frequency and so can be extrapolated more easily. This can be clarified by taking a simple example where the power of a mode, V2, is approximately equal to the frequency of the mode. Figure 6.1 then shows how the height varies with frequency in this example. The height is given by equations 6.2 and 6.3. We have arbitrarily taken T = 2t at 1000/zHz and t to be inversely proportional to the mode frequency. Clearly the height of a mode, H, is not a smooth function of frequency in spite of the fact that V2 is. Therefore, when determining the properties of low-frequency modes it is better to extrapolate the powers, V2, of modes rather than their height, H. The width, At/, and height, H, of the mode can be used to find the power of the mode.A well-defined mode is one with a power and a width that are sufficiently large for
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Figure 6.2: Results for method 1. Left panel: The black crosses show how the natural logarithm of the observed width of a mode varies with frequency. The errors of the widths are those associated with the fits. The red solid line shows the linear line of best fit for the widths at frequencies between ~ 1530 pHz and ~ 2400//Hz. The blue dashed lines indicate the errors on this linear fit. Right panel: The black crosses show how the natural logarithm of a mode’s power varies with frequency. The red solid line shows the linear line of best fit for the powers at frequencies between ~ 1540 /zHz and ~ 2500//Hz. The blue dashed lines indicate the errors on this fit.
the mode to be detected easily, allowing the shape of the mode in a frequency-power spectrum to be fitted accurately. In the case of the Sun. when fitting a set of data that spans ~ 8.5 yr, well-defined modes have frequencies greater than ~ 1500//Hz. Here we are concerned with modes at low frequencies that cannot be observed clearly. Therefore it was necessary to extrapolate the widths and powers of well-defined modes to obtain estimates of the widths and powers of low-frequency modes. We have assumed that simple functional relationships, which describe the variation of the parameters with frequency at higher frequencies, persist to lower frequencies. In section 6.1.5 we have used predictions from a stochastic excitation model to test the validity of this assumption. Extrapolations and simulations were performed to determine how often I — 0, 1 and 2 modes can be detected in the artificial data. However, the general trends in the results were very similar for each I and so in the rest of this chapter we will only show the results found for I = 0 modes. The extrapolation can be performed in two different ways, each of which will now be described in turn.
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6.1.2 Methodi: The In-linear relationship

An approximately linear relationship is observed between the natural logarithm of a mode’s width and its frequency for well-defined modes with frequencies below ~ 2400 pHz (see the left panel of Figure 6.2). The well-known plateau in the mode widths above ~ 2400 /iHz (see for example Chaplin et al. 2005) means that the linearity does not extend to higher frequencies. The observed widths have been fitted using data from modes with different degrees. In Sun-as-a-star observations only low-/ modes can be clearly observed. Here widths from I = 0, 1 and 2 modes have been used. The width of a mode is not independent of degree as high-/ modes have a lower inertia than low-/ modes and so high-/ modes have faster damping rates. However, the difference in damping rates is minimal over the confined range of / used here.We now move on to discuss in more detail how we used the fitted values of the height, 
H, and width, Az/, of a mode to determine the power, V2, of a mode. If the width of a mode can be resolved the power of that mode, V2, can be obtained from its height, H, and width, Az/:

V2 = (6.4)
where T is the length of the timeseries. Here H is in units of power per bin (rather than power per Hz) but the width, Az/, has units of Hz. Therefore, to give the width in terms of the number of bins, rather than Hz, we have multiplied Az/ by a factor of T. This equation has been obtained by rearranging the upper part of equation 6.2 (when 
T >> 2t). Modes with frequencies greater than 1500 ^Hz have a well-resolved width in the frequency-power spectrum that was fitted to determine the heights and widths of the modes. We can, therefore, use equation 6.4 to determine the powers of the modes from the fitted heights and widths. Equation 6.4 can be expressed in logarithmic form as

In V2 = In — + In Az/ + In H. (6.5) 
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Let p = In P, w = In Ap and h — In H. The variance of the natural logarithm of the power is given by
Vp = °h + vl~ (6.6)

where p is the correlation coefficient and is given by
cov(w, h) wh — wh 

p =-----. (6.7)
Notice that this term is subtracted in equation 6.6 as the coherency in the height and width should reduce the error of the power. The width and height of a mode have a negative correlation of p ~ 0.95 and so the resulting error bars on the calculated powers are small.The relationship between the natural logarithm of a mode’s power and its frequency is also approximately linear for well-defined modes with frequencies below ~ 2500//Hz (see the right panel of Figure 6.2). The power of a mode is dependent on its degree and so the values of the coefficients of the linear relationship are specific to each value of I. The right panel in Figure 6.2 shows the results for I = 0 modes only.For both the power and the width a linear, least-squares fit was performed to determine the gradients and the zero-frequency intercepts. The gradients and zero-frequency intercepts of these fits and the errors associated with them can be seen in Table 6.1. This method of fitting the data will be referred to as method 1.

6.1.3 Method 2: The In-ln relationship

An approximately linear relationship is also observed between the natural logarithm of the width of a mode and the natural logarithm of its frequency (see the left panel of Figure 6.3). Once again the linearity is only found at frequencies below ~ 2400//Hz. Likewise an approximately linear relationship is found when the natural logarithm of the power of a mode is plotted against the natural logarithm of the frequency of that mode (see the right panel of Figure 6.3). As with method 1 a linear least squares fit was



6. The visibility of low-frequency p inodes 109

Figure 6.3: Results for method 2. Left panel: The black crosses show how the natural logarithm of the observed width of a mode varies with the natural logarithm of its frequency. The errors bars shown for the widths are those associated with the fits. Right panel: The black crosses show how the natural logarithm of the mode power varies with the natural logarithm of mode frequency. As in Figure 6.2 the red solid lines in both panels represent the linear best fits and the blue dashed lines represent the errors on the fits.
Table 6.1: Gradients and zero-frequency intercepts found by least squares fits for method 1 and method 2. The reduced value for each fit is also given.Gradient Zero-frequency interceptWidthMethod 1 (2.5 ± 0.1) x IO“3 -6.0 ± 0.2 0.91Method 2 (5.2 ± 0.2) x 10° -40 ±2 0.70PowerMethod 1 (4.68 ± 0.06) x IO“3 -17.2 ± 0.1 6.5Method 2 (9.8 ± 0.1) x 10° -82.3 ± 0.9 6.9
performed to find the gradients and the zero-frequency intercepts for both the width and the power. The gradients and zero-frequency intercepts resulting from fitting the powers and widths in this manner can be seen in Table 6.1. This approach to fitting the data will be referred to as method 2.

6.1.4 Extrapolating method 1 and method 2 to low frequencies

To determine the value of the width and power of a mode at very low frequencies the gradients and zero-frequency intercepts were used to extrapolate the linear relationships from method 1 and method 2 to lower frequencies. The widths found using both method
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Table 6.2: Predicted widths of various I = 0 modes found by extrapolating both the relationship found in method 1 and the relationship found in method 2.Frequency (mHz) Width found using method 1 (/zHz) Width found using method 2 (/zHz)1407.627 0.091 ± 0.008 0.068 ±0.0111263.524 0.064 ± 0.006 0.039 ± 0.0081118.15 0.044 ± 0.005 0.021 ± 0.005972.745 0.031 ± 0.004 0.010 ± 0.003825.365 0.021 ± 0.003 0.0044 ± 0.002
Table 6.3: Predicted powers of various I = 0 modes found by extrapolating the relationship found in method 1 and the relationship found in method 2.Frequency (mHz) Power found using method 1 (ms-2) Power found using method 2 (ms-2)1407.627 (2.38 ± 0.09) x IO-5 (1.32 ±0.08) x 10-51263.524 (1.21 ±0.05) x 10-5 (0.46 ± 0.03) x 10-51118.15 (0.61 ± 0.03) X IO-5 (0.14 ±0.01) x 10-5972.745 (0.31 ±0.02) x IO-5 (0.035 ±0.002) x 10-5825.365 (0.16 ±0.01) x 10-5 (0.0078 ± 0.0008) x 10-5
1 and method 2 for I = 0 modes, in the frequency range 800 to 1450 ^Hz, can be seen in Table 6.2; and the powers for the same modes, also found using both method 1 and method 2, can be seen in Table 6.3. Some of these modes have not yet been observed and so we have used the mode frequencies predicted by the Saclay seismic model (Turck- Chieze et al., 2001).As can be seen the widths extrapolated using method 2 are consistently smaller than the widths extrapolated using method 1. In fact the widths inferred by the two methods do not agree to within their associated error bars at any frequency. The difference between the estimated width of a particular mode increases as the frequency of the mode decreases. Below 1000 ^Hz the widths predicted by method 1 are ~ 3 times larger than the widths predicted by method 2. Additionally method 2 consistently predicts lower powers than method 1. Again the difference between the two extrapolations increases as 
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the frequency of the mode decreases and at no time do the powers predicted by the two methods agree to within their respective error bars. At the higher frequencies the powers predicted by method 2 are just under half the powers predicted by method 1. However, below 1000 ^Hz the powers predicted by method 1 are approximately a factor of 10 larger than the powers predicted by method 2. Clearly there is a significant discrepancy between the powers and widths predicted by the two methods.Table 6.1 gives the reduced x^ values of the linear fits. The lower the reduced x$ value the better the fit is at representing the data. However, if the reduced x^ value is significantly less than unity either the model used to fit the data is too complicated or the errors on the data have been overestimated. The x^ values are very similar for each method with method 2 providing a slightly better fit for the widths, but with method 1 giving a better representation of the powers. Both methods appear to give very good fits to the width. The values of the reduced x£ determined for the linear power fits are large because of the small error bars associated with the observed powers.Monte Carlo simulations were performed using the results of both extrapolations. These simulations will be described in Section 6.2. However, before we describe the simulations it is interesting to compare the extrapolated parameters with theoretical predictions that can be found using a stochastic excitation model.
6.1.5 Comparing the results of the extrapolation with theoretical predictions

Model mode damping and excitation rates can be calculated using various analytical models, which describe the interactions between the convection and the oscillations. The power of a mode, V2, is given by
2irAuI ’

where P is the energy supply rate, I is the mode inertia and Ai/ is, as defined previously, the width of the mode. The mode inertia determines how easily a mode is excited and
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Figure 6.4: A comparison between observed, modelled and extrapolated linewidths. The solid line represents the modelled linewidths, the black crosses represent the linewidths found by fitting BiSON data, the red diamonds show the widths found using extrapolation method 1 and the blue triangles show the widths found using extrapolation method 2.
damped. The inertia can be defined in terms of the mode’s total (kinetic + potential) energy, E, and the mean-square value of its surface velocity, Vs, i.e. E = IV? (Houdek et al. 1999, also see Christensen-Dalsgaard and Berthomieu 1991 and Christensen-Dalsgaard 2003 for more details). In what follows we will compare the powers and linewidths that have been predicted by one such model with the linewidths and powers that are observed in and can be extrapolated from BiSON data. Chaplin et al. (2005) calculated model energy supply rates and linewidths using the Cambridge stochastic excitation and damping codes. Figure 6.4 shows that the model widths drop off more rapidly than the observed widths at low frequencies. This is a known, and as yet unresolved problem, with the modelling of the linewidths (see for example Chaplin et al., 2005). It is therefore encouraging to note that both extrapolation methods predict larger widths than the solar excitation model.The left panel of Figure 6.5 shows a comparison between the model, observed and extrapolated powers. As we are interested in the frequency dependence of the power the model powers have been scaled to ensure that the maximum model power and the maximum observed power are equal. The model powers decrease less rapidly than the powers observed in the BiSON data. Therefore the powers estimated by both method 1 and method 2 are smaller than the model powers at low frequencies. However, this is understandable as the model widths decrease more rapidly than the observed widths.
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Chaplin et al. (2005) note that the model widths are too narrow at low frequencies, which implies that the extrapolations performed tend in the right direction.It is also of interest to find the model powers using the observed widths. The right panel Figure 6.5 shows that using the observed widths produces a far better agreement with the powers observed in the BiSON data. This indicates that the majority of the discrepancy between the observed and model powers seen in the left panel of Figure 6.5 is due to the smaller model widths. The extrapolated powers also appear to agree better with the model values calculated using the observed widths (right panel of Figure 6.5). However, it is difficult to tell which extrapolation method produces the best agreement with the model powers. Also plotted in the right panel of Figure 6.5 are the model powers that are found when the widths estimated by both extrapolation methods are used. The agreement between the extrapolated powers and the model powers is poor when method 1 is used. However, the agreement between the extrapolated and model powers is better when method 2 is used. It is interesting that, when method 1 is used, the model powers are lower than the extrapolated powers. However, when method 2 is used the model values are greater than the extrapolated powers. This is likely to be because the widths extrapolated by method 1 are significantly larger than the widths estimated by method 2.
6.2 Simulating the modes

In this section we describe how we made artificial p-mode timeseries. These timeseries were analyzed, and results on detections of their artificial modes compared with the results of Chapter 5, on real p-mode data. In Chapter 5 BiSON and GOLF frequencyamplitude spectra were searched for coincident prominent structures that occurred at the same frequency in each spectrum. Here we needed to simulate pairs of timeseries, which both contained the signal from a mode and normally distributed noise. The statistical tests described in Chapter 5 were then applied to the simulated data to determine how 
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Figure 6.5: Left panel: A comparison between the observed, modelled and extrapolated powers. The solid line represents the modelled powers, the black crosses represent the powers found by fitting BiSON data, the red diamonds show the powers found using extrapolation method 1 and the blue triangles show the powers found using extrapolation method 2. Right panel: A comparison between the observed, modelled and extrapolated powers, however the model powers have been found using the observed widths. The symbols and lines have the same definitions as in the left panel. Also plotted are the model powers found using the widl hs estimated by extrapolation method 1 (red dotted line) and the model powers calculated using the widths extrapolated using method 2 (blue dashed line).
often the simulated modes could be detected.Modes of a given frequency and width were simulated by randomly exciting an oscillator that was damped over the extrapolated lifetime. The mode’s lifetime was predicted by rearranging equation 6.1 and using the extrapolations described in Section 6.1 for linewidth. The simulations produced timeseries that contained the signal from a simulated mode. The total power of the simulated mode was scaled to the power predicted by the simulations.Two timeseries containing normally distributed random noise were created. The signal from two sets of contemporaneous real Sun-as-a-star data taken by different instruments, such as BiSON and GOLF, contains some coherent noise. The level of coherent noise is frequency dependent and at around 1000 /¿Hz the coherency between BiSON and GOLF data is ~ 0.1. Therefore 10% of the noise in the two simulated timeseries was set so it was common to both sets of simulated data. The timeseries containing the signal from the simulated mode was then added to each noise timeseries.Solar modes are excited stochastically by turbulence in the convection zone, which is caused by the solar granulation. As the coherent noise in two sets of Sun-as-a-star data 
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is from the granulation it is possible that the coherent noise found between the BiSON and GOLF data is also correlated to the amplitude of excitation of the mode. In the simulations the amplitude of the excitation was determined by a normally distributed array. For some of the simulations the correlated noise that was added to the simulated data was taken to be the array that determined the amplitude of the excitation of the mode. Simulations were also performed when the noise that was coherent between the two simulated sets of data was independent of the amplitude of excitation of the mode.The simulations have been performed for the I = 0 modes between ~ 800 and ~ 1450 ^Hz, the extrapolated properties of which are given in Tables 6.2 and 6.3. The timeseries were simulated to contain 2,211,120 points with a cadence of 120s to be consistent with the sets of BiSON and GOLF data used in Chapter 5. The simulated and BiSON timeseries used in this chapter cover the same length in time (~ 8.5yrs), despite having different cadences and containing a different number of points. This means that the power of a mode in the simulated and observed timeseries is the same. Furthermore, the number of frequency bins that cover the width of a mode in the simulated frequencypower spectra is the same as in the fitted BiSON frequency-power spectrum. Therefore, the height of the mode in a simulated frequency-power spectrum will be the same as the height predicted by the extrapolations. The level of noise in the simulated spectra was scaled to mimic the mean level of noise observed in the BiSON frequency-power spectrum in the 100 //Hz surrounding the frequency of the mode that was simulated.Each extrapolated power and width has an error associated with it. To obtain an upper limit on the fraction of times a simulated mode could be detected Monte Carlo simulations were performed using the ±1<t values of the extrapolated widths and powers. As we were interested in determining an upper limit on the number of detections, simulations were performed using the maximum power predicted by each extrapolation method. The effect of varying a mode’s width on its visibility is not obvious. Figure 6.6 shows various Lorentzian profiles that can be constructed using the properties, and their associated errors, which were estimated from method 1 for the I = 0, n — 6 mode.



6. The visibility of low-frequency p modes 116

Figure 6.6: The Lorentzian profiles of the I = 0, n = 6 mode that can be produced using extrapolation method 1. The black solid line represents the Lorentzian profile produced using the power and width predicted by method 1. The red dashed line depicts the Lorentzian profile created using the maximum predicted power and the minimum predicted width. The blue dashed line shows the Lorentzian profile produced using the maximum predicted power and the maximum predicted width.
The general properties of the Lorentzian profiles that are observed in Figure 6.6 are the same for all of the modes that were simulated. Clearly the height of the Lorentzian is largest when the maximum power and minimum width are used. This is because the height, H, is proportional to the power, V2, and inversely proportional to the width, Ai/. As a larger height, H, should make a mode easier to detect simulations were performed using the maximum power and the minimum width allowed by the error bars on the extrapolations. Although the Lorentzian profile in Figure 6.6 that is plotted using the maximum power and the maximum width has a smaller height, H, there is more power in the wings of this profile. It is unclear how the increased power in the wings will affect a mode’s visibility and so simulations were performed using the maximum power and maximum width allowed by the errors associated with the extrapolations.As the Sun is continually being observed the length of timeseries available containing good quality data is ever increasing. Therefore, for comparison purposes, simulated timeseries were created that were twice as long as the original timeseries and so contained 6142 d of simulated data. In these simulations we have assumed that the total power in the timeseries, V2, is twice the power predicted by the extrapolations, whilst the width, Ai/, in units of frequency, was assumed to be independent of the length of the timeseries. As the width, Ai/, of all of the simulated modes will be resolved in a timeseries of this
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length, equation 6.2 implies that the height of the modes, H, will be the same. The power of the noise in a frequency-power spectrum is inversely proportional to the number of data points in the timeseries. As the timeseries is twice as long the mean power of the noise will be halved. Therefore, the mean S/N ratio of the simulated modes is potentially doubled.Once timeseries containing a mode and noise had been created several tests were performed on the resulting frequency-amplitude spectra to determine whether the mode could be detected. For each mode 1000 pairs of timeseries were simulated. The number of pairs of frequency-amplitude spectra in which a mode was detected was then counted. We will now outline each of the statistical tests that were performed in turn.
6.3 Statistical tests

The tests performed are based on the statistics described in detail in Chapters 4 and 5. Here we summarize the statistical tests that were used to search the simulated spectra. The simplest test (Test 1 in Chapter 5) involves searching for a single prominent spike that is above a given threshold level in the same bin in each of the two simulated frequencyamplitude spectra. The threshold level for detection was set at a 1% chance of getting at least one false detection anywhere in 100 /zHz. This level and frequency range were chosen to maintain consistency with the detection methods employed in Chapter 5. A detection was considered to have been made if it was positioned within one linewidth of the input mode frequency. The linewidths were determined by the extrapolated values and so varied between modes. The second test involves searching for two prominent spikes in the same consecutive frequency bins of each frequency-amplitude spectrum (Test 2 in Chapter 5). Both spikes must lie within one peak width of the mode’s input frequency for a detection to be counted. The third test performed also searched for two prominent spikes but this time the spikes did not need to be in consecutive bins (Test 3 in Chapter 5). These two spikes are known as a two-spike cluster. Each spike in the cluster had to 
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lie less than one linewidth from the mode’s input frequency for a detection to be counted. The two prominent spikes in the cluster needed to be in the same bins in each frequencyamplitude spectrum. This test was then extended to search for clusters containing three, four and five prominent spikes. Furthermore, each prominent spike in the cluster had to be in the same frequency bin in each frequency-amplitude spectrum. All spikes in the clusters needed to lie within one linewidth of the mode’s input frequency for a detection to be counted.The simulated spectra were searched to determine how often these statistical tests were passed for each mode. The results of these tests will now be described.
6.4 Results of the simulations

Figure 6.7 shows the fraction of the 1000 simulations that were performed in which the mode being simulated was detected when looking for a single spike in the same bin in each frequency-amplitude spectrum. The results are shown for both types of extrapolation (method 1 and method 2). The displayed results are for the simulations that were performed where the noise that was correlated between the two datasets was coherent with the amplitude of the excitation of the mode for each extrapolation method. The results are also shown for the simulations in which the correlated noise was independent of the amplitude of excitation.First let us consider Panel (a) in Figure 6.7. It shows three clusters of lines. The solid, black line in the cluster labelled sf=l represents the results from simulations where the power and width of the input mode were predicted by method 1. The results show that the number of detections decreases rapidly as we move to lower frequencies. As each of the statistical tests are looking for prominent spikes it is the height the mode exhibits in the frequency-amplitude/power spectra that determines whether or not it can be detected. The height of a mode in a frequency-power spectrum is proportional to V2/Au (see equation 6.4). The upper limit on the number of detections is given by the
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(a) Method 1, noise correlated with excitation amplitude. (b) Method 1, noise uncorrelated with excitation amplitude.

(c) Method 2, noise correlated with excitation amplitude.
Figure 6.7: Results of searching for a single spike. The different panels represent different sets of simulations. The black solid lines show the results for the actual extrapolated values. The red dashed lines show the results when the maximum power and minimum widths are used in the simulations. The blue dashed line shows the results of the simulations that used the maximum powers and the maximum widths. The three clusters of lines are present as for each set of parameters the power was scaled by a different amount. The clusters labelled sf=l represent the true predicted values. The clusters labelled sf=2 show the results when the power was increased by a factor of 2 and the clusters labelled sf=3 are the results when the power was increased by a factor of 3.

(d) Method 2, noise uncorrelated with excitation amplitude.
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case when the maximum power and minimum width is used. Using the maximum power and minimum width means that the height of the mode, H, is, potentially, larger and so the signal-to-noise ratio of the mode should be increased. It is therefore understandable that using the maximum power and minimum width leads to more detections. When the simulations were performed using the maximum width the power is spread over a larger number of bins and so this negates the effect on the signal-to-noise of the mod^ of increasing its power.Simulations were also performed to investigate the effect of increasing the observed signal-to-noise ratio. The power given to each simulated mode was increased by factors of 2 (labelled sf=2 in each panel of Figure 6.7) and 3 (labelled sf=3 in each panel of Figure 6.7). This significantly increases the number of detections made at low frequencies. The fraction of spectra in which the I = 0, n = 6 mode was detected when the scale factor was 1 was at most 0.05. For the I = 0, n = 6 mode the fraction of detections made when the scale factor was 2 was 0.60 and when the scale factor was 3 the fraction of simulated spectra in which the mode was detected was 0.98.Panel (b) in Figure 6.7 also shows the results from the simulations using the mode properties predicted by method 1. However, this time the noise that was correlated between the two sets of data was independent of the amplitude of the excitations. Panels (c) and (d) in Figure 6.7 show the results of the simulations performed using the powers and widths predicted using method 2. Panel (c) shows the results for the simulations where the common noise is correlated to the mode excitation and panel (d) shows the results of the simulations where the common noise is independent of the excitation amplitude. The basic shape of the results of all four sets of simulations are similar, with the fraction of detections dropping off steeply at low frequencies.Figure 6.8 shows a comparison between the four different cases shown in Figure 6.7. The results shown are for the simulations performed using the powers and widths predicted by the different extrapolation methods. The results show that using the parameters predicted by method 1 leads to more detections than the parameters predicted by method
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-------------method 1, correlated ·------------- method 1, uncorrelated 

-method 2, correlated---------------method 2, uncorrelated 

model, correlated

Figure 6.8: Comparison between the results of the simulations that are shown in Figure 6.7. The results shown are for the actual predicted values.
2. This is expected as the powers predicted by method 1 are significantly larger than the powers predicted by method 2. Also, more detections are made when the noise that is coherent between the two sets of data is also correlated to the amplitude of the excitation of the mode. This is also understandable. If, for example, at a point in time the level of solar noise is larger than average the amplitude of the excitation of the mode will also be larger than average enabling it to potentially remain distinguishable from the noise. However, even for the best case scenario (method 1, noise correlated to the excitation amplitude) the simulations show that the fraction of spectra in which the I = 0, n — 6 mode should be detected is less than 0.05. Also plotted on Figure 6.8 are the results of simulations performed using the theoretical widths and powers predicted by the stochastic excitation model described in Chaplin et al. (2005). The theoretical powers have been found using the model widths rather than the observed widths. Clearly more detections are made when the theoretical parameters are used.Figure 6.9 shows a comparison between the fraction of detections made using the different statistical tests described in Section 6.3. The comparison shown here is for simulations performed using the results of method 1 when the correlated noise is coherent with the amplitude of the random excitation of the mode. This example has been chosen as this combination led to the most detections in the single spike test. However, the basic features are the same for all of the other cases shown in Figure 6.7. Above ~ 1150/zHz
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------------- single spike 2 consecutive spikes

-------------2 spike cluster------------- 3 spike cluster

-------------4 spjke cluster---------------5 spike cluster

Figure 6.9: Comparison between the different statistical tests described in Section 6.2. The results are shown for the simulations performed using the extrapolated values from method 1, where the noise that is common between the two sets of data is also correlated with the excitation of the modes.
the most successful test is the search for any 5 prominent spikes over twice the width of the mode. The test that searches for two consecutive prominent bins detects the fewest modes above ~ 1150 ^Hz. Below ~ 1150 ^Hz the single spike test detects the most modes while the 5 spike cluster test detects the least.Figure 6.10 shows the results of the simulations performed using a timeseries containing 6142 d of simulated data. This is twice as long as the original timeseries. The results are shown for the most optimistic case, when the mode properties are found using method 1 and the common noise is correlated to the amplitude of the excitations. Lengthening the timeseries increases the number of frequency bins across the width of the mode, Az/, as the frequency bin width is halved, and the S/N of the mode is potentially doubled. Therefore Figure 6.10 shows the results for the 5-spike cluster test, as this gives an indication of how the results are affected by both the increased S/N and the larger number of frequency bins across the width of the mode.

6.5 Discussion

Clearly the visibility of the modes drops off significantly at low frequencies. The most optimistic results are achieved when the extrapolation is performed using method 1 and
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Figure 6.1Ch The fraction of 5-spike cluster detections made when the length of the timeseries is doubled. The power and widths were predicted using method 1 and the common noise is correlated to the excitation amplitude. The black solid line shows the results for the standard 3071 d timeseries while the red dashed line shows the results for the 6142 d timeseries.
the common noise is correlated to the amplitude of the excitation of the mode. Clearly more detections are made when the theoretical model parameters are used. However, these results can only be treated as an upper mit as wp have already seen that the model underestimates the widths of the modes. This not only leads to the power of the modes being overestimated but also means that this power is spread over fewer bins in a frequency-power spectrum. Hence the height of a mode is increased, and so a mode is more likely to be detected.For both extrapolation methods, irrespective of whether the noise is correlated or uncorrelated with the excitation amplitude, the fraction of detections at ~ 1000 ¿¿Hz is less than 0.1. On the assumption that method 1 produces a more accurate prediction of the mode’s powers and widths than method 2 the simulations imply that if the power S/N ratio can be increased by a factor of 2 a significantly higher proportion of modes could be detected. It would therefore be beneficial to continue efforts to try and improve the quality of the data further.The total background continuum is a combination of instrumental noise, solar noise and, for Earth-based instruments such as the BiSON network, a small amount of atmospheric noise. If the atmospheric and instrumental noise can be reduced this would increase the S/N ratio of the mode making it easier to detect. The limiting factor to the improvement that can be made to the data quality is the amount of solar noise present.
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Figure 6.11: The power of the solar noise predicted by the Harvey model and the characteristic velocity and decay time found by Elsworth et al. (1994) (red dashed line) can be compared with the mean power of the BiSON data, which was used when fitting the well-defined modes.
Harvey (1985) modelled the solar continuum as a superposition of noise due to three scales of granulation (granulation, mesogranulation and supergranulation) and active regions (see Chapter 2 for details). Above ~ 400 ¿¿Hz the dominant source of solar noise is the normal granulation. Elsworth et al. (1994) found values of the root mean square velocity of the solar surface, cr, and the characteristic decay time, rd, for the normal granulation by fitting equation 2.1 to the cross-amplitude spectrum found using BiSON data from two different sites. The red dashed line in Figure 6.11 shows the power of the solar noise as predicted by characteristic values found by Elsworth et al. (1994), namely cr = 0.319 ms-1 and rd = 260 s. Also plotted is the mean power of the BiSON data, which was used to predict the powers and widths of the low-frequency modes. The mean power of the BiSON data is always more than twice the predicted power of the solar noise. Therefore it is theoretically possible to significantly reduce the level of noise in this frequency range.At frequencies above ~ 1150/zHz the test that detected the highest proportion of modes was the search for 5 prominent spikes across twice the width of the mode. However, at lower frequencies this test detects the least number of modes. The width of the lowest- frequency mode for which the simulations were performed, at a frequency of ~ 825 ^Hz, covers 4 bins if the width is found using method 1. As we allow the spikes in a cluster to be spread over twice the width of the mode the cluster test for five spikes can be used to search for this mode. If method 2 is used to extrapolate the widths this test cannot be 
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used to search for the I = 0, n = 5 mode as this method predicts that all of the power of the mode will be confined to one bin. The five-spike cluster test can be used to search for the I = 0, n = 6 mode although this would require five consecutive spikes to be higher than the threshold. At higher frequencies there is little difference between the results of the five-spike cluster test and the four-spike cluster test. This implies that little would be gained by performing statistical tests that look for clusters containing more than 5 spikes. Since low-frequency modes have such long lifetimes all of the power from the signal of a low-frequency mode is concentrated in a few frequency bins only. Therefore, they would be too narrow to be detected by a test which searched for clusters that contain a larger number of spikes.Figure 6.10 shows that longer timeseries would be beneficial when searching for low- frequency modes, as the chances of detecting modes are increased. It should be noted that the results of these simulations are in good agreement with the results of the simulations when the power was increased by a factor of two. As mentioned earlier, this is expected as the S/N should also be increased by a factor of 2 in the simulations where the length of the timeseries is doubled.It is possible to compare the results of these simulations to the observed candidates found in Chapter 5. According to the simulations the I = 0, n = 9 mode at ~ 1407 /zHz should be detected in the vast majority of spectra and this mode is observed to be very prominent in the BiSON and GOLF data used in Chapter 5. In Chapter 5 we also detect the I = 0, n = 8 mode at ~ 1263/zHz while the simulations indicate that the fraction of time that this mode should be detected is at least 0.6. The I = 0, n — 7 mode at ~ 1118 /zHz and the I = 0, n = 5 mode at ~ 825 ^Hz are not detected in the BiSON and GOLF data used in Chapter 5. The fraction of simulated spectra in which the I = 0, 
n = 7 mode was detected was, at most, 0.19, while the fraction of simulations in which the I = 0, n = 5 mode was detected was less than 0.01. Therefore it is reasonable to expect that the modes might not be detected in the BiSON and GOLF data.It should of course be noted here that all of these results are based on the assumption 
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that the simple relationships for the mode powers and widths observed in well-defined modes are still valid at low frequencies. The solar excitation model suggests that this may not be an unreasonable assumption, although it is difficult to determine which extrapolation method predicts the lifetimes and powers more accurately.The I = 0, n = 6 mode is significantly more prominent in the observations than the simulations. Therefore this mode will now be considered in more detail.
6.5.1 The I = 0, n = 6 mode

The I = 0, n = 6 mode is observed to be prominent in Sun-as-a-star data. However, some modes with higher frequencies remain undetected. The most optimistic simulations imply that the fraction of spectra in which the I = 0, n = 6 mode should be detected is less than 0.05. In the simulations performed here, for method 1, with noise correlated to the amplitude of the excitation, the average simulated S/N ratio in amplitude was ~ 2.1. However, the observed amplitude S/N ratio in the GOLF and BiSON data examined in Chapter 5 was greater than 3.4. In fact, the fraction of simulations in which the S/N ratio of the mode was greater than 3.4 was 0.014. Therefore the simulations poorly represent the observed properties of this mode. It should be noted that the amplitude S/N ratio of other modes that were detected in Chapter 5 are well represented by the simulations in this chapter. For example, the I = 0, n = 9 mode was observed to have a S/N ratio of 3.1 while the average S/N ratio produced by the simulations ranged from 2.9 to 3.7 depending on which extrapolation method was used and whether the noise was correlated to the excitation amplitude.When the mean amplitude S/N ratio of the simulated I = 0, n = 6 mode was set as 3.4 the fraction of spectra in which the mode was detected increased to ~ 0.6. A S/N ratio of 3.4 is ~ 3cr from the mean amplitude S/N found in the original simulations where extrapolation method 1 (In-linear) was used and the noise was correlated to the excitation amplitude. Therefore, the simulations and the observations are not so different that new physics is required to explain the observations. It is more likely that, at some 
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point in time, the mode has been randomly excited to a larger amplitude because of the stochastic nature of mode excitation.
6.6 Summary

To investigate whether the gaps in the list of modes detected in Chapter 5 are reasonable we have made predictions of the detectability of low-frequency p modes. Estimates of the powers and damping times of these low-frequency modes were determined by extrapolating the observed powers and widths of higher-frequency modes with large observed S/N ratios. The extrapolations were made using two different methods. However, both methods predict that the low-frequency modes will have small S/N ratios and narrow widths in a frequency-power spectrum. Nonetheless, comparisons with the Cambridge stochastic excitation model indicate that the extrapolated trends are tending towards the right direction.Monte Carlo simulations were then performed where timeseries containing mode signals and normally distributed noise were produced. The mode signals were simulated to have the powers and damping times predicted by the extrapolations. Various statistical tests were then performed on the frequency-amplitude spectra formed from these timeseries to investigate the fraction of frequency-amplitude spectra in which the modes could be detected.The fraction of simulated frequency-amplitude spectra in which modes were detected decreases rapidly as the frequency of modes decreases and so the fraction of simulations in which the low-frequency modes were detected was small. However, increasing the S/N ratio of the low-frequency modes by a factor of 2 above the extrapolated values led to significantly more detections. Similarly doubling the length of the simulated timeseries led to more detections being made. Therefore efforts should continue to further improve the quality of the solar data and the length of timeseries that are currently available.Using the properties predicted by extrapolation method 1 led to more detections 
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than when the properties predicted by method 2 were used in the simulations. An upper limit on the number of detections that could be made was obtained by using the properties predicted by the Cambridge stochastic excitation and damping codes. More detections were made when the noise was correlated to the excitation of the modes. In the simulations performed here it was assumed that the amount of data coherent with the excitation of the modes was the same as the amount of coherent data present in BiSON and GOLF timeseries, as this is solar in origin. However, as BiSON and GOLF observe different heights in the atmosphere, and because of the effects of Doppler imaging (see Chapter 8) not all of the granulation noise observed by the two instruments will be coherent. In other words, each set of data will contain some independent solar noise. Therefore, it is likely that a larger proportion of the noise in each timeseries is correlated to the mode excitation than is simulated here. It would, therefore, be interesting to investigate the effect of introducing some noise, which although not correlated between the two simulated timeseries, is coherent with the mode excitation.The I = 0, n = 6 mode at ~ 973 //Hz is observed to be more prominent in real data than in the simulations. However, we have shown here that the discrepancy is not significant. It is, therefore, possible that the I = 0, n = 6 mode has just randomly been excited to a larger amplitude because of the stochastic nature of the excitation. Similarly, it is possible that the mode has been randomly more lightly damped, thereby increasing its lifetime. Hence, a possible extension to this work is to study the evolution of the 
I = 0, n = 6 mode over time.In this chapter we have shown that the gaps in the list of detected modes found in Chapter 5 are not entirely unexpected. In Chapter 5 we compared contemporaneous BiSON and GOLF data. We now move on to investigate whether any low-frequency modes can be detected in contemporaneous sets of BiSON data. To do this we need to find at least two sets of contemporaneous data with a relatively low coherency at low-frequencies as the less coherent the data are the lower the threshold levels.



7. THE COHERENCY OF BISON DATA

The main focus of this thesis is to search for low-frequency p modes and g modes. We have already outlined statistical techniques aimed at finding low-frequency modes and we have used the statistics to search BiSON and GOLF data. We have previously shown that detection thresholds levels can be reduced by comparing two frequency-amplitude spectra for coincident prominent spikes or structures of spikes. In this chapter we use the statistical tests to search pairs of contemporaneous and non-contemporaneous BiSON frequency-amplitude spectra.Usually a BiSON timeseries will contain the best data accumulated from 6 BiSON sites, which are strategically positioned so that continuous observations of the Sun can, potentially, be made. In reality bad weather and technical difficulties mean that the fill of a BiSON timeseries is ~ 80%. However, the latitudes at which the instruments are situated mean that much of the time at least two instruments are making contemporaneous observations of the Sun. When creating a single BiSON timeseries we can take advantage of time overlaps in the data measured by the different stations by including only the best quality data. However, we can also keep the overlapping data separate to create multiple sets of contemporaneous timeseries that can be compared.Until recently two of the BiSON sites, Las Campanas and Carnarvon, had two instruments and these instruments were designated A and B. Furthermore, the instruments Las Campanas A, Las Campanas B, Carnarvon B, Mount Wilson, Narrabri and Sutherland each take two sets of measurements known as port and starboard observations. Usually these port and starboard measurements are averaged to produce a mean timeseries for each instrument. The data from the different stations can then be coherently added to
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create a timeseries with a high fill. However, it is possible to keep the data from the individual instruments and the port and starboard data separate to create individual timeseries.Therefore, there are many different sets of contemporaneous BiSON data that can be searched for low-frequency modes. For example, comparisons can be made between the port and starboard data and the data from different stations. Furthermore, data from the different sites can be coherently combined in numerous ways to create pairs of contemporaneous BiSON timeseries that can be searched at low frequencies for p and g modes.As the behaviour of the data varies with frequency we have found it useful to split many of the spectra plotted in the frequency domain into the following three regions:
1. The ‘low-frequency region’ covers the range 0 — 1500 ^Hz. This is the region where we are searching for low-frequency p modes and g modes. The amplitudes of the modes are very small at these frequencies and so the spectrum is dominated by noise. In many of the graphs that follow in the rest of this chapter (e.g. Figure 7.1) the upper boundary of the low-frequency region is given by the vertical dashed red line.
2. The ‘five-minute region’ covers the range 1500 — 5500 ^Hz. This frequency band contains the majority of the power from the oscillatory modes of the Sun. The acoustic cut-off frequency is at 5500 ¿zHz, while below 1500/zHz the power of the modes are only just visible above the background noise. In this region the power observed from the modes is significantly greater than the power of the noise. In the majority of the figures in this chapter the ‘five-minute region’ is the frequency range between the vertical red dashed line and the vertical blue dot-dashed line.
3. The ‘high-frequency region’ covers the range 5500 — 12500 jtzHz. This is above the acoustic cut-off frequency and so there should be very little mode power present. Therefore this region is dominated by noise. The upper limit is bounded by the 
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cadence of the timeseries, which is 40 s for the data used in this chapter. The lower limit of the high-frequency region is denoted by the vertical dot-dashed blue line.
When comparing two spectra with the aim of detecting modes with a low signal- to-noise ratio (S/N) the presence of common noise increases the probability that any prominent spike found in the same bin in each of the two spectra is due to noise. The optimum circumstances for detecting modes occur when the coherency between the two spectra in the region of interest is zero as the detection thresholds are lowest. In other words we are more likely to detect a mode if the two spectra are completely independent.In this chapter we have aimed to make use of the multitude of BiSON timeseries available to search for low-frequency p modes and g modes. To do this we needed to find two sets of BiSON data with as little common noise as possible that we ultimately searched for low-frequency modes. With this in mind we begin this chapter by looking at the coherency of different combinations of BiSON data.

7.1 Comparison of port and starboard data

As mentioned above six BiSON instruments are able to take port and starboard measurements. The first pair of timeseries that were examined contained a combination of data from the six instruments with port and starboard data available. However, the port and starboard data were kept separate to form a port timeseries and a starboard timeseries. Each time overlapping data from different stations occurred the best quality data point was selected. To maximize the quality of the low-frequency data a rejection threshold of 150 ms-1 Hz-1 is set in the region of 800 —1300//Hz. No moving mean has been taken as this would suppress the low-frequency modes. Timeseries lasting 10 years, commencing on the 1st January 1996, were used and so the data span the majority of activity cycle 23. The timeseries contained 7,890,481 data points and, as with most BiSON data, had a cadence of 40 s.Figure 7.1 shows the ratios of the port and starboard mean absolute amplitudes,
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Figure 7.1: Ratio the port and starboard mean absolute amplitude smoothed over 139/zHz.

which are given by ([real amplitude]2 + [imaginary amplitude]2)2. Later in this chapter the coherency will be found using short 2hr timeseries with a 100% fill (for a description of this method see Section 1.6.2). The bin width in the frequency-amplitude spectrum formed from a 2 hr timeseries is ~ 139 /zHz and so, to maintain consistency, the plotted ratio has been smoothed over 139 /zHz. As the ratio is less than one at frequencies greater than ~ 500/zHz, Figure 7.1 shows that the port measurements are marginally less noisy than the starboard measurements. However, the amplitude of the modes in the five-minute peak are approximately the same.The majority of the solar noise, atmospheric noise and some of the instrumental noise will be common to both the port and starboard observations. The common instrumental noise includes pointing noise, due to guidance errors, noise due to temperature variations in the instrument, noise due to variations in the magnetic field that encloses the vapour cell and noise due to the efficacy of the Pockels cell (see Section 2.3 for more details). Some of the instrumental noise will be independent such as some electronic noise and the photon statistical noise. The port and starboard detectors are positioned on opposite sides of the vapour cell, which means that the observations will be weighted towards different regions on the solar disc (see Chapter 8). Therefore, the solar background noise observed by port and starboard detectors are perceptibly different.Figure 7.2 shows the cross-amplitude, phase and coherency spectra of the multi-
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Figure 7.2: The cross-amplitude spectrum (top), phase (middle) and coherency (bottom) of the port and starboard datasets containing the combined data from all of the sites that take separate port and starboard measurements.
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Figure 7.3: The port and starboard absolute amplitude spectra between 5000 and 6000 ^Hz.The data have been smoothed over 1 /zHz bins.
site port and starboard data. Each was calculated by determining the average of all available 2 hr spectra with a 100% fill (see Section 1.6.2 for method). In the low-frequency region the cross amplitude increases with decreasing frequency and the coherency is ~ 0.8. As there is little mode power at low-frequencies this implies that the port and starboard frequency-amplitude spectra are dominated by common noise, which could be atmospheric, solar or instrumental. The phase spectrum shows that this noise is almost in phase. In the five-minute region the coherency is approximately unity, as the detectors observed almost the same signal from the modes, which are dominant here.Notice the sharp dip in the coherency at ~ 5500^Hz in the bottom panel of Figure 7.2. Figure 7.3 shows the smoothed port and starboard frequency-amplitude spectra between 5000 and 6000 /zHz. A definite peak is present at ~ 5500 /zHz that is significantly larger in the starboard measurements than in the port observations. It is thought that this peak is due to a ‘gear spike’. The gear on the motor that drives the direction in which an instrument is pointing has teeth on it. Every time the gear steps over one of these teeth 
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the alignment of the instrument is shifted slightly off centre. Another motor corrects for this effect but it nonetheless leads to a periodic noise source in the data that becomes evident when the power spectrum is examined. As the shift will alter the alignment in the same direction every time and the port and starboard detectors are situated on opposite sides of the vapour cell the misalignment will affect one detector more than the other. As can be seen from Figure 7.3 the starboard instrument is affected more severely than the port instrument. Furthermore, the noise created by this shift will be anti-correlated between the port and starboard data, thus explaining the dip in coherency observed in the bottom panel of Figure 7.2. The oscillatory signal observed below 5500 /iHz in Figure 7.3 is from high-frequency p modes. The short lifetimes of modes at the high-frequency end of the spectrum mean that high-frequency modes are visible as broad peaks in a frequency-amplitude spectrum. This is why their signal has the appearance of a regular oscillation rather than the distinct features that are observed at low-frequencies.We have seen that there is a large proportion of coherent data at low frequencies that is common to the port and starboard data. This coherent data can be explained in terms of solar, atmospheric and instrumental noise. However, it is also interesting to note the presence of coherent data above the acoustic cut-off frequency (~ 5500/zHz) where there are no modes. The source of this high-frequency coherent noise is less obvious. Slightly below the acoustic cut-off frequency the shape of the modes in a frequency-power spectrum can be described by relatively wide Lorentzian profiles that have extended tails, ft is possible that the high-frequency coherent data is due to the accumulation of these Lorentzian tails. We will now describe various simulations that were performed to determine whether the power in the Lorentzian tails of mode profiles are able to explain the observed high-frequency coherency.
7.1.1 The high-frequency coherency produced by the wings of Lorentzian mode profiles

To test whether the Lorentzian tails are a possible mechanism for generating the observed high-frequency coherency two simulated timeseries, which contained the same modes and
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Figure 7.4: The coherency of two FLAG timeseries that contain identical modes but completely independent noise. The coherency was found by looking at 2hr spectra with 100% fill.
totally incoherent noise, were generated. The simulated data were originally constructed as frequency-amplitude spectra with both real and imaginary parts. Both the real and imaginary noise were simulated to have a Gaussian distribution but the variance of the noise was varied with frequency in an attempt to mimic the level of noise in real Sun-as- a-star data. Two completely independent frequency-amplitude spectra were simulated in this manner. The frequency-amplitude spectrum of FLAG modes was added to both noise spectra and the inverse FFT was performed on both simulated frequency-amplitude spectra to create two timeseries. The coherency was then found by taking the average over all 2hr spectra (see Figure 7.4). Although the coherency decreased above the acoustic cut-off frequency the minimum value reached was approximately 0.07. The only coherent data in the two simulated timeseries were the signals from the modes, none of which had frequencies above ~ 5500 ^Hz. Therefore the observed high-frequency coherency must be due to the Lorentzian tails of the mode profiles. However, the coherency observed in this simulation is still significantly less than the coherency observed in the real port and starboard data at high frequencies (see Figure 7.2). Hence there must be at least one other source of high-frequency noise that is coherent between the port and starboard BiSON data.The high-frequency coherency found in these simulations (see Figure 7.4) is in good agreement with the high-frequency coherency found by Elsworth et al. (1994) between data from Izana and Sutherland. This implies that the high-frequency coherent noise 
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shared by the port and starboard data that cannot be explained by the Lorentzian tails is not common between instruments from different sites. Therefore, the extra coherent noise shared by the port and starboard data could be instrumental and/or due to transparency fluctuations. Although the solar noise observed in the port and starboard data will not be identical it will still be more coherent than the solar noise observed by two different stations. The solar background continuum decreases rapidly in power as frequency increases and so should not be prominent in the high-frequency region. The cross-amplitude spectrum in the top panel of Figure 7.2 indicates that there is almost no coherent signal at high frequencies between the port and starboard data. Therefore it is possible that, although the magnitude of solar noise is small at high frequencies, it could make a significant contribution to the total high-frequency noise background as the magnitudes of other noise sources are also small at these frequencies. The common solar noise could, therefore, account for some of the observed high-frequency coherency.We can, therefore, conclude that although some of the high-frequency coherency observed above the acoustic cut-off frequency in the real port and starboard data (see Figure 7.2) may be due to the Lorentzian tails the majority is not. Hence another form of noise must be responsible for the observed coherency and possible noise sources include instrumental, atmospheric and solar noise. One other possible source of high-frequency coherent data are pseudo-modes. These modes have been detected in various sets of solar observations (see for example Jefferies et al. 1988, Libbrecht 1988, Duvall et al. 1991 and García et al. 1998) including BiSON data (Chaplin et al., 2003a). Although there is some speculation as to the source of these modes it is thought that they are High-frequency Interference Peaks (HIPs). HIPs are thought to be the manifestation of constructive interference between waves that are emitted in an outward direction from their sources below the photosphere and waves that initially propagate inwards (García et al., 1998). However, as we are more interested in the low-frequency region here we will not investigate this further.The simulations used to determine the contribution of the Lorentzian tails to the 
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high-frequency coherency also produced some unexpected results at low frequencies. We move on to describe these results and discuss the reasons they are observed.
7.1.2 The contribution to the low-frequency coherency of the wings of Lorentzian 

mode profiles

As we have seen Figure 7.4 shows the coherency observed between two simulated timeseries that contained the same FLAG modes but independent noise. It is interesting to notice that below ~ 1000 pHz the coherency decreases very slowly with frequency. This is unexpected as all of the modes included in the timeseries had frequencies greater than 1000 //Hz. Also, low-frequency modes have relatively narrow Lorentzian profiles that cover a few bins only. Therefore the influence of the low-frequency modes’ Lorentzian tails should be minimal. It is, however, possible that the low-frequency tails from higher- frequency modes are not negligible here. Before investigating this further it should be noted that it is possible that the overall effect of the Lorentzian tails are enhanced here as the level of noise included in the simulation has been designed to mimic the level of noise in real low-frequency data approximately only.Figure 7.5 shows the Lorentzian profiles of the modes included in the simulated timeseries used in Section 7.1.1. As can be seen when the total power from the Lorentzian profiles is calculated power from the wings of the profiles is still present at low frequencies. Therefore it is understandable that some coherency was found at low frequencies in the simulation performed in Section 7.1.1. Figure 7.4 shows that at ~ 1000 //Hz the coherency in the simulated data is approximately 0.1, while the ratio of the sum of the Lorentzian profiles and the simulated noise is ~ 0.1 at ~ 1000 //Hz, implying that the Lorentzian tails can explain the low-frequency coherency of the simulated data observed in Figure 7.4.It should be noted that the low-frequency coherency produced by the Lorentzian profiles is not large enough to explain the low-frequency coherency observed in the real data (see Figure 7.2). There are large amounts of data common to both the port and
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Figure 7.5: The Lorentzian profiles of FLAG modes. The black lines represent the individual Lorentzian profiles and the red line represents rhe sum of all of the Lorentzian profiles.
starboard observations at low frequencies. Therefore using these timeseries to search for low-frequency modes would not be ideal as the detection thresholds levels would be relatively large. However, it is possible that shifting the start time of the timeseries so they are no longer contemporaneous would remove the unwanted, coherent, low-frequency noise. We will now describe the coherency found when non-contemporaneous port and starboard data are compared.

7.2 Non-contemporaneous port and starboard data

In Section 7.1, the coherency was found using short 2hr timeseries. Therefore separating the start times of the port and starboard timeseries by more than 2hrs would mean the 2hr frequency-amplitude spectra that are compared when calculating the coherency are from independent blocks in time. If two timeseries come from independent blocks of time the coherency of the noise in the data should, theoretically, be reduced to ~ 0.The coherency of any individual mode depends on the length of separation between the start times. In turn, the extent to which the length of the separation affects the coherency depends on the damping rate of the mode. For example, if a mode has a lifetime of the order of a few days, as is the case for modes with periods of about 5 minutes, the mode will experience significant damping over 24hrs. Therefore, if the start times of two sets of observations are separated by ~ 1 d the coherency of the mode will be significantly attenuated. However, here we are concerned with low-frequency modes 
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whose the damping times are of the order of months. Hence low-frequency modes should still be reasonably coherent even if the start times of the two timeseries are separated by 24hrs. Separating the start times in such a manner will also provide a useful investigation into the temporal behaviour of the noise in a frequency-amplitude spectrum. However, before we investigate the coherency of non-contemporaneous port and starboard data we ensure in more detail that separating the start times of two timeseries by ~ 1 d will not destroy the coherency of the low-frequency modes that we are trying to detect.
7.2.1 The effect of a inode’s lifetime on the coherency of shifted spectra

Simulations were performed to investigate how a modes’s lifetime affects the coherency of the mode in non-contemporaneous data. The modes were simulated by creating a damped oscillator that was re-excited randomly in time. The damping time of a mode was calculated from the fitted width of the mode in an 8.5 year-long set of BiSON data. The power of each mode in the simulation was scaled to match the fitted power from the BiSON data. The results for each mode were simulated separately. Simulations were performed for Z = 1 modes with 10 < n < 22. These modes are at higher frequencies than the ones we are searching for in this thesis. However, they have a large S/N ratio and so their properties, such as lifetime and power, can be determined accurately. Initially simulations were performed using two identical timeseries that contained the signal from a simulated mode only.For this investigation the average coherency over all 5.5 hr timeseries was calculated as increasing the length of the short timeseries reduces the frequency bin width in the resulting frequency-amplitude spectra to 50/zHz. Timeseries that were 5.5 hrs in length were not used when examining real data as the number of 5.5 hr segments with 100% fill in a BiSON timeseries is small. The improved resolution in frequency-amplitude spectra made from 5.5 hr timeseries enabled a clearer evaluation of the effect of a time shift on the coherency of the modes to be made.The top panel of Figure 7.6 shows the coherency of the modes when the start times 
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of the simulated timeseries were shifted so that they were separated by 12hrs (black crosses) and 24hrs (black diamonds). The coherency of two unshifted identical sets of data is always unity independent of the power and width of the simulated mode. Clearly the effect on the coherency is frequency dependent. Comparison with the lifetimes of the modes, which are shown in the middle panel of Figure 7.6, implies that the magnitude of the decrease in coherency is also lifetime dependent. The coherency of a low-frequency mode with a long lifetime is reduced by less than the coherency of a higher-frequency mode with a short lifetime. This is because the time shift represents a smaller proportion of the low-frequency modes’ lifetime and so the low-frequency mode will experience less damping over the length of the shift. The magnitude of the decrease in coherency increases as the length of the shift in start times increases. Modes with a frequency of about 1500^Hz have a lifetime of approximately 1 month and so 24 hrs is equivalent to ~ ^th of the mode’s lifetime. As a final test on the effect of shifting the start times of the timeseries on the coherency of the modes, the start times of the two timeseries were separated by ^th of the lifetime of the mode being simulated. The top panel of Figure 7.6 shows that this only decreases the coherency by a very small amount at all frequencies. More careful examination shows that the coherency decreases slightly over the range of frequencies examined here. This could be related to the power and width of the mode in frequencypower spectra as they also decrease with frequency.These simulations are not very realistic as the timeseries contain no noise. Therefore, two timeseries were simulated to contain the same simulated mode signal but independent noise. The start times of the timeseries were shifted by 12 hrs and 24 hrs and the coherency at the simulated mode’s frequency was determined. The results of these simulations, which can be seen in the bottom panel of Figure 7.6, show that the coherency of different modes is still dependent on the length of the imposed shift in the start times. Notice that the unshifted coherency decreases with frequency. This is because the power of the mode decreases with frequency and so the S/N ratio of the mode decreases. Additionally the width of a mode decreases with frequency and so a low-frequency mode covers a
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Figure 7.6: Top panel: The effect of separating the start time of timeseries that only contain the signal from a mode. The pairs of timeseries were created to contain one mode that has the same power and lifetime as is observed in ~ 8.5yrs of BiSON data. Middle panel: The lifetimes of the modes simulated in the top and bottom panels. Bottom panel: The coherency of simulated modes found when the start times of the timeseries are separated by various lengths in time. The timeseries contain the signal from a mode and independent noise.
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Figure 7.7: The coherency when the start time of the port data has been shifted to begin 12hrs after the start of the starboard data.
smaller percentage of a 50/iHz bin than a high-frequency mode. This means that at low-frequencies the mode has less influence on the calculated coherency of the bin and, as a result, the coherency of the noise, which is zero here, becomes more dominant. The bottom panel of Figure 7.6 indicates that shifting the start times still has a less severe effect on the coherency of lower-frequency modes than higher-frequency modes, even when noise is included. The red triangles in the bottom panel of Figure 7.6 show the result of separating the start times of the «’mulated timeseries by ^th of the lifetime of the simulated mode. As can be seen, in each case the reduction in coherency is minimal implying that shifting the data by both 12 hrs and 24 hrs would have little effect on the coherency of low-frequency modes.We have shown that separating the start times of two timeseries does not significantly affect the coherency of low-frequency modes. Therefore, we now investigate the effect of separating the start times of the port and starboard data by both 12 hrs and 24 hrs. This will not only provide useful information about the time evolution of noise in BiSON data but it may also lower the observed low-frequency coherency, thus producing the optimum conditions for searching for coincident low-frequency modes in two frequency-amplitude spectra.
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Figure 7.8: The coherency when the start time of the port data has been shifted to begin 24hrs after the start of the starboard data.
7.2.2 The coherency of non-contemporaneous port and starboard BiSON data

The start time of the port timeseries was shifted to be both 12hrs and 24hrs after the start time of the starboard timeseries by removing 1080 and 2160 points, respectively, from the start of the port timeseries. The equivalent number of points were removed from the end of the starboard timeseries so that the port and starboard timeseries still covered the same length in time. As can be seen in Figure 7.7 introducing the 12 hr shift produced the desired effect of reducing the low-frequency coherency to approximately zero. However, it should also be noted that the coherency of the five-minute peak has also been significantly reduced. This means that these modes are less coherent, however, as shown in Section 7.2.1 the coherency of the low-frequency modes will only be reduced by a small amount. The coherency is still approximately zero at low frequencies because low-frequency modes have a small S/N and a narrow width and so each bin in the 2 hr frequency-amplitude spectra is dominated by noise that is, now, incoherent.Interestingly when the data are shifted by 24 hrs the low-frequency coherency increases (see Figure 7.8). The coherency in the low-frequency range has a maximum of 0.2 at very low frequencies and a minimum of ~ 0.03 at ~ 1500/iHz. Although not shown here this behaviour can also be seen if the start times of the data are 48hrs apart. This implies there is some source of low-frequency, coherent noise that repeats every 24hrs.Simulations were run to investigate whether this effect was a real part of the data, a side effect of the analysis or due to the window function of the data, which contains 
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24hr periodicities. Two sets of Gaussian noise were created with a variance equal to the variance of the amplitude of the port data at ~ 1400/zHz. The two noise timeseries were given a coherency of 50% and a frequency-amplitude spectrum of FLAG modes was then added to both sets of data. The frequency-amplitude spectra were then Fourier transformed back into timeseries. The window function of the port data was applied to one timeseries and the window function of the starboard data was applied to the other timeseries. The data are not plotted here but, as expected, the coherency was flat and equal to 0.5 both below and above the frequencies of the modes. Also as expected the coherency peaked at a value of 1 at ~ 3300/zHz, where the power of the modes dominate. When the data were shifted by 12hrs the coherency either side of the modes was approximately zero. The five-minute peak had a coherency of just under 0.4, which is the same as the coherency at the five-minute peak observed when the port and starboard data are used. When the start time of the data was shifted by 24hrs the coherency of the five-minute peak was reduced to 0.15, which is only slightly less than the coherency of the port and starboard 24 hr shifted data. However, the low-frequency coherency of the simulated data was zero. This implies that the effect observed in the real port and starboard data was not a by-product of the analysis techniques or due to the data’s window function and so must be present in the data themselves. It was possible that this low frequency coherency was observed because two data points separated by 24 hrs have probably been measured by the same instrument. To improve our understanding of the low-frequency coherent noise present in 24hr shifted port and starboard data further we investigated the autocorrelation of the port and starboard data. We now describe the results.
7.2.3 Autocorrelation of the port and starboard data

To further investigate the observed low-frequency coherency when the data are shifted by 24 hrs the autocorrelations of the port and starboard timeseries were determined. The autocorrelation is a measure of how well a signal matches a time-shifted version of itself
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Figure 7.9: The upper image contains the autocorrelation of the port timeseries and the lower image shows the autocorrelation of the starboard timeseries.
and so it can be used for finding repeated patterns in a signal. The top graph in Figure 7.9 shows the autocorrelation of the port timeseries. The autocorrelation shows dominant peaks that are spaced at regular intervals of 24hrs. The strength of these peaks decreases as the length of the separation in time increases. This indicates that there is some sort of correlation in the noise every 24hrs but that the correlation decreases with time. The autocorrelation of the starboard timeseries (see the lower image in Figure 7.9) is very similar to the autocorrelation of the port timeseries. The main peaks all occur at the same positions in time but the strength of the peaks are very slightly different. To ensure that this effect is not due to the window function the autocorrelation of pure Gaussian noise with the same window functions as the port and starboard data was found. The resulting plot has not been included here but no features were visible implying that the spikes in Figure 7.9 are not due to the window function. These regular peaks could be due to the fact that two individual bins of data that are separated by 24hrs are likely to have been measured by the same instrument.
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We have shown that the coherency of non-contemporaneous port and starboard multisite data is less than the coherency of contemporaneous data. More precisely, the low- frequency coherency of the port and starboard data was approximately zero when the start times were shifted by 12 hrs. However, when the start times were shifted by 24 hrs some coherent data were present. The most probable explanation for this coherent data is that two data points separated by 24 hrs have probably been measured by the same instrument. We shall therefore go on to investigate the coherency of timeseries created from the data of each site individually. .
7.3 Comparisons between port and starboard data from individual sites

BiSON timeseries can be created for individual sites while still keeping the port and starboard data separate. For example the port data from Las Campanas B can be compared to the starboard data from Las Campanas B. The cross-amplitude, phase and coherency spectra for Las Campanas B port and starboard data are shown in Figure 7.10. The results for the other five instruments that have port and starboard data available are not included as they are all very similar to this. The three images are very similar to the equivalent graphs for the port and starboard data from all of the sites combined (Figure 7.2). Although the low-frequency cross amplitude is slightly lower for the single site data the coherency is slightly higher than when the data are from multiple sites, which implies that the common noise makes up a higher proportion of the total noise in the single site data. Furthermore, in general, the high-frequency coherency of the individual site data is greater than the high-frequency coherency of the combined-site data. This may be because time overlaps in the data observed from different sites mean that, at certain points in time, the data in the port timeseries may have been observed by a different instrument to the data in the starboard timeseries. For example, assume there to be data available from both Las Campanas B and Sutherland at a given time. The Las Campanas B port data may be of better quality than the Sutherland port data at that time and so the Las
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Campanas В data will be included in the final port timeseries. However, the reverse may be true for the starboard data, and so the Sutherland observations are included in the final starboard timeseries. This means that the atmospheric and intrumental noise will no longer be common at that time and the solar noise will be less coherent because of the effect of Doppler imaging, thereby reducing the coherency in the combined-site port and starboard data.Since the coherency is high for all frequencies, comparing port and starboard data from one site would not be ideal for detecting low-frequency modes. When we compared non-contemporaneous port and starboard timeseries that contained data from different sites the low-frequency coherency was reduced. However, there was still some coherent low-frequency noise present when the start times were separated by 24 hrs, which could be observed because two points of data that are separated by 24 hrs are likely to have been observed by the same instrument. If this is the case then there should be some low-frequency coherent noise present in port and starboard data from an individual instrument that have start times separated by 24hrs. Therefore, we now describe the coherency found when the start times of port and starboard data from one site only were separated by 24 hrs.
7.3.1 Non-contemporaneous data from the same site

Figure 7.11 shows the coherency found when the Las Campanas В port data is shifted to start 24hrs after the Las Campanas В starboard data. Clearly there is a significant amount of low-frequency coherent noise. Although not plotted here the coherency found using data from the other sites also show significant amounts of low-frequency coherent noise. This supports the conclusion that the low-frequency noise in the 24hr shifted data is due to measurements being taken by the same instruments. In the combined site timeseries data separated by 12hrs will have been measured by two different instruments and so it is not possible to find the coherency for data from the same site that is shifted by 12hrs. However, this also explains why the low-frequency coherency is approximately
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Figure 7.10: The top panel contains the cross-amplitude spectrum of the Las Campanas B port only and starboard only data. The middle graph shows the phase of the two datasets and the bottom graph gives the coherency.
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Figure 7.11: The coherency of the port and starboard Las Campanas В data found when the start time of the port data was 24hrs after the start time of the starboard data.
zero when the data is shifted by 12hrs.When the start of the timeseries are separated by 24 hrs any solar noise and atmospheric scintillation noise will no longer be common. It is possible that there will be a small amount of coherent noise due to atmospheric transparency fluctuations. Some of this noise is caused by the path length through the atmosphere of light arriving at the instrument. This will be approximately the same for two measurements that are taken 24hrs after one another. If there is a regular inaccuracy in the pointing this could also lead to coherent noise in port and starboard data observed from the same site but separated in time by 24 hrs.The high level of coherency observed between the contemporaneous port and starboard data means that using these sets of data to search for low-frequency p modes would not be ideal. However, some of the noise sources that are coherent in data measured by the same instrument will not be common in data from two different instruments and so the low-frequency coherency may be reduced. Although some success has been achieved in reducing the coherency at low-frequencies by looking at non-contemporaneous data we would still like to find two contemporaneous BiSON timeseries with as little low-frequency common noise as possible. Therefore, we move on to compare data from different sites. This should reduce the amount of common data present as the atmospheric and instrumental noise will no longer be coherent.
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7.4 Comparing the port and starboard data from different instruments

The longitudes at which the BiSON sites are positioned around the world means that often there are data available from more than one site at a particular time. When observations from the sites are combined to form a coherent timeseries the ‘best quality’ data are chosen. However, it is possible to compare data from two different sites, for example, a comparison can be made between Las Campanas B observations and Mount Wilson observations. This will provide further insight into the structure of the noise present in BiSON frequency-power spectra. We begin by considering a special case where data are available from two different instruments at the same observing site.
7.4.1 Las Campanas A and Las Campanas B

At Las Campanas there are two instruments, named A and B, on the same site. The two Las Campanas instruments share the same mount and are positioned parallel to each other with a separation of ~ 60 cm. Therefore, as long as both instruments are working, they will both be observing the Sun from approximately the same place at the same time and so there are large amounts of contemporaneous data that can be compared. The electronics controlling the two instruments are completely separate apart from a common ac mains power source and a common timing signal. This means that any noise from the temperature regulators, detectors and Pockels cell drivers are completely independent. The solar noise will be similar but, because of Doppler imaging, not identical. The small separation between the two instruments means that the atmospheric transparency noise will be coherent (Clette, 1993). However, noise from atmospheric scintillation is only coherent over a distance of ~ 10 cm in average conditions (Young, 1974) and so is unlikely to be common between the A and B data. As the instruments share the same mount any pointing noise will be common to both instruments. Photon arrival times are totally independent between different detectors and so the photon noise will be incoherent between the A and B instruments.
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Figure 7.12: Top panel: The coherency of the Las Campanas A port data and the Las Campanas B port data. Bottom panel: The coherency of the starboard only data for Las Campanas A and B.
The upper image in Figure 7.12 shows the coherency of the port only data from Las Campanas A and Las Campanas B. Above ~ 2500^Hz the coherency is similar to the coherency found when looking at the port and starboard data from an individual site (Figure 7.10) and the coherency found when the data from all of the sites were used to create port and starboard timeseries (Figure 7.2). The coherency is approximately 1 at the five-minute peak and then it decreases steadily to a coherency of approximately 0.4 at the high-frequency end of the spectrum. This implies that the high-frequency common noise is still coherent. The observed high-frequency coherency implies that instrumental noise is not the main cause of the high-frequency coherent noise that is observed when the port and starboard data are compared. However, the high-frequency coherent noise could be due to solar granulation, Lorentzian tails, atmospheric transparency noise and/or pointing noise.The lower image in Figure 7.12 shows the coherency of Las Campanas A and B star-
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Figure 7.13: The black crosses represent the Las Campanas A-B starboard cross-amplitude spectrum and the red plus signs represent the Las Campanas A-B port cross-amplitude spectrum.

Figure 7.14: The black crosses show the ratio of the absolute amplitudes of the port and starboard data from Las Campanas A. The red plus signs represent the ratio of the absolute amplitude of the port and starboard data from Las Campanas B.
board only observations. It is interesting to notice that the coherency drops off at a faster rate at high frequencies. Above the acoustic cut-off frequency the coherency declines to less than 0.2 at 12,500//Hz. Figure 7.13 shows the Las Campanas A-B starboard crossamplitude spectrum (black crosses) and the Las Campanas A-B port cross-amplitude spectrum (red plus signs). Although the cross-amplitude of the five-minute modes is the same the two cross-amplitude spectra diverge at high frequencies, with the port crossamplitude becoming increasingly larger than the starboard cross-amplitude. This, in conjunction with the different coherency levels observed at high frequencies between the Las Campanas A and B port data and the Las Campanas A and B starboard data, implies that the Las Campanas A-B port data contains a more coherent high-frequency noise than the Las Campanas A-B starboard data. Figure 7.14 shows the ratios of the absolute amplitudes of the port and starboard data for Las Campanas A (black crosses)
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Figure 7.15: The ratio of the absolute amplitudes of the port and starboard data from Las Campanas A. The starboard data from 1998 and the first half of 1999 have been set to zero.
and B (red plus signs). Both ratios are less than 1 above the acoustic cut-off frequency, which implies that the starboard data is noisier than the port data for both instruments. However, the disparity is significantly larger in the Las Campanas A data. Although not shown here plotting the port-starboard ratios for individual years reveals that the problem is confined to 1998 and the first half of 1999. Figure 7.15 shows Las Campanas A port/starboard amplitude ratios, which were created by setting the Las Campanas A starboard data from 1998 and the first half of 1999 to zero. Clearly this figure is very different from Figure 7.14 and in fact implies that the port data now contains more noise than the starboard data. Therefore the Las Campanas A starboard data from 1998 and the first half of 1999 reduces the overall quality of the starboard data as it is very noisy. This noise is not common to both Las Campanas instruments. We can conclude, therefore, that the level of coherency between Las Campanas A-B starboard observations is reduced by the noisy Las Campanas A data in 1998-99. This analysis has shown that poor quality data in a timeseries can be found by determining the coherency spectrum of data from two different detectors.Returning to Figure 7.12, there is a smaller proportion of common, low-frequency noise in both the port and the starboard Las Campanas A-B data than when the port and starboard data from the same instrument were compared. The atmospheric transparency and pointing noise observed by the A and B instruments should be the same as the instruments are on the same mount. This also means that the solar noise should be 
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similar as Doppler imaging will only have small effect at this separation. One source of noise that would no longer be coherent is the atmospheric scintillation noise. Also, as mentioned earlier, a lot of the instrumental noise will not be common in Las Campanas A and B data.The low-frequency coherency between Las Campanas A and B is still ~ 0.5 and so comparing contemporaneous data from these two instruments would not be optimal for searching for low-frequency modes. However, as with the combined site and individual site data it is likely that looking at non-contemporaneous data will reduce the coherency. Therefore the coherency of non-contemporaneous Las Campanas A and B data was determined and we will now describe the results.
7.4.2 Non-contemporaneous data from Las Campanas A and Las Campanas B

In Section 7.2.2 an unexpected amount of low-frequency coherent data was found when the start times of the combined-site port and starboard timeseries were separated by 24hrs. This coherent data could be observed because two data points separated by 24hrs are likely to have been measured by the same instrument. This theory was supported by the results of Section 7.3.1, as a large amount of coherent data were observed when the Las Campanas B port and starboard timeseries had start times separated by 24hrs. The prime candidates for this coherent noise are instrumental noise and transparency fluctuations.Figure 7.16 shows the coherency found between the mean Las Campanas A data (found by averaging the port and starboard data) and the mean Las Campanas B data when the start time of the Las Campanas A timeseries was 24hrs after the start time of the Las Campanas B timeseries. As can be seen, although there is very little low-frequency coherent data, the coherency is not zero. As the atmospheric scintillation noise and the solar noise will not be coherent with a 24hr time separation it is likely that this noise is due to guidance errors or transparency noise. This also indicates that the majority of the low-frequency coherency observed in the non-contemporaneous port and starboard Las
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Figure 7.16: The coherency between non-contemporaneous mean Las Campanas A and B data. The Las Campanas A data has been shifted to start 24hrs after the Las Campanas B data.
Table 7.1: Combinations of sites and the number of overlapping 2hr timeseries v ith 100% fill available. Site 1 Site 2 Number of Port Overlaps Number of Starboard OverlapsLas Campanas B Carnarvon B 0 0Las Campanas B Mount Wilson 466 442Las Campanas B Narrabri 78 64Las Campanas B Sutherland 579 585Carnarvon B Mount Wilson 0 0Carnarvon B Narrabri 117 102Carnarvon B Sutherland 157 131Mount W’lson Narrabri 272 194Mount Wilson Sutherland 0 0Narrabri Sutherland 8 8
Campanas B data is instrumental.The results for Las Campanas A and B are a special case as they share the same mount. We will now describe the results for two well-separated instruments that are at different observing sites. The only noise source common to contemporaneous data from two different sites is the solar noise and even this will not be identical because of Doppler imaging.

7.4.3 Comparisons between instruments at different sites

Table 7.1 shows the number of overlapping 2hr spectra with 100% fill in the port and starboard data for different combinations of sites. Las Campanas and Mount Wilson are
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Figure 7.17: The top panel: The coherency of the Las Campanas B port only data and the Mount Wilson port only data. Bottom panel: The coherency of the starboard only data for Las Campanas B and Mount Wilson.
separated by only ~ 47° in longitude and so there are significant amounts of overlapping data that can be compared for these sites. Las Campanas B was chosen in preference to Las Campanas A for this analysis because it has a higher fill and so there are more 2hr segments with 100% fill available.Figure 7.17 shows the coherency of Las Campanas B and Mount Wilson data with the top panel showing the port only comparison and the lower panel showing the starboard coherency. Notice that the port and starboard graphs are almost identical, unlike the port and starboard coherency of the Las Campanas A and B data. The low-frequency coherency is smaller than the coherency of Las Campanas A and B. This is because the atmospheric and instrumental noise of these observations are not coherent, as the data are from different stations. Also Doppler imaging means that the observations from each site will be biased towards different parts of the solar disc (see Chapter 8) and so the solar noise observed by each instrument will be slightly less coherent.
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Figure 7.18: Top panel: The coherency of the Las Campanas B port data and the Sutherland port data. Bottom panel: The coherency of the starboard only data for Las Campanas B and Sutherland.
Notice that the high-frequency coherency is lower than when port and starboard data from the same instruments were compared. The high-frequency coherency is also smaller than the high-frequency coherency observed in Las Campanas A and B data. This indicates that the majority of coherent noise at high frequencies was from a source that is specific to the individual sites. Therefore, the high-frequency coherency could be due to transparency fluctuations, guidance errors or solar noise, which will be more coherent for instruments at the same site, or an accumulation of these noise sources. The high-frequency coherency that is observed here is similar in value to the high-frequency coherency observed when the simulations were performed using the FLAG data (see Figure 7.4). Therefore this coherency could be caused by the Lorentzian tails of the mode profiles.There are also a large number of overlapping 2hr spectra with 100% fill observed by Las Campanas B and Sutherland as the two sites are separated by only 91° in longitude.
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Notice that even though these two sites are further apart than Las Campanas and Mount Wilson there are more 2hr spectra available. This is because the Sutherland data has a greater fill than the Mount Wilson data. Figure 7.18 shows the port only (top panel) and starboard only (bottom panel) coherency spectra from these two sites. Once again the port and starboard coherency spectra are very similar. The low-frequency coherency is even smaller for these two sites than in the Las Campanas B-Mount Wilson example. This can be explained in terms of Doppler imaging as the solar noise observed by Las Campanas and Sutherland will be less coherent than the solar noise observed by Las Campanas and Mount Wilson because Las Campanas and Sutherland are further apart. The high-frequency coherency is similar to that observed by Las Campanas B and Mount Wilson (Figure 7.17). Again the high-frequency coherency observed here could be caused by the Lorentzian tails. This also supports the theory that the larger high-frequency coherency observed in the noise of instruments from the same site is due to atmospheric transparency, instrumental noise and/or solar noise.Data from two different sites would be better for searching for low-frequency p modes and g modes than data from the same station as the low-frequency coherency is smaller. As the port and starboard data from a particular instrument are not 100% coherent it is possible that comparing the Las Campanas B port data with the Sutherland starboard data may reduce the low-frequency coherency. However, as can be seen from the top image in Figure 7.19 the coherency is the same as the port-only and starboard-only coherency (Figure 7.18). The lower image in Figure 7.19 shows the coherency of the mean data (port and starboard averaged) from Las Campanas B and Sutherland. The coherency is very similar to that observed in the port-only and starboard-only cases. The advantage of using the mean data is that the fill and quality of the data is improved. However, the fill of the two mean sets of data is still relatively low (~ 25%) and this will reduce the quality of a frequency-amplitude spectrum formed using data from one site only. Therefore we now consider combining data in such a way as to improve the fill of the data while keeping the amount of common noise to a minimum.
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Figure 7.19: Top panel: The coherency of the Las Campanas 13 port data and the Sutherland starboard data. Bottom panel: The coherency of the mean of the port and starboard data for Las Campanas B and Sutherland. There is little or no difference between these two graphs and the coherency shown in Figure 7.18.
7.5 Combining data from different sites

As we have already seen a lot of overlapping 2hr spectra are available between Las Campanas B and Mount Wilson and between Las Campanas B and Sutherland. Conversely there are no overlapping 2hr timeseries between Sutherland and Mount Wilson (see Table 7.1). A timeseries containing data from both Mount Wilson and Sutherland would provide even more overlapping data that can be compared to the Las Campanas B data. Such a timeseries would have an improved fill compared to a one-site set of data and therefore the quality of a frequency-amplitude spectrum produced by the combined-site timeseries would be improved. Although the fill of a timeseries is less important when calculating the coherency using the short 2hr spectra, as each short spectrum has 100% fill, it does become important when the data are searched for low-frequency modes as it is the frequency-amplitude spectrum created by taking the FFT of the complete timeseries that will be searched.
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We have strategically and coherently combined data from all of the different BiSON sites to create two timeseries. Importantly the data from a particular instrument did not appear in more than one timeseries. The main aims of combining the data were to maximize the amount of overlapping data in the two timeseries and to share the fill as evenly as possible between the two sets of data. A timeseries was created using data from Las Campanas B, Narrabri, Izana and Carnarvon B that had a fill of ~ 56%. From now on we will refer to this timeseries as ‘Series 1’. A timeseries consisting of data from Las Campanas A, Mount Wilson, Sutherland and Carnarvon A was also created and had a fill of ~ 63%. We refer to this timeseries as ‘Series 2’. For the sites that have both port and starboard data available the mean of the two was used. If there were any time overlaps in the observations from the stations in any one timeseries the highest quality data was included in the final timeseries. Over 8600 overlapping 2hr spectra with 100% fill were available between Series 1 and Series 2.The cross-amplitude, phase and coherency spectra of Series 1 and Series 2 were found using short 2hr spectra (Figure 7.20). Not only is the low-frequency coherency smaller than the coherency when data from just two different sites are used but the improved fill means the signal-to-noise of the modes will be larger. Notice that the cross-amplitude of the five-minute modes is significantly larger than the low-frequency coherent noise. The only source of low-frequency coherent noise that should be present in Series 1 and 2 is the solar noise and this will not be entirely coherent because of Doppler imaging. The phase is slightly scattered at low frequencies compared to the five-minute mode region meaning the low-frequency noise is not entirely in phase. The coherency over the five-minute mode frequency range is very close to one implying that the modes are coherent.Clearly this is the lowest coherency produced by a pair of contemporaneous BiSON data investigated in this chapter. The timeseries also have the added advantage of having a relatively high fill, compared to the single site data. Therefore these timeseries will be used to search for low-frequency modes. However, as we have seen many times in this chapter already comparing non-contemporaneous data reduces the coherency further and
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Figure 7.20: The cross-amplitude, phase and coherency of Series 1 and Series 2.
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Figure 7.21: Top panel: The coherency found between Series 1 and Series 2 when the start time of Series 1 is 12hrs after the start time of Series 2. Bottom panel: The coherency found between Series 1 and Series 2 when the start time of Series 1 is 24hrs after the start time of Series 2.
so we have also found the coherency of Series 1 and Series 2 when the start times are separated by both 12 hrs and 24 hrs.

7.5.1 Non-contemporaneous data from different sites

The data can be made non-contemporaneous by shifting the start time of one of the timeseries by a given amount. Here the start time of Series 1 was shifted by both 12 hrs and 24 hrs. The coherency of the resulting timeseries has been found for both cases and the results are shown in Figure 7.21. As can be seen the coherency of the low-frequency noise is approximately zero in both cases. This is expected as the only source of common noise in the contemporaneous data is the solar noise, which will not be coherent in noncontemporaneous data. The modes in the 24hr shifted data are less coherent than the modes in the 12hr shifted data. Even though this should have less of an effect on low- frequency modes, as they have longer lifetimes, the 12hr shifted timeseries will be used 
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when searching for low-frequency modes.

7.6 Results of searching BiSON data for low-frequency modes

When contemporaneous, Series 1 and Series 2 have a relatively small low-frequency coherency (compared to say port and starboard data taken by the same instrument). Series 1 and 2 also have a larger fill than when data from a single station is considered, which has repercussions for the quality of their frequency-amplitude spectra. Therefore, we have searched Series 1 and 2 for low-frequency p modes and g modes. We have shown that when the start time of one series is shifted by 12 hrs, so that the data are no longer contemporaneous, the low-frequency coherency is reduced to zero. Hence we have also searched Series 1 and 2 when the start-times were separated by 12 hrs. We have used the statistical tests described in Chapters 3, 4 and 5. We have compared Series 1 and Series 2 for coincident prominent features in the frequency-amplitude domain. We have also searched the frequency-power spectra of Series 1 and 2 individually for prominent features. For all the statistical tests the threshold was set so that there was less than a 1% chance that any detections in a 100//Hz range were noise. We will now describe the results. It should be noted that phase changes in the modes when the data are non-contemporaneous are not important as the statistics are designed to search absolute frequency-amplitude spectra.
7.6.1 Searching contemporaneous BiSON data

Figure 7.22 is an Echelle diagram that shows the locations in frequency where prominent spikes or patterns of spikes were found when Series 1 and Series 2 were searched for low-frequency p modes and g modes. The methods for searching for the modes described in Section 5.2 were applied to the timeseries, including the bin shifting strategy. As in Chapter 5 the vertical red dashed lines indicate the frequencies of the daily harmonics that occur at multiples of 11.57jizHz. As these harmonics are particularly prominent in
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Figure 7.22: An Echelle plot) modulo 147^Hz, marking the locations in frequency of occurrences uncovered by the test searches. Locations in frequency where spikes, or patterns of spikes, were found in the same bin, or bins, of each spectrum at levels sufficient to record P < 1% are marked by the black symbols in the middle of each row. A different symbol has been used for each test (see figure legend). We have also recorded prominent spikes or patterns of spikes found by searching both Series 1 (red symbols at bottom of each row) or Series 2 (blue symbols at top of each row) alone. Symbols surrounded by a green square represent the prominent occurrences listed in Table 7.2. The green vertical lines mark locations of the p-mode frequencies predicted by the Saclay seismic model (Turck-Chieze et al., 2001). The navy blue vertical lines show the g-mode frequencies predicted by the Ml model from Provost et al. (2000). The vertical dashed red lines mark locations in frequency that are overtones of the 11.57-/zHz diurnal frequency.
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the low-frequency BiSON data any detections that were found to lie closer than 0.3 /zHz to one of the diurnal frequencies were disregarded.The black symbols in the middle of each row represent the frequencies of spikes or patterns of spikes that were found in the same bin in each of the spectra and which had a probability of less than 1% of occurring by chance. Also shown are the frequencies of prominent spikes or patterns of spikes that passed the tests when Series 1 was searched alone (represented by the red symbols at the bottom of each row) and the spikes or patterns of spikes that passed the tests when Series 2 was searched alone (represented by the blue symbols at the top of each row). The symbols surrounded by a green square correspond to features that lie less than 0.5 //Hz from the location of one of the model frequencies, predicted by the Saclay seismic model (Turck-Chieze et al., 2001) and the Ml model (Provost et al., 2000). The prominent spikes or patterns of spikes that lie within 0.5 //Hz of a model frequency have been recorded in Table 7.2. The occurrences listed in Table 7.2 have been identified with particular p-mode components on the basis of their placement in frequency. The errors quoted in Table 7.2 have been calculated in the manner described in Section 3.5. When the outer components of a rotationally split mode have been found the mean of these components has been calculated to give an estimate of the frequency of the centroid of that mode.The frequencies of the candidates agree well with those found in Chapter 5. However, it is disappointing that there are a large number of candidates observed in Chapter 5 that are not detected here. The threshold levels used here will be larger than those used in Chapter 5 because the low-frequency coherency is larger when Series 1 and 2 are compared. However, it is more likely that the fact that fewer modes are detected here is highlighting the improvement in the overall quality of a timeseries obtained by combining data from all available sites. It is, nonetheless, interesting that all three potentially visible components of the I = 2, n = 8 mode at ~ 1395 ^Hz are detected in Series 1 and 2. These modes are actually detected as a triplet. However, only the m = — 2 component is detected when the BiSON and GOLF data are compared. This could be
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Table 7.2: Candidates found to be closer than 0.5^,Hz to predicted model frequencies of modes.
I n m Frequency (mHz) Probability œ) Number of tests passed Distance from model in frequency (^tzHz)1 8 -1 1329.235 ± 0.006 9.5 x IO"7 3 0.062f2 8 —2 1393.871 ± 0.007 8.3 x 10~4 12 8 0 1394.702 ± 0.007 8.3 x 10“4 1 0.0072 8 2 1395.469 ± 0.007 8.3 x IO"4 10 9 0 1407.479 ± 0.007 1.7 x IO"4 1 0.1493 8 -3 1449.743 ± 0.008 7.3 x IO"3 2i O.U8fl3 8 -1 1450.540 ± 0.008 7.3 x IO"3 It 0.122f1 9 -1 1472.434 ± 0.007 9.1 x IO“8 41 9 4-1 1473.271 ± 0.007 4.5 x IO"6 4mean 1472.853 ± 0.005 0.121f: Difference with model frequency assumes m = — 1 component lies —0.4/zHz from central frequency.fl: Difference with model frequency assumes m = —3 component lies —1.2/zHz from central frequency.f: These modes are detected as part of a triplet but the frequency of the third component does not correspond to the frequency of a model multiplet component.

because I = 2 modes are less prominent in GOLF data. Nonetheless, the detections must be regarded with suspicion as the components only passed one of the statistical tests (the triplet test). As we have seen in Chapter 3 ensuring that all candidates pass at least two of the statistical tests dramatically reduces the number of false detections that are made. It is encouraging to notice that the I = 0, n = 9 mode at ~ 1407 mHz is detected here. This mode is not detected in Chapter 5 when the BiSON data are searched alone. This implies that is it beneficial to split the BiSON data into contemporaneous timeseries to search for low-frequency modes.
7.6.2 Searching non-contemporaneous BiSON data

As we have seen in Chapter 4 the advantage gained by using two sets of data is greatest when the level of common noise is zero. Furthermore at low frequencies the lifetimes of the modes are similar to, if not longer than, the length of the observations. Therefore, if only a small shift in the start times is implemented, the majority of the signal from low-frequency modes should remain commensurate. Therefore, we have searched Series
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Figure 7.23: An Echelle diagram showing the results when the start of Series 1 begins 12hrs after the start of Series 2. The lines and symbols have the same meaning here as in Figure 7.22.
1 and Series 2 for low-frequency p modes and g modes when the start time of Series 1 was 12 hrs after the start time of Series 2. The methods for searching for the modes described in Section 5.2 were applied to the non-contemporaneous timeseries, including the bin shifting strategy.The results of this search can be seen in Figure 7.23. Once again the results are displayed in the form of an Echelle diagram. The candidates shown have less than a 1% chance of being due to noise. The symbols and vertical lines have the same meaning as in Figure 7.22. Candidates that lie within 0.5 /iHz of the predicted frequencies are again highlighted by a green square. These candidates are also shown in Table 7.3. Notice in Figure 7.23 that there is a detection close to the I = 1, n = 7 mode at ~ 1186//Hz that is not highlighted by a green box. This is a multiplet detection and although one of the detected components was close to a predicted frequency, the other detected component was not. Also notice there is a detection close to the daily harmonic at ~ 1354 ¿tHz.
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Table 7.3: Candidates found to be closer than 0.5juHz to predicted frequencies of modes from the Saclay seismic model or the Ml model when Series 1 started 12hrs after Series 2.
I n m Frequency (mHz) Probability 

(P)
Number of tests passed Distance from model in frequency (mHz)1 8 -1 1329.237 ± 0.006 1.97741 x IO'7 3 0.0602 8 0 1394.701 ± 0.007 7.4 x IO-3 1 0.0062 8 +2 1395.472 ± 0.007 7.4 x 10~3 11 9 -1 1472.432 ± 0.007 3.5 x IO"9 31 9 +1 1473.254 ± 0.007 2.8 x IO"7 2mean 1472.843 ± 0.005 0.130

Again this is a multiplet detection, where the plotted frequency is the mean frequency of the two observed components. In this case the individual components lie on either side of the harmonic frequency. Disappointingly less modes are detected when the noncontemporaneous data are searched than when Series 1 and 2 are contemporaneous.
7.7 Summary

BiSON is a network of instruments that are positioned at strategic longitudes across the surface of the Earth so that often there is more than one instrument observing the Sun. Furthermore, many of the instruments have port and starboard detectors. The data observed by these detectors and instruments can be kept separate to form contemporaneous sets of BiSON data. The focus of this chapter was to find and compare contemporaneous BiSON data, with the aim of detecting low-frequency modes. A prerequisite for any pairs of data that we wished to search was that they had a low coherency at low-frequencies, to minimize detection threshold levels.The first sets of BiSON data that were compared took advantage of the port and starboard detectors. Timeseries were created that contained data from all of the instruments with port and starboard detectors. However, the data observed by the port and starboard detectors were kept separate. We therefore had a combined-site port timeseries and a combined-site starboard timeseries. The two timeseries had a large coherency (above
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0.8) at low-frequencies and so were not ideal for searching for low-frequency modes. This common noise is likely to be solar, atmospheric and instrumental in origin. Coherent data was also observed at high frequencies. The Lorentzian tails of the mode profiles can account for some, but not all, of the observed high-frequency coherency. Comparison with the high-frequency coherency found between data from different instruments (e.g. Figures 7.12, 7.17 and 7.18) implies that the majority of the high frequency coherency is due to transparency fluctuations, guidance errors and/or solar noise.We have shown that shifting the start times of the data by 12 hrs and 24 hrs does not significantly reduce the coherency of low-frequency modes as they have such long lifetimes. When the combined-site port and starboard data were shifted so that the start times were separated by 12 hrs the low-frequency coherency was reduced to zero. Although not performed here this data could, therefore, be searched for low-frequency p modes and g modes. When the start times were separated by 24 hrs the low-frequency coherency was determined to be greater than zero. The low-frequency coherency is, most likely, observed because two points of data that are separated by 24 hrs will probably have been observed by the same instrument. This theory is supported by the fact that coherent data is also observed at low-frequencies when the port and starboard data, with the start times separated by 24 hrs, from one site only are compared. Additionally, the low-frequency coherency is zero when data from different sites are compared and the start times are separated by 24 hrs.There are two instruments at the Las Campanas station, called A and B, and contemporaneous data from these two instruments were compared. Although the low-frequency coherency was smaller than when the port and starboard data from the same instrument were compared it was still reasonably large (~ 0.5). The majority of instrumental noise and atmospheric scintillation noise was independent but the solar noise, atmospheric transparency noise and pointing noise was still common. The high-frequency coherency observed between the port Las Campanas A and B data was different to the starboard Las Campanas A and B data. This was because the starboard Las Campanas A data in
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1998 and the first half of 1999 was poor in quality.The smallest low-frequency coherency (~. 0.4) observed between contemporaneous BiSON data was found when data from two different sites were compared. Here we compared data from Las Campanas B and Mount Wilson and Las Campanas B and Sutherland. Any coherent noise that is shared by data observed at different sites is solar in origin. To improve the quality of the timeseries the port and starboard data were averaged. The problem with comparing data from one site only was that there was only a small fill, which has repercussions for the quality of a frequency-amplitude spectrum created from the data. However, it was possible to coherently combine data from various different sites to create two separate timeseries, Series 1 and Series 2. The data from each instrument were only included in one of the timeseries. Series 1 contained data from Las Campanas B, Narrabri, Izana and Carnarvon B, while Series 2 contained data from Las Campanas A, Mount Wilson, Sutherland and Carnarvon A.When Series 1 and 2 were compared the low-frequency coherency was determined to be ~ 0.3, which is relatively low. Therefore, these data were searched for low-frequency modes. The list of candidates detected when Series 1 and Series 2 were searched agreed well with the list of candidates found when the BiSON and GOLF data were searched. However, a lot of the candidates observed in Chapter 5 were not observed here. The only modes that were detected here and not in Chapter 5 (the 1 = 2, n = 8, m = 0 and +2 modes at ~ 1395 /rHz) only passed one test and so must be regarded with suspicion. Although we have combined data from different sites to improve the fill of the timeseries the duty cycles of Series 1 and Series 2 are still less than the fill of the BiSON data searched in Chapter 5. This could explain why less modes are detected here. However, it was encouraging that one mode (the I = 0, n = 9 mode at ~ 1407 ;zHz) was detected here that was not detected when only the BiSON data used in Chapter 5 were searched. When the start time of Series 1 was shifted to be 12 hrs after the start time of Series 2 the low-frequency coherency was zero. Therefore, we also searched Series 1 and 2 for low-frequency modes when they were not contemporaneous. However, no new mode 
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candidates were detected and the list of modes was again disappointingly short.A thorough understanding of the noise in unresolved Doppler velocity observations is useful for detecting low-frequency modes. Throughout this thesis we have been commenting on the fact that the solar noise observed by two different instruments will not be identical because of Doppler imaging. In the next chapter we describe in detail how Doppler imaging affects unresolved solar Doppler velocity observations and we also discuss differences in the data observed by the port and starboard instruments.



8. WEIGHTING OF THE SOLAR IMAGE

8.1 Introduction

BiSON instruments make unresolved observations of the Sun, which means that the intensity recorded by the instrument is integrated over the entire solar disc. However, the response of a BiSON instrument to different areas of the solar disc is not homogenous and so the data obtained do not represent a uniform average over the entire surface. This uneven weighting is known as Doppler imaging and is caused by several different factors, which will be described in this chapter. The first two effects to be considered are properties of the Sun itself; the effect of the Sun’s rotation and the weighting due to limb darkening. These effects have been considered previously by Brookes et al. (1978b) and the results are well known. Here we add a third factor, which is instrument specific as it is dependent on the positioning of the detector with respect to the solar image observed at the vapour cell. Once this effect is included various other observational parameters, such as the size of the observed solar disc and the angle of inclination of the rotation axis, can be altered to make the calculations more realistic.As we have seen, in the previous chapter, the majority of BiSON instruments take two sets of observations that are known as port and starboard observations. The detectors responsible for making these observations lie on opposite sides of the vapour cell (see Figure 1.2). In this chapter we show that the port measurements are biased towards the limb of the image of the solar disc in the vapour cell that lies closest to the port detector. Similarly the starboard observations are biased towards the limb of the image of the solar disc that is closest to the starboard detector. We will now describe each of the three weighting processes mentioned above individually and then combine the effects
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Figure 8.1: The image of the solar disc can be described by Cartesian coordinates that are constrained by the condition x2 + y2 < R®, where Rq is the radius of the Sun.

Figure 8.2: The Fraunhofer line observed when looking at the centre of the solar disc where the line-of-sight velocity due to the solar rotation is zero (black crosses). Also plotted is a Gaussian approximation to this line (red line).
together to produce a description of how the observations are weighted across the solar disc.First, it is important to set up a coordinate system to describe the solar disc so that the results from each individual effect can be coherently combined. In what follows we describe the solar disc in terms of Cartesian coordinates with the origin at the centre of the solar disc (as shown in Figure 8.1). The edge of the observed Sun is constrained by the equation x2 + y2 = Rq, where R& is the observed radius of the solar disc.Before we consider the weighting across the solar disc it is useful to discuss the solarFraunhofer absorption line that is observed by the instrument.



8. Weighting of the solar image 175

8.2 Solar absorption line

If resolved observations are taken at the very centre of the solar disc, where x = 0 and 
y = 0 in Figure 8.1, the line-of-sight velocity due to the solar rotation will be zero. Doppler velocity observations of the centre of the solar disc have been made by Themis, which is a 90cm solar telescope located at Izana, Tenerife. The observations used here were provided by R. Simionello in a private communication. The spectral line observed by Themis can be seen in Figure 8.2. Assuming the natural width of this line is caused by thermal Doppler broadening only, the shape of the line will follow that of a Gaussian distribution. Thermal Doppler broadening occurs because the emitting gas molecules in the Sun have random motions that mean the wavelengths at which photons from the Sun are emitted are Doppler shifted by a random amount. The spectral line shown in Figure 8.2 is well represented by a Gaussian centred on 769.897nm, with a FWHM, T, of 0.018nm and a 77% depth. The equation of the Gaussian representation of the absorption line is given by (A-Ac)2\l/(A) = 1 -0.77exp 4 In 2 r2 (8-1)
Here 1(A) is the intensity of light observed from the Sun, where an intensity of 1 means that no light has been absorbed and an intensity of zero means that all of the light at that wavelength is absorbed. Wavelength is represented by A and Ac is the central wavelength of the line. The red line in Figure 8.2 shows the Gaussian representation of the Fraunhofer line given by equation 8.1. As mentioned, in this example Ac = 769.897nm but it is important to note that the wavelength of the line centre is dependent upon the date and time at which the observations are made for reasons that follow. Both Themis and the BiSON spectrometers observe the potassium line. If the line-of-sight velocity between the observer and the target, in this case the Sun, is zero the centre of the line Ac has a wavelength of 769.898 nm. Any line-of-sight velocity between the observer and the Sun shifts the centre of the line away from this value by an amount that is dependent on the magnitude of the line-of-sight velocity. The line-of-site velocity between the observing 
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site and the Sun will change as the Earth orbits the Sun and as the Earth spins on it’s own axis i.e. as uorb and uspjn change. Therefore the central wavelength of an absorption line received on Earth from the Sun varies throughout the year and over the course of a day.Now consider an observed spectral line centered on a wavelength, Ac, with a Doppler FWHM, Vd, that is caused by the thermal motions of the absorbing gas. We take Vd to be the same as the width of the solar absorption line observed by Themis. The change in wavelength, AA, caused by a Doppler velocity, v, is given by
VAA = A-, (8.2)
c

where c is the speed of light and A is the original wavelength. We can, therefore, use the FWHM observed by Themis, AA = T = 0.018nm, to find the FWHM of the line in terms of velocity and so Vd = 6892 m s-1. It should be noted that this is, in fact, larger than the width expected due to Doppler thermal broadening only. This is because the width of the solar line is increased by the Doppler velocity of turbulence in the Sun’s atmosphere. However, as we have already seen a Gaussian shape is still a good approximation for the observed solar Fraunhofer line.We now go on to investigate the effect of rotation on the observed solar absorption line.
8.3 Weighting due to solar rotation

As the Sun rotates one limb of the solar disc moves towards an observer on Earth while the other limb moves away from an observer. In other words the rotation causes a line- of-sight velocity between an observer and the Sun that varies across the solar disc. This line-of-sight velocity will affect Doppler velocity observations, such as those made by the BiSON instruments. Resolved Doppler velocity observations made of the eastern limb of the solar disc will be blue shifted while observations of the western limb will be red 
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shifted. In what follows the effect of the variation in the line-of-sight velocity across the solar disc on unresolved Doppler velocity measurements will be investigated.Consider the Sun to be a body that is circularly symmetric about its rotation axis and assume that it rotates with a constant angular velocity, lo. This is a rather simplistic assumption as the surface of the Sun actually exhibits differential rotation. However, it will still be able to give a general idea of how the rotation affects the Doppler velocity measurements. We take the rotation to be in an anti-clockwise direction. We also assume that the Sun is observed from a considerable distance along a line of sight that is perpendicular to the rotation axis. We have taken the rotation axis to be the y axis in figure 8.1. Again this is a simplistic assumption and later in this chapter we will investigate the effect of varying the orientation of the rotation axis. If the angular velocity is in an anti-clockwise direction it can be shown that the radial velocity along the line of sight, K, of a point on the surface with coordinates (x,y) is given by
Vr = ujx. (8.3)

The material at the solar equator rotates once approximately every 25 days and so we will take the Sun’s angular velocity to be 2.9 x 10-6rads-1. Using equation 8.3 and taking 
x = Rq we can see that the maximum line-of-sight velocity due to the solar rotation is approximately 2000 ms-1. Lines of constant velocity occur at constant values of x and so they are parallel to the rotation axis and independent of the y coordinate (see Figure 8.3).As shown in Figure 8.3 the solar disc can be split into contours of constant rotation that are evenly spaced. These lines of constant rotation correspond to values of constant 
x in the Cartesian coordinate system described by Figure 8.1. Here, the solar disc was split into 501 evenly spaced values of x that range in position from one edge of the solar disc to the other, and so —6.955 x 108m < x < 6.955 x 108m. Let x^ represent a different value of the x coordinate for each i = 0... 500. We also divided the solar disc 501 times
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Figure 8.3: The black vertical lines represent contours of constant velocity on the solar disc.
in the vertical direction so that —6.955 x 108m < y < 6.955 x 108m. Let yj represent a different value of the y coordinate for every j = 0... 500. Let a line profile, centred on a wavelength, Ajj, be observed from every position on the solar disc where x and y coordinates cross. The line-of-sight velocity, brought about by solar rotation, means that the central wavelength of each line is Doppler shifted. Let Ac be the central wavelength of the line observed at the centre of the solar disc. This means that the value of Ac depends only on the line-of-sight velocity between the observer and the Sun and is independent of the solar rotation. The central wavelength of the line observed at (xi^yj), Xij, is related to the wavelength of the line observed at the centre of the solar disc, Ac, by

(8.4)
The intensity of light that can be observed from each region of the Sun is related to the area of that region. Let each coordinate (xi,yj) correspond to a ‘pixer on the Sun. In both the x and y directions each pixel extends half way to its neighbouring point. In other words the pixel is a rectangle limited by the regions xt — 0.5(iTi — Xt-i) < x < 

Xi + 0.5(zi+i - x^ and y{ - 0.5(& - y^) < y < yi + 0-^yi+i - yd- Let us not forget that the pixels are limited by the edge of the solar disc (rr2 + y2 = R®). Therefore some of the pixels will not form complete rectangles. Figure 8.4 shows a pixelated image of the Sun. The two black crosses are at the centres of pixels that are complete rectangles. The edges of each pixel are depicted by the black lines. The red triangle highlights the
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Figure 8.4: An example of pixels on the Sun. The edges of the pixels are marked by the black lines. The two crosses show examples of complete pixels. The crosses are at the centre of the pixels and so show the coordinates. The red triangle shows an (xi,yj) coordinate whose pixel is not a complete rectangle.
x and y coordinates of an incomplete pixel. The intensity of light observed on Earth from each pixel is proportional to the area of the pixel. Pixels whose shapes are limited by the edge of the solar disc will have a smaller area than the rectangular pixels and so less light will be observed from an incomplete pixel than a complete pixel. Furthermore, as all of the incomplete pixels are from the edge of the solar disc they will be more susceptible to the effects of limb darkening (see Section 8.4), which will reduce their intensity further. This means that the incomplete pixels contribute less to the total unresolved observations than the complete pixels. As the vast majority of the pixels are complete (~ 99%) it is possible to approximate the behaviour of unresolved solar observations by only considering complete pixels.Let a line profile be observed from each of the complete pixels on the solar disc. Now, as the area of each pixel that we are considering is the same and as we are neglecting the effect of limb darkening at this stage, the solar absorption line profile observed by an instrument from each pixel has the same depth. Furthermore, as each pixel only constitutes a small area on the solar disc the difference in the line-of-sight velocity due to the solar rotation across the pixel will be small (~ 8ms-1). Hence, the absorption line from each pixel will not be noticeably broadened by the solar rotation. Therefore the width of the absorption line observed from each pixel will be the same. We have, therefore, taken the line profile observed from each pixel to be the same as the Fraunhofer line observed by Themis, and so the FWHM of each line is 0.018 nm and the minimum 
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intensity of each line is 0.23. It is now necessary to consider how the instrument will observe these profiles.
8.3.1 Instrumental observations

We take the instrumental response in the vapour cell to have a Gaussian absorption profile with a FWHM of 700 ms-1. The height of the Gaussian is not important as we are only interested in how the observed intensity varies over the solar disc and not the value of the absolute intensity observed from each pixel.Let the instrumental response of the vapour cell be centred on a wavelength Ainst in a rest frame with no line-of-sight velocity. Some of the light received in the vapour cell from the Sun is absorbed by the gas in the vapour cell and some of the light is transmitted. The absorbed light is then re-emitted, allowing it to be detected. In other words the intensity of light that is detected by an instrument is proportional to the intensity of light that is absorbed by the vapour. The contribution of each region of the Sun to the intensity of the absorbed light will now be calculated.As mentioned in Chapter 1, the light entering a BiSON instrument is filtered before it reaches the vapour cell. Let the light entering the vapour cell be restricted to the wavelength range Ai < A < A2. Let Lij(X) be the line profile that corresponds to the coordinate (xi,yj) on the solar disc. The total intensity of light received at the vapour cell from a pixel (xi, yj) is given by
J Xi

The line profiles, Ljj(A), that are received at the vapour cell from two pixels with different locations on the solar disc can be seen in panels (a) and (b) of Figure 8.5 (the orange and black lines), as can the red instrumental absorption profile (red dot-dashed line). The wavelength of the instrumental profile is only affected by the influence of the magnetic field across the vapour cell. In other words it is not shifted by a line-of-sight velocity.



8. Weighting of the solar image 181

(a) Solar Fruanhofer line received at vapour cell from a pixel at x = —0.87?©, (b) Solar Fruanhofer line received at vapour cell from a pixel at x = +0.87?©,

(c) Light transmitted from a pixel at x =—0.87?©, y = 0 (d) Light transmitted from a pixel at x = +0.87?©, y = 0
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Wavelength (nm) (f) Light absorbed from a pixel at x = +0.87?©, y = 0(e) Light absorbed from a pixel at x =—0.87?©, y = 0
Figure 8.5: Panels (a) and (b) show the spectrum of light received from two different pixels on the Sun. In panel (a) the solar absorption line (the orange line) is blue shifted because the pixel is on the side of the Sun which is approaching an observer on Earth. In panel (b) the solar absorption line (the black line) is red shifted as the pixel is on the side of the Sun that is moving away from an observer on Earth. Panels (c) and (d) show a comparison between the light received and the light transmitted. In panels (a) to (d) the red dot-dashed line represents the red component of the instrumental absorption line, whose wavelength is only shifted by the influence of the magnetic field across the vapour cell. The difference between the light received and the light transmitted is the light that is absorbed. Panels (e) and (f) show the difference between the light received and the light transmitted, i.e. the light absorbed by the vapour.
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The solar absorption line in Figure (a) (the orange line) has been blue-shifted because the pixel it comes from is moving towards an observer on Earth. The solar absorption line in Figure (b) (the black line) has been red-shifted because the pixel it comes from is moving away from an observer on Earth. The red instrumental line (the red dot-dashed line) in both panels is on the red limb of both absorption lines because is has been shifted to a longer wavelength by the magnetic field that is placed across the instrument vapour cell.To determine the intensity of light that is absorbed by the instrument we must compare the intensity of light that is received from the pixel of the Sun with coordinates 
(xi,yj) with the intensity of the transmitted light. The total intensity of light that is transmitted by the instrument from this region of the solar disc between the wavelengths A] and A2, Ifj, is then given by

4 = /%nst(A)MA)dA, (8.6)
J Ai

where ¿¡nst(A) is the instrument profile. The spectra of the light that are transmitted by the vapour cell from the two chosen pixels can be seen in panels (c) and (d) of Figure 8.5 (the purple and green dashed lines).The total intensity of light absorbed by the gas in the vapour cell from a pixel with coordinates (xi, yj) is given by the difference between the intensity of light received from the Sun and the intensity of light that is transmitted by the vapour:
Ki = Ki - Kj- <8·7)

The intensity of light absorbed from a pixel with the coordinates x = —0.87?©, y — 0, is equivalent to the area between the orange solid line and the purple dashed line in panel (c) of Figure 8.5. The spectrum of light absorbed from this pixel can be seen in panel (e) of Figure 8.5. Let the area under this sky blue curve be Au. Similarly the intensity of light absorbed from a pixel with the coordinates x = +0.87?©, y = 0, is equivalent to 
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the area between the black solid line and the green dashed line in panel (d) of Figure 8.5. The spectrum of light absorbed from this pixel can be seen in panel (f) of Figure 8.5. Let the area under the pink curve be A!2. Clearly >1/2 is smaller than An, meaning that the red wing of the instrument will observe more light from the pixel with the coordinates 
x = —0.8Rq, y = 0 than from the pixel with the coordinates x = +0.87?©, y = 0.

8.3.2 The weighting of the solar disc due to the Sun’s rotation

Figure 8.6 shows a contour map that displays the relative weighting from different areas of the solar disc. The weighting has been scaled relative to the intensities of the most and least prominent pixels and so does not represent the true intensity observed by the instrument from a particular pixel. The pixels that contribute the most to the total observed intensity have been given a weighting of 100. The pixels that contribute the least to the total intensity have been given a weighting of 0. The weighting of all other pixels are distributed within the range 0-100. In other words, the larger the number assigned to each contour, the greater the intensity of light that is observed from that region on the solar disc.The central wavelength of the Fraunhofer line observed at the centre of the solar disc, Ac, depends on the line-of-sight velocities due to the Earth’s spin and orbit and the apparent gravitational redshift velocity. We define the line-of-sight velocity between the observer and an instrument, vios, as
flos = ^orb + ^spin d" ^grs> (8-8)

where uorb is the line-of-sight velocity due to the Earth’s orbit around the Sun, uspjn is the line-of-sight velocity because of Earth’s spin on its own axis, and wgrs is the gravitational redshift velocity. A description of each of these velocities is given in Chapter 1. Here, for simplicity, we have taken the line-of-sight velocity between the observer and the Sun, Vios, to be zero. Therefore the wavelength of a solar line originating from the centre of
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Figure 8.6: A contour map showing the effect of rotation on the contribution of different areas to the total observed intensity. The left hand panel shows the results for the blue wing instrumental response and the right hand panel shows the results for the red wing. Here vios = Oms-1
the solar disc, Ac, has the same value as the absorption wavelength of the potassium in the vapour cell (Ac = 769.898 nm). We take the magnetic field across the vapour cell to have a strength of 1.8kG and so the two Zeeman components of the potassium line are symmetrically split by 5200 ms-1. Therefore the two instrumental components are separated in wavelength by 0.013 nm and so the centre of the red wing component of the instrumental profile has a wavelength of 769.905 nm and the centre of the blue wing component has a wavelength of 769.891 nm.The left hand panel of Figure 8.6 shows the weighting due to the rotation observed by the instrumental blue wing and the right hand panel shows the weighting observed by the instrumental red wing. Lines of constant weighting are vertical straight lines, as expected, given that these also represent lines of constant line-of-sight velocity due to the Sun’s rotation. The blue wing is weighted most strongly towards the limb that is moving away from an observer on Earth, while the red wing is weighted towards the limb that is approaching Earth. This is counterintuitive but can be explained when we look back at Figure 8.5. There we saw that the instrumental red wing observes more light from the pixel on the approaching side of the Sun (x = —0.87?®) than the pixel on the receding side of the Sun (x = +0.87?®). The reverse is true for the blue wing. As uios = 0 ms-1 the red and blue wing instrumental components are symmetrically split about the observed
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Figure 8.7: A contour map showing the effect of rotation on the contribution of different areas to the total observed intensity. The left hand panel shows the results for the blue wing instrumental response and the right hand panel shows the results for the red wing. Here the line-of-sight between the Sun and the observer is 1100ms-1.
line centre, Ac, and so the two panels in Figure 8.6 are mirror images.As Wios varies with time so too does the observed weighting across the solar disc. The results in Figure 8.7 were calculated when the line-of-sight velocity between the Sun and an observer was 1100 ms-1. This is approximately the maximum orbital velocity between the Sun and the Earth in any one year. The variation in the blue wing observations across the solar disc is now less steep. The gradient of the weighting of the red wing observations is steeper, with the observations weighted even more heavily towards the approaching limb of the solar disc than when uios = 0 ms-1.In the next section we consider the effect of limb darkening on the weighting of Sun- as-a-star observations. We will then combine the effect of limb darkening with the results found in this section for the rotation.

8.4 Limb-darkening

The observed intensity of the limb of the Sun is diminished compared to the intensity at the centre of the solar disc. This effect is known as limb darkening. The limb darkening across the Sun can be calculated using the limb darkening function, which is given in
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Figure 8.8: A birds-eye view of the geometric set up for calculating the effect of solar limb darkening. The observer is positioned at P, a distance d from the near edge of the Sun. The solar radius is Rq and point O shows the centre of the Sun. If observations are made of a point S on the solar disc then ip is the angle between the vector from the observer to this point and the radius vector between the centre of the Sun and S.
Allen (1955) as = 0.57 + 0.43 cos ip, (8.9)
where l(^) is the intensity at a heliocentric angle ip, 7(0) is the intensity if no limb darkening were present and tp is the angle between the radius vector and the line of sight, which is shown in Figure 8.8. Figure 8.8 shows a birds-eye view of the Sun with the centre of the Sun at O. The observer is positioned at P and is observing a point S on the solar disc. The radius of the Sun is denoted by RG and the observer is a distance d from the edge of the Sun. The heliocentric angle, ip, is then the outside angle between OS and PS. To calculate the intensity weighting across the solar disc due to limb darkening 
ip must be related to the cartesian description of the solar disc. Projecting Figure 8.8 onto a flat image of the solar disc that would be seen by the observer at P (as in Figure 8.9), S will be observed as a point a distance r from the origin, O. Assuming the Sun is spherical, every position on the Sun that is a distance r from O will have the same heliocentric angle, ip, and these positions are shown by the dashed circle in Figure 8.9. Looking back at Figure 8.8, r is given by the line connecting S with OP. Let this line
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Figure 8.9: The view of the solar disc from P. All positions on the solar disc a distance r from the centre of the disc, O, such as S will have the same heliocentric angle, ip.

meet OP at a point, T, where T is positioned so that the angle between ST and OP is a right angle. Let be the distance between T and the edge of the Sun on the line OP.To evaluate equation 8.9 it is necessary to find an expression for cos ip in terms of r, 
Rq, and d as these are all either known or measurable. Let 0 be the angle between PO and PS. From Figure 8.8 it can be seen that

sm0 ps,

Now, using the sine rule on the triangle OPS and taking the angle at S to be (% — ip) rad we have
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Then, using cos2 0 + sin2 ip = 1, it can be shown that
J Rq — (Rq + d)2 sin2 0cos0 - V I----- ---------- . (8.12)

Rq

By using equation 8.10 to replace sind in equation 8.12 an expression for cosip in terms of r, Rq and d can be found:
JRqT2 + R2Q(d + RQ- J/?2 -r2)2 -(Rv +cos -0 = - ------------------1 — ■■ ............ =-------------· (8.13)+ (d + Rq - ^Rl-r2)

Finally this can be related to the initial Cartesian set of coordinates, which were used in Section 8.3 to describe the solar disc, by taking
r2 = Xi+y2. (8.14)

Then, using equation 8.9, the limb darkening of a pixel with the coordinates (xi,yj) can be found. The intensity of a particular pixel, I-j, with coordinates (xi,yj) is given by
I1. . = 1(0) (0.57 + 0.43 cos 0), (8.15)

where cos0 is given by equation 8.13. When combining the effects of rotation and limb darkening we have taken 1(0) = where is the intensity observed from the pixel when only the effect of the solar rotation is considered and is given by equation 8.7. The total intensity can be found by summing over all i and j.We have, therefore, found an expression that takes into account both the solar rotation and the limb darkening. We go on to use equation 8.15 to produce a contour map of the solar disc that describes how a combination of the solar rotation and the limb darkening affects the weighting of the observations across the solar disc. However, first we consider the effect of limb darkening alone.
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Figure 8.10: The weighting of observations of the solar disc when only limb darkening is considered.
8.4.1 Weighting of the solar disc due to limb darkening

Figure 8.10 shows the weighting of the solar disc when the effect of limb darker mg is considered on its own. The relative weighting caused by limb darkening is independent of the line-of-sight velocity between the Sun and the observer, wios- Furthermore, when considered on its own, the limb darkening affects blue and red wing observations in the same manner. Once again the weighting has been scaled so pixels with the largest observed intensity have a weighting of 100 and the pixels with the smallest observed intensity have a weighting of zero. All of the other weightings are distributed accordingly between these values. The weighting pattern consists of concentric circles with the observations being most heavily weighted towards the central regions. This is expected because, as seen in Figure 8.9, contours of constant -0 are also concentric circles.
8.4.2 Weighting of the solar disc due to the Sun’s rotation and limb darkening

We now combine the weighting due to limb darkening with the effect of the solar rotation. Figure 8.11 shows the weighting of the solar disc when both the rotation of the solar surface and limb darkening are considered. In Figure 8.11 the line-of-sight velocity between the Sun and the observer, V)O8, is zero. As expected, given the weighting observed when the rotation was considered alone, the contours are no longer centralized on the origin but are shifted towards the limbs. The red wing is weighted more strongly towards the



8. Weighting of the solar image 190

Figure 8.11: The weighting of the solar disc once the effect of limb darkening and the weighting due to the solar rotation are combined. The left panel shows the results for the instrumental blue wing, while the right panel shows the results for the instrumental red wing. The line of sight velocity between the Sun and the observer, vios, is Oms-1.
advancing limb of the solar disc and the blue wing is weighted towards the receding limb.Figure 8.12 shows the weighting across the solar disc when uios = 1100 ms-1. The introduction of a line-of-sight velocity between the Sun and the observer has shifted the contours towards the approaching limb of the solar disc. The effect of introducing a line-of-sight velocity is larger in the blue wing observations. This is because the red wing observations are already shifted towards the approaching limb of the solar disc.The heliocentric angle, is defined in Figure 8.8. When vies = 0 m s-1 the heliocentric angle of the pixel with the maximum weighting, V’max! is 41.0° in both the red and the blue wing observations. However, when = 1100 ms-1 the heliocentric angle, V’max, of the pixel with the maximum weighting is 49.3° for the red wing observations. For the blue wing observations, the maximum weighted pixel has a heliocentric angle of ^max = 32.0°. This work can be compared with that of Underhill (1993), who performed a similar analysis. Underhill also found that, when = 0 ms-1 the red and blue contour maps were mirror images of each other, with Umax = 46.9°. When Wios = 1000ms-1 Underhill found that the heliocentric angle of the most heavily weighted bin, Umax, was 38.3° for the blue wing observations and 52.8° for the red wing observations. The heliocentric angle of the most heavily weighted pixels, Umax, determined here are in reasonable agreement with the values found by Underhill. Small differences may occur because some of the inputs in
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Figure 8.12: The weighting of the solar disc once limb darkening has been included in addition to the weighting due to the solar rotation. The left panel shows the results for the instrumental blue wing, while the right panel shows the results for the instrumental red wing. This time 7^ was 1100ms-1, which is approximately the maximum line-of-sight velocity between the Sun and the Earth in any one year.
the calculations may vary, such as the width and depth of the unshifted solar Fraunhofer line. However, it is encouraging that both Underhill and the calculations performed here find that as V|os increases ipmax increases in the red wing observations and decreases in the blue wing observations.In this section we have shown that the introduction of the limb darkening has turned the lines of constant weighting into ellipsoids. The exact positioning of the contours depends on nios. However, the position of the detector with respect to the image of the Sun observed by an instrument also affects the bias in the observations. Therefore, we now model the effect of the position of a detector on the weighting of the observations across the solar disc.

8.5 Weighting of the solar image due to the position of the detector

As mentioned in Chapter 7 the majority of BiSON instruments each have two detectors, which are known as the port and starboard detectors. The port and starboard detectors are on opposite sides of the vapour chamber (see Figure 8.13). We consider a vertical slice through the vapour cell, which we take to be a square of side 15 mm. The intensity of light detected from a particular region on the solar disc by the port detector depends
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Figure 8.13: A schematic of a vapour cell. The vapour cell is 15 mm x 15 mm. At the centre of the vapour cell is the observed image of the Sun (red circle). The port and starboard detectors are positioned on either side of the vapour cell. Here we take the optical path of the light to the detector to be horizontal. In this figure the optical path is shown by the dashed line and z is the distance travelled by light through the vapour. Also shown are the axis and direction of rotation.
on the distance between that region on the image of the Sun in a vapour cell and the inside wall of the vapour cell on the side of the port detector (z in Figure 8.13). Here we have only considered the perpendicular distance between the region on the image and the wall of the vapour cell. This is not strictly true to a real instrument but it does provide a first order approximation.The intensity observed by the detector from a given region on the Sun, I, is determined by the optical depth of the vapour in the cell, r, and is given by

I = I°e~T, (8.16)
where 1° is the intensity of light received from the Sun. The differential optical depth can be defined as dr = Kdz, (8-17)
where dz is the optical path and K is the extinction coefficient. We have assumed that 
K is constant throughout the vapour cell and have defined z as the distance between a 
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pixel and the edge of the vapour cell along the optical path (see Figure 8.13). Therefore
r = y Kdz = Kz. (8.18)

We can then substitute this expression for the optical depth into equation 8.16 to give
(8.19)

where Ifj is the intensity observed from a pixel with coordinates (xi,%) and 1^ is the intensity of light absorbed by the vapour in the cell from that pixel. We originally assumed that the vapour has an optical depth of unity at the centre of the cell and so 
K = 133.3 m-1. Initially we gave the image of the solar disc in the vapour cell a radius of 5 mm and we took the centre of the image of the solar disc to coincide with the centre of the vapour cell. We also took the image of the solar disc to be pixelated in the manner described in Section 8.3 and the position of each pixel on the image of the solar disc is determined by the positioning of the pixels in the real sized solar disc.We now consider the effect on the weighting of unresolved solar observations of the detector position alone. We will then combine this effect with the previously considered results for limb darkening and solar rotation.

8.5.1 Weighting of the solar image due to the position of the detector

Figure 8.14 shows the results of considering just the effect of observing on different sides of the vapour cell. As before the most heavily weighted region is given a weighting of 100 and the region from which the smallest intensity of light is observed has been given a weighting of 0. As expected the observations are weighted most heavily towards the side of the solar disc that is closest to the detector. Thus, the starboard observations are weighted towards the receding limb of the Sun, while the port observations are weighted towards the approaching solar limb. It should be noted that when considered on its own the effect of the detector’s position is the same for both the blue and red wing
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Figure 8.14: The weighting across the solar disc when the positioning of the detector is(b) Starboard detector
considered on its own.
instrumental observations. The results shown in Figure 8.14 are also independent of t?]os. As we have only considered the horizontal distance between a pixel on the solar image and the edge of the vapour cell the contours of constant weighting are vertical lines, and so the weighting is independent of a pixel’s y coordinate.We now move on to amalgamate the effects of the Sun’s rotation, limb darkening and the position of the detector. We begin by discussing how these three effects were combined.
8.5.2 Weighting of the solar disc due to the combined effect of the solar rotation, limb

darkening and the position of the detector

The weighting due to all three effects was found by combining equations 8.7, 8.15 and 8.19 in the following manner. was found using equation 8.7 and then substituted for 7(0) = Ifj in equation 8.15. Equation 8.15 was used to find Z-j and then l[j was substituted for If, in equation 8.19. In other words
(8.20)

/¡j = 7?,(0.57 + 0.43cosV>), (8.21)
Cj = (8.22)
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Figure 8.15: Contour maps showing the weighting of the solar disc that is observed when the position of the detector is considered as well as the limb darkening and the effect of the solar rotation. The radius of the image in the vapour cell is 5 mm and V]os = 0.
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In the following results the line-of-sight velocity between the Sun and the detectors was U]0S = 0 m s-1 and the image was positioned at the centre of the vapour cell. Figure 8.15 shows that, even when the other effects are introduced, the observed weighting still depends on the positioning of the detector with respect to the solar image. This means that the unresolved port and starboard data are not observing the same regions of the Sun. Therefore the solar noise observed by the two instruments will be slightly different. As uios = Oms-1 the red, starboard map is the mirror image of the blue, port map and the red, port map is the mirror image of the blue, starboard map. Before the instrumental effect was considered the blue wing observations were weighted towards the receding limb of the Sun (the western limb in Figure 8.15). When the Sun is observed by the port detector the results are shifted towards the approaching solar limb. The balance between these two effects results in the observations being weighted most heavily towards the centre of the disc. This reasoning can be reversed to explain why the red, starboard observations are also weighted towards the centre of the solar disc. Closer inspection reveals that the blue port observations are weighted very slightly more heavily towards the approaching limb of the Sun, while the red starboard observations are weighted slightly more heavily towards the receding solar limb. Therefore, the results observed in Figure 8.15 imply that the dominant effect is that of the position of the detector.As mentioned previously the line-of-sight velocity between the Sun and an observer, ^los, varies throughout the year. Figure 8.16 shows contour maps of the weighting of the solar image when uios = 1100 ms-1. This line-of-sight velocity shifts the observations so that they are more strongly weighted towards the approaching limb of the solar disc than when vios = 0 ms-1. Notice the elongated contours that are observed in the red wing, starboard detector map. These occur because the effect of the line-of-sight velocity is to shift the observations towards the approaching solar limb. However, this effect is counterbalanced by the effect of the position of the starboard detector, which shifts the observations towards the receding solar limb.We have now built up an image of the weighting of the Sun that takes account of the
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(b) Red wing, port detector

(c) Blue wing, starboard detector (d) Red wing, starboard detector
Figure 8.16: Contour maps showing the weighting of the solar disc that is observed when the position of the detector is considered as well as the limb darkening and the effect of the solar rotation. The radius of the image in the vapour cell is 5 mm and = 1100 ms-1.
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solar rotation, limb darkening and the positioning of the detector. We have also shown that the exact structure of this weighting varies with the line-of-sight velocity between the Sun and the instrument. As the Earth orbits the Sun and spins on its own axis the line-of-sight velocity between the Sun and an Earth-based instrument will vary. Hence we move on to investigate in more detail how variations in uios affect the observed weighting.
8.6 Variation in the weighting with line of sight velocity

As we have already seen, the line-of-sight velocity of the solar surface varies with distance from the rotation axis. Each pixel not only corresponds to an x and y coordinate but it also corresponds to a line-of-sight Doppler velocity, which is given by equation 8.3. As has been shown throughout this chapter the observations are weighted more heavily towards some areas of the solar disc than others and so the observed data are weighted towards some velocity in the line of sight, which occurs because of the solar rotation. Therefore, the weighting of the solar disc means that a Doppler velocity shift could be introduced into the Sun-as-a-star data. The weighted mean of the velocity observed over the solar disc then gives an indication of the mean line-of-sight velocity observed by the instrument. The weighting of a particular pixel is given by the ratio of the intensity of light from the pixel observed by the instrument and the total intensity observed from the whole Sun, which can be calculated by summing the observed intensity over all pixels. In other words
500 500= (8·23)
i=0 j=0where /f · is given by equation 8.22. The weighted mean velocity was determined separately for the blue and red wing observations and for the port and starboard detectors. The results are shown in Figure 8.17. The calculated weighted mean velocity varies with uioS. The determined weighted mean velocity also depends on which detector is being considered and which instrumental profile is used. Table 8.1 shows the weighted mean velocity calculated for different combinations of the instrumental wing and detec-
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(a) Port detector
Figure 8.17: The weighted mean velocity of unresolved observations varies with the line-of- sight velocity between the Sun and an observer. In both panels the red crosses represent the red wing observations, while the blue plus signs represent the blue wing observations. The size of the image in the vapour cell was 5 mm.
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Table 8.1: The weighted mean velocity observed at different values ofWeighted mean velocity when vios = 0ms-1 (ms-1) Weighted mean velocity when vios = 1100 ms-1 (ms-1)Blue wing, port detector -26.8 -94.5Red wing, port detector -545.9 -565.2Blue wing, starboard detector +545.9 +481.6Red wing, starboard detector +26.8 +41.5
tor. The weighted mean velocity has been calculated when W]os — Oms-1 and when vios = 1100 ms-1. The results in Table 8.1 indicate that when W]os / 0 ms-1 the observations, apart from the red wing, starboard measurements, are shifted towards the approaching limb of the Sun. The increase in the weighted mean velocity with uios observed in the red wing, starboard results probably occurs because the contours become elongated, as seen in Figure 8.16. I he change in the calculated weighted mean velocity is larger for the blue wing observations as before the position of the detector was considered the red wing observations were weighted towards the approaching limb of the Sun.Real BiSON observations combine the results for the blue and red wing observations in the manner described in Section 1.4.2. Therefore, the total observed weighted mean velocity is a combination of the weighted mean velocities observed by the blue and red wings. Hence, we have calculated the mean of the blue and red wing weighted mean
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Figure 8.18: Mean weighted velocity as a function of line-of-sight velocity. The black diamonds represent the results when only the effect of rotation and limb darkening are considered. The green crosses represent the starboard observations and the pink plus signs represent the port observations. The size of the image in the vapour cell was 5 mm.
velocities for both the port and the starboard detectors. Figure 8.18 shows the mean weighted velocity when only the effect of the rotation and the limb darkening are included (black diamonds). As expected, when the line of sight velocity is zero the blue and red wing observations are symmetric and so the weighted mean velocity is Oms-1. However, as the line-of-sight velocity increases the weighted mean velocity becomes increasingly negative. Also plotted in Figure 8.18 are the weighted mean velocities calculated when the position of the detector is included in the calculations. In the calculations the radius of the image of the Sun in the vapour cell was 5 mm. The results show that the weighted mean velocity, which will be introduced into the observed data, depends on which detector is considered. The difference between the port and starboard weighted mean velocity is approximately constant at all values of U]os. We will compare these results with a velocity offset that is observed in the BiSON data.

8.6.1 Velocity offset in BiSON observations

In Chapter 1 we mentioned that the Doppler velocities observed by BiSON instruments are calculated using the ratio
(8-24)

¡b + It
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where lb is the total intensity observed by the instrumental blue wing and Ir is the total intensity observed by the red wing. The value of k varies from day to day and is approximately 3000 ms-1. Determining the value of k is not a simple matter as the relationship between the intensity ratio, R, and the observed velocity, uObS, is not linear because of the variation in the gradient of the solar Fraunhofer line.The ratio, R, can be expanded in the form of a polynomial:
R(.Vobs) = \ (^obs ^grs) J > (8.25)

¿=0

where UgrS is the line-of-sight velocity due to the gravitational redshift (see Section 1.5), N is the order of the polynomial and o,i are the coefficients of the polynomial. The order of the polynomial must be chosen carefully, as if there are not enough terms the resolution will be too poor to follow the change in sensitivity throughout the day. However, if too many terms are included in the polynomial the fit becomes unstable and the signal from the oscillations can be lost when the series is subtracted from the measured values. Currently, a cubic (/V = 3) polynomial is used, as it is found to remove many unwanted low-frequency effects. It should be remembered that uobs includes the orbital velocity, the spin velocity and the gravitational redshift velocity in addition to any oscillation velocities.Once both vOrb and uspin have been determined (see Section 1.5) a best fit algorithm is used to determine the coefficients, Uj, and vgrs on a day-by-day basis. The power series is then subtracted from the measured ratio, Rmeas'.

N
Rose = Rmeas (^obs ^grs) ) > (8.26)

i=0

where Rosc is the ratio given by the oscillations and any noise. The ratio, RoSC, is then divided by the the sensitivity, which is given by (¿7?osc/Sv).Here we are mainly interested in equation 8.25. Usually the ratio is calculated separately for the port and starboard observations and then averaged. Here, the port and the 
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starboard observations are kept separate. The daily cubic polynomial, given by equation 8.25, pairs the observed daily ratio points with their instantaneous line-of-sight velocity. As equation 8.25 takes into account the varying values of vorb and wspin, each value of .R(vobs) should correspond to the same velocity from day to day. The change in the line-of-sight velocity between the Sun and the instrument because of the spin and orbital velocities should only alter the observed value of the ratio. We have plotted the value determined for /?(uObs)> given by equation 8.25, as a function of uObS using the calculated best fit coefficients. We have then determined the velocity intercept that corresponds to a value of -R(uObs) = 0.15. We have called this velocity the velocity offset. The value of the velocity offset was found when _R(vobs) = 0.15 rather than when B(vobs) = 0 as the value of the ratio is often greater than 0. Therefore, to determine the velocity that corresponds to a ratio value of -R(t>Obs) = 0 we would have to extrapolate. This would introduce errors into the determined value of the offset velocity. On the other hand a ratio of 7?(uObS) = 0.15 is observed on the majority of days and so no extrapolation is required.Figure 8.19 shows the velocity offset observed by two BiSON instruments as a function of the known line-of-sight velocity between the Sun and the instrument. The analysis was performed for different instruments (and although not shown here, different years) to ensure the observed effects were not instrument (or year) specific. The data shown in Figure 8.19 were observed in 2006, but only days where at least 500 ratios were observed were used in the analysis. The results are very similar for both sites. As can be seen the value of the velocity offset not only varies with vios, but it is also dependent on which detector is considered.We can compare the observational results shown in Figure 8.19 with those calculated in Figure 8.18. Some similarities can be observed, such as the fact that the starboard observations are always positive and the port observations are always negative. Excluding outliers the range in the observed velocity offset is of the order of 50 ms-1 for both the port and the starboard observations, and for both instruments. The range in the
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Figure 8.19: Left panel: The velocity offset observed in Las Campanas A data in 2006 as a function of line-of-sight velocity. Right panel: The velocity offset observed in Narrabri data in 2006 as a function of line-of-sight velocity. The red diamonds represent the results from the port detector, while the green crosses show the velocity offset observed by the starboard detector.
calculated weighted mean velocity is also of the order of 50 ms-1 for both the port and starboard observations. Additionally, both the observed and the calculated port velocities decrease with increasing line-of-sight velocity. However, there are also some clear differences between both panels of Figure 8.19 and Figure 8.18. For example, the gradient of the observed starboard velocity offset changes from positive to negative at a line-of-sight velocity of approximately 550 ms-1, whereas the gradient of the calculated velocity is always negative. Furthermore, the calculated velocities are approximately symmetrically split about a weighted mean velocity of 0ms-1, whereas the magnitude of the observed port velocity offset is greater than the magnitude of the observed starboard velocity offset at all uios. However, this is because the absolute value of the observed velocity offset is dependent on the value of the ratio, R, that is used to calculate the offset. Therefore, using a different value of the ratio, R, will shift the results to different velocities. More importantly, the difference between the observed port and starboard offset velocity (~ 250 ms-1) is significantly less than the calculated difference between the port and starboard weighted mean velocity (~ 600 ms-1).It is, therefore, interesting to see whether we can replicate more accurately the main features of the observed velocity offset by altering various input parameters in our calculations. We therefore move on to investigate the sensitivity of the calculated weighted mean velocity to various input parameters, with the aim of improving the agreement
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Figure 8.20: Sensitivity of the weighted mean velocity to the FWHM of the solar absorption line. The different coloured symbols represent the results calculated using different values of the FWHM of the solar absorption line.
between the observations and the calculations.

8.6.2 Sensitivity of the calculations to the width of the solar absorption line

One of the main input parameters in the calculations that determine the effect of the solar rotation on the observed weighting is the width of the solar absorption line. In Section 8.2 the width of the solar absorption line was determined to be 0.018 nm, using resolved observations of the centre of the solar disc. This value was then taken to be the width of the absorption line observed from all pixels on the Sun. To investigate the sensitivity of the weighted mean velocity to this width calculations were made where the width of the solar absorption line observed from each pixel was doubled. In other words the FWHM of the solar absorption line observed from each pixel on the solar disc was 0.036 nm. We also performed the calculations using a FWHM of 0.009 nm. The weighted mean velocity was calculated by only considering the effect of the rotation and limb darkening as the sensitivity should be independent of the position of the detector. The results are shown in Figure 8.20. The gradient of the slope is very sensitive to the assumed FWHM of the solar absorption line. It is therefore possible that the FWHM can be scaled slightly so that the range in the calculated weighted mean velocities matches the range in the observed velocity offset.
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Figure 8.21: Sensitivity of the observed weighting to the solar rotation rate. The black diamonds show the results when the rotation rate was 25 days and the blue triangles represent the results when the rotation rate was 36 days.
8.6.3 Sensitivity of the calculations to the solar rotation rate

When calculating the effect of the solar rotation on the observed weighting we assumed that the Sun rotated as a solid body with a period of 25 days. However, the Sun actually exhibits differential rotation, which means that the rotation rate is latitude dependent. The material at the solar equator does rotate with a period of approximately 25 days, however, the material at the poles rotates with a period of approximately 36 days. To investigate how sensitive the calculations are to the assumed rotation rate we calculated the weighted mean velocity when the rotation rate was 36 days. The weighted mean velocity was calculated considering the effect of the solar rotation and limb darkening only. The results are shown in Figure 8.21. Although the sensitivity to the rotation rate increases as uIos increases changing the rotation rate alters the weighted mean velocity by, at most, 3.7 ms-1. This implies that including differential rotation in the calculations would make little difference to the observed results.
8.6.4 Sensitivity of the calculations to the width and separation of the instrumental 

absorption lines

When calculating the effect of the rotation on the observed weighting we had to include various parameters that described the instrumental absorption lines. We took the width
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Figure 8.22: Sensitivity of the calculated weighted mean velocity to the width and separation of the instrumental absorption lines. The black diamonds show the results when the widths of the instrumental absorption lines were 700 ms”1 and the separation of the components was 5200 ms“1. The blue asterisks represent the results when the separation of the components was 5200 ms“1 the the FWHM of the instrumental absorption lines were 1400 ms“1. The green squares represent the results when the widths of the instrumental absorption lines were 700 ms“1 and the separation of the components was 2600 ms“1. The red crosses represent the results when the widths of the instrumental absorption lines were 700 m s“1 and the separation of the components was 7800 ms“1.
of these lines to be 700 m s“1 and we took the separation between the blue and red instrumental wings to be 5200 ms“1. However, these value have not been measured accurately and so it is important to determine how sensitive the calculations are to variations in the input values. Therefore, we calculated the weighted mean velocity, due to solar rotation and limb darkening, when the widths of the instrumental absorption lines were 1400 ms“1. Figure 8.22 indicates that doubling the width of the instrumental absorption lines has little effect on the calculated weighted mean velocity. Also plotted on Figure 8.22 are the results obtained by altering the separation of the instrumental components. The weighted mean velocity was calculated when the FWHM of the instrumental line was 700 ms“1 but the separation of the blue and red wing components was both 2600 ms“1 and 7800 ms“1. Altering the separation of the instrumental components affects the gradient of the slope. Therefore, this parameter could also be altered to improve the agreement between the range in the calculated weighted mean velocity and the observed velocity offset.
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8.6.5 Varying of the size of the solar image

The observed radius of the Sun varies throughout the year. More precisely the angular radius of the Sun varies from ~ 16'16” in early January to ~ 15'44” in early July. This variation constitutes approximately 3% of the maximum observed radius. To investigate whether this variation would have a noticeable effect on the calculated weighted mean velocity throughout the year we varied the size of the image of the Sun observed at the vapour cell. The radius of the image was altered by a maximum of 3% and was varied in a sinusoidal manner so that the image had the largest radius at the start of January and the smallest radius at the start of July. However, changing the size of the image by this small amount only altered the weighted mean velocity by a maximum of ~ 4ms-1. Therefore the varying size of the solar image by this small amount does not explain the differences observed between the calculated weighted velocity and the velocity offset found in the BiSON data.As varying the size of the image did alter the calculated weighted mean velocity slightly, we investigated the effect of altering the size of the image by a larger amount. Therefore, we calculated the weighted mean velocity observed at different values of U]os when the size of the image was 4 mm and 7.5 mm. Note that 7.5 mm is the largest possible radius that the image can have, assuming that the vapour cell observes the whole disc. Figure 8.23 shows that reducing the size of the observed image decreases the difference between the port and starboard weighted mean velocity. Therefore, the observed velocity offset is best replicated when the size of the image is less than 4 mm.In all of the above calculations we have taken the optical depth to be unity at the centre of the vapour cell. We move on to investigate the effect of changing the optical depth on the weighting of the observations.
8.6.6 Varying the optical depth of the vapour

An optical depth of unity at the centre of the vapour cell is a reasonable but arbitrary value and is based on no direct observations. Therefore, we investigated the effect of
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Figure 8.23: A comparison between the weighted mean velocity determined for different image radii. The weighted mean velocity is plotted as a function of line-of-sight velocity. The different colours show the results for the different detectors, while the different symbols represent the results for various image sizes.
varying the optical depth at the centre of the vapour cell, r. This was done by altering the value of the extinction coefficient. Calculations were made when the optical depth at the centre of the cell, t, was 0.8 and 1.2. The results are plotted in Figure 8.24. The radius of the image was again taken to be 5 mm. Altering the optical depth of the vapour has a similar effect on the calculated weighted mean velocity as altering the size of the image. In fact, changing the optical depth by a value of 0.2 is equivalent to altering the size of the image by 1 mm. The difference between the port and starboard velocities is reduced at low optical depths, and so the agreement between the calculated and the observed velocities is best when the optical depth at the centre of the vapour cell is less than unity.

8.6.7 Closest agreement between the calculated and observed velocities

The overall separation of the port and starboard observed velocity offsets is best replicated when the size of the image is small and the value of the optical depth at the centre of the cell is reduced. The actual size of the image and optical depth in the vapour cell are not yet known and thus need to be determined before accurate calculations can be made. However, one estimate of the size of the image; obtained simply by observing the image
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Figure 8.24: A comparison between the weighted mean velocity calculated when the optical depth of the vapour is altered. The weighted mean velocity is plotted as a function of line- of-sight velocity. The different colours show the results for the different detectors, while the different symbols represent the results for different optical depths. The radius of the image was always 5 mm.
formed in a BiSON instrument, places the radius in the range of 4 - 5 mm. We have calculated the weighted mean velocity when the size of the image is 4 mm and we have altered the optical depth of the vapour in the cell until the separation in the calculated velocities is in agreement with the observed separation. We found that a separation between the port and the starboard calculated velocities of approximately 250 ms-1 is obtained when the optical depth at the centre of the vapour cell, r, is 0.65. A comparison between the observed and calculated results can be seen in Figure 8.25. An optical depth of t = 0.65 is significantly less than the value of unity that was originally assumed and so efforts should be made to measure this value directly. In Figure 8.25 the shape of the observed starboard velocity offset is not well replicated by the calculations. Therefore, efforts should continue to improve accuracy of the calculations.With this in mind we considered the effect of altering the orientation of the Sun’s rotation axis. The Sun’s rotation axis is tilted by an angle of ~ 7.25° from vertical and so the observed orientation of the rotation axis varies as the Earth orbits the Sun. However, the calculations show that varying the orientation of the solar rotation axis makes very little difference to the calculated weighted mean velocity (less than 4.5 ms-1).
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Figure 8.25: A direct comparison between the observed and calculated velocity offset. The calculations have been made for an image with a radius of 4 mm and the optical depth at the centre of the cell, r, was 0.65.
The observed ratio is determined using observations of the total solar Fraunhofer line. Therefore, it is interesting to examine the total solar absorption line produced when the effects of the solar rotation, limb darkening and the position of the detector are combined.

8.7 Total observed line

The total observed line from the whole solar disc, which will be measured by Sun-as-a- star instruments, is given by the sum of the lines observed by all of the complete pixels on the Sun. In other words the total intensity, Ltot(A), which is a function of wavelength, is given by 3oo .oo
(8-27)

i=0 j=0where TjfX) is the line profile observed from the pixel centred on {x^yj). ¿tot (A) was calculated when the effect of the rotation, limb darkening and the position of the detector were considered together. The line produced can be seen in the top panel of Figure 8.26. The resulting FWHM of this total observed line was calculated to be ~ 7.3 km s-1. It should be noted that this process does not give any information about the actual observed intensity. Obviously this line was significantly larger than the individual lines, and so
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Figure 8.26: Top panel: The line profile observed when the contributions from each pixel are summed and the line is scaled to have an 78% depth. Middle panel: The difference between the total observed line found here and a Gaussian profile. Bottom panel: The difference between the total observed line found here and the profile suggested by Underhill (1993).
the line was scaled to have a 78% depth. This value has been chosen to allow a comparison with the work of Underhill (1993), which was based on instrumental observations.The shape of the total observed line can be compared to a Gaussian representation. The middle panel of Figure 8.26 shows the difference between the total observed line and a Gaussian profile with a 78% depth and the correct FWHM. The agreement between the total line and the Gaussian representation is good at all wavelengths. However, the total observed line does depart slightly from a Gaussian shape in the wings of the profile. As a Gaussian profile is symmetric but the difference between the two profiles is not we can 
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conclude that the total line profile calculated here is not symmetric. When calculating the observed velocity from the red and blue wing intensities (equation 8.25) it is assumed that the solar absorption line is symmetric. However, the departures from symmetry observed here are small and so are unlikely to affect the results greatly.Underhill (1993) empirically determined a suitable profile for Sun-as-a-star data by comparing different model line shapes with the line profile observed by the BiSON instruments. Underhill found that the BiSON data was fitted well by a line profile with the form 
LW = exp [/3(A)] with (3{X) = 1.514 exp (8.28)

where they defined A in mA and Ao was the line centre. The bottom panel of Figure 8.26 shows the difference between the total line profile determined here, Ltot(A), and the profile suggested by Underhill. The agreement between this profile and ¿tot (A) is not as good as the agreement between the Gaussian profile and Ltot(A).The Gaussian line profile is a better representation of the total line found in these calculations than the line profile determined by Underhill (1993). As the profile found by Underhill is based on observations of the line observed by the BiSON instruments it is possible that this indicates that these calculations do not fully replicate the real observations. Therefore, attempts should be made to make these calculations more realistic.
8.8 Summary

Unresolved Doppler velocity observations are not homogenous across the solar disc. In fact, Sun-as-a-star observations are weighted more heavily towards some areas of the solar disc than others. We began this chapter by considering the effect on unresolved observations of the solar rotation. To do this we calculated the spectrum of light that is absorbed by the potassium vapour in the instrument from pixels on the Sun. When the effect of the solar rotation was considered on its own the contours of constant weighting
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were vertical lines. Counterintuitively the instrumental red wing observations were more heavily weighted towards the approaching limb of the Sun, while the instrumental blue wing observations were more heavily weighted towards the receding limb of the Sun. The positioning of the contours were dependent on V]0S.We then moved on to determine the effect of limb darkening on the weighting of the solar disc. When limb darkening was considered alone the contours of constant weighting were concentric circles centred on the middle of the solar disc. The contours were independent of the instrumental wing being considered. We combined the effect of the limb darkening with the effect of the Sun’s rotation and found that, when U]os = Oms-1, the contours of constant weighting become ellipse-like. The blue and red wing observations were mirror images, with the blue wing observations weighted most heavily towards the receding limb of the Sun and the red wing observations weighted most heavily towards the approaching limb of the Sun. When U]OS = 1100 ms-1 the contours were shifted towards the approaching limb of the solar disc.Both the solar rotation and the limb darkening were considered by Brookes et al. (1978b). We added a third effect: the position of the detector with respect to the image of the solar disc in the vapour cell. This is important in BiSON instruments as many of them have two detectors, which are positioned on opposite sides of the vapour cell. When the position of the detector was considered on its own we found that the observations were most heavily weighted towards the side of the disc that was closest to the detector.We then combined the effects of the solar rotation, limb darkening and the position of the detector. When W]os = 0 ms-1 we found that the starboard, blue wing observations were a mirror image of the port, red wing observations and the contours of constant weighting were ellipse-like. The port, blue wing observations were a mirror image of the starboard, red wing observations and again the lines of constant weighting were ellipses. The results implied that the position of the detector is the most dominant effect. Again the results were affected by the line-of-sight velocity.We investigated the effect of varying vios on the weighting across the disc. The rota
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tion of the Sun and the inhomogeneous weighting indicate that observations are weighted towards a certain line-of-sight velocity. The calculated weighted mean velocity was dependent on uios, which detector is considered and which instrumental wing is considered. The calculated weighted mean velocity was compared to a velocity offset observed in BiSON data. In an attempt to obtain better agreement between the calculated weighted mean velocity and the observed BiSON velocity offset we varied various input parameters.The calculated weighted mean velocity is sensitive to the width of the solar absorption line observed from each pixel on the solar disc. Variations in the FWHM of the solar absorption line alter the gradient of the variation in the calculated weighted mean velocity with uios. Comparison with the range in offset velocities observed in the BiSON data indicated that our choice of FWHM produces approximately the correct gradient. However, it is possible that a slight variation in the assumed FWHM of the solar absorption line would improve agreement further. We altered the assumed speed of solar rotation but found this had little effect on the calculated weighted mean velocity. Thus implying that including differential rotation in the calculations would only alter the results marginally. Additionally, the calculated weighted mean velocity is also relatively insensitive to variations in the width of the instrumental absorption lines. However, the calculated weighted mean velocity is sensitive to the separation of the instrumental components. This also alters the gradient of the variation in the calculated weighted mean velocity with uios. Therefore, this is another parameter that could be altered to improve the agreement between the calculated and observed velocities.When we decreased the size of the image by a relatively large amount and when the optical depth of the vapour in the cell was decreased better agreement between the calculated weighted mean velocity and the observed BiSON velocity offset was obtained. The best agreement between the observed and calculated velocities was obtained when the radius of the image was 4 mm and the optical depth at the centre of the vapour cell was 0.65.Both the size of the image and the optical depth have not been measured accurately.
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This needs to be done before rigourous calculations can be made. Some of the assumptions made in the calculations are simplistic. For example, when determining the effect of the position of the detector on the observed weighting, we have assumed that the path length of any detected photons is the horizontal distance between a pixel on the image of the Sun and the wall of the vapour cell. However, this is not necessarily true. Therefore, an extension to this work would be to make the calculations more realistic. The fact that the velocity offset varies throughout the year has an effect on the long-term stability of the BiSON observations, and thus affects the quality of the data. If the observed velocity offset can be replicated by these calculations it can be removed from the data, thereby reducing the noise in the data. As we have seen in Chapter 6, simulations imply that if the level of noise in the data is reduced we will significantly improve the chances of detecting low-frequency modes.



9. OVERVIEW

The main focus of this thesis was the development and application of techniques that aim to search for low-frequency p modes and g modes. Low-frequency modes are sensitive to the structure of the solar core and so provide stringent tests for models of the internal structure of the Sun. Crucial to the understanding and employment of these techniques is a sound knowledge of the background noise that is present in solar observations. At low frequencies the noise dominates a frequency-power spectrum making it extremely difficult to observe solar modes. In Chapter 2 we discussed the main sources of noise in BiSON data, which can be split into three main categories: solar noise, atmospheric noise and instrumental noise. As the total noise is an amalgamation of many different sources, the central limit theorem implies that the total background noise in the time domain tends towards a Gaussian distribution. This means that the total background noise in a frequency-amplitude spectrum should tend towards a normal distribution and the background noise in a frequency-power spectrum should tend towards a x2 2 degrees of freedom distribution. However, the noise in a frequency-power spectrum increases at low frequencies, and so a statistical description of the noise departs from a x2 2 degrees of freedom distribution at low frequencies. A flat frequency-power spectrum, with a x2 2 degrees of freedom distribution, can be approximated by calculating a running mean for the data over regions of approximately 100/zHz. However, this approximation falls short at very low frequencies where the level of noise across a 100/zHz range cannot be regarded as constant. Pre-whitening of a spectrum, to make the level of noise flat, is difficult as care must be taken not to alter the statistical distribution of the noise. We moved on to take advantage of the statistical distribution of the noise in both frequency-amplitude
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and frequency-power spectra to search for low-frequency p modes and g modes.In Chapter 3 we described statistical tests that can be applied to a frequency-power spectrum. These tests determine the probability that a prominent spike or structure of spikes is part of the noise background, which is the HO hypothesis. Much of this work is based on that of Chaplin et al. (2002a), who use an approximation to determine threshold power levels. Here, we improved the accuracy of this approximation by including an extra term in the binomial expansion of Ps, the probability that a spike, larger than the threshold level, will be observed at least once in a frequency range, Ap. Various statistical tests were developed that not only searched for individual prominent spikes but also took advantage of known properties of the p modes to search for peaks and multiplets. The statistical tests were used to search artificial FLAG data. The statistical tests were very effective at detecting the modes that were included in the FLAG data. Initially the thresholds were set so there was less than a 10% chance that any detections were noise. However, it was found that the more stringent threshold level of a 1% chance that a detection is noise and the requirement that each mode candidate pass at least two tests significantly reduced the chances of making a false detection, whilst not dramatically reducing the number of modes that were detected. In other words, the statistical tests were able to detect the majority of the modes in the FLAG data, whilst making very few false detections.In Chapter 4 the statistics that allow contemporaneous sets of data to be searched for prominent coincidences were considered. The probability of observing a prominent spike or structure of spikes in the same frequency bin in each of two frequency-amplitude spectra was found. Derivation of this probability was non-trivial, as proper account was taken of the amount of common noise present in the two sets of data. The origin and power of the common noise varies depending on the source of the data.In Chapter 5 we used the statistics developed in the previous two chapters to search contemporaneous BiSON and GOLF data. The data were compared for prominent coincident features and searched individually. In BiSON and GOLF data the common noise 
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is solar in origin and, more specifically, is due to the solar granulation. Comparing the data allowed threshold levels to be reduced to less than lOmms-1 bin-1/2. By comparing two frequency-amplitude spectra we were able to reduce threshold levels by ~ 28% in amplitude, which is close to the maximum possible reduction of 29%. The exact magnitude of the reduction is dependent on the amount of common noise present and the optimal case is when no common noise is shared by the data. We also compared noncontemporaneous BiSON and GOLF data, which contained no common noise, and so the maximum reduction in threshold detection levels was obtained. The statistical tests detected low-frequency modes in both the contemporaneous and non-contemporaneous data, whose frequencies were in good agreement with those found in previous studies (for example Chaplin et al. 2002a). However, despite the reduction in threshold levels there were still gaps in the list of mode candidates.We moved on to investigate whether or not we would expect to be able to detect more low-frequency modes than we detected in Chapter 5. In Chapter 6 we made predictions of how easily low-frequency modes could be detected. These predictions were based on estimates of the modes’ powers and lifetimes, which were obtained using the simple function relationships that were found to describe the variation of these properties with frequency at higher frequencies. We extrapolated two relationships to low frequencies, which we called method 1 (In-linear) and method 2 (In-ln). A comparison was made between the extrapolated powers and widths and those predicted by the Cambridge stochastic excitation and damping codes. It is well known that the Cambridge model underestimates mode linewidths, and so it was encouraging that the widths predicted by both extrapolation methods were larger than the model widths. The underestimation of the model widths means that the model powers are overestimated. Therefore, it was again pleasing that the powers estimated by both extrapolation methods were smaller than the model powers. Monte Carlo simulations were performed to determine how often the modes could be detected.The number of modes detected in the simulated data at low frequencies was small.
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Most detections were made when the simulations used the parameters predicted by method 1 (the In-linear relationship) and the noise was correlated to the mode excitation amplitude. Increasing the S/N of the mode by a factor of two led to significantly more detections. The S/N of a mode can be enhanced by increasing the length of the timeseries and by reducing the amount of noise in the data. Therefore, it is essential that high-quality observations of solar oscillations continue to be made, thus increasing the length of available timeseries. It is also important that efforts continue to reduce the amount of noise in the data. The simulations performed here imply that if longer, cleaner sets of data were available significantly more modes could be detected.It is possible that this work has underestimated the amount of noise in the individual simulated timeseries that is correlated to the mode excitation. Therefore future work my include noise that is individual to the two timeseries but is still correlated to the mode excitation. Chapter 6 concentrated on determining how prominent individual mode peaks are. However, if I > 1 multiplet components are observed and so this work could be developed further by determining the visibility of multiplets.In general the results of the simulations agreed well with those observed in Chapter 5. However, the I = 0, n = 6 mode, which is observed to be very prominent in the BiSON and GOLF data, was only detected in a small fraction of simulated spectra (< 0.05). One possible reason for the observed prominence of this mode in the solar data is that, because of the stochastic nature of the mode excitation, it has been randomly excited to a larger amplitude. This is encouraging as it is always possible that other modes could also experience a randomly large excitation, making them easier to detect if the appropriate epoch is considered. An extension to this work would be to examine the evolution with time of the amplitude of this and other modes. It is possible that such an investigation would enable information about the lifetime of this mode to be obtained. Furthermore, it would also be interesting to investigate the evolution in time of other modes to determine how their powers vary with time.In Chapter 7 we concentrated on searching for low-frequency modes in BiSON data.
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To ensure relatively low detection threshold levels it was necessary to find a pair of contemporaneous BiSON timeseries whose frequency-amplitude spectra contained as little common low-frequency noise as possible. The majority of BiSON instruments have two detectors, which are called port and starboard detectors. Usually the data measured by the port and starboard detectors are averaged to produce a mean timeseries for each instrument. The data from the different stations can then be coherently added to create a timeseries with a high fill. However, it is possible to keep the data from the individual instruments and the port and starboard data separate to create individual timeseries.The first pair of BiSON timeseries that were compared in Chapter 7 kept the data from the port and starboard detectors separate. We created a timeseries that contained the port data from several different BiSON instruments. We also created a timeseries that contained the starboard data observed by different BiSON instruments. These combined- site port and starboard timeseries were found to contain a large proportion of low- frequency coherent noise. A comparison was also made between non-contemporaneous combined-site port and starboard data. When the start times were separated by 12 hrs the coherency was ~ zero. However, when the start times were separated by 24 hrs the low-frequency coherency was greater than zero. It was determined that this low-frequency coherent noise was observed because two data points separated by 24 hrs were probably measured by the same instrument.The positioning of the BiSON stations around the world means that at any one time as many as four stations could be observing the Sun. It is, therefore, possible to compare contemporaneous data from different BiSON sites. When data from different sites are compared the low-frequency coherency is relatively small, compared to the coherency of the port and starboard data. However, the fill of a timeseries containing data from one site only is limited and this has consequences for the quality of a frequency-amplitude spectrum. A timeseries was created using data from Las Campanas B, Narrabri, Izana and Carnarvon B that had a fill of ~ 56%. Additionally, a timeseries consisting of data from Las Campanas A, Mount Wilson, Sutherland and Carnarvon A was created 
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and had a fill of ~ 63%. The low-frequency coherency of these two timeseries was relatively small and so these timeseries were compared, as both contemporaneous and non-contemporaneous data, to search for low-frequency modes. The list of observed candidates agreed well with those detected in Chapter 5. However, is it possible that more detections would be made if the timeseries that were compared had a higher fill.The statistical tests that allow data to be compared are a powerful and versatile tool and they should continue to be used to help detect low-frequency p modes and g modes. The statistical techniques could be used to search other sets of data, such as MDI, VIRGO and GONG data. In Chapter 7 we showed that, because of their long lifetimes, the coherency of low-frequency modes is only reduced by a small amount when the start times of the timeseries are separated by ~ 24 hrs. Therefore, further advantage could be taken of the large number of BiSON timeseries that are available by searching non-contemporaneous data for low-frequency p and g modes. For example, the combined- site port and starboard data were not searched here as, when contemporaneous, they contained a large amount of common noise. However, when the start times were separated by 12 hrs the coherency was zero at low frequencies, meaning that detection threshold levels would be relatively low. Furthermore, these timeseries have a reasonably high fill and so window function effects would be reduced. It is also possible that the statistical tests can be used in conjunction with other search techniques, such as collapsograms, as comparing different sets of data would allow the detection threshold levels that are relevant to such techniques to be reduced. As mentioned the tests used here were based on the HO hypothesis. A further extension to this work would be to develop statistics based on the Hl hypothesis, which assumes there is a mode present in the data. Also the statistical tests described in this thesis are based on the observed properties of p modes. To improve the chances of detecting g modes the statistical tests could be tailored to take advantage of specific g mode properties. For example, the separation in periods between g modes with the same I and consecutive n is approximately constant. Overall the statistical techniques developed in this thesis are advantageous to the search for low- 
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frequency p modes and g modes because of the reduction in threshold levels that can be potentially achieved.When the data from two different stations are compared the only source of common noise is the solar background. The amount of common noise present varies depending on the separation of the sites being compared because of Doppler imaging. In Chapter 8 we investigated the consequences of Doppler imaging and other effects on unresolved Doppler velocity observations, such as those made by BiSON. Unresolved Doppler velocity observations are more heavily weighted towards certain areas of the solar disc than others. Two reasons for this are solar rotation and limb darkening, which have been considered previously by Brookes et al. (1978b). When these two effects are combined the instrumental red wing observations are weighted most heavily towards the approaching limb of the solar disc and the instrumental blue wing observations are most heavily weighted towards the receding solar limb.We considered the additional effect of the positioning of the detector with respect to the image of the solar disc seen by the vapour cell. The observations are weighted most heavily towards the side of the solar image that is closest to the detector. When all three effects are combined it is the position of the detector that is most dominant in determining the weighting of the solar image. As the line-of-sight velocity of the solar surface varies across the solar disc, the observations are weighted towards a certain line-of-sight velocity. This velocity was calculated by determining the weighted mean velocity over the solar disc. The weighting of the solar disc, and so the weighted mean velocity, is dependent on the line-of-sight velocity between the Sun and an observer, vios. The manner in which the weighted mean velocity varies with W]0S is dependent on which instrumental wing is considered and which detector is considered. The calculated weighted mean velocity was compared to a velocity offset that is observed in BiSON data. The best agreement between the observed velocity offset and the calculated weighted mean velocity was found when the size of the image and the optical depth were small. More precisely, the calculated weighted mean velocity is in good agreement with the observed velocity offset when the 
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radius of the image was 4 mm and the optical depth at the centre of the cell was 0.65.The size of the image and the optical depth of the vapour have not been measured and this should be done to improve the accuracy of the calculations further. Work within the BiSON group is currently ongoing to determine the optical depth in the vapour cell. However, initial results imply that the optical depth is less than 1, in agreement with the results found here. The calculations are also sensitive to input parameters, such as the FWHM of the absorption line observed at the centre of the Sun and the separation of the blue and red instrumental components. Efforts should be made to measure the input parameters in the calculations carefully as an improvement in the accuracy of measurement would naturally lead to an improvement in the accuracy of the calculations. Furthermore, some of the assumptions made in these calculations could be improved. For example, we have assumed that the optical path between a pixel of the image of the Sun seen in a vapour cell and the detector is horizontal. Although any departures from this will be small making a more accurate assumption could improve the agreement between the calculations and the observations further. Nonetheless, the good agreement between the results and the calculations obtained here is encouraging and it is hoped that with further work this agreement can be improved further. A long term aim for this work would be to eventually remove this offset from the data, thereby improving the long-term stability of the results. This would improve the quality of the BiSON data and the simulations performed in Chapter 6 imply that if we can reduce the level of noise in the data we can significantly improve our chances of detecting low frequency modes.



Appendix A

Refereed Publication

The work on searching for statistically prominent, coincident features in frequencyamplitude spectra, which is described in Chapters 4 and 5 of this thesis, was accepted to be published by Monthly Notices of the Royal Astronomical Society. The paper is included here for reference.
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ABSTRACTWe show how to take advantage of contemporaneous data from two different instruments in the search for low-frequency modes of oscillation of the Sun. Contemporaneous data allow searches to be made for prominent, sharp concentrations of power which are coincident in frequency. Crucial to determining objective measures of the joint probability of the random occurrence of such features, which are potential candidates for modes, is a good understanding of the characteristics of the background noise. In this paper we show how to make proper allowance, . in the calculation of the probability, for noise that is common to data from different instruments.This common noise is solar in origin, and comes from the solar granulation. Its presence makes calculation of the probability a non-trivial problem. We demonstrate application of the technique in searches for low-frequency p modes. The data we searched comprised 3071 d of contemporaneous Sun-as-a-slar Doppler velocity observations made by the ground-based Birmingham Solar-Oscillations Network (BiSON), and the GOLF instrument onboard the ESA/NASA SOHO spacecraft.Key words: methods: data analysis - methods: statistical - Sun: helioseismology - Sun: oscillations.
1 INTRODUCTIONA high priority for helioseismology is the detection of global acoustic and buoyancy, or gravity, modes of oscillation at very low frequencies. Observational data have revealed a rich spectrum of acoustic (p) modes. However, independently confirmed detections of core-penetrating, low-degree (low-/) p modes are absent at frequencies below ~970pHz (e.g. Garcia et al. 2001; Chaplin el al. 2002). Observation of the p modes anyway becomes difficult at frequencies below =«1400 pHz. The frequency of the fundamental radial (/ = 0) p mode is predicted to be =« 250 pHz. No indisputable detections of gravity (g) modes, which for given / lie at frequencies lower than the p modes, have been made to date (e.g. Appourchaux et al. 2000; Gabriel el al. 2002; Turck-Chiéze cl al. 2004).Detection of the g modes remains something of a Holy Grail. The interior buoyancy waves, which form the g modes, arc confined within the radiative interior and core. The high dwell lime of the buoyancy waves in the core in principle provides an exquisite probe of the core conditions. But observations of the modes arc made at the photospheric level, and the (evanescent) g-modc signatures are attenuated significantly by the time they reach the photosphere. Detection of the g modes is therefore a major observational challenge.
•E-mail: amb@bison.ph.bham.ac.uk

While the low-frequency p modes are not as sensitive to the core conditions as the g modes, detection of the p modes is still a high priority.The very low-frequency p modes are expected to have extremely long lifetimes. Robust detection would therefore allow measurement of their frequencies to very high accuracy and precision. But, much more importantly, some of the low-/ overtones show a mixed character (e.g. see ProvosL, Berthomieu & Morel 2000). They have a sensitivity to the internal structure which looks like that of a g mode in the core, giving excellent diagnostic potential, and like that of a p mode al the surface, making detection comparatively easier than for a g mode.The low-frequency p- and g-mode signals are very weak. This places demands on two crucial parts of the detection problem: first, on the quality of the observations; and secondly, on the analysis procedures used to process the data and flag potential candidate detections. In this paper we deal with an important aspect of the second part of the problem: how to lake advantage in the analysis of contemporaneous data collected by two instruments. Use of data from two instruments allows searches for coincidences to be made. In the context of searches for g and p modes, this means occurrences of prominent concentrations of power, which lie significantly above the local noise background, in the same frequency bin (or bins) of the frequency-amplitude spectra of the data sets. If the frequency spectrum of background noise is assumed to vary slowly in frequency,
O 2007 The Authors. Journal compilation © 2007 RAS
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and have no sharp features, occurrences of coincident, prominent concentrations of power will serve to provide potential candidate mode detections.Crucial to determining objective measures of the joint probability of occurrence of such features is a good understanding of the characteristics of the background noise. In this paper we show how to make proper allowance in the calculation of the probability for noise that is common to data from two different instruments. This common noise is solar in origin, and comes from the solar granulation. Its presence makes calculation of the probability a tricky problem, and the derivations by necessity involve some non-trivial mathematics. The presentation of these derivations, and the formalism for calculating the probability, is the most important part of this paper. The derivations and formalism are presented in sufficient detail to allow the reader to use them in their own data analysis. This could be in searches for solar g or p modes; or in other astrophysical scenarios where the problem is similar, that is, where searches for narrow-band features need to make allowance for partially correlated background noise.One could alternatively combine two data sets in an effort to form an optimal combination for analysis. It is, however, unclear what the optimal method for such a combination of helioseismic data would be. Potentially one could argue that the analysis presented in this paper could guide such a combination.Here, we wish to keep discussion of other aspects of the solar mode detection problem to a reasonable minimum to allow us to concentrate on presentation of the new formalism. We therefore restrict practical application of the method to searches for low-frequency p modes in the frequency range from ~500 to ~1500pHz, to illustrate use of the method. The data we searched comprised 3071 d of contemporaneous Sun-as-a-star Doppler velocity observations made by the ground-based Birmingham Solar-Oscillations Network (BiSON), and the GOLF instrument onboard the ESA/NASA SOHO spacecraft. Both data sets were prepared for the Phoebus collaboration. Detailed results on the lower frequency range will be the subject of follow-up, Phoebus-related, studies.The layout of the rest of the paper is as follows. In Section 2 we give the reader the necessary background on the p-modc detection problem at hand, including the basic approach to calculation of the probabilities. Section 3 is the main pan of the paper. In this section we give full derivations on how to allow for common background noise in calculation of the final probabilities. In Section 4 we discuss results on application of the method in searches for coincidences in the contemporaneous BiSON and GOLF data. Finally, we give a brief summary of the paper in Section 5.
2 THE PROBLEM: SEARCHES FOR 
LOW-FREQUENCY p MODES

2.1 The low-frequency spectrumThe p modes appear most prominently at frequencies of just over 3000 pHz. Here, the resonant peaks of the low-/ modes show widths of ~l pHz in the frequency spectrum. At successively lower frequencies the observed amplitudes and widths decrease in magnitude. The observed amplitudes decrease because the tops of the acoustic cavities move to greater depths below the photosphere. The p-modc signals arc as a result more strongly attenuated by the time they reach the photosphere, making them harder to observe. The widths decrease because the modes are more lightly damped.The decrease of observed amplitude and width makes detection of modes difficult at frequencies below about 1400 pHz. First, because

Needles in haystacks 3the observed signal-to-noise ratio (S/N) of mode peaks in the frequency spectrum is small; and secondly, because there will be very few bins in the frequency spectrum that contain signal due to the p modes. Detection is rendered more difficult still by the observed increase towards successively lower frequencies of the background amplitude levels. By background amplitude, we mean amplitude from sources other than the p modes. These sources include solar background noise, from active regions and the various scales of granulation, and instrumental noise. Photon shot noise contributes a flat background over the range in frequency occupied by the p modes (see García et al. 2005, for a discussion of the behaviour at extremely low frequencies). This combination of background sources gives a smoothly varying total background in the frequency spectrum. The distribution of amplitudes within any one bin is observed to follow a normal distribution (e.g. Appourchaux et al. 2000; García et al. 2001; Chaplin et al. 2002; Gabriel et al. 2002).Isolation of candidate p modes involves searches for prominent spikes in the frequency spectrum, whose amplitudes exceed significantly the local mean background amplitude. By ‘spike’, we mean a prominent amplitude in a single bin of the frequency spectrum. A simple strategy based on searches for occurrences of individual prominent spikes is appealing in that it makes no a priori assumptions regarding the properties of the p modes (aside from the fact they are assumed to be sharp in frequency). Additional tests may nevertheless be formulated, which do make some assumptions on the expected structure (e.g. peak width giving spikes in consecutive bins; or patterns of nearby spikes given by rotational splitting). We discuss the various searches applied to the BiSON and GOLF data in Section 4.2 below. For now, let as assume searches are confined to the simplest test: searches for occurrences of individual prominent spikes.
2.2 Probability of observing a prominent spike by chanceSuppose we observe a prominent spike, at an amplitude several times the local mean background amplitude. Since the distribution of background amplitudes is known, it is a trivial matter to find the probability, p, of observing by chance a prominent spike of al least that amplitude in that bin. The probability of observing by chance at least one spike, of amplitude greater than or equal to the observed relative amplitude, over a region of N bins in the frequency spectrum is then
P = 1 -fl - p]N. (1)The value of P gives an objective measure of the probability of the spike being part of the broad-band, multicomponent background. This is because the probability is formulated on the assumption that the time-series contains only normally distributed noise. A low value for P flags a spike as being deserving of consideration as a possible candidate p mode. That said, it is important to stress that at no point does this null (HO) hypothesis test give the probability that the spike is a mode. Tests may be formulated that do. The p modes may, for example, be modelled as sine waves, and the probabilities calculated against the assumption the time-series contains normally distributed noise and an embedded sine wave (Gabriel et al. 2002), that is, the HI hypothesis.Crucial to fixing the value of P is the choice for N in equauon (I). In what follows we shall assume frequency spectra are searched in slices of/V independent bins ata time. The number K of independent N-bin slices that are searched will depend on the range of interest in the frequency spectrum. The total number of bins searched over the entire range of interest is then given by M = KN.

© 2007 The Authors. Journal compilation © 2007 RAS. MNRAS 379,2-10
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4 A. M. Broomhall et al.If N is too large, the probability of finding at least one spike by chance within any one slice of N bins will increase. If N is too small the number K of independent slices over the entire region of interest will be large. The probability that at least one N-bin slice will contain at least one prominent noise spike by chance will then also increase. A trade-off must therefore be struck.Here, we settled on a value for N that was equal to the number of bins in 100 pHz of the 3071-d BiSON and GOLF spectra, that is, 
N — 26533 bins. We performed searches in N-bin ranges between 550 and 1550 piHz, implying K = 10.
2-3 Use of contemporaneous data from two instrumentsThe discussion above gave some of the salient points on how to estimate whether or not a prominent spike is likely to be part of the background noise. It did so for searches of one spectrum. What if we have contemporaneous time-series from two different instruments to analyse? The advance we offer in this paper is a formalism for taking advantage of just such a situation, and the extra diagnostic power afforded by searches for coincidences that may then be performed.We ask the question: if prominent spikes (or patterns of spikes) are uncovered in the same bin (or bins) of two frequency spectra, how does one calculate the joint probability of occurrence? At first glance this looks like a trivial problem. But it is not, because some proportion of the background noise will be correlated in the two (contemporaneous) time-series. This common noise, which is solar in origin, comes from the solar granulation. There will also be other independent sources of noise, as noted above, including some independent solar noise.In the next section we come to the main part of the paper: how to calculate this joint probability, making allowance for the common noise.

(1 — a)dt in y^ and y2, respectively, represent all ‘other noise* in the imaginary part of the spectrum.It is reasonable to assume that the variance of the real and imaginary parts of each spectrum will be equal. However, any individual noise that is not common to both spectra may have a different variance in the first spectrum compared to that in the second spectrum. Therefore, while the variances of the distributions, a, b, c and d have been taken to be equal (i.e. a2 = al=o2 — a}) we have also included a multiplying factor of k to alter the variance of the ‘other noise’ in x2 andy2. The variance of the ‘other noise’ inx2 is therefore V times the variance of the ‘other noise’ in x(.Next, we define p to be the probability that in a given bin the real amplitude Xj is greater than some threshold ^¡, and that the imaginary amplitude is greater than some threshold The threshold amplitudes are in practice set to high levels so that prominent spikes whose amplitudes exceed the thresholds may be flagged as being of interest as potential candidate modes. Put more formally: should the amplitudes of a spike exceed and x,, the probability of that spike being present by chance will be small (subject, of course, to the assumptions made on the distribution of the noise).It can be shown that (see Appendix A)
+ a(k - I) - tp
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4- [¿(1 - a) 4- apjfx? 4- y?) 4- (1 4- a2)(x2 + y2)- 2a[1 4- ¿(1 - a) 4- aRxiXj 4- yiy2)l > dx, dx2 dytdy2. (6)Changing the variables, such that jq = a cos 0, and y = p, sin 0, , and replacing and 02 with the difference between them, 0, gives
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Equation (7) may be integrated, with the help of the modified Bessel function (see Appendix B), to give the sum
P = _____________ I_____________  a4[a2 +a(k - l)-i|2/g[l 4-^(1 -q) + «lpiP2\^X \2a2[a24-a(i- I)-*]2 J
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3 FORMULATION OF JOINT PROBABILITY 
FOR SEARCHES IN TWO SPECTRAWe begin by defining a coefficient a to measure the proportion of noise which is common in Iwo sets of contemporaneous noise data. The coefficient may be related formally to the coherence between the two sets (see equation 21 in Section 3 below). When cr = 0 there is no coherent data, but when a = 1 the two sets are identical.Next, we define Xi andy( as the real and imaginary amplitudes of the first of two contemporaneous noise spectra. These amplitudes may be described byX) = aa + ab + (\ -a)a = a + ab, (2)

yj = ac + ad + (1 — ot)c = c + ad, (3)where a, b, c and d are arrays of normally distributed random numbers. We also define x2 and y2 as the real and imaginary amplitudes of the second spectrum. They are given by the equationsx2 = aa + ab 4- i(l - a)bt (4)
y2 =ac + ad + k(\ - a)d. (5)Here aa 4- ab represents the common solar noise, and (1 — a)a and (I — a)bt in Xi and x2 respectively, represent all 'other noise* that is not common to both sets of observations. Similarly ac + ad represents the imaginary common solar noise and (1 - a)c and
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Needles in haystacks 5It is then possible to integrate equation (8) (see Appendix C) to give the sum From equation (17) it may be shown that

4/M2
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where- ^^^(l - a?)+ tyl21 “ 2a2[a2 + a(4 - I)-*]2 and

(9)
(10)
(11)Equation (9) gives the probability that a spike in the first set of data has an amplitude greater than n and that a spike which lies in the same frequency bin in the second set of data has an amplitude greater than r2. Substitution of equation (9) into equation (I) yields the probability of at least one pair of such spikes occurring by chance in N bins of the spectrum.Equation (9) converges as the number of terms, n, increases. We found that use of 20 terms gave accurate probability estimates. Simulations were performed, with pairs of randomly generated, complex Gaussian noise spectra having various a, which confirmed equation (9) gave the expected results.Equation (9) contains three variables that need to be found from the data, namely a, k and We now describe how to estimate the values. Let Vt be the variance of the real part of the first spectrum defined by equation (2). Since Xi is the sum of two Gaussian distributions it will have a zero mean, therefore the variance is given by the mean of x;:v'i = ^?) = (l+«2)o.2· (12)Let V2 be the variance of the real part of the second spectrum defined by equation (4). This is then given by

which may be substituted into equation (16) to give 4aVi(l 4-a2M - *t,2) + X22(l 4-a2)22 4a2V((l+a2) * ( 'The only unknown in equation (19) is now a. Equation (19) may be used to find a quartic in terms of a:(4 V2 4- Xl2 “ 4VJ a* - 4 V, XJ 2a34- (4 V,2 4- 2X22 - 4 V! V2) a2 - 4VlX1.2a 4- X\2 = 0. (20) Use of equations (15) and (18) then yields estimates of a2 and k, respectively. As an aside, we note that since a is found using an equation for the cross-amplitude it is possible to relate a to the coherency between the two spectra, Yi>2:v . Xu
•Jtrf+yi'fal+yl)= g(l +¿[1 -a)4-a) (2I)

The coherency gives the proportion of the cross-amplitude spectrum that is due to coherent signal.

= (x2) = (a2 + [*(!-«) + a]2)<ro2. (13)The variances may be estimated in practice by measurement of the mean power in each spectrum in the 100-p.Hz slice being searched. Additional information is provided by calculation of the mean crossamplitude (Elsworth et al. 1994), over the same 100-|iHz slice. The mean cross-amplitude of the two spectra, Zj 2, is given by^1.2 = ((*1 4- >i )Uz — yj)}
= 2ao2(ï +¿[1 — a] 4-a). (14)

Equations (12)-(14) may then be used to find values for a, a2 and 
k. Equation (12) may be rearranged to find a2 in terms of a and V,:(15)Equation (15) may be substituted into equations (13) and (14) to giveVj^ + Wl-oO + a]2)—^ (16)1 4- orzand 2a Vi*u = r—-¡HI+*(!-«) + «). (17)1 4-a2

4 RESULTS ON CONTEMPORANEOUS BISON 
AND GOLF TIME-SERIES

4.1 Observational dataThe BiSON and GOLF time-series each consisted of 3071 d of Sun-as-a-star Doppler velocity observations, made between 1996 April 20 and 2004 September 15, an epoch spanning most of solar activity cycle 23. Both data sets were made for the Phoebus collaboration. The BiSON data were processed in the manner described by Appourchaux et al. (2000) and Chaplin et al. (2002). The GOLF data were processed in the manner described by García et al. (2005). The processing gave two time-series sampled at different cadence. The nominal cadence on which the BiSON data are stored is 40 s. The corresponding cadence for the GOLF data is 20 s. Both time-series were rebinned to a common cadence of 120 s. The time-series therefore comprised 2211120 samples, giving a binwidth in the frequency domain of 3.77 nHz. The duty cycle of the BiSON time-series was 78.6 per cent; the duty cycle of the GOLF time-series was 93.4 per cent The frequency spectra of the 120-s time-series were then searched for prominent spikes.
4.2 Searches for candidate modes: tests applied to dataWe searched both spectra, in slices of 100 pHz, for the presence of prominent spikes, or prominent patterns of spikes, in the same frequency bin, or bins. The tests were based on those discussed in detail by Chaplin et al. (2002). The tests as outlined in that paper involved searches for prominent spikes, or prominent patterns of spikes, in a single frequency-power spectrum. The power spectrum was searched because Chaplin et al. (2002) formulated the probability p (Section 2.2) in terms of the negative exponential statistics displayed by the noise background in power. For this paper the probability p was instead given by equation (9). This probability is based on a description of the complex noise in amplitude, and gives the probability that a spike in the same frequency bin in both the
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Figure 1. Upper panel: variance of (he amplitude in the BiSON (red. dashed 
line) and GOLF (Nack, sobd line) data seis, equivalent to. respectively. Vj 
and Vj in Section 3; and the cross-amplitude of the Bi SON and GOLF data 
sets (Ыне. dotted line), which is equivalent to Xu in Section 3). Lower 
panel: value of a calculated using equation (20).

BiSON and GOLF frequency-amplitude spectra is greater than a 
certain threshold in amplitude. Hence, we searched the frequency- 
amplitude spectra.
The calculation of values of p required estimates of the param

eters a,k and o; locally in frequency Tbe parameters. and proce
dure, were described above, in Section 3. The procedure involved 
measurement of the variance of the amplitude in the BiSON and 
GOLF frequency spectra, and calculation of the Bi SON-GOLF 
cross-amplitude spectrum. The upper panel of Fig. 1 shows esti
mates of the spectrum variances and the cross-amplitude, while the 
lower panel shows the coefficient a, which measures the proportion 
of common noise in the two sets.

Next, we give a brief description of each of the tests that were 
applied to the BiSON and GOLF data.

Test 1. This is a search for a prominent spike in the same fre
quency bin of each spectrum. We call this a ‘pair of spikes'. Sub
stitution of the observed amplitudes of the spikes into equation (9) 
yields an estimate for the joint probability p, which is the probabil 
ity of both spikes appearing by chance in the same frequency bin of 
each spectrum The probability. P, that this pair occurs by chance at 
least once over a range of N bins is then given by use of equation (1), 
which requires the calculated p as input
Only those occurrences with P 1 per cent were recorded for 

further scrutiny. We adopted the same probability threshold for the 
other tests.

The next two tests admit the possibility that power from a mode 
may be spread over two, or more, consecutive bins. Power law ex
trapolation to lower frequencies of the widths of modes between 
~1500 and ~2000 pHz suggests that confinement of the majority 
of power within a single bin of a 3071-d spectrum is expected at 
mode frequencies below about ~950gHz (Chaplin el al 2002). 
Even if the peak is not resolved in frequency, its maximum ampli
tude may be diminished, and the majority of its amplitude divided 
between two consecutive bins, if the mode signal is not commen
surate with the window function of the observations. We therefore 
also applied the ‘bin-shifting’ strategy of Chaplin et al. (2002) in 
an attempt to circumvent this problem. [An alternative strategy in
volves zero-padding tbe time-series; see, for example, Gabriel et al 
(2002).]

Test 2: This is a search for the presence of two prominent spikes 
in the same consecutive frequency bins of each spectrum The am
plitudes of the least prominent spikes in each spectrum are used 
in tbe calculation of p Tbe formula for P now differs from, and 
is more complicated than, the ‘single-spike’ equation (1). We used 
equation (13) of Chaplin et al. (2002).

Test 3: This is a search for two or more pairs of spikes. Spikes 
constituting each pair must of course lie in the same frequency bin of 
each spectrum But the bins occupied by different pairs may lie up to 
twice the predicted peak width apart. The power-law extrapolation, 
mentioned briefly above, was used to derive a look-up curve of the 
predicted width as a function of frequency. We used equation (12) 
of Chaplin el al. (2002) to determine estimates of P.

Tbe final two tests look for patterns of prominent spikes, where 
those patterns mimic the patterns expected from the rotational split
ting (with allowance made for the influence of magnetic fields). 
Only every other component of the non-radial modes is in princi
ple detectable in the BiSON and GOLF Sun-as-a-star data. That is 
because the Sun-as-a-star observations have very poor sensitivity to 
tbe 14- m odd components The mean observed (synodic) separation 
between the I 4- m even components of bigh-S/N modes is about 
0.8 pHz.

Test 4\ This test is a search for two pairs of spikes. Spikes consti
tuting each pair must of course lie in the same frequency bin of each 
spectrum. And bins occupied by different pairs must be separated 
by 0.8 ±0.1 pHz We used equation (C6) of Chaplin et al (2002) 
to determine estimates of P. This test can reveal patterns of spikes 
that may be candidates for / = 1,2 or 3 modes

Test 5: This test is a search for three pairs of spikes. Spikes con
stituting each pair must of course lie in tbe same frequency bin of 
each spectrum. And bins occupied by different pairs must be sep
arated by multiples of 0.8 ± 0.1 pHz. We used equation (C7) of 
Chaplin et al. (2002) to determine estimates of P. This test can re
veal patterns of spikes that may be candidates for / = 2 or 3 modes. 
(The I — 1 modes would only reveal two visible components in the 
Sun-as-a-star data)
The choice of tbe mean separation, and the choice of the allow

able range in that separation (±0.1 pHz), was discussed al length in 
Chaplin et al. (2002). In summary, the choices were predicated on 
assumptions that: (i) the rotational frequency splitting of very low- 
frequency p modes would not differ significantly from tbe splitting 
measured in the high-S/N modes and (ii) departures from a uniform 
spacing (eg. due to the influence of magnetic fields) would be no 
more severe than in the high-S/N modes.
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Figure 2. Upper panel: threshold amplitudes (for BiSON) needed to record 
P 1 per cent in each of the fire tests (see figure legend. Lower panel: per 
centage reduction in the threshold amplitudes, with respect to the amplitudes 
given by analysis of the BiSON data alone.

43 Results
We begin our discussion of the results by showing threshold am
plitudes for P < 1 per cent. The upper panel of Fig. 2 plots 
the absolute thresholds (in units of mms 1 per root bin) for the 
BiSON data, as a function of frequency, for each of the five tests. 
By how much have these threshold amplitudes been reduced by 
making use of two contemporaneous data sets, as opposed to just 
one data set? The lower panel of Fig. 2 plots the percentage re
duction in the threshold amplitudes, with respect to the amplitudes 
given by analysis of the BiSON data alone. Inspection of the plot 
reveals that use of two sets has reduced the threshold amplitudes by 
about 28 per cent on average The percentage reduction is seen to 
be frequency dependent.
The percentage reduction in the threshold amplitudes is not far 

from the best case reduction, corresponding io a = 0. Then, there 
would be no common background noise in the two data sets. At 
a particular frequency, v, the threshold amplitude in the BiSON 
spectrum is given by some value, rr say. times the mean noise am
plitude in the BiSON spectrum. At the same frequency the threshold 
amplitude in the GOLF spectrum is given by the mean noise ampli-

Needles in haystacks 7

tude times this same value, Therefore, when a = 0, the thresh
old amplitudes would both be reduced by a factor a/2, implying a 
~29 per cent reduction in size.

Fig. 3 shows visually locations in frequency where prominent 
spikes, or patterns of spikes, were recorded. We also mark other fre
quencies of interest. The plot is an echelle plot The entire range that 
was searched has been split into strips of 135 pHz. The strips have 
then been placed one above another. We chose a repeat frequency 
of 135 pHz, rather than the 100-pHz slice on which searches were 
performed, because consecutive overtones of the low-/ p modes are 
separated in frequency by about this amount. The black vertical lines 
mark locations of the frequencies predicted by the Saclay seismic 
model (Turck-Chifeze et al 2001); the choice of repeat frequency 
causes the black lines to be arranged in four near-vertical strips, one 
strip for each /.
The vertical dashed red lines mark locations in frequency that are 

overtones of the 11.57-nHz diurnal frequency. Artefacts may occa
sionally be expected to show up in the frequency spectrum because 
of window function (for the ground-based BiSON) or spacecraft 
operation (for the GOLF) signatures.

Locations in frequency where spikes, or patterns of spikes, were 
found in the same bin, or bins, of each spectrum at levels sufficient 
to record P C 1 per cent are marked by the black symbols in the 
middle of each row. A different symbol has been used for each 
test (see figure legend). We have also recorded prominent spikes or 
patterns of spikes found by searching either the BiSON (red symbols 
at top of each row) or GOLF (blue symbols al bottom of each row) 
spectrum alone.

Symbols surrounded by a green square mark prominent spikes 
or patterns of spikes that are listed in Table 1. These occurrences 
all lie within ±0.5 pHz of the mode frequencies predicted by the 
Saclay seismic model (Turck-ChiSzeet al. 2001). We have identified 
the occurrences with particular p-mode components on the basis 
of their placement in frequency, and by comparison with previous 
detections. In cases where the outer components of a rotationally 
split mode appear to have been uncovered, we have calculated the 
mean of those outer frequencies to give an estimate of the centroid 
frequency of the mode. Estimates of the uncertainties in frequency 
were calculated in the manner described by Chaplin et al. (2002).

Wie find no new candidate detections. All listed candidates corre
spond to previously claimed detections of p modes (e g. see Toutain 
et al. ¡998; Bertel Io el al. 2000; García el al. 2001; Chaplin et al. 
2002). However, by searching for coincidences in contemporaneous 
data we have reduced the threshold amplitudes required to record 
occurrences with P < 1 per cent by ~29 per cent, compared to the 
single-spectrum case Or, put in terms of power, the demands placed 
on the S/N in power have been reduced by ~58 per cent.
We make three additional important points First, it is apparent 

from Fig. 2 that the analysis uncovers several occurrences of P sc 
1 per cent that lie well away from the predicted model frequencies. 
It is also interesting to note that while these occurrences do not sit 
precisely on the diurnal frequencies (vertical dashed red lines), the 
majority do lie fairly close to the diurnal frequencies.

Secondly, we demanded that prominent spikes, or prominent pat
terns of spikes, had P < 1 per cent to merit further consideration 
as potential candidates for modes. This was in contrast to previous 
studies in the literature (e g. Appourchaux et al. 2000; García et al. 
2001; Chaplin et al. 2002; Gabriel et al. 2002), which adopted a 
value of PC ¡0 per cent The change to a probability threshold 
of 1 per cent was agreed recently by the Phoebus consortium. We 
note that use of a 10 per cent threshold did not result in any further 
candidates being flagged.
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Figure 3. EcheDe plot, modulo 135 |iHz, marking locations in frequency of occurrences uncovered by the test searches Locations in frequency where spikes, 
or patterns of spikes, were found in the same bin, or bins, of each spectrum at levels sufficient to record P g 1 per cent are marked by the black symbols in the 
middle of each row A different symbol has been used for each test (see figure legend). We have also recorded prominent spikes or patterns of spikes found by 
searching either the BiSON (red symbols at top of each raw) or GOLF (blue symbols at bottom of each raw) spectrum alone. Symbols surrounded by a green 
square represent the prominent occurrences listed in Table I. The black vertical lines mark locations of the frequencies predicted by the Saclay seismic model 
(Turck-Chiize et al. 2001). The vertical dashed red lines mark locations in frequency that are overtones of the 11,57-pHz diurnal frequency.

Saclay seismic model
Table 1. Candidates found to be closet than 0 5 pHz to predicted frequencies of modes from the

I n m Frequency 
(pHz)

Probability 
(P)

Number of 
lests passed

Distance from model 
in frequency (|xHz)

0 6 0 972.613 ±0 002 3.4 x IO“* 2 0 132

1 7 -1 1185.196 ± 0 005 1.9 x IO'3 4
1 7 + 1

Mean
1185.981 ±0.005
1185.589 ± 0.004

3 0 x 10- ' 1
0.027

0 8 0 1263.210 ± 0.007 6.0 X 104 3 0314

1 8 -1 1329.236 ± 0.005 00000 4
1 8 + 1

Mean
1330 037 ± 0 007
1329 637 ± 0 004

1.7 x 10 5 1
0.060

2 8 -2 1393.871 ±0 007 4.0 x IO’4 1 0 036°

0 9 0 1407.479 ± 0 007 4 0 x 10 8 3 0 149

1 9 -1 1472 432 ± 0.008 3.8 x 10" 4
1 9

Mean
1473.269 ± 0.009
1472.851 ±0.006

3.7 x IO*8 4
0.122

0 Difference with model frequency assumes m = — 2 component lies -0 8 pH? from central
frequency.

Thirdly, it is evident from Table 1 and Fig. 3 that there are gaps 
in the list of candidate detections. The S/N is evidently low in 
this pan of the spectrum, and destructive interferences with noise 
would be expected to hinder searches for the modes; but is the num

ber of recorded candidates consistent with expectations based on 
estimates of the powers of the modes (e.g. from extrapolation to 
lower frequencies of the observed powers of the high-S/N modes)? 
Even though use of contemporaneous data reduced the threshold

© 2007 The Authors Journal compilation © 2007 RAS. MN RAS 379, 2-10
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Needles in haystacks 9amplitudes needed to flag possible detections, we found no new modes. Is this a puzzle, or is the result expected given estimates of the likely power of these modes? A follow-up study is being conducted, from which we hope to obtain answers to these questions.
5 SUMMARYWe have shown how to take advantage of contemporaneous data from two different instruments in the search for low-frequency modes of oscillation of the Sun. Use of contemporaneous data allows searches to be made for prominent, sharp concentrations of power which are coincident in frequency, and which are significantly above the local background noise. Occurrences of this type are potential candidate modes.Crucial to determining objective measures of the joint probability of the random occurrence of such features is a good understanding of the characteristics of the background noise. In this paper we showed how to make proper allowance in the calculation of the probability for noise that is common to data from different instruments. This common noise is solar in origin, and comes from the solar granulation. The main part of the paper gave a derivation of the formula that is needed to compute the probability, and a recipe for how to calculate from the two data sets the observational parameters required as input to the formula.We demonstrated application of the technique by searching two time-series of Sun-as-a-star Doppler velocity data for low-frequency p modes. The data comprised 3071 d of contemporaneous Sun-as-a- star observations made by the ground-based BiSON, and the GOLF instrument onboard the ESA/NASA SOHO spacecraft. Both data sets were prepared for the Phoebus collaboration. Use of the two data sets, as opposed to just one, reduced by more than 50 per cent the S/N in power needed to flag potential mode candidates.
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APPENDIX A: DERIVATION OF EQUATION (5)The general expression for a probability density function is
P(X) = (2n)^7in"₽( (Al)where z is the number of variables. Our analysis uses two amplitude spectra that each has a real and imaginary part: so z = 4. X is the matrix of the variables given by

yi 
X = *2VV
C is the coherency matrix given by the expectation values' E(x2) E(xi>i) E(xix2) E(xij2)'E(yjxt) E(y2) E(yix2) Eiyi^)E(x2xj) E(x2yi) E(xJ) E(x2y2)<E(y2*i) E(y2>i) E(y2x2) E(y2) ,Take the first element as an example. It is given by E(xf) = (a2 4- 2orah 4- or2b2)= (a2) 4- 2a{ab) 4- a2(h2)

= a2 + a2

(A2)

(A3)

(A4)since a and b have Gaussian distributions. We find the other expectation values in a similar manner and substitute K — a [1 4- A(1 — a) 4- a] and J = a2 4- [k(l — a) 4- a]2 so that Ccan be written as
(

14-a2 0 K 0\0 I 4- a2 0 K 
K 0J0 0 K 0 j)It is possible to show that |C| = a’[a2 4-a(4 — 1) — A]4 and

ff>Ua(*-l)-t]2
(

J 0 -K 0 \0 J 0 -K ]
— K 0 1 +a2 0 I'0 -K 0 14-a2/

(A5)
(A6)

(A7)
These equations can then be substituted back into equation (Al) to give equation (6).
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APPENDIX B: INTEGRATION OF EQUATION 
(6) WITH RESPECT TO 0The modified Bessel function of the first kind is defined in integral form as (Abramowitz & Stegun 1965)

~ J cxp(^cosö|dö. (Bl)
It may also be expressed as a summation:
—Comparison with equation (7) shows that; /gll +*0 -a)° \2oJ[af2 4- a(k - I) - k]2 J

.if a(l -1- ¿(1 ~ at) + g)PiP2 \ 422 2o^- 4- a(k - 1) - k]2 J1 /a[l 4-k(l — a) 4-aJpiPiV
- V —1 (atl + ~ ^-^PiP:^ *(n!)2 2<№ + a(k - 1) - k]2 J ’ ( }Applying this to equation (7) gives equation (8).

APPENDIX C: INTEGRATION OF EQUATION 
(7) WITH RESPECT TO p, AND peBy substituting equations (10) and (11) into equation (8), and letting= -«)+«] V (C1)n’2 ^Za2^2 4- a (k - 1) - k]2 /the nth term of the sum in equation (8) reduces toIP^n - <ra4[a24-a(k- 1) - A]2

x J B^^p?*' exp ( - A)Pf - A:p;)dpi d/h.
(C2)

For» — 1,2 letInt(> = p- exp ( - A,p^ dp,. (C3)
So for n — 0Inti.n = / p> cxp( ~ dA

= (C4) for n = IInt,., = p’exp(-A,p2) dp,
= ^r‘^~A^ + i'·"
= «pH"/) + ¿2 «p(-Ar-), (C5)and for n = 2Int.·.! = y pl w(-A‘P?) dp.
= 57-'·'+ ex₽(~Air'>)+ T7 nf(~A·^) ■ <C6)In fact, more generally,

<C7>Substitution back into equation (C2) for both i = 1 and 2, and replacing Bn with equation (Cl), gives equation (9).

This paper has been typeset from a TeX/I5TeX file prepared by the author.
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The visibility of low-frequency solar acoustic modes

A. M. Broomhall1, W. J. Chaplin1, Y. Elsworth1, S.T. Fletcher21 School of Physics and Astronomy, University of Birmingham, Edgbaston, Birmingham B15 2TT2 Faculty of Arts, Computing, Engineering and Sciences, Sheffield Hallam University, Sheffield, SI 1 WB
The dates of receipt and acceptance should be inserted later
Key words Sun: helioseismology - - Sun: oscillations -- Methods: statisticalWe make predictions of the detectability of low-frequency p modes. Estimates of the powers and damping times of these low-frequency modes are found by extrapolating the observed powers and widths of higher-frequency modes with large observed signal-to-noise ratios. The extrapolations predict that the low-frequency modes will have small signal-to-noise ratios and narrow widths in a frequency-power spectrum. Monte Carlo simulations were then performed where timeseries containing mode signals and normally distributed Gaussian noise were produced. The mode signals were simulated to have the powers and damping times predicted by the extrapolations. Various statistical tests were then performed on the frequency-amplitude spectra formed from these timeseries to investigate the fraction of spectra in which the modes could be detected. The results of these simulations were then compared to the number of p-modes candidates observed in real Sun-as-a-star data at low frequencies. The fraction of simulated spectra in which modes were detected decreases rapidly as the frequency of modes decreases and so the fraction of simulations in which the low-frequency modes were detected was very small. However, increasing the signal-to-noise (S/N) ratio of the low-frequency modes by a factor of 2 above the extrapolated values led to significantly more detections. Therefore efforts should continue to further improve the quality of solar data that is currently available.

1 Introduction

To date a multitude of solar acoustic (p) modes have been observed over a wide range of frequencies. However, no independently confirmed detections of low-degree (low-/) p modes, with frequencies below ~ 970 ^Hz, have been made (e.g. García et al. 2001, Chaplin et al. 2002, Broomhall et al. 2007). As low-frequency p modes are expected to have very long lifetimes their detection would allow their frequencies to be measured to very high accuracies and precisions. This is crucially important as the properties of low-/ p modes are affected by conditions deep in the solar interior and so their frequencies act as a probe of these regions. However, the signal from low-frequency p modes is very weak. Therefore, different analysis procedures have been developed in attempts to detect these modes.Broomhall et al. (2007) used statistical techniques to look for coincident prominent features in BiSON and GOLF frequency-amplitude spectra. They found that many low- frequency p modes remain undetected despite reducing amplitude detection thresholds to less than 3mms-1 bin"1/2. However, Broomhall et al. found the / = 0, n = 6 mode at ~ 973 ¿¿Hz to be extremely prominent. This mode has also been detected in other studies such as Garcia et al. (2001) and Chaplin et al. (2002). The prominence of this mode is conspicuous because of the lack of evidence for higher-frequency modes such as the I = 0, n = 7 mode at ~ 1118/iHz. As yet this mode has only been observed in Sun-as-a-star data by Garcia et al. (2001). These higher- frequency modes should be easier to observe as theoreti-
^^imerScience’
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cally they should exhibit larger amplitudes in the photosphere, where the observations are made. It is, therefore, of interest to investigate how prominent the / = 0, n = 6 mode, and the modes surrounding it in frequency, should be. This will provide an indication as to whether we should be observing modes that we are not; or whether some effect makes the / = 0, n = 6 mode more prominent than the rest.How easy low-frequency modes are to detect depends upon their power and width in a frequency-power spectrum. As many low-frequency modes have not yet been detected their powers cannot be determined from solar data directly. Here, predictions of the power in very low-frequency modes have been made by extrapolating the power observed in well- defined, higher-frequency modes. The height of a mode in a frequency spectrum also depends upon the width in frequency over which the power is spread. As the power in the signal from a mode is damped over time the signal from the mode may be spread over several bins of a frequency spectrum. The lifetime of a mode varies with frequency and so it is also possible to infer from extrapolation the width a mode at a particular frequency is expected to exhibit from results for well-observed modes. The details of how the extrapolations were made will be explained in Section 2. To make the extrapolations we have assumed that the simple functional relationships that tum out to describe the powers and heights of the well-observed modes arc still valid at low frequencies. The validity of this assumption was tested using predictions of the powers and widths of low-frequency modes made by the Cambridge stochastic excitation and damping codes (e.g. Houdek ct al. 1999). Monte Carlo sim-
© nono WILEY-VCH Wrlag GmbH & Co. KGaA. Wvinhcim
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ulations based on the results of the extrapolations were then performed to investigate how often simulated modes could be detected (Section 3). The simulations involved creating timescries to mimic Sun-as-a-star data. The simulated data contained mode signals that have the properties predicted by the extrapolations. Various statistical tests, which are described in Section 4, were performed on the frequency-amplitude spectra that were created from the simulated timeseries. The statistical tests followed those described in Broomhall et al. (2007) and determined how often the simulated modes could be detected. The results of these tests arc detailed in Section 5. A discussion of the results is presented in Section 6. In this discussion we pay particular attention to the unusual I = 0, n = 6 radial mode.
2 Predicting the Widths and Powers of 
modes

Various properties of modes can be found by fitting frequencypower spectra. These properties include the width of a mode, and therefore its damping time, and the height of a mode, i.e. its maximum power spectral density. The product of the height and width is proportional to the total power in the mode. A BiSON spectrum, consisting of 3071 d of Sun-as- a-star Doppler velocity observations, was fitted using the methods described in Fletcher (2007). The fitting procedure involved talcing the Fourier transform of the timeseries to produce a frequency-power spectrum and then fitting a Lorcntzian-likc model to the various mode peaks in the resulting frequency-power spectrum. The observations were made between 1996 April 20 and 2004 September 15, an epoch which spans most of solar activity cycle 23. The data were processed in the manner described by Appourchaux et al. (2000) and Chaplin et al. (2002). The data were the same as the BiSON data used in Broomhall et al. (2007) except that, instead of being rebinned to have a cadence of 120 s, the data were left with the nominal 40 s cadence on which the BiSON data are stored.The visibility of a mode in a frequency-power spectrum will depend on the power and lifetime of the mode. We will now briefly discuss how these properties affect the visibility.
2.1 How the power and width of a mode affects its 
visibility

The width of a mode, △, is related to its lifetime, t, by
If the length of a timcscrics is significantly longer than the lifetime of a mode the timcscrics will extend over several realizations of the mode and so the modal peak will be resolved across several bins in the frequency domain. However, if a mode’s lifetime is significantly longer than the 

length of a timeseries all of the mode’s power will be contained in a single bin1.

1 The power can be split between 2 bins if the frequency of the mode
is not commensurate with the spectrum’s frequency bins. Also the finite 
length of a timeseries means that the mode will appear in a frequency- 
power spectrum as a sine squared function.

If the width of a mode can be resolved the power of that mode, V2, is given by
V2 = (2)
where T is the length of the timeseries and H is the maximum power spectral density per bin. When the power spectrum is fitted it is actually the maximum power spectral density, which corresponds to the height, H, of the Lorentzian, that is determined. The width, △, and height, H, of the mode can then be used to find the power of the mode. In this paper the observed signal-to-noisc ratio of a mode refers to the ratio of the height of the most prominent spike across the width of the mode and the mean level of the background around it. Wc define a spike as the power (or amplitude) contained in one bin in a frequency-power (or amplitude) spectrum. The height of the most prominent spike of a resonant peak in a frequency-power spectrum will be greater than the height of the fitted Lorentzian. This is because of the random nature of the excitation of the modes, which means that the power will have a x2 2 degrees of freedom distribution about the underlying Lorentzian. Therefore, the power in some of the bins across the width of the mode will be greater than the height of the Lorcnlzian. These are the spikes that are most likely to be detected.Notice that it is the power, V2, that we arc going to extrapolate and not the peak height of the mode. This is because the height, H, of the mode is not a smooth function of frequency, as it depends on whether the power of the mode is spread over more than one bin or whether the mode’s power is confined to one bin only. On the other hand the power of a mode is a smooth function of frequency and so can be extrapolated more easily.A well-defined mode is one with a power and a width that are sufficiently large for the mode to be detected easily, allowing the shape of the mode in a frequency-power spectrum to be fitted accurately. In the case of the Sun, when fitting a set of data that spans ~ 8.5 yr, well-defined modes have frequencies greater than ~ 1500/¿Hz. Here we are concerned with modes at low frequencies that cannot be observed clearly. Therefore it was necessary to extrapolate the widths and powers of well-defined modes to obtain estimates of the widths and powers of low-frequency modes. We have, therefore, assumed that simple functional relationships, which describe the variation of the parameters with frequency at higher frequencies, persist to lower frequencies. In section 2.5 we have used predictions from a stochastic excitation model to test the validity of this assumption. The extrapolation can be performed in two different ways, each of which will now be described in turn.
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Table 2 Predicted widths of various I = 0 modes found by extrapolating both the relationship found in method 1 and the relationship found in method 2.Frequency (Mfk) Width Found Using Method 1 (/¿Hz) Width Found Using Method 2 (/iHz)1407.627 0.091 ±0.008 0.07 ± 0.011263.524 0.064 ± 0.006 0.039 ± 0.0081118.15 0.044 ± 0.005 0.021 ± 0.005972.745 0.031 ± 0.004 0.010 ±0.003825.365 0.021 ±0.003 0.0044 ± 0.002

—8
Z. The bottom panel of Figure 1 shows the results for / = 0 modes only. The power is calculated from equation 2 using the width and the height of the best fit Lorentzian for the mode. The width and height of a mode have a negative correlation of ~ 0.95 and so the resulting error bars on the calculated powers are small.For both the power and the width a linear, least-squares fit was performed to determine the gradients and the zerofrequency intercepts. The gradients and zero-frequency intercepts of these fits and the errors associated with them can be seen in Table 1. This method of fitting the data will be referred to as method 1.
23 Method 2: The In-In relationshipAn approximately linear relationship is also observed between the natural logarithm of the width of a mode and the natural logarithm of its frequency (see the top panel of Figure 2). Once again the linearity is only found at frequencies below ~ 2400 /iHz. Likewise an approximately linear relationship is found when the natural logarithm of the power of a mode is plotted against the natural logarithm of the frequency of that mode (see the bottom panel of Figure 2). As with method 1 a linear least squares fit was performed to find the gradients and the zero-frequency intercepts for both the width and the power. The gradients and zero-frequency intercepts resulting from fitting the powers and widths in this manner can be seen in Table 1. This approach to fitting the data will be referred to as method 2.
2.4 Extrapolating method 1 and method 2 to low 
frequenciesTo determine the value of the width and power of a mode at very low frequencies the gradients and zero-frequency intercepts were used to extrapolate the linear relationships from method 1 and method 2 to lower frequencies. The widths found using both method 1 and method 2 for I = 0 modes, in the frequency range 800 to 1450 /iHz, can be seen in Table 2; and the powers for the same modes, also found using both method 1 and method 2, can be seen in Table 3. Some of these modes have not yet been observed and so we have used the mode frequencies predicted by the Saclay Seismic Model (Tbrck-Chieze et al. 2001).

1500 2000 2500 3000Frequency (uTlz)
Fig. 1 Results for method 1. Top panel: The black crosses show how the natural logarithm of the observed width of a mode varies with frequency. The errors of the widths are those associated with the fits. The red solid line shows the linear line of best fit for the widths at frequencies between ~ 1530 pHz and ~ 2400 /¿Hz. The blue dashed lines indicate the errors on this linear fit Bottom panel: The black crosses show how the natural logarithm of a mode’s power varies with frequency. The red solid line shows the linear line of best fit for the powers at frequencies between ~ j 540pHz and ~ 2500 /xllz. The blue dashed lines indicate the errors on this fit.
23 Method 1: The In-linear relationshipAn approximately linear relationship is observed between the natural logarithm of a mode’s width and its frequency for well-observed modes with frequencies below ~ 2400 /tHz (see the top panel of Figure I). The well-defined plateau in the mode widths above ~ 2400 pHz (see for example Chaplin et al. 2005) means that the linearity does not extend to higher frequencies. The observed widths have been fitted using data from modes with different degrees. In Sun-as-a- star observations only low-/ modes can be clearly observed. Here widths from I = 0, 1 and 2 modes have been used. The width of a mode is not independent of degree as high-/ modes have a lower inertia than low-Z modes and so high-Z modes have faster damping rates. However, the difference in damping rates is minimal over the confined range of I used here.The relationship between the natural logarithm of a mode’s power and its frequency is also approximately linear for well-defined modes with frequencies below 2500pHz(see the bottom panel of Figure 1). The power of a mode is dependent on its degree and so the values of the coefficients of the linear relationship are specific to each value of
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Table 1 Gradients and zero-frequency intercepts found by least squares fits for method 1 and method 2. The reduced xl value for each fit is also given. Gradient Zero-frequency Intercept xiWidthMethod 1 (2.5 ±0.1) x 10-4 -6.0 ± 0.2 0.91Method 2 (5.2 ±0.2) x 10° -40 ±2 0.70PowerMethod 1 (4.68 ±0.06) x 10'4 -17.2 ±0.1 6.5Method 2 (9.8 ±0.1) x 10° -82.3 ± 0.9 6.9
Table 3 Predicted powers of various I = 0 modes found by extrapolating the relationship found in method I and the relationship found in method 2. Frequency Power Found Using Power Found Using(/zllz) Method 1 (ms'2) Method 2 (ms-2)1407.627 (2.38 ±0.09) x IO’5 (1.32 ±0.08) x 10-&1263.524 (1.21 ± 0.05) x IO-5 (0.46 ± 0.03) x 10-51118.15 (0.61 ±0.03) x 10-5 (0.14 ± 0.01) x 10-5972.745 (0.31 ±0.02) x 10“5 (0.035 ± 0.002) x 10-5825.365 (0.16 ±0.01) x IO“5 (0.0078 ± 0.0008) x 10“5

As can be seen the widths extrapolated using method 2 are consistently smaller than the widths extrapolated using method 1. The difference between the estimated width of a particular mode increases as the frequency of the mode decreases. In fact the widths inferred by the two methods do not agree to within their associated error bars at any frequency. Below 1000 //Hz the widths predicted by method I are ~ 3 times larger than the widths predicted by method 2. Additionally method 2 consistently predicts lower powers than method 1. Again the difference between the two extrapolations increases as the frequency of the mode decreases and at no time do the powers predicted by the two methods agree to within their respective error bars. At the higher frequencies the powers predicted by method 2 are just under half the powers predicted by the method 1. However, below 1000/iHz the powers predicted by method 1 are approximately a factor of 10 larger than the powers predicted by method 2. Clearly there is a significant discrepancy between the powers and widths predicted by the two methods.Table 1 gives the reduced x„ values of the linear fits. The lower the reduced x^ value the better the fit is at representing the data. However, if the reduced x2 value is significantly less than unity either the model used to fit the data is too complicated or the errors on the data have been overestimated. The x2 values are very similar for each method with method 2 providing a slightly better fit for the widths but method 1 giving a better representation of the powers. Both methods appear to give very good fits to the width. The values of the reduced x„ determined for the linear power fits are large because of the small error bars associated with the observed powers.Monte Carlo simulations were performed using the results of both extrapolations. These simulations will be described in Section 3. However, before we describe the sim

ulations it is interesting to compare the extrapolated parameters with theoretical predictions that can be found using a stochastic excitation model.
2.5 Comparing the results of the extrapolation with 
solar excitation model predictionsTheoretical model mode damping and excitation rates can be calculated using various analytical models, which describe the interaction of the convection and the oscillations. The power of a mode, V2, is given by 
where P is the energy supply rate, I is the mode inertia and △ is, as defined previously, the width of the mode in a frequency-power spectrum. In what follows we will compare the powers and linewidths that have been predicted by one such stochastic excitation model with the linewidths and powers that are observed in and can be extrapolated from BiSON data. Chaplin et al. (2005) calculated model energy supply rates and linewidths using the Cambridge stochastic excitation and damping codes. Figure 3 shows that the model widths drop off more rapidly than both the observed and extrapolated widths at low frequencies. This is a known, and as yet unresolved problem, with the modelling of the linewidths (see for example Chaplin et al. 2005).The top panel of Figure 4 shows a comparison between the model, observed and extrapolated powers. As we are interested in the frequency dependence of the power the model powers have been scaled to ensure that the maximum model power and the maximum observed power arc equal. The model powers decrease less rapidly than the powers observed in the BiSON data. Therefore the powers estimated by both method 1 and method 2 are smaller than the model powers at low frequencies. However, this is understandable
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Fig. 2 Results for method 2. Top panel The black crosses show 
how the natural logarithm of the observed width of a mode varies 
with the natural logarithm of its frequency. The errors bars shown 
for the widths are those associated with the fits. Bottom panel: The 
black crosses show how the natural logarithm of the mode power 
varies with the natural logarithm of mode frequency. As in Figure 
I the red solid lines in both panels represent the linear best fits and 
the blue dashed lines represent the errors on the fits.

Fig.3 A comparison between observed, modelled and extrapo
lated linewidths. The solid line represents the modelled linewidths, 
the black crosses represent the linewidths found by fitting BiSON 
data, the red diamonds show the widths found using extrapolation 
method 1 and the blue triangles show the widths found using ex
trapolation method 2.

Fig. 4 Top panel: A comparison between the observed, modelled 
and extrapolated powers. The solid line represents the modelled 
powers, the black crosses represent the powers found by fitting 
BiSON data, the red diamonds show the powers found using ex
trapolation method 1 and the blue triangles show the powers found 
using extrapolation method 2. Bottom panel: A comparison be
tween the observed, modelled and extrapolated powers, however 
the model powers have been found using the observed widths. The 
symbols and lines have the same definitions as in the top panel. 
Also plotted are the model powers found using the widths esti
mated by extrapolation method 1 and the model powers calculated 
using the widths extrapolated using method 2.

and model powers seen in the top panel of Figure 4 is due to the smaller model widths. The extrapolated powers also appear to agree better with the model values calculated using the observed widths (bottom panel of Figure 4). However. it is difficult to tell which extrapolation method produces the best agreement with the model powers. Also plotted in the bottom panel of Figure 4 are the model powers that are found when the widths estimated by both extrapolation methods are used. The agreement between the extrapolated powers and (he model powers is poor when method 1 is used. However, the agreement between the extrapolated and model powers is better when method 2 is used.
as the model widths decrease more rapidly than the observed widths. Chaplin el al. (2005) note that the model widths are too narrow at low frequencies, which implies that the extrapolations performed tend in the right direction.It is also of interest to find the model powers using the observed widths. The bottom panel Figure 4 shows that using the observed widths produces a far better agreement with the powers observed in the BiSON data. This indicates that the majority of the discrepancy between the observed

3 Simulating the modes

In this section we describe how we made artificial p-mode timeseries. These timeseries were analyzed, and results on detections of their artificial modes compared with the results of Brnomhall el al. (2007). on real p-mode data. In Broomhall el al. BiSON and GOLF frequency-amplitude spectra were searched for coincident prominent structures that occurred at the same frequency in each spectrum. Here
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we needed to simulate pairs of timeseries, which both contained the signal from a mode and normally distributed noise. The statistical tests described in Broomhall et al. (2007) were then applied to the simulated data to determine how often the simulated modes could be detected.Modes of a given frequency and lifetime (width) were simulated by randomly exciting an oscillator that was damped over the correct timescale. The damping lime was predicted using equation 1 and the extrapolations described in Section 2 for linewidth. The simulations produced timeseries that contained the signal from a simulated mode. The total power of the simulated mode was scaled to the power predicted by the simulations.Two timeseries containing normally distributed random noise were created. The signal from two sets of contemporaneous real Sun-as-a-star data taken by different instruments, such as BiSON and GOLF, contains some coherent noise. This noise is solar in origin and comes from the solar granulation. The level of coherent noise is frequency dependent and at around 1000 pHz the coherency between BiSON and GOLF data is ~ 0.1. Therefore 10% of the noise in the two simulated limeseries was set so it was common to both sets of simulated data. The timeseries containing the signal from the simulated mode was then added to each noise timcscries.Solar modes are excited stochastically by turbulence in the convection zone, which is caused by the solar granulation. As the coherent noise in two sets of Sun-as-a-star data is from the granulation it is possible that the coherent noise found between the BiSON and GOLF data is also correlated to the amplitude of excitation of the mode. In the simulations the amplitude of the excitation was determined by a normally distributed array. For some of the simulations the correlated noise that was added to the simulated data was taken to be the array that determined the amplitude of the excitation of the mode. Simulations were also performed when the noise that was coherent between the two simulated sets of data was independent of the amplitude of excitation of the mode.The simulations have been performed for the / = 0 modes between ~ 800 and ~ 1450 ^Hz, the extrapolated properties of which are given in Tables 2 and 3. The timeseries were simulated to contain 2,211,120 points with a cadence of 120s to be consistent with the sets of BiSON and GOLF data used in Broomhall el al. (2007). The simulated and BiSON limeseries cover the same length in lime (~ 8.5 yrs), despite having different cadences and containing a different number of points. This means that the power of a mode in the simulated and observed limeseries is the same. Furthermore, the number of frequency bins that cover the width of a mode in the simulated frequency-power spectra is the same as in the fitted BiSON spectrum. Therefore, the height of the mode in a simulated frequency-power spectrum will be the same as the height predicted by the extrapolations. The level of noise in the simulated spectra was scaled to mimic the mean level of noise observed in the Bi-

© 0000 WILLY-VCH Vcrtag GmbH A Co. KGaA. Weinheim

SON frequency-power spectrum in the 100/zHz surrounding the frequency of the mode that was simulated.Each extrapolated power and width has an error associated with it. To obtain an upper limit on the fraction of times a simulated mode could be detected Monte Carlo simulations were performed using the ±lcr error values of the extrapolated widths and powers.Once timeseries containing a mode and noise had been created several tests were performed on the resulting frequencyamplitude spectra to determine whether the mode could be detected or not. For each mode 1000 pairs of timeseries were simulated. Each pair of simulated limeseries corresponds to a different realization. The number of pairs of spectra in which a mode was detected was then counted. Various statistical tests were used to detect the modes. We will now outline each of these tests in turn.
4 Statistical Tests

The tests performed are based on the statistics described in detail in Chaplin et al. (2002) and Broomhall et al. (2007). Here we summarize the statistical tests that were used to search the simulated spectra. The simplest test involves searching for a single prominent spike that is above a given threshold level in the same bin in each of the two simulated frequency- amplitude spectra. The threshold level for detection was set al a 1 per cent chance of getting at least one false detection anywhere in 100 //Hz. This level and frequency range were chosen to maintain consistency with the detection methods employed in Broomhall et al. (2007). The probability of observing such a ‘pair of spikes’ takes proper account of the level of common noise present in the two frequencyamplitude spectra as this affects the probability that any detection is due to noise. A detection was considered to have been made if it was positioned within one linewidth of the input frequency. The linewidths were determined by the extrapolated values and so varied between modes. As the modes are damped it is possible to take advantage of the width the mode may exhibit in frequency. Furthermore, if the frequency of a mode is not commensurate with the frequency bins of the spectrum the power of the mode may be spread over more than one bin. The second test involves searching for two prominent spikes in the same consecutive frequency bins of each frequency-amplitude spectrum. Both spikes must lie within one peak width of the mode’s input frequency for a detection to be counted. The third test performed also searched for two prominent spikes but this time the spikes did not need to be in consecutive bins. These two spikes are known as a two-spike cluster. The bins occupied by the two spikes could lie up to twice the predicted peak width apart. However each spike had to lie less than one linewidth from the mode’s input frequency for a detection to be counted. The two prominent spikes in the cluster needed to be in the same bins in each frequency-amplitude spectrum. This test was then extended to search for clusters containing three, four and five prominent spikes. The
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Fig. 5 Comparison between the fraction of modes detected when 
different input parameters were used.

highest and lowest frequency spikes in the cluster had to be separated by less than twice the width of the mode. Furthermore, each prominent spike in the cluster had to be in the same frequency bin in each frequency-amplitude spectrum AU spikes in the clusters needed to lie within one linewidth of the mode’s input frequency for a detection to be counted.The simulated spectra were searched to determine how often these statistical tests were passed for each mode. The results of these tests will now be described.
S Results of the Simulations

Figure 5 shows the fraction of the 1000 simulations that were performed in which the mode being simulated was detected when looking for a single spike in the same bin in each spectrum. The results show that using the parameters predicted by method 1 leads to more detections than the parameters estimated by method 2. This is expected as the powers predicted by method 1 are significantly larger than the powers predicted by method 2. More detections are made when the noise that is coherent between the two sets of data is also correlated to the amplitude of the excitation of the mode. This is also understandable. If, for example, at a point in time the level of solar noise is larger than average the amplitude of the excitation of the mode will also be larger than average enabling it to potentially remain distinguishable from the noise. However, all of the simulations that use the extrapolated values predict that the number of detections at low frequencies will be small. Also plotted on Figure 5 are the results of simulations performed using the model widths and powers predicted hy the stochastic excitation model described in Chaplin et al. (2005). The model powers have been found using the model widths rather than the observed widths. Clearly more detections are made when the model parameters are used.Figure 6 plots results from the spike tests where the coherent noise was correlated to the mode excitation. Each panel of Figure 6 shows three clusters of lines. The solid, black lines in the clusters labelled sf=l represent the results from simulations where the power and width of the 

input mode were predicted by the respective extrapolation methods. The results show that the number of detections decreases rapidly as we move to lower frequencies. As each of the statistical tests are looking for prominent spikes it is the height the mode exhibits in the frequency-amplitude/power spectra that determines whether or not it can be detected. The height of a mode in a frequency-power spectrum is proportional to V2/A (see equation 2). The upper limit on the number of detections is given by the case when the maximum power and minimum width is used. Using the maximum power and minimum width means that the height of the mode, is, potentially, larger and so the signal-tonoise ratio of the mode should be increased. It is therefore understandable that using the maximum power and minimum width leads to more detections. When the simulations were performed using the maximum width the power is spread over a larger number of bins and so this negates the effect on the signal-to-noise ratio of the mode of increasing its power.Simulations were also performed to investigate the effect of increasing the observed signal-to-noise ratio. The power given to each simulated mode was increased by factors of 2 (labelled sf=2 in each panel of Figure 6) and 3 (labelled sf=3 in each panel of Figure 6). This significantly increases the number of detections made at low frequencies. The fraction of spectra in which the I — 0, n = 6 mode was detected when the scale factor was 1 was at most 0.05. However, the fraction of detections made when the scale factor was 2 was 0.60 and when the scale factor was 3 the fraction of simulated spectra in which the I — 0, n = 6 mode was detected was 0.98.
6 Discussion

Clearly the visibility of the modes drops off at low frequencies. The most optimistic results are achieved when the extrapolation is performed using method 1 and the common noise is correlated to the amplitude of the excitation of the mode. Clearly more detections are made when the stochastic excitation model parameters are used. However, these results can only be treated as an upper limit as we have already seen that the model underestimates the widths of the modes. This not only leads to the power of the modes being overestimated but also means that the height of a mode is increased, and so a mode is more likely to be detected.For both extrapolation methods, irrespective of whether the noise is correlated or uncorrelated with the excitation amplitude, the fraction of detections at ~ 1000/1Hz is less than 0.1. On the assumption that method I produces a more accurate prediction of the mode’s powers and widths than method 2 the simulations imply that if the power signal- to-noise ratio can be increased by a factor of 2 a significantly higher proportion of modes could be detected. It would therefore be beneficial to continue efforts to try and improve the quality of the data further.
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Fig. 6 Results of searching for a single spike when the noise is correlated with the excitation amplitude. The black solid lines show the 
results for the actual extrapolated values. The red dashed lines show the results when the maximum power and minimum widths are used 
in the simulations. The blue dashed line shows the results of the simulations that used the maximum powers and the maximum widths 
The three clusters of lines are present as for each set of parameters the power was scaled by a different amount. The clusters labelled 
sf=l represent the true predicted values. The clusters labelled sf=2 show the results when the power was increased by a factor of 2 and 
the clusters labelled sf=3 are the results when the power was increased hy a factor of 3.

The total background continuum is a combination of instrumental noise, solar noise and, for Earth-based instruments such as the BiSON network, a small amount of atmospheric noise. If the atmospheric and instrumental noise can be reduced this would increase the signal-to-noise ratio of a mode, making it easier to detect. The limiting factor to the improvement that can be made to the data quality is the amount of solar noise presenL However, the mean power of the BiSON data is always more than twice the power of solar noise predicted by the Harvey model and the characteristic parameters for the granulation found by Elsworth et al. (1994). Therefore it is theoretically possible to significantly reduce the level of noise in this frequency range.
It is possible to compare the results of these simulations to the observed candidates found in Broomhall et al. (2007). According to the simulations the I = 0, n = 9 mode at ~ 1407 ^Hz should be detected in the vast majority of spectra and this mode is observed to be very prominent in the BiSON and GOLF data used in Broomhall at al.. The / = 0, n = 8 mode at ~ 1263 pHz is also detected by Broomhall et al.. The simulations indicate that the fraction of time that this mode should be detected is at least 0.6. The I = 0, 

n = 7 mode at ~ 1118 pHz and the I = 0, n = 5 mode at ~ 825 ^Hz are not detected in the BiSON and GOLF data used m Broomhall et al.. The fraction of simulated spectra in which the I = 0, n = 7 mode was detected was, at most, 0.35, while the fraction of simulations in which the I = 0, 
n = 5 mode was detected was less than 0.06. Therefore it is reasonable to expect that the modes might not be detected in the BiSON and GOLF data.

It should of course be noted here that all of these results are based on the assumption that the simple relationships for the mode powers and widths observed in well-defined modes are still valid at low frequencies. The solar excitation model suggests that this may not be an unreasonable assumption, although it is difficult to determine which ex

trapolation method predicts the lifetimes and powers more accurately.The I — 0, n = 6 mode is significantly more prominent in the observations than the simulations. Therefore this mode will now be considered in more detail.
6.1 The I = 0, n — 6 modeThe I = 0, n = 6 mode is observed to be prominent in Sun as-a-star data. However, some modes with higher frequencies remain undetected. The most optimistic simulations imply that the fraction of spectra in which the I = 0, n = 6 mode should be detected is less than 0.05. In the simulations performed here, for method 1, with noise correlated to the amplitude of the excitation, the average simulated signal- to-noise ratio in amplitude was ~ 2.1. However, the observed amplitude signal-to-noise ratio in the GOLF and BiSON data examined in Broomhall et al. (2007) was greater than 3.4. In fact, the fraction of simulations in which the signal-to-noise ratio of the mode was greater than 3.4 was 0.014. Therefore the simulations poorly represent the observed properties of this mode. It should be noted that the amplitude signal-to-noise ratio of other modes that were detected in BroomhaJI et al. are well represented by the simulations in this paper. For example, the I = 0, n = 9 mode was observed to have a signal-to-noise ratio of 3.1 while the average signal-to-noise ratio produced by the simulations ranged from 2.9 to 3.7 depending on which extrapolation method was used and whether the noise was correlated to the excitation amplitude.When the mean amplitude signal-to-noise ratio of the simulated I = 0, n = 6 mode was set as 3.4 the fraction of spectra in which the mode was detected increased to ~ 0 6. A signal-lo-noise ratio of 3.4 is ~ 3tr from the mean amplitude signal-to-noise found in the original simulations where extrapolation method 1 (In-linear) is used and the noise is correlated to the excitation amplitude. Therefore, the simulations and the observations are not so different that new
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physics is required to explain the observations. It is more likely that at some point in time the mode has been randomly excited to a larger amplitude because of the stochastic nature of mode excitation.
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