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I 

ABSTRACT 

Controls of stream and streambed metabolism were investigated at the reach and bedform-scale 

and methods to facilitate further understanding of these controls developed. Porewater 

concentrations of conservative and metabolically reactive (DOC, DIC, CH4) solutes along 

bedforms indicated that groundwater – surface-water mixing explained the majority of the 

spatial pattern of the reactive solutes. Therefore, our conceptual understanding of bedform-

induced hyporheic exchange flow might need to be re-assessed. Hyporheic metabolism was 

only detected at a few locations with long porewater travel times. In addition, a small, low-cost 

conductance sensor was developed to measure high-resolution (temporal and spatial) porewater 

tracer breakthrough curves (BTC), without risking the induction of hyporheic flow. Based on 

the tracer BTCs, travel times during a storm event showed complex and hysteretic-like 

behaviour with discharge. During baseflow conditions, partly bedform-independent patterns of 

hyporheic travel times were observed, suggesting that small-scale streambed irregularities 

might be important. On a reach-scale, resazurin injections were conducted under contrasting 

discharge conditions along four consecutive reaches, with alternating flat and steep channel 

slopes. Metabolic transformation rates increased with discharge, but channel slope did not have 

a significant effect. Finally, a turbidity correction method for in situ fluorometers was 

developed, allowing their application during resazurin injections under variable discharge 

conditions. 
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Chapter One 

INTRODUCTION 

1.1 Scientific Rationale 

1.1.1 Streams as Reactive Ecosystems 

Streams and rivers receive solutes and particulate matter (PM) from their catchments. Once in 

streams or rivers, these solutes, such as organic carbon (OC) and nitrogen (N), are subject to 

several processes, namely: evasion into the atmosphere, accumulation in sediments, 

biogeochemical transformation, or transportation downstream towards the ocean (Battin et al., 

2009; Cole et al., 2007; Drake et al., 2018; Raymond et al., 2013; Wollheim et al., 2008). 

Quantifying the relative importance of these processes and identifying their controls across 

different scales remains uncertain, leading to continuously changing global carbon (C) flux 

estimates for freshwater ecosystems (Abril & Borges, 2019; Drake et al., 2018; Raymond et al., 

2013). Especially the source of the evaded carbon dioxide (CO2) from streams and rivers, either 

due to in-stream respiration of OC or advective transport of soil respiration products, is often 

unknown in large-scale models (Cole et al., 2007; Raymond et al., 2013; Richey et al., 2002). 

This is likely due to the variation and the challenging prediction of the controls of in-stream 

respiration and metabolism, despite the evidence of significant in-stream metabolism (Cole & 

Caraco, 2001; Demars, 2018; Lupon et al., 2019; Mayorga et al., 2005; Peterson et al., 2001). 

In-stream metabolism (i.e., heterotrophic and autotrophic respiration, as well as primary 

production) is controlled by different factors. These are, to name only a few: latitudes on a large 

scale, which are likely linked to temperature (Tiegs et al., 2019); land-use in the catchment with 

effects on the riparian vegetation and the light regime (Bernot et al., 2010); spatial (i.e., 

localised groundwater inputs; Lupon et al., 2019) and temporal (i.e., due to storm events; 
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Demars, 2018) variability of OC inputs; and the exchange with transient storage zones 

(Argerich et al., 2011a; González-Pinzón et al., 2014; Tremblay et al., 2020). Transient storage 

zones are zones within the river corridor, where the water resides longer than the majority of 

the advectively transported water in the river channel itself. These are pools, recirculating 

marginal waters, streambeds, stream banks, and floodplains (Harvey & Gooseff, 2015). Those 

transient storage zones can be important for the retention and transformation of solutes (Findlay, 

1995; Harvey & Gooseff, 2015; Wondzell, 2011), due to the higher bacterial abundance and 

production in transient storage zones compared to the water in the main stream channel (Fischer 

& Pusch, 2001). This led to the formulation of the nutrient spiralling concept (Newbold et al., 

1981), which measures the advective downstream transport of a nutrient atom through a stream 

reach before it is retained and transformed due to the biological demand of these transient 

storage zones. Decades of standardized experimental protocols led to insights into the drivers 

of nutrient spiralling lengths across scales and biomes (Webster et al., 2003; Wymore et al., 

2019). An important transient storage zone is the hyporheic zone – the interface between the 

stream water and the groundwater in the streambed – where solutes are transported into the 

sediments by downwelling surface-water and interact with upwelling groundwater and the 

microbial community (Battin et al., 2008; Boulton et al., 1998; Grimm & Fisher, 1984; Harvey 

& Fuller, 1998; Hester et al., 2017; Krause et al., 2011; Sophocleous, 2002). 

1.1.2 Research Gaps in our Understanding of Stream Metabolism across Scales 

Hyporheic Flow Paths and Exchanges: Bedform-induced hyporheic exchange flow (HEF) is 

the fraction of downwelled surface-water, which is re-emerging into the stream channel after it 

spent some time and distance in the hyporheic zone. It is controlled by the streambed 

topography, the channel slope, the hydraulic conductivity and porosity of the streambed, the 
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groundwater flow patterns, and the stream discharge (Boano et al., 2014; Cardenas et al., 2004; 

Fox et al., 2014; Packman et al., 2004; Tonina & Buffington, 2009; Trauth et al., 2015). Even 

though we know the main controls of HEF and the general flow patterns along bedforms, such 

as steps, pool-riffles, dunes, or gravel bars, these have been primarily informed by flume and 

modelling studies (Boano et al., 2014; Thibodeaux & Boyle, 1987), whereas studies 

demonstrating the actual hyporheic flow paths in the field are rare (Hill et al., 1998; Pinay et 

al., 2009; Zarnetske et al., 2011a). Instead, many studies about transformations of metabolically 

reactive solutes (e.g., OC, N, and dissolved oxygen (DO)) along bedforms assume that their 

sampling locations lie on the same hyporheic flow path, e.g., from the upstream part of a riffle 

to the downstream end, and interpret concentration patterns of these solutes as hyporheic 

metabolism (Cleven & Meyer, 2003; Findlay et al., 1993; Franken et al., 2001; Hlaváčová et 

al., 2005; Krause et al., 2009). However, this assumption and the resulting conclusion about 

hyporheic metabolism can be misleading, because locations of groundwater upwelling or 

mixing of groundwater and surface-water – in addition to hyporheic metabolism – can also lead 

to these patterns (Landmeyer et al., 2010; Pinay et al., 1998). Therefore, it is difficult to interpret 

concentration patterns of metabolically reactive solutes in the hyporheic zone without 

accounting for mixing of surface-water and groundwater. 

Hyporheic Travel Times: In addition to determining the sources of hyporheic porewater, it is 

also important to estimate their travel and residence times in order to quantify hyporheic 

metabolic reaction rates and fluxes. The hyporheic travel time (i.e., the time a water parcels 

takes to flow from the surface-water to a specific location in the hyporheic zone) is a proxy for 

the duration solutes are in contact with the streambed microbial community and, therefore, have 

an impact on the turnover of these solutes, such as DO, C, N, phosphorus (P), and others (Arnon 
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et al., 2007; Corson-Rikert et al., 2016; Hampton et al., 2020; Pinay et al., 2009; Quick et al., 

2016; Reeder et al., 2018; Zarnetske et al., 2011a). For a given flow path, long travel times 

often result in higher absolute turnover, but might indicate smaller fluxes and, therefore, a lower 

contribution to the metabolic activity of the whole river corridor (Findlay, 1995). Accurately 

quantifying hyporheic travel times and fluxes is, therefore, needed to improve our estimates 

and understanding of the importance of the hyporheic zone for stream metabolism.  

It is very time and resource-consuming to measure small-scale (cm to dm-scale) hyporheic 

travel times and metabolic reaction rates (Hampton et al., 2020; Harvey et al., 2013; Knapp et 

al., 2017) with our current methods, such as multi-level piezometers (Rivett et al., 2008) or 

MINIPOINTS (Duff et al., 1998; Harvey et al., 2013). Therefore, these studies are rare and 

limited to a few locations. In addition, the high-frequency porewater sampling of these methods 

can risk the induction of hyporheic exchange flow (Duff et al., 1998). These methodological 

limitations are likely some of the main reasons hampering our advancement of understanding 

the spatio-temporal dynamics of hyporheic travel times. 

Reach-Scale Metabolism: Even though small-scale process-understanding of stream 

metabolism and HEF is important, the cumulative effect of these processes on a reach and 

catchment-scale as well as the ability to measure and predict them are relevant for water 

authorities. In addition, the high local variability of HEF and hyporheic metabolism (Harvey et 

al., 2013) could lead to large uncertainties if individual, small-scale measurements were 

upscaled to river basins. Reach-scale measurements, on the other hand, integrate these small-

scale variabilities and potentially interacting effects between different stream geomorphic 

features (Stonedahl et al., 2010). Studies have analysed the controls (e.g., land-use, modelled 

transient storage exchange, and discharge) of stream metabolism on a small (Johnson et al., 



Chapter One: Introduction  

5 

2009) and reach scale (Dent et al., 2001; Mulholland et al., 2001, 2008; Peterson et al., 2001; 

Webster et al., 2003; Wymore et al., 2019) and sought to link small-scale measurements with 

reach-scale modelling (Harvey & Fuller, 1998). Most of these reach-scale studies linked stream 

metabolism to catchment (and, therefore, sources of C, N, P, and light) or stream characteristics, 

such as modelled transient storage (e.g., OTIS; Bencala & Walters, 1983; Runkel & Broshears, 

1991). Whereas several studies showed clear links between catchment characteristics and 

stream metabolism, this link is less clear for the stream characteristics.  

The relationship between modelled transient storage parameters (OTIS) and stream metabolism 

is very variable and partly contradictory (Briggs et al., 2010; Drummond et al., 2016; Ensign & 

Doyle, 2005, 2006; Hall et al., 2002; Webster et al., 2003). These observations could either 

indicate that transient storages are not the primary controls of stream metabolism in some 

systems or that these models do not capture the processes and storages relevant for stream 

metabolism (Briggs et al., 2009). In the latter case, other stream characteristics, such as the 

channel slope, might be a more reliable, easily-measurable and predictable proxy variable for 

stream metabolism. This is, because water turbulence, re-aeration, evasion, streambed 

topography and hydraulic conductivity co-vary with the channel slope and are likely linked to 

HEF and metabolism (Buffington & Tonina, 2009; Raymond et al., 2012; Rocher‐Ros et al., 

2019; Tonina & Buffington, 2009).  

In situ Fluorometry: In addition to nutrient additions and modelling of diel DO dynamics 

(Bernhardt et al., 2018; Hall et al., 2016; Peterson et al., 2001; Webster et al., 2003) injections 

of resazurin are used to measure reach-scale stream metabolism (Knapp et al., 2018). Resazurin 

is a weakly-fluorescing tracer, which is reduced to highly-fluorescing resorufin by aerobic, 

heterotrophic microbial respiration (González-Pinzón et al., 2012; Haggerty et al., 2008, 2009). 
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Since both resazurin and resorufin are fluorescent tracers, they can be measured continuously 

by in situ fluorometers in streams with a pH > 7 (Lemke et al., 2013b) during tracer experiments 

(Blaen et al., 2018; Ward et al., 2019). However, the effect of turbidity on the fluorescence 

measurements by the in situ fluorometers is unknown and a correction method is not yet 

available. Therefore, in-stream resazurin transformations cannot be accurately analysed with in 

situ fluorometers during storm events, if the turbidity of the stream water varies during the 

tracer injections. 

1.2 Research Objectives and Hypotheses 

The work presented in this thesis aims to address the aforementioned process-based knowledge 

gaps about the patterns and drivers of stream metabolism and HEF as well as the 

methodological limitations of investigating them. Both, stream metabolism and HEF are linked, 

multi-scale processes and are, therefore, addressed on a reach and bedform-scale. The main 

research objective is: 

Main Objective: To investigate the geomorphological and hydrological multi-scale (bedform 

and reach-scale) drivers of stream and streambed metabolism.  

Hypothesis 1: Bedform-induced HEF and hyporheic metabolism explain the patterns of 

metabolically reactive solutes (dissolved organic carbon (DOC), dissolved inorganic carbon 

(DIC)) in streambeds. 

Supporting Objective of Hypothesis 1: Develop a small, low-cost sensor for high-resolution 

real-time monitoring of hyporheic travel times and fluxes. 
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Hypothesis 2: Channel slope qualifies as a proxy for stream metabolism under variable 

discharge conditions. 

Supporting Objective of Hypothesis 2: Provide a calibration method for in situ fluorometers 

to support reach-scale tracer studies under dynamic flow and turbidity conditions. 

1.3 Thesis Structure 

The thesis is structured in the format of four self-contained research paper-type chapters, 

followed by a general conclusion. Each chapter addresses one of the four research hypotheses 

or objectives and each includes its own abstract, introduction, methods, results, discussion, and 

conclusion. In the general conclusion, the key research findings of the four chapters are 

summarized and their implications discussed. This is followed by an overview of potential 

future research directions. The references of all chapters are collated towards the end in one list. 

Descriptions of the chapters are as follows: 

Chapter 2: MIXING OR METABOLISM? CARBON CYCLING IN THE HYPORHEIC 

ZONE OF A FIRST-ORDER BOREAL STREAM. This chapter aims to investigate how 

much of the spatial variation of metabolically reactive solute concentrations (DOC, DIC) in the 

streambed is explained by hyporheic metabolism as well as mixing of surface-water and 

groundwater. This will help to assess, whether streambed topography and assumed hyporheic 

flow paths are sufficient to interpret concentration patterns of metabolically reactive solutes in 

streambeds. Surface-water and porewater of the streambed (top 20 cm) of a step-pool and pool-

riffle stream segment was sampled during tracer injections under varying discharge conditions 

and analysed for conservative (cations, water isotopes) and metabolically reactive (DOC, DIC) 

solutes. Two-component end-member mixing analysis (EMMA) of hyporheic cation and 
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isotope concentrations was used to quantify the water sources (surface-water or groundwater) 

and transformations of DOC and DIC in the porewater. This work was collaborative with the 

candidate designing and leading the field experiment, performing the laboratory and data 

analysis, and writing the initial manuscript. Co-authors helped during the field experiments and 

with the laboratory analysis as well as contributed to the manuscript.  

Chapter 3: A ROBUST, LOW-COST CONDUCTANCE SENSOR FOR HIGH-

RESOLUTION REAL-TIME MONITORING OF STREAMBED POREWATER 

DYNAMICS. This chapter aims to design and test a small, minimally-invasive, low-cost 

electrical conductance sensor to monitor streambed tracer BTCs in real-time at high temporal 

and spatial resolution. This allows the measurement of hyporheic travel times, solute fluxes and 

– combined with traditional porewater sampling – transformation rates of metabolically reactive 

solutes with a reduced risk of inducing hyporheic flow. The sensor was calibrated and its 

performance (precision, temperature effect) evaluated in the laboratory. Subsequently, a 

network of sensor profiles (n = 31, each with three depths) was installed in the shallow (20 cm) 

streambed of step-pool and pool-riffle stream segments and tested with tracer injections during 

dynamic (storm event) and stable (baseflow) flow conditions. This work was collaborative with 

the candidate designing and conducting the laboratory and field experiments as well as 

performing the data analysis and writing the initial manuscript. Co-authors contributed to the 

field experiments and to the manuscript. This chapter is submitted to Water Resources Research. 

Chapter 4: THE EFFECT OF CHANNEL SLOPE AND STREAM DISCHARGE ON 

THE METABOLIC ACTIVITY OF A FIRST-ORDER FOREST STREAM. This chapter 

aims to determine the effect of the stream channel slope, the stream discharge, and transient 

storage exchange on the reach-scale metabolism. This helps to assess, if channel slope can be 
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used as a proxy variable for reach-scale stream metabolism under contrasting discharge 

conditions. Resazurin constant-rate and NaCl slug-injections were conducted along a 400 m 

long stream reach, divided into four sub-reaches with alternating flat (2.0 %) and steep (7.5 %) 

average channel slope under contrasting discharge conditions. Resazurin and NaCl 

concentrations were measured at the upstream and downstream end of each reach. Metabolic 

transformation rates were calculated and transient storage exchange (One-dimensional 

Transport with Inflow and Storage (OTIS)) was modelled for each reach and each discharge 

condition. This work was collaborative with the candidate designing and leading the field 

experiment, performing the laboratory and data analysis, and writing the initial manuscript. Co-

authors helped during the field experiments and with the laboratory analysis. 

Chapter 5: MULTITRACER FIELD FLUOROMETRY: ACCOUNTING FOR 

TEMPERATURE AND TURBIDITY VARIABILITY DURING STREAM TRACER 

TESTS. This chapter aims to develop and test a method to correct for the turbidity-induced 

measurement variability of in situ fluorometers during tracer experiments. This allows the use 

of in situ fluorometers and the accurate calculation of fluorescent tracer concentrations during 

injection experiments with variable water turbidity, such as during storm events. Laboratory 

experiments were conducted analysing the effect of varying particle (Fuller’s Earth) and tracer 

concentrations (resazurin, resorufin, uranine) on the fluorescence intensity measured by in situ 

fluorometers. A method was developed to correct for the particle-induced fluorescence 

variability and applied to a field tracer experiment. This work was collaborative with the 

candidate sharing the first authorship with Dr. P. J. Blaen. The candidate developed the 

correction method, conducted the majority of the laboratory experiments, and contributed to 

the initial manuscript. The field experiment was conducted by the candidate with all co-authors. 
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This chapter is published in Water Resources Research 

(https://doi.org/10.1002/2017WR020815).
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Chapter Two 
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CYCLING IN THE HYPORHEIC ZONE OF A 

FIRST-ORDER BOREAL STREAM 
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Blaen1,4, Lluís Gómez-Gener5, David M. Hannah1, Nicholas Kettridge1, Hjalmar Laudon6, 
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9Department of Ecology and Environmental Sciences, Umeå University, Umeå, Sweden. 
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2.1 Abstract 

Transformation of metabolically reactive solutes (e.g., DOC, DIC, DO, NO3
-, and ammonium 

(NH4
+)) in the hyporheic zone (HZ) can substantially contribute to whole stream metabolism. 

These solutes and their transformations are, therefore, often studied along bedforms (e.g., step-

pool, pool-riffle, or dune sequences), where HEF is assumed. With that assumption, hyporheic 

concentration patterns of metabolically reactive solutes are attributed to hyporheic metabolism. 

The effect of groundwater – surface-water mixing on these concentration patterns is, therefore, 
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neglected. Here, we aimed to quantify to which extent concentration patterns of reactive solutes 

along stream bedforms can be explained by hyporheic metabolism or mixing of groundwater 

and surface-water. We sampled porewater along step-pool and pool-riffle bedforms in a first-

order boreal stream and analysed it for conservative (cations, isotopes) and reactive (DOC, DIC) 

solutes. Two-component EMMA indicated that a large fraction of the spatial pattern of DOC 

and DIC were due to mixing of groundwater and surface-water and not due to hyporheic 

metabolism. Neglecting groundwater – surface-water mixing and assuming that porewater was 

sampled along the same HEF flow paths resulted in an overestimated, median (spatially) DOC 

reduction of 9.3 mg C l-1. This estimate dropped to 0.5 mg C l-1 based on the EMMA. This 

finding has implications for the design of future studies about hyporheic metabolism and the 

interpretation of the results of previous studies, which did not account for the effect of 

groundwater – surface-water mixing. 

2.2 Introduction 

The exchange of surface-water with its streambed or streambanks (HEF), can substantially 

contribute to whole stream metabolism (Brunke & Gonser, 1997; Grimm & Fisher, 1984). 

Quantifying the impact of stream bedforms on HEF has been the focus of many experimental 

flume studies (Elliott & Brooks, 1997; Hassan et al., 2015; Packman et al., 2004; Thibodeaux 

& Boyle, 1987), field experiments (Edwardson et al., 2003; Hill et al., 1998; White, 1990; 

Zarnetske et al., 2011a), and theoretical modelling (Boano et al., 2014; Cardenas & Wilson, 

2007; Gooseff et al., 2006; Trauth et al., 2013; Vaux, 1968). Detailed conceptual understanding 

of HEF, derived from studies of mainly individual bedforms, indicates general downwelling of 

surface-water at the upstream part of bedforms and re-emerging hyporheic water at the 
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downstream end, in the sense of Hendricks (1993). The spatial extent of the hyporheic zone, 

the magnitude of HEF, and the residence time of hyporheic water in the hyporheic zone have 

been shown to depend on stream flow velocity, stream discharge, groundwater up-

/downwelling, channel gradient, streambed topography, and hydraulic conductivity patterns of 

the streambed sediments (Cardenas et al., 2004; Fox et al., 2014; Hassan et al., 2015; Packman 

et al., 2004; Trauth et al., 2015).  

Concentrations of metabolically reactive solutes in the hyporheic zone (e.g., DO, DOC, and 

DIC) vary significantly in space and time (Edwardson et al., 2003; Hill et al., 1998; Jones et al., 

1995; Zarnetske et al., 2011a). Observed concentration patterns in stream bedforms and at the 

groundwater – surface-water interface have often been interpreted as the result of metabolic 

transformation along hyporheic flow paths (Cleven & Meyer, 2003; Findlay et al., 1993; 

Franken et al., 2001; Hlaváčová et al., 2005; Krause et al., 2009). However, these interpretations 

rely on the assumption that the sampled porewater at different locations along the bedform are 

organized along the same flow path. That is, a hyporheic water parcel sampled at one 

(downstream) location originated from another hyporheic sampling location some distance 

further upstream. Under this assumption, water parcels at these two locations would be 

equivalent to each other. Therefore, their solute concentrations could be compared directly and 

interpreted as hyporheic metabolism. 

By comparison, the impact of mixing of different water sources (e.g., surface-water, 

groundwater) on the patterns of streambed solute concentrations is considered less frequently 

(Battin et al., 2003; Corson-Rikert et al., 2016; Hartwig & Borchardt, 2015), despite higher 

proportions of upwelling groundwater (shallow or deep) observed especially at the downstream 

part of stream bedforms (Edwardson et al., 2003; Fanelli & Lautz, 2008; Hendricks, 1993; 
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Kasahara & Hill, 2005). These observations suggest that different porewater sampling locations 

along a bedform might not sample the same flow path and, therefore, not equivalent water 

parcels. 

A wide range of experimental methods can be used to identify and quantify surface and various 

groundwater sources and their relative contribution to hyporheic porewater. These include 

tracer injections, vertical gradients and diurnal patterns of streambed temperature, electrical 

conductivity, and concentrations of conservative solutes (e.g., chloride) (Byrne et al., 2014; 

Claret & Boulton, 2009; Corson-Rikert et al., 2016; Daniluk et al., 2013; Kasahara & Hill, 

2005). However, resolving these sources can be challenging when the physico-chemical 

signatures among the different, potential water sources are unknown or if the signatures of these 

end-members are not sufficiently different. Consequently, the relative importance of hyporheic 

biogeochemical turnover vs. mixing of different water sources is often unknown. This might 

result in potentially misleading conclusions if the concentration patterns are interpreted as the 

result of metabolic transformation alone. This has been shown for nitrate along riparian flow 

paths (Pinay et al., 1998) and contaminated groundwater discharging through the streambed 

(Landmeyer et al., 2010). 

This study aims to resolve the relative effects of groundwater - surface-water mixing and 

hyporheic biogeochemical turnover on the spatial patterns of hyporheic concentration profiles 

of metabolically reactive solutes (DOC, DIC, total dissolved nitrogen (TDN), sulphate (SO4
2-)). 

We approach this by using a comprehensive set of field measurements and then explore two 

alternative hypotheses explaining the observed spatial patterns of these metabolically reactive 

solutes. The first hypothesis assumes that piezometers along individual bedforms are located 

along the same hyporheic flow path, originating from the surface-water. The alternative 
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hypothesis assumes mixing of surface-water and groundwater. We then calculate the metabolic 

transformations in the streambed based on the two hypotheses and compare them to each other. 

Specifically, we deploy a combination of added and natural tracer approaches and hyporheic 

chemical profiling to identify whether the spatial variation of streambed solutes across three 

stream bedforms (two steps and one run) results from hyporheic metabolic activity and 

biogeochemical turnover, the mixing of surface-water and groundwater, or a combination of 

both. 

2.3 Material and Methods 

2.3.1 Study Site 

Field experiments were performed in the boreal Krycklan catchment (64° 14’ N, 19° 46’ E; 

67.9 km²; 114 to 405 m a.s.l.) in Northern Sweden (Laudon et al., 2013). The bedrock of the 

catchment is dominated by Svecofennian gneiss, covered by quaternary deposits of peat and 

glacial till varying in thickness up to tens of metres (Laudon et al., 2013). Mean annual air 

temperature is 1.8 °C (period 1981 to 2010) and total precipitation is 614 mm, with persistent 

snow cover during winter months (beginning in November and ending in April), with on 

average 180 mm of snow water equivalents (period 1985 to 2015) (Laudon et al., 2013; Laudon 

& Ottosson Löfvenius, 2016). The mean annual runoff and evapotranspiration are 311 mm and 

303 mm, respectively (period 1981 to 2010) (Laudon et al., 2013). 

Our study focused on a 20 m long segment located in the Stortjärnbäcken, a first-order boreal 

stream bounded by two gauging stations, C5 and C6 (Figure 2.1a) The gauging station C5 is 

located about 100 m downstream of Lake Stortjärn (area of 5 ha). The sub-catchment bounded 

by these two gauging stations is covered primarily by till (73 %), followed by thin soils (20 %) 
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and rock outcrops (6 %) (Laudon et al., 2013). The organic matter content of the soils increases 

with proximity to the streams: upland forest soils are dominated by iron podzols whereas 

riparian zones are characterized by deep peat deposits (Leach et al., 2017). The sub-catchment 

is almost entirely forested (98 %) and the dominant tree species are Scots pine (Pinus sylvestris; 

70 %) and Norway spruce (Picea abies; 26 %) (Laudon et al., 2013; Lupon et al., 2019). The 

stream is characterized by longer, flatter sections (primarily pool-riffle reaches), which are 

interrupted by shorter, steeper sections (cascades, step-pools). 

The study segment is located 200 m upstream of the gauging station C6 (catchment area: 110 ha; 

mean annual Q50: 7 l s-1; Laudon et al., 2013) in a transition zone between a steep section (85 m 

long, 7.7 %, upstream) and a flat section (> 150 m long, 2.0 %). The study segment has two 

small steps in the upstream half and a pool-riffle-pool sequence in the downstream half (Figure 

2.1b). The channel width ranges from 60 to 120 cm and the bankfull-width to bankfull-depth 

ratio ranges between 3.4 and 4.8 (Larkin & Sharp, 1992). The stream sediment, with an 

armouring layer of coarse gravel, is predominantly poorly sorted sandy gravel, low in fines, 

with a particle-size distribution of 26 to 44 % (> 5 mm), 33 to 46 % (1 to 5 mm), 15 to 27 % 

(0.25 to 1 mm), and 3 to 6 % (< 0.25 mm) (based on 6×5 cm or 6×10 cm cylindrical sediment 

cores of the top 20 cm, n = 4). The saturated hydraulic conductivities range from 10-4 to 

10-6 m s-1 (based on the particle-size analysis of the sediment cores) and the median C content 

is 0.9 %. The DO concentration in the surface-water during the study period ranged between 8 

and 11 mg l-1, with inconsistent diel fluctuations of < 0.5 mg l-1 and oxygen saturations between 

85 and 90 %. 
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Figure 2.1: Study and sampling locations and hydro-meteorological conditions during the 

experiment. a) Elevation map of the study area within the Krycklan Catchment, Sweden. The 

red dot indicates the location of the study segment. b) Top: Longitudinal profile of the study 

segment with the sampling locations and depths in the streambed (dots) and in the surface-water 

(triangles) and the screened sections for the vertical hydraulic gradient (VHG) measurements 

(open diamonds). Bottom: Plan view of the colour-coded elevation of the study segment’s 

streambed with the locations of the multi-level piezometers (open, white dots) and the locations 

of the topography measurement points (TMP, filled dots). c) Top: Precipitation (mm d-1); 

Middle: Water (blue) and air temperature (°C) (red); Bottom: Discharge (l s-1) during the 

experimental period and 2 months preceding it. Flow manipulation tests (grey bars), sampling 

a) 

b) 

c) 
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dates (red bars) and the period of the experimental flow manipulation (between dotted lines) 

are indicated in the hydrograph. 

2.3.2 Experimental Infrastructure and Sampling Design 

Eight multi-level piezometers were installed along the stream segment: two at the first step (one 

upstream and one downstream), two at the second step (one upstream and one downstream) and 

four along the pool-riffle-pool sequence (Figure 2.1b). The design of the multi-level 

piezometers was adapted from Krause et al. (2013) and Rivett et al. (2008), with sampling 

depths at 5, 10, 15, and 20 cm and a screened section between 25 and 30 cm depth for VHG 

measurements. One multi-level temperature sensor (Onset, US), measuring at 5 minute 

intervals at depths of 5, 10, 20, and 30 cm, was each installed at the upstream step and at the 

riffle. 

The experiments were carried out on six dates in August 2017. Four of the sampling dates were 

within a period when the discharge was artificially manipulated (Figure 2.1c). During this time, 

we experimentally manipulated stream discharge by blocking the outlet of the lake feeding 

Stortjärnbäcken and by pumping controlled volumes of water from the lake into the stream. 

Tracer injections were conducted to quantify the hyporheic exchange at the study segment. On 

each sampling date, sodium chloride (NaCl) and the ‘smart’ tracer resazurin were co-injected 

at a constant rate 300 m upstream of the study segment. Resazurin is a reactive tracer, which is 

irreversibly reduced to resorufin by metabolic activity (Haggerty et al., 2008). The duration of 

the injections ranged from 5.5 to 11.5 hours, depending on the flow conditions (Table 2.1). 

Porewater samples were collected five to seven times from all piezometers and depths, equally 

distributed over each injection period. Surface-water samples from two locations (upstream and 

downstream end of the study segment; hereafter called 0 cm depth) were also collected at the 
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same time as the porewater samples. Details about sampling dates, the average discharge during 

the experiments, the total duration of the injection and the sampling, as well as the number of 

samples taken from each location and depth on each sampling date, can be found in Table 2.1.  

For each sample, 12 to 15 ml of porewater were manually extracted from the multi-level 

piezometers at a rate of 1 to 1.5 ml min-1 and filtered in-line with a 0.45 µm nylon syringe filter. 

The first 2 ml (volume of the sampling tubes) of each extracted sample were discarded to reduce 

cross-contamination between consecutive samples. After extraction, samples were stored cold 

in the dark. They were frozen after the fluorescence analyses had been completed and sub-

samples for DIC and methane (CH4) analysis removed. 

Table 2.1: Details of the tracer experiments on each of the six sampling dates. 

 Injection 

1 

Injection 

2 

Injection 

3 

Injection 

4 

Injection 

5 

Injection 

6 

Date (dd.mm.) 03.08. 09.08. 16.08. 19.08. 23.08. 30.08. 

Discharge (l s-1) 13.2 1.6 1.5 28.6 29.3 9.4 

Flow condition 
Natural 

flow 

Artificially 

decreased 

Artificially 

decreased 

Artificially 

increased 

Artificially 

increased 

Natural 

flow 

Duration of sampling (h) 13.0 15.5 14.5 7.5 10.5 10.0 

Duration of injection (h) 6.0 7.5 11.5 5.5 7.5 7.5 

Number of samples taken 

from each location and 

depth 

5 6 7 5 5 6 

2.3.3 Laboratory Analysis 

All water samples were analysed for resazurin and resorufin concentrations on a Perkin Elmer 

LS45 Luminescence Spectrometer at excitation/emission wavelengths of 595 nm/632 nm and 

560 nm/584 nm, respectively. Before the analysis, all samples were brought to room 
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temperature and buffered to pH = 8 (Haggerty et al., 2008). All samples were analysed within 

5 days of collection. 

For each sampling date, DIC and CH4 concentrations were only analysed for the second or third 

sample extracted from each depth. Five ml of each sample were injected into pre-acidified glass 

vials and stored refrigerated (5 °C) (Wallin et al., 2010). Their headspace concentrations were 

analysed within 2 to 3 weeks with a GC-FID (Perkin Elmer Autosystem Gas Chromatograph), 

equipped with a methanizer, following the protocol of Wallin et al. (2010). In situ temperatures 

of the samples were estimated based on the measurements of the two multi-level temperature 

sensors and pH was measured the day after the sampling took place with a Mettler Toledo 

MPC227 pH/Conductivity meter. Half of the lowest detected CH4 concentration (i.e., 

0.18 µg C l-1) was assigned to all samples with CH4 concentrations below the detection limit 

(50 % of all analysed samples). A subset (injections 3, 5, and 6 and depths 0, 10, and 20 cm, 

due to resource limitations) of the samples which were analysed for DIC and CH4 

concentrations, were also analysed for δ18O and δ2H on a Picarro cavity ringdown laser 

spectrometer (Leach et al., 2017) in September 2018 (precisions of ± 0.15 ‰ for δ18O and  

± 0.3 ‰ for δ2H). 

For the analyses of non-purgeable organic C (hereafter called DOC), TDN, anions (Cl-, SO4
2-) 

and cations (sodium (Na+), potassium (K+), magnesium (Mg2+), and calcium (Ca2+)), we 

analysed time-averaged samples for each date, by mixing equal amounts of each sample 

extracted at each location and streambed depth. DOC and TDN were analysed with a total 

organic C analyser, equipped with a total N unit (Shimadzu TOC-L CPH with a TNM-L unit 

and an ASI-L autosampler, Kyoto, Japan) (precisions of ± 0.2 mg C l-1 for DOC and of 

± 0.1 mg N l-1 for TDN). Anions were analysed with a Dionex ICS1100 ion chromatograph 
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(precisions of ± 0.8 mg SO4
2- l-1 and ± 0.3 mg Cl l-1) and cations with a Dionex Integrion HPIC 

system (both Thermo Fisher Scientific, Waltham, US) (precisions of ± 0.05 to ± 0.07 mg l-1 for 

Na+, K+, Mg2+, and Ca2+). 

2.3.4 Data Analysis 

Throughout the paper, we refer to K+, Mg2+, Ca2+, and the water isotopes (δ18O and δ2H) as 

‘conservative solutes’. Limitations of this assumption are reflected on in the discussion. In 

contrast, DOC, DIC, TDN, CH4, and SO4
2- are referred to as ‘metabolically reactive’ solutes. 

Normalized Raz+Rru (as sum of resazurin and resorufin) concentrations were calculated by 

dividing the concentrations of each sample by the highest concentration measured in the 

surface-water on that sampling date. 

2.3.4.1 End-Member Mixing Analysis 

Sampling and injection durations (Table 2.1) were not long enough to reach plateau tracer 

concentrations in the streambed. Therefore, it was not possible to use streambed BTCs to 

calculate the percentage of surface-water at different locations and depths. Instead, EMMA 

(Hooper et al., 1990) was used to calculate the fraction of surface-water (fSW) and groundwater 

at each sampling date, location, and streambed depth. The surface-water (0 cm) end-member 

was calculated by averaging the surface-water concentrations. The groundwater end-member 

was calculated by averaging the concentrations at 10, 15, and 20 cm depths from the 

piezometers P2 (upstream end) and P7 (downstream end). All six of these sampling locations 

and depths used to describe the groundwater end-member had solute concentrations that (i) 

were similar to each other but distinct from the other locations and depths, (ii) were constant 

throughout the experimental period, and (iii) were distinct from the surface-water end-member. 

The chemical similarity between these locations and groundwater measured in adjacent wells 
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will be discussed in the discussion. Two-component EMMAs were calculated separately for 

each of the five conservative solutes.  

The results of the two-component EMMAs were used to calculate the degradation and/or 

production of DOC, DIC, TDN, and SO4
2- (ΔDOC, ΔDIC, ΔTDN, and ΔSO4

2-, respectively) at 

each sampling location and depth by using equation (2.1),  

𝑃𝑠𝑜𝑙,𝑖 = 𝐶𝑠𝑜𝑙,𝑖 − [𝑓𝑠𝑤,𝑖 × 𝐶𝑠𝑜𝑙,𝑠𝑤 + (1 − 𝑓𝑠𝑤,𝑖) × 𝐶𝑠𝑜𝑙,𝑔𝑤] (2.1) 

 

 

 

where Psol,i is the production or degradation of the solute sol (DOC, DIC, TDN, or SO4
2-) along 

the flow paths towards the sampling location i (mg l-1), Csol is the concentration of the solute, 

and fsw is the fraction of surface-water determined by the EMMA. The subscripts sw and gw 

indicate surface-water and groundwater, respectively. Positive values of these variables (ΔDOC, 

ΔDIC, ΔTDN, and ΔSO4
2-) are a result of higher measured concentrations than those predicted 

by conservative mixing and, therefore, indicate production of the solute. In contrast, negative 

values indicate a loss or degradation of the solute. 

2.3.4.2 Principal Component Analysis 

Two separate PCAs (PCA1 and PCA2) were performed using the function prcomp in RStudio, 

version 1.1.453 (R Core Team, 2018). The first PCA was used to visualize the spatio-temporal 

clusters of the porewater solute concentrations (reactive and conservative) and their controls. 

The purpose of the second PCA was to evaluate the limitations of the two-component EMMA 

and to compare it to a three-component EMMA. All data were centred and scaled before 

performing the analysis. PCA1 was performed on all hyporheic samples (all six injections and 

all four depths) and, therefore, did not include the isotope measurements (which would reduce 
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the number of samples by 75 %). Excluding the isotopes did not change the general pattern of 

the loadings and clusters. In addition to the other conservative (K+, Mg2+, Ca2+) and reactive 

(DOC, DIC, TDN, CH4, SO4
2-) solutes as well as variables related to the EMMA (ΔDOC, ΔDIC, 

ΔTDN, ΔSO4
2-, fSW), the injections (Raz+Rru, Na+, Cl-) and the sampling locations/time 

(piezometer, depth, injection) a new variable was defined (‘travel time’ variable) and included 

in the analysis. The travel time variable was calculated for each sample (travel timei) as the 

difference between the standardized fSW and the standardized Cl- concentration (equation (2.2)), 

𝑡𝑟𝑎𝑣𝑒𝑙 𝑡𝑖𝑚𝑒𝑖 = (𝑓𝑆𝑊,𝑖 − 𝑚𝑒𝑎𝑛[𝑓𝑆𝑊,𝑎𝑙𝑙])/𝑠𝑑[𝑓𝑆𝑊,𝑎𝑙𝑙]

− (𝐶𝑙𝑖 − 𝑚𝑒𝑎𝑛[𝐶𝑙𝑎𝑙𝑙])/𝑠𝑑[𝐶𝑙𝑎𝑙𝑙] 

(2.2) 

 

 

where fSW and Cl refer to the surface-water fraction and the Cl- concentration, respectively. The 

subscripts i and all are indicating a single sample and the total sample population (all locations, 

depths, and sampling dates), respectively. The rationale behind this variable is based on the 

differences between the fSW variable and the Cl- concentration. The fSW variable, based on the 

EMMA, indicates how much the surface-water contributes to a single sample but does not give 

any indication about how long the surface-water took to flow through the sediments to the 

sampling location (travel time). In contrast, the elevated hyporheic Cl- concentrations due to 

the NaCl injections are a result of both, the fSW and the hyporheic travel time. The difference 

between these two standardized variables, therefore, is an indication of the hyporheic travel 

time. Low values of the travel time variable (close to or below zero) arise when the standardized 

fSW and the standardized Cl- concentrations are the same. These are, for example, locations with 

very low fSW and very low Cl- concentrations or locations with high fSW and high Cl- 

concentrations. However, higher values (> 0) of the travel time variable are the result of high 

fSW but relatively low Cl- concentrations, indicating slower flow paths and longer travel times. 



Chapter Two: Mixing or Metabolism? Carbon Cycling in the Hyporheic Zone  

24 

PCA2 was performed only with the conservative ions (K+, Mg2+, Ca2+, and δ18O) and, therefore, 

only includes the hyporheic samples, for which the isotopes were measured (three sampling 

dates and two depths). Subsequently, potential end-members were projected into the plane 

defined by PC2.1 and PC2.2 (first and second PC of PCA2) by applying the standardizations 

and loadings of PCA2 (Christophersen & Hooper, 1992). These end-members were (i) the 

surface-water of all six injections together, the surface-water separated into (ii) low discharge 

and (iii) medium-high discharge conditions, (iv) the groundwater end-member as used in the 

EMMA and (v) to (vii) shallow riparian well water. These shallow riparian wells (RZ_511, 

RZ_512, RZ_502) were fully screened (with a depth of 1.0 to 1.3 m), with the shortest distance 

of up to 5 m uphill from the stream and were located 20 to 30 m away from our sampling site. 

These wells were sampled three times for the conservative solutes between October 2015 and 

August 2017 (Laudon et al., 2013; Ploum et al., 2020). 

2.4 Results 

2.4.1 Surface-Water Exchange with Streambed Sediments 

The streambed vertical profiles of the normalized Raz+Rru (as the sum treated as a conservative 

tracer) and Cl- concentrations revealed three distinct patterns of surface-water exchange with 

the streambed sediments. These were (i) strong surface-water downwelling, with Raz+Rru and 

Cl- concentrations above background (0.6 mg Cl l-1) at the greatest depth (20 cm); (ii) moderate 

downwelling, with background concentrations of Raz+Rru and Cl- at the greatest depths and 

elevated concentrations at shallower depths; and (iii) no downwelling of surface-water, with 

background concentrations of Raz+Rru and Cl- even at the shallowest depth (5 cm). 
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The surface-water Cl- concentration was increased to 5.3 mg Cl l-1 (background concentration: 

0.7 mg Cl l-1) during tracer injections. Strong downwelling was observed directly upstream of 

the two streambed steps at P1 and P3 (with Cl- concentrations at 20 cm depth of 4.0 and 

2.5 mg Cl l-1, respectively, Figure 2.2). At these locations, the VHGs were the most negative 

measured across the site with -0.10 ± 0.05 and -0.09 ± 0.03 cm cm-1 (mean ± standard deviation), 

respectively. Moderate downwelling was observed directly upstream (P5 and P6) and 

downstream of the run (P8) (with Cl- concentrations at 20 cm depth of 0.8, 0.7, and 0.7 mg Cl l-1, 

respectively, Figure 2.2), and VHGs of 0.03 ± 0.01, -0.01 ± 0.02, and 0.13 ± 0.02 cm cm-1, 

respectively. Directly downstream of the two steps (P2 and P4) and in the middle of the run (P7, 

Figure 2.2), no downwelling of surface-water was observed (with Cl- concentrations at 5 cm 

depth of 0.9, 0.7, and 0.8 mg Cl l-1, respectively), and VHGs of 0.13 ± 0.02, 0.11 ± 0.04, and 

0.02 ± 0.01 cm cm-1, respectively. 
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Figure 2.2: Longitudinal profiles of concentrations of Raz+Rru (sum of resazurin and resorufin, 

relative to surface-water concentration), chloride, dissolved organic carbon (DOC), dissolved 

inorganic carbon (DIC), total dissolved nitrogen (TDN) and methane (CH4) (from top to bottom) 
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(left panel) and as depth profiles (right panel) at the study segment. Left panel: Colour-coded 

points represent median concentrations (n = 6, all injections) in the streambed (below the black 

line) and in the surface-water (above the black line; for P1 and P8 only). The flow direction of 

the surface-water is indicated by the blue arrow. Right panel: The colours represent the eight 

different piezometers (blue colours: strong downwelling; red colours: no downwelling; pink-

purple colours: moderate downwelling). Median concentrations at different depths are 

connected by the non-horizontal lines. Horizontal error bars are the interquartile ranges (IQR) 

of all injections. The colours of the piezometer numbers (P1, P2 etc.) in the left panel are the 

same colours as the lines in the right panel. 

2.4.2 Streambed Carbon and Nitrogen Concentrations 

The median concentrations of DOC, TDN, and DIC in the surface-water were 13.7 mg C l-1, 

0.28 mg N l-1, and 0.6 mg C l-1, respectively. DOC and TDN concentration patterns mirrored 

those of the surface-water exchange with the streambed, and were inverse to DIC patterns 

(Figure 2.2). DOC, TDN, and DIC concentrations at strongly downwelling sampling locations 

(P1, P3) were similar to the surface-water (high DOC: 11.6 to 13.7 mg C l-1, high TDN: 0.23 to 

0.31 mg N l-1, and low DIC: 0.6 to 2.8 mg C l-1). We observed the opposite at the locations with 

no downwelling (P2, P4, P7), with low DOC (1.5 to 2.9 mg C l-1) and TDN (0.08 to 

0.13 mg N l-1), but high DIC (8.3 to 9.6 mg C l-1) concentrations (Figure 2.2). 

At locations with strong (P1, P3) and with no surface-water downwelling (P2, P4, P7), the 

concentrations of DOC, TDN, and DIC showed little variation with depth. This was in contrast 

to locations with moderate surface-water downwelling (P5, P6, P8), where DOC, TDN, and 

DIC concentrations at shallow depths were similar to the surface-water, but concentration 

gradients were pronounced across the depth profile, resulting in low DOC and TDN, and high 

DIC concentrations at the greatest depths (Figure 2.2). 

The highest CH4 concentrations were observed at 20 cm depth at P5 and P6 (16.1 and 

15.8 µg C l-1, respectively), much higher than at P4 (1.9 µg C l-1) and at medium depths at P8 
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(3.0 µg C l-1). At the remaining locations and depths, the concentrations were close to or below 

the detection limit (0.4 µg C l-1, Figure 2.2). 

2.4.3 Streambed Ion Concentrations and Isotopes 

Median surface-water concentrations of K+, Ca2+, Mg2+, and SO4
2- were low (0.3 mg K+ l-1, 

1.0 mg Ca2+ l-1, 0.4 mg Mg2+ l-1, and 0.9 mg SO4
2- l-1, respectively) (Figure 2.3). During the 

tracer injections, Na+ concentrations in the surface-water were raised to 3.8 mg Na+ l-1 

(background concentration: 1.1 mg Na+ l-1). The profiles of Mg2+ and δ2H are not presented in 

Figure 2.3, because their concentrations were highly correlated with Ca2+ and δ18O, respectively 

(Pearson’s product-moment correlation: t = 118.8, df = 256, p < 0.001; linear regression: 

[Mg2+] = [Ca2+] × 0.28 + 0.07, R2 = 0.98; and t = 56.3, df = 52, p < 0.001; linear regression: 

δ2H (‰) = δ18O (‰) × 5.29 – 26.1, R2 = 0.98). 

K+, Ca2+, Mg2+, and SO4
2- concentrations in the streambed followed similar spatial patterns 

(Figure 2.3), comparable to those of DIC (Figure 2.2). Their concentrations at strongly 

downwelling locations (P1, P3) were low and high at locations with no downwelling (P2, P4, 

P7; Figure 2.3). However, different to the observed DIC patterns, the concentrations at P4 were 

20 to 25 % lower than at P2 and P7. As for the DIC (as well as DOC and TDN) profiles, these 

locations (P1, P2, P3, P4, P7) showed little variation with depth (Figure 2.2, Figure 2.3). At the 

locations with moderate downwelling (P5, P6, P8), the concentrations were similar to surface-

water (low concentrations) at the shallowest depths and increased strongly (P8) or slightly (P5, 

P6) with depth (Figure 2.3), resulting in intermediate concentrations at the greatest depth at P5 

and P6. These intermediate concentrations of the cations and SO4
2- were in contrast to the 

highest DIC and CH4 concentration measured at these two locations (Figure 2.2). 
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Figure 2.3: Longitudinal profiles of the sodium, sulphate, potassium, calcium concentrations, 

and oxygen isotopic signatures of water (from top to bottom) (left panel) and as depth profiles 

(right panel) at the study segment. Left panel: Colour-coded points represent the median 
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concentrations (n = 6, except for the isotopes: n = 3) in the streambed and in the surface-water. 

Grey points (isotopes) indicate locations which were not analysed for the water isotopes. For 

further, detailed information see caption of Figure 2.2. 

Patterns of δ18O were similar to those of the previously presented ions. At the locations with 

strong downwelling surface-water (P1, P3), δ18O values were similar to the surface-water 

(-11.0 ‰) across the profile, except for the greatest depth at P3, with a slightly more negative 

value (-12.0 ‰). At P2, P4, and P7 (no downwelling of surface-water), δ18O signatures were 

the most negative (-13.7 ‰) and showed little variation with depth. At locations with moderate 

downwelling (P5, P6, P8) an intermediate decrease of δ18O values with depth was observed 

(Figure 2.3). 

The patterns of Na+ concentrations differed from other compounds observed. The highest 

concentrations were measured at shallow depths at strongly and moderately downwelling 

locations (P1, P3, P5, P6). At these locations, Na+ concentrations decreased slightly (P1), 

moderately (P3) and strongly (P5, P6) with increasing depth, resulting in the lowest 

concentrations at the greatest depths at P5 and P6 (Figure 2.3). At the remaining locations, the 

variation with depth was low, with medium (P2, P7, P8) and medium-low (P4) concentrations 

across the profile. 

2.4.4 Hyporheic Mixing and Metabolism: End-Member Mixing Analysis  

The five solutes, used to perform the two-component EMMA, showed a consistent pattern for 

fSW at each location and depth (Figure 2.4; magnesium and δ2H are not shown due to their 

similarity with calcium and δ18O, respectively), except for the greatest depth at P5 and P6, with 

a wide range of calculated fSW (δ18O: 0.4 to K+: 0.9). 
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Median fSW in the streambed were high at the strongly downwelling locations (fSW > 0.8; IQR: 

0.86 – 0.97), but low (0.2 < fSW < 0.35; IQR: 0.18 – 0.34) or negligible (fSW = 0.0; IQR: -0.07 

– 0.09) at the locations without any downwelling. At moderately downwelling locations, fSW 

varied among depths and piezometers. At P5 and P6, vertical variation in fSW was moderate 

(from 0.93 – 0.98 (IQR; shallow depth) to 0.66 – 0.79 (IQR; deep depth)), while large variation 

was observed for P8 (from 0.57 – 0.90 (IQR; shallow depth) to -0.06 – 0.00 (IQR; deep depth)) 

(Figure 2.4). The IQR values were based on all solutes used for the EMMA and all sampling 

dates (in total n = 30 for depths of 10 and 20 cm; n = 18 for depths of 5 and 15 cm). 

DOC and DIC concentrations evidenced non-conservative mixing at four locations (P4, P5, P6, 

P8). Across the profile at P4 and at the shallow depths at P8, DOC concentrations slightly 

decreased (ΔDOC at P4: -2.5 mg C l-1, P8: -1.9 mg C l-1) and DIC concentrations slightly 

increased (ΔDIC at P4: 2.0 mg C l-1, P8: 1.3 mg C l-1), compared to conservative mixing. With 

increasing depth at P5 and P6, DOC concentrations strongly decreased (ΔDOC at 

P5: -6.6 mg C l-1 and at P6: -7.4 mg C l-1, both at 20 cm) while DIC concentrations strongly 

increased (ΔDIC at P5: 8.9 mg C l-1 and at P6: 8.0 mg C l-1, both at 20 cm) compared to 

conservative mixing. 

The mixing pattern for TDN was similar to DOC and DIC, but less pronounced. At P4 (across 

the profile) and at greater depths at P5 and P6, TDN decreased slightly compared to 

conservative mixing (ΔTDN -0.06 mg N l-1), whereas it slightly increased (ΔTDN 0.05 mg N l-1) 

at the shallow depths at P1 and P3. At the remaining locations and depths, TDN mixed 

conservatively. 



 

  



 

 

Figure 2.4: Surface-water fraction (SW fraction; first row) and deviations from conservative mixing of the reactive solutes: Dissolved organic 

carbon (ΔDOC; second row), dissolved inorganic carbon (ΔDIC; third row), sulphate (ΔSO4
2-; fourth row) and total dissolved nitrogen 

(ΔTDN; fifth row), based on the two-component EMMA. First row: A value of ‘0’ indicates 100 % groundwater and a value of ‘1’ 100 % 

surface-water. Second to fifth row: Negative values indicate a reduction of the solute concentration, compared to conservative mixing, and 

positive values indicate an increase. Left part: Each sub-figure (piezometers are organized in columns) represents the variable of each row 

(x-axis) for each depth (y-axis), separated for each solute used in the EMMA (colours; n = 6 for potassium and calcium; n = 3 for δ18O). Note 

that the water isotope has only been used for two depths (10 and 20 cm). The vertical, dashed lines for the reactive solutes indicate 

conservative mixing. Right part: Longitudinal profiles (y-axis: height above arbitrary datum (m); x-axis: longitudinal distance (m) along the 

stream thalweg) of the median (all injections and solutes used in the EMMA) surface-water fraction and deviations from conservative mixing 

of the reactive solutes, indicated by the colour gradient (grey: not calculated). The black line indicates the sediment-water-interface and the 

blue arrow indicates the flow direction. 
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The patterns for SO4
2- were less clear. Some solutes used for the EMMA (isotopes and Ca2+) 

indicated a reduction of SO4
2- at greater depths at P5 and P6, whereas other solutes indicated 

conservative mixing (only potassium is shown, but magnesium showed a similar pattern). In 

addition, low median reductions (ΔSO4
2- -0.7 mg SO4

2- l-1) were observed at moderate depths 

at P8. In contrast to the patterns of TDN and DOC, we observed a slight increase of the SO4
2- 

concentrations at some depths at P4 (Figure 2.4) and not a reduction. 

2.4.5 Hyporheic Mixing and Metabolism: Principal Component Analysis 

The locations with strong (P1, P3; negative scores) and with no surface-water downwelling (P2, 

P4, P7; positive scores) were separated by the PCA1 along the first principal component axis 

(PC1.1), whereas the non-conservative mixing of DOC and DIC at the medium-low 

downwelling sites (P5, P6) were best represented by PC1.2 (Figure 2.5). Together, PC1.1 and 

PC1.2 explained almost two-thirds (62.5 %) of the total variance (PC1.3: 9.3 %, PC1.4: 6.6 %). 

The variance explained by PC1.1 was related to the source of the water (surface-water or 

groundwater) at the different locations, with negative scores indicating high fSW and positive 

scores indicating high proportions of groundwater (Figure 2.5). Variables (DOC, TDN, Cl-, 

Raz+Rru, and fSW) with high values at the strongly downwelling locations (P1, P3) or at shallow 

depths of the moderately downwelling locations (P5, P6) had high negative loadings (-0.25 to 

-0.33, Table 2.2) with PC1.1. In contrast, variables (DIC, SO4
2-, Ca2+, Mg2+, K+) with high 

concentrations at the non-downwelling locations (P2, P4, P7) had high positive loadings (0.30 

to 0.32, Table 2.2) with PC1.1. The scores of locations with moderate downwelling (P5, P6, P8) 

increased with depth as did the groundwater fraction (Figure 2.4, Figure 2.5). 
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Figure 2.5: PCA biplot of the conservative and reactive solutes as well as additional 

explanatory variables of the hyporheic samples of all piezometers (colours), depths (shapes) 

and sampling dates. The isotopes are not included in this PCA (see description in the methods 

for explanation). The colours represent the eight different piezometers (blue colours: strong 

downwelling; red colours: no downwelling; pink-purple colours: moderate downwelling). 

The variance explained by PC1.2 was related to the non-conservative mixing of DOC, DIC, 

TDN, and CH4 as well as to the porewater travel time (though with a low loading), primarily 

across the profile of the locations with moderate surface-water downwelling (P5, P6). Variables 

with high values at shallow depths (Na+, ΔTDN, ΔDOC) had high positive loadings (0.30 to 



Chapter Two: Mixing or Metabolism? Carbon Cycling in the Hyporheic Zone 

 

36 

0.42, Table 2.2), whereas variables with high values at deeper depths (ΔDIC, CH4, travel time, 

Table 2.3) had high negative loadings (-0.19 to -0.43, Table 2.2). 

Table 2.2: Summary of the PCA1 (Figure 2.5) with the loadings of the variables on PC1.1 and 

PC1.2. 

Variable Name PC1 PC2 

Positive on PC1   

DIC 0.32 -0.08 

Ca2+  0.31 0.20 

SO4
2- 0.31 0.20 

Mg2+ 0.30 0.22 

K+ 0.30 0.22 

Negative on PC1   

DOC -0.33 0.02 

Cl- -0.32 0.09 

fSW -0.31 -0.19 

TDN -0.28 0.08 

Raz+Rru -0.25 0.11 

Positive on PC2   

ΔDOC -0.11 0.42 

ΔTDN -0.13 0.32 

Na+ -0.12 0.30 

Negative on PC2   

ΔDIC 0.08 -0.43 

CH4 0.06 -0.35 

Travel time 0.01 -0.19 

 

The greatest depths at the moderately downwelling locations (20 cm at P5 and 15 cm/20 cm at 

P6) were generally separated from the remaining locations by the PCA1. As indicated by the 

projected variables and as a summary from the previous figures (Figure 2.3, Figure 2.4), these 

were the locations with the highest DIC production, the highest DOC reduction, the highest 

CH4, and the lowest Na+ concentrations as well as with the highest value for the travel time 

variable (Table 2.3). Only the deepest depth at P3 had a higher value for the travel time during 

some sampling days (Table 2.3). 
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Table 2.3: The median and interquartile range (in brackets) of the travel time variable. 

Depth P1 P2 P3 P4 P5 P6 P7 P8 

5 cm 0.12 

(-0.40 – 

0.52) 

-0.08 

(-0.13 – 

-0.03) 

-0.11 

(-0.66 – 

0.55) 

0.13 

(0.09 – 

0.17) 

-0.07 

(-0.48 – 

0.31) 

-0.01 

(-0.52 – 

0.52) 

-0.01 

(-0.05 – 

0.02) 

-0.08 

(-0.34 – 

0.36) 

10 cm 0.17 

(-0.30 – 

0.44) 

0.01 

(-0.02 – 

0.04) 

0.10 

(-0.26 – 

0.16) 

0.05 

(0.03 – 

0.06) 

-0.07 

(-0.69 – 

0.15) 

-0.24 

(-0.56 – 

0.18) 

-0.06 

(-0.12 – 

0.03) 

-0.05 

(-0.16 – 

-0.01) 

15 cm 0.16 

(-0.47 – 

0.69) 

0.00 

(-0.02 – 

0.01) 

0.09 

(-0.48 – 

0.24) 

0.02 

(0.00 – 

0.05) 

-0.51 

(-0.59 – 

-0.14) 

-0.15 

(-0.26 – 

-0.08) 

0.02 

(0.00 – 

0.03) 

-0.01 

(-0.03 – 

0.03) 

20 cm 0.21 

(-0.03 – 

0.34) 

0.01 

(0.00 – 

0.04) 

0.56 

(-0.16 – 

0.73) 

0.04 

(0.02 – 

0.06) 

0.30 

(0.29 – 

0.38) 

0.11 

(0.06 – 

0.14) 

-0.03 

(-0.10 – 

0.01) 

0.04 

(-0.22 – 

0.07) 

 

The second PCA on conservative solutes (δ18O, Ca2+, Mg2+, and K+) explained 94.3 % along 

the first PC (PC2.1) and 5.2 % along the second PC (PC2.2) (Figure 2.6), with the division 

along PC2.1 into locations with negative scores similar to surface-water and locations with 

positive scores similar to groundwater. The signature of the surface-water varied with discharge 

and was similar to the signature of two shallow, riparian wells (RZ_511, RZ_512) during low 

discharge conditions. A third shallow, riparian well (RZ_502) was in the same quadrant (top-

right) as the groundwater end-member of our EMMA, with even higher scores of PC2.1 and 

PC2.2. All data points in the top-left quadrant (scores smaller 0.5 on PC2.1 and larger -0.5 on 

PC2.2) were sampled during medium to high discharge conditions and were locations with high 

or moderate surface-water exchange (P1, P3 and shallow depths of P5, P6 and P8). All 

remaining points (of locations with insignificant surface-water exchange and during low 

discharge conditions) fell along a line between the groundwater end-member (and RZ_502) and 

the low-discharge surface-water or the RZ_511/RZ_512 shallow riparian end-members (Figure 

2.6). 
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Figure 2.6: PCA biplot of only the conservative solutes, calculated with the hyporheic samples 

from three out of the six injections (shapes) and two out of the four depths (sizes), for all 

piezometers (colours). The blue piezometer colours represent: strong downwelling; the red 

colours: no downwelling; and the pink-purple colours: moderate downwelling. Corresponding 

values of the potential end-members have been projected into it subsequently as means and 

standard deviations. The end-members are: surface-water (SW) at medium-high (n = 8), low 

(n = 4) and all (n = 12) discharge conditions (_med-high-Q, _low-Q and _all-Q, respectively), 

three riparian zone wells (RZ, with different id numbers; n = 2 to n = 3 for different solutes) 

and the ‘ground-water’ (n = 24) end-member used in our EMMA (GW_EMMA). 

2.5 Discussion 

2.5.1 Bedforms and VHG as Indicators of Hyporheic Flow Paths? 

We often expect specific patterns of HEF if we consider the streambed topography of a stream 

alone. Our conceptual understanding of hyporheic flow paths in step-pool or pool-riffle reaches 
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predicts that surface-water downwells into the hyporheic zone (vertical or lateral) at convex 

sites (i.e., streambed slope decreases) at the upstream part of bedforms. The water then flows 

for some distance in the subsurface and re-emerges into the surface-water at concave sites (i.e., 

streambed slope increases) at the downstream part of bedforms. These flow paths are driven 

primarily by longitudinal hydrostatic pressure gradients (Gooseff et al., 2006; Harvey & 

Bencala, 1993; Hassan et al., 2015; Tonina & Buffington, 2007). VHG measurements often 

support this concept with negative gradients at the downwelling and positive gradients at the 

upwelling locations (Hill et al., 1998). 

Based on this concept of hyporheic flow paths, the streambed topography of the bedforms in 

our study segment (steps, pool-riffle), and our VHG measurements, we expected to observe 

HEF along the bedforms. We expected that surface-water downwelled at the upstream part of 

the steps (P1, P3) and the stoss/crest of the riffle/run (P5, P6), and re-emerged downstream of 

the steps (P2, P4) and at the riffle tail (P7, P8). We, therefore, also expected that the water 

parcels sampled at the downstream part of the bedforms (P2, P4, P7, P8) were from a flow path, 

which originated from the upstream part of the bedforms (P1, P3, P5, P6). Under these 

assumptions, we expected to be able to calculate the metabolic transformation rates along these 

hyporheic flow paths directly from the concentration gradients. 

Streambed slope breaks indicate surface-water downwelling. As expected, we observed 

strong and fast surface-water downwelling at the convex streambed locations (P1, P3, and 

shallow depths at P5, P6). The solute concentrations measured in the surface-water, at the strong 

downwelling locations (P1, P3), and at the shallow depths of the moderate downwelling 

locations (P5, P6) were similar to surface-water concentrations reported previously from the 

same catchment (Table 2.4). These observations confirm our conceptual understanding, that 
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surface water downwells into the streambed at the upstream end of steps and riffles (i.e., at 

convex sites), likely due to the longitudinal, hydrostatic pressure gradients across these 

bedforms. The negative VHGs measured at the strong downwelling locations are also in 

agreement with our conceptual understanding and with our observation of strong and fast 

surface-water downwelling. 

Downwelling and upwelling locations are not hydrologically connected. In contrast to our 

expectation, the water parcels sampled at the locations with no downwelling, at the downstream 

part of the bedforms (P2, P4, P7) did not originate from the strong (P1, P3) or moderate (P5, 

P6) downwelling locations, at the upstream part of the bedforms. Instead, their chemical 

similarity to the groundwater suggests that primarily groundwater or hillslope water was 

upwelling at these locations. 

The solute concentrations at the locations with no downwelling (P2, P4, P7) and specifically at 

those used for our groundwater endmember (P2, P7, without shallow depths) were similar to 

concentrations measured in deep (3 to 4 m) groundwater at various locations within the study 

catchment, with high concentrations of weathering products and depleted isotopic signatures 

(Table 2.4). Similarly high solute concentrations were measured in one of the three shallow 

riparian wells (RZ_502; Figure 2.6), which were in close proximity to the study segment. 

However, at the other two shallow riparian wells (RZ_511, RZ_512), solute concentrations 

were lower (Table 2.4), and were similar to the surface-water concentrations during low 

discharge (Figure 2.6). It is, therefore, likely that the water at these non-downwelling locations 

(P2, P7 and P4) was sourced from deep groundwater rather than from shallow-riparian water. 

However, the purpose of this study was not to determine where the second end-member was 
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exactly coming from (deep groundwater, shallow-riparian groundwater), but rather, to 

demonstrate that it was distinct from the surface-water. 

It has to be noted, that the results of the EMMA, which indicated contrasting surface-water 

fractions at nearby locations (e.g., P1 and P2), were likely partly due to the definition of the 

end-members. The deeper depths at P2 and P7 were defined as the groundwater end-member. 

The EMMA, therefore, resulted in a surface-water fraction of almost 0 % at these locations, 

even though larger fractions of surface-water might had been the result, if the ‘real’ end-

member had been found and used. 

Table 2.4: Solute concentrations in the surface-water, groundwater, and riparian soil water 

from this and previous studies in the Krycklan Catchment. 

 DOC 

(mg C l-1) 

DIC 

(mg C l-1) 

δ18O 

(‰) 

SO4
2- 

(mg l-1) 

Ca2+ 

(mg l-1) 

Mg2+ 

(mg l-1) 

Base 

Cations 

(µeq l-1) 

Surface-Water       

This study 13.7 1.1 -10.9 – -12.7    90 – 170 

Previous studiesa 10 – 19 1.2 – 1.7 -10.6 – -12.1† 

-13.1 – -14.5‡ 

   100 – 150 

Groundwater       

This study: 

EMMA end-

member 

1.5 – 2.9  -13.6 – -13.8 9 – 11 7 – 9 2 – 3  

Previous studiesb 1.9 – 2.9  -12.8 – -13.8 8 – 14 7 – 16 3 – 5  

Riparian Wells       

RZ_502c   -13.7  10 – 13 3.5 – 4.0  

RZ_511, RZ_512c   -12.9 – -13.1  1.3 – 3.0 0.5 – 1.8  

Note: aCampeau et al., 2017; Leach et al., 2017; Lidman et al., 2016; Lupon et al., 2019; Peralta-Tapia et al., 

2015b, 2015a; Winterdahl et al., 2016. bKlaminder et al., 2011; Lidman et al., 2016. cLaudon et al., 2013; 

Ploum et al., 2020. † During summer baseflow. ‡ During spring snow melt 

Contrary to our expectations, the porewater at the groundwater upwelling locations (P2, P7 and 

P4) did not originate from the locations at the upstream part of the bedforms (P1, P3, P5, P6), 

as mentioned above and, therefore, were not located within the same HEF paths. Fanelli & 
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Lautz, (2008) also noted that they were not able to locate the re-emerging hyporheic water 

downstream of a small dam structure, contrary to their expectation. Hyporheic flow paths in 

our bedforms were likely shorter than we assumed and re-emerged into the surface-water 

upstream from where we expected it. This means that, the downwelling surface-water at P1 

(upstream of the first step) might re-emerge between P1 and P2 rather than at P2 (between P3 

and P4, as well as between P6 and P7 for the other two bedforms). This interpretation is 

supported by previous observations that locations of groundwater upwelling were in close 

vicinity to locations, where hyporheic flow paths were re-emerging into the surface-water 

(Harvey & Bencala, 1993; Hassan et al., 2015; Merill & Tonjes, 2014). Therefore, we might 

have sampled re-emerging hyporheic flow paths or a mixture of the hyporheic flow path with 

the upwelling groundwater, if we had installed the piezometers at the downstream part of the 

bedforms (P2, P4, P7) a few centi- or decimetres further upstream. That might explain the 

difference between the locations at the downstream parts of the two steps (P2, P4). All depths 

at P4 were composed of at least 20 % of surface-water, whereas the surface-water fraction was 

insignificant at P2. Relative to the hyporheic flow cell between P3 and P4, the location of P4 

might have been further upstream than the location of P2, relative to the hyporheic flow cell 

between P1 and P2. This might have resulted in the higher surface-water fraction measured at 

P4. 

Low-gradient bedforms with less clear hyporheic flow patterns. Even though some patterns 

of surface water downwelling and groundwater upwelling were identified along the low-

gradient riffle, the precise drivers of the flow paths and the water sources were less clear. The 

moderate downwelling of surface-water at the shallow depths of the riffle crest (P5 and P6) 

were expected, but the near-neutral VHG (though measured at deeper depth) and the water 
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sources at the deepest depths were less expected. Similarly, the large surface water fraction at 

the shallowest depths at the riffle tail (P8) were unexpected, but might be explained by smaller-

scale, unmeasured streambed irregularities. The low-gradient riffle resulted in less clear flow 

path patterns and water sources than the larger-gradient step-pool sequences. 

Low temporal variability. The spatial pattern of surface-water downwelling and groundwater 

upwelling remained constant under various discharge conditions. We did not detect any changes 

in the size of the hyporheic zone across flow conditions. Variation in the fraction of surface-

water was observed only at the greatest depths of the locations with moderate downwelling (P5, 

P6). This was the result of the strongly varying chemical signature of the surface-water in 

contrast to the stable chemical signature at those locations. Under low-discharge conditions, the 

majority of the stream flow was sourced from hillslope or groundwater, because the outflow of 

the lake upstream of the study segment was blocked. In contrast, during medium and high 

discharge conditions, the majority of the stream water was sourced from the lake. Therefore, 

the surface-water solute concentrations during low discharge had higher conservative solute 

concentrations. These higher concentrations were similar to the concentrations at the greatest 

depths at the moderate downwelling locations (P5, P6), but distinct from the lake water with 

lower solute concentrations. The larger similarity between those locations and the surface-water 

during low discharge resulted in higher calculated surface-water fractions than during medium 

or high discharge conditions. 

2.5.2 Impact on Interpretation of Carbon Turnover 

The importance of considering and quantifying mixing of surface-water and groundwater (or 

other water sources) becomes evident when interpreting the concentration patterns of reactive 

solutes (DOC and DIC). If we applied our previously described conceptual model, ignored 
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mixing and, therefore, assumed that the piezometers at the downstream parts of the bedforms 

(P2, P4, P7) sampled the same flow paths as the piezometers at the upstream parts (P1, P3, P5, 

P6), we would attribute the differences in the DIC and DOC concentrations to metabolism along 

the hyporheic flow path. The high DOC and low DIC concentrations at the beginning of the 

hyporheic flow paths (P1, P3, P5, P6) would result in the low DOC and high DIC concentrations 

at the end of the hyporheic flow paths (P2, P4, P7). This would result in a median (over all 

locations and depths) reduction of DOC of 9.3 mg C l-1 and a median increase of DIC of 

7.2 mg C l-1 along the hyporheic flow paths (Figure 2.7a). 

In contrast, including the effects of surface-water and groundwater mixing results in a much 

lower hyporheic metabolic transformation. Based on the two-component EMMA, our study 

segment has a median decrease of DOC of 0.5 mg C l-1 and a median increase of DIC of 

0.3 mg C l-1 along the hyporheic flow paths (Figure 2.7b). This observation is in agreement with 

previous studies showing the dilution effect of mixing along riparian flow paths and 

groundwater upwelling (Landmeyer et al., 2010; Pinay et al., 1998). The comparison of our two 

alternative hypotheses demonstrates that ignoring mixing in the hyporheic zone can lead to 

strong over-estimations of its metabolic activity. Further, it highlights the importance of 

quantifying the water sources when interpreting porewater concentrations of reactive solutes 

(Heppell et al., 2014). 
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Figure 2.7: Conceptual diagram of the study segment with (bottom, b) and without (top, a) 

considering mixing of groundwater and surface-water on the calculated hyporheic metabolism. 

For each piezometer location (labelled P1 to P8), each depth is represented by a square in the 

expanded depth view. The colour of the square represents the fraction of surface-water (blue) 

and groundwater (red). For the bottom panel, this is based on the two-component EMMA. The 

width of the grid (black, vertical lines) indicates the amount of DOC mineralisation or DIC 

production due to metabolism. This is based on the assumption that DOC and DIC patterns are 

due to metabolism only (top; hypothesis 1) or due to mixing + metabolism (bottom; 

hypothesis 2). The arrows indicate the assumed flow paths. Open arrows indicate groundwater 

upwelling; arrows originating from the stream indicate surface-water. 

a) 

b) 
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2.5.3 The Effect of Mixing and Metabolism at Specific Locations 

The relative importance of hyporheic metabolism and mixing of different water sources varied 

across the study segment. They will be discussed separately in the next paragraphs: (i) the low 

DOC mineralisation rate (below detection limit) at the strong downwelling locations (P1, P3) 

and at the shallow depths of the moderate downwelling locations (P5, P6) despite the high DOC 

concentration, (ii) the porewater travel time and the contrasting metabolic transformations 

between the greatest depths at P5/P6, the shallow-medium depths at P8 and the complete profile 

at P4, and (iii) the undetectable mineralisation rates and the homogeneous concentration 

profiles at the groundwater upwelling locations (P2, P7). 

Despite the high DOC concentration, we did not detect any significant DOC mineralisation at 

the strong downwelling locations (P1, P3 and shallow depths of P5, P6). These small or 

insignificant concentration gradients across the shallow surface-water – groundwater interface 

at downwelling sites are in agreement with previous studies (Briggs et al., 2013; Claret et al., 

1998; Corson-Rikert et al., 2016; Greenwald et al., 2008; Hill et al., 1998). The high Cl- 

concentrations at these locations indicated fast surface-water downwelling, as median 

hyporheic concentrations reached around 80 % of those in the surface-water during the few 

hours of the injections. In addition, the Raz+Rru BTCs at these locations indicate flow paths 

with median travel times of around 0.5 (shallow depths) to 4 (deeper depths) hours. Corson-

Rikert et al., (2016) reported that the DIC concentrations in hyporheic and riparian wells were 

related to the nominal travel time and increased by around 40 µg C l-1 h-1, from a DOC poor 

(0.5 to 1.1 mg C l-1), second-order forested stream. If we assumed these metabolic 

transformation rates at our site, the expected increase of the DIC concentration along the longest 

(4 hours) flow path would only be 160 µg C l-1. However, this is much lower than the 
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uncertainty of the EMMA, which explains why concentration changes of these solutes could 

not be detected in this study.  

In contrast to the locations with a high surface-water fraction, locations with fractions of both 

surface-water and groundwater (15 to 20 cm at P5 and P6, P8, and P4) showed some indication 

of DOC mineralisation as well as DIC and CH4 production. The DIC and CH4 production (and 

DOC mineralisation) were the highest at the greatest depths at P5 and P6, but much lower at 

the shallowest depth at P8, despite comparable fractions of surface-water (70 to 75 %). The 

higher Cl- concentrations at P8 (5 cm), compared to the greatest depths at P5 and P6, indicate 

that the hyporheic travel time was much shorter at P8 than at P5 and P6. The Cl- concentrations 

at these locations (15 to 20 cm at P5 and P6) were not above background concentrations at the 

end of our sampling periods, indicating that the Cl--enriched surface-water (due to the NaCl 

injections) had not reached these locations. Therefore, the travel times of the surface-water 

reaching these locations was longer than 7 hours. In addition, the high fraction of surface-water 

at these locations indicates a large DOC flux from the surface-water into the hyporheic zone. 

As the result of the higher travel time and the high DOC influx, higher DIC production and 

DOC mineralisation can be expected along the hyporheic flow path, as has been shown for C 

and N in stream sediments before (Briggs et al., 2014; Corson-Rikert et al., 2016; Pinay et al., 

2009). In contrast, lower surface-water fractions and, therefore, a lower DOC influx resulted in 

a lower, total DOC mineralisation at P4, even though the hyporheic travel times were also 

longer than the sampling period. 

The CH4 concentrations, which followed a similar pattern to the DOC mineralisation, can likely 

also be explained by the hyporheic travel time and the surface-water fraction (and, therefore, 

the DOC influx). The locations with CH4 concentrations above the detection limit (P4, 15 to 
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20 cm at P5 and P6, and 10 to 15 cm at P8) had surface-water fractions above 10 % and long 

hyporheic travel times. Given that the surface-water had DOC concentrations of around 

1.1 mmol C l-1 and DO concentrations of 0.3 mmol O2 l
-1, and assuming a molar C:O2 ratio of 

1 for aerobic respiration (Battin et al., 2003; Trauth et al., 2015), the DO concentrations will be 

depleted faster than the DOC leading to anoxic conditions along those hyporheic flow paths. 

After DO is depleted, NO3
- is used as an electron acceptor during denitrification (Briggs et al., 

2014; Zarnetske et al., 2011a). That could explain the small (0.1 mg N l-1 or less) reduction of 

the TDN concentrations, which we observed at these locations. However, in this stream, 

roughly 80 to 90 % of the TDN is DON and, therefore, likely, not labile (Lupon et al., 2020). 

Following the depletion of NO3
-, the reduction of SO4

2- is energetically still more favourable 

than the production of CH4 (Baker et al., 1999). Though low in the surface-water, the moderate 

SO4
2- concentrations in groundwater (10 mg SO4

2- l-1) could be the source of SO4
2- at these 

locations and used as an electron acceptor (Lautz & Fanelli, 2008; Morrice et al., 2000). 

Especially the isotope-based EMMA indicated a potential decrease of the SO4
2- concentrations 

at these locations (20 cm at P5, P6; moderate depths at P8). However, since the SO4
2- 

concentrations have not been completely depleted at these locations, methanogenesis and SO4
2- 

reduction must have occurred simultaneously, potentially in microzones with different redox 

conditions within the streambed (Briggs et al., 2015; Zarnetske et al., 2011a). These locations 

with fractions of both surface-water and groundwater as well as long travel times appeared to 

be hotspots of hyporheic metabolism and production of greenhouse gases. 

The pattern of the hyporheic Na+ concentrations were partly overlapping with these hotspot 

locations (Figure 2.3; Figure 2.5), with the lowest concentrations at the greatest depths at P5 

and P6 (median of 2.2 mg Na+ l-1). Similar to the conservative ions, Na+ concentrations in the 
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groundwater upwelling locations (P2, P7; median of 3.6 mg Na+ l-1) and the riparian well 

RZ_502 (3.5 to 4.0 mg Na+ l-1) were higher than at these hotspot locations. Due to the tracer 

injections, concentrations at the locations dominated by fast surface-water downwelling (P1, 

P3, and shallow depths at P5, P6) were also higher (median of 3.8 mg Na+ l-1). However, 

background surface-water concentrations were lower (median of 1.1 mg Na+ l-1), leading also 

to low concentrations at locations with long travel times. Therefore, the low Na+ concentrations 

at these hotspot locations support our interpretation that they were dominated by surface-water 

with long travel times (longer than the duration of our injections). 

In contrast, we did not observe any variability of the solute concentrations along the profiles of 

the groundwater upwelling locations (P2, P7), indicating no further mixing with surface-water 

and no metabolic activity. The DOC concentrations in the upwelling groundwater were possibly 

too low and too recalcitrant to support metabolic activity. In addition, we did not find any 

evidence that particulate organic carbon, which might have been buried in the sediments during 

floods, was a source of OC (Corson-Rikert et al., 2016) at these locations. 

2.5.4 Uncertainties in the Assumptions of the Two-Component EMMA 

We use previous assumptions that there is one groundwater source (first end-member) beneath 

our reach, which is generally upwelling and mixes to some degree with the downwelling 

surface-water (second end-member) (Battin et al., 2003; Briggs et al., 2012a; Byrne et al., 2014; 

Hartwig & Borchardt, 2015; Nelson et al., 2019). However, describing the hydro-chemical 

pattern in the study segment with a two-component EMMA may be a simplification (see the 

discussion in the following paragraphs). In addition to the surface-water (first end-member) and 

the water at the deepest depth of P2, P7, and P8 (groundwater, second end-member), the water 

at some of the other locations (e.g., deepest depths at P5 and P6) could, hypothetically, be partly 
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originating from yet another, third source (third end-member, e.g, shallow riparian water) 

instead of being the result of mixing of only two end-members. 

The PCA (PCA2) on the conservative solutes with some projected, potential end-members 

supports this idea that a mixture of the surface-water, the deep groundwater and the shallow, 

riparian water (as a third end-member) could explain the observed hyporheic concentrations 

(they circumscribe the projected samples). Furthermore, the residuals of the projected 

concentrations onto the first PC (PC2.1) with the measured concentrations (Hooper, 2003) did 

not show a random pattern for two solutes (Mg2+ and δ18O). This can be due non-conservative 

mixing, variable end-member concentrations, and/or a missing end-member (Barthold et al., 

2011) and sometimes can be solved by including another PC (and, therefore, a third end-

member; Hooper, 2003). In fact, the residuals are random for all solutes, if the projections onto 

the first two PCs (two-dimensional space) are used. This indicates, that a three-component 

EMMA could describe the mixing of these samples better than a two-component EMMA 

(Hooper, 2003). 

Finding the right end-members, however, is more difficult. We, therefore, compared a three-

component EMMA (surface-water, deep groundwater and shallow-riparian water) with a two-

component EMMA (surface-water and deep groundwater) (Christophersen et al., 1990; 

Christophersen & Hooper, 1992). The three-component EMMA resulted in weak (R2 of 0.55 

and 0.19 for K+ and Mg2+, respectively) and no correlations (SO4
2- and Ca2+) between the 

predicted and measured concentrations. In contrast, good correlations (R2 of all solutes > 0.88) 

were observed for the two-component EMMA. Therefore, we decided to use the two-

component EMMA.  
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Some solutes, which we used for our EMMA (and which we, therefore, assumed to mix 

conservatively) were frequently used as solutes for EMMA, whereas others were rarely used 

(Barthold et al., 2011), because they were not assumed to behave conservatively (e.g., K+). Ca2+ 

and Mg2+ (Corson-Rikert et al., 2016; Hooper et al., 1990; Jones et al., 2008) and the water 

isotopes (Kendall & McDonnell, 1998; Laudon et al., 2002) were often used in other catchments 

for solutes in an EMMA as well and were assumed to be conservative along groundwater - 

surface-water flow paths. Even though K+ cannot be assumed to be conservative, the results of 

our EMMA for all five solutes were very similar to each other and showed the same general 

pattern for all piezometers. This might indicate, that the potential variation in K+ concentrations 

due to non-conservative behaviour (microbial reduction, uptake, leaching, or sorption) along 

the flow paths were small compared to the mixing of water sources with contrasting 

concentrations. 

2.6 Conclusion 

Streambed topography and bedforms are often used as a first proxy to infer hyporheic flow path 

patterns. In low order streams with steps and pool-riffles as the dominant bedform type, 

longitudinal hydrostatic pressure gradients across bedforms lead to surface-water downwelling 

at the upstream part of the bedform and the re-emergence of that water some distance further 

downstream. However, it remains challenging to determine where the hyporheic flow path is 

re-emerging. In addition, locations of groundwater upwelling might be in close proximity to the 

location of the re-emerging hyporheic porewater. Piezometers at the downstream part of a 

bedform might, therefore, be located in areas of re-emerging hyporheic water, upwelling 

groundwater (or other sources) or where both water sources mix. Since the different water 
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sources might have contrasting solute concentrations, hyporheic patterns of these solutes might 

be due to mixing of different water sources, metabolic activity, or both. Streambed topography 

and VHG patterns alone might, therefore, not be sufficient to infer hyporheic flow paths. We 

demonstrated that not considering mixing of different water sources and assuming bedform-

induced hyporheic flow paths, hyporheic metabolism would be strongly overestimated. For the 

interpretation of hyporheic metabolic activity, it is, therefore, important to evaluate the flow 

path and mixing patterns in streambeds. This has implications for the interpretation of previous 

studies within and outside of the hyporheic zone, where reactive solute concentrations were 

interpreted without considering the mixing of different water sources. 

Despite the impact of the water source on the interpretation of reactive solute concentrations, 

hyporheic flow paths with longer travel times and surface-water-delivered DOC showed high 

metabolic turnover and greenhouse gas production. Further research needs to clarify, to which 

extent these metabolic hotspots (i) are controlled by the travel time or by the delivery of 

metabolism-limiting solutes due to mixing and (ii) contribute to the total metabolic activity of 

the stream ecosystem. 
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3.1 Abstract 

The groundwater – surface-water interface is an important regulator of many biogeochemical 

and ecological processes along river corridors. One of the main drivers of these processes is the 

porewater travel time along hyporheic flow paths. However, our understanding and ability to 

predict the space-time dynamics of porewater travel times are very limited because current 

techniques are restricted to a few locations or constant porewater flows. To overcome these 

limitations, we designed and field-tested a small, easy-to-build, low-cost conductance sensor to 

monitor porewater travel times in real-time. Leveraging the simple design and low cost, we 

built and installed 93 sensors as profiles in a first-order stream and conducted repeated tracer 

injections during baseflow conditions and a storm event. We quantified the dynamics of 
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porewater travel times at unprecedented high vertical (cm-scale) and horizontal (dm-scale) 

resolution and for long durations (almost 2 months), moving beyond the usual snapshot view 

of these processes. We observed small-scale deviations from the general flow field along a riffle 

and inconsistent patterns of the porewater travel times during the storm event. Measured travel 

times, combined with targeted porewater sampling of reactive or conservative solutes, allows 

calculation of solute transformation rates at a high spatial resolution and extent in future sensor 

applications. These insights could help to understand the relative contribution of the different 

drivers controlling the biogeochemical and ecological processes at the groundwater – surface-

water interface and the impact of these drivers on the metabolism and solute fluxes along river 

corridors. 

3.2 Introduction 

The interface between surface-water and groundwater (the hyporheic zone) is a multi-scale 

regulator of many biogeochemical, ecological, and physical processes and drivers along river 

corridors, with wide-ranging impacts on water quality (Boano et al., 2014; Boulton et al., 1998; 

Brunke & Gonser, 1997; Harvey & Gooseff, 2015; Krause et al., 2011; Lewandowski et al., 

2019; Sophocleous, 2002). Several factors are controlling the biogeochemical processes and 

metabolic activities in the hyporheic zone (Boano et al., 2014; Buffington & Tonina, 2009; 

Comer-Warner et al., 2018; Knapp et al., 2017; Quick et al., 2016). An important factor is the 

porewater travel time, the time it takes for a water parcel to be transported from the surface-

water to a particular subsurface location in the streambed (also referred to as residence or 

transport time). This travel time affects the dynamics of DO, C, N, P, and other solutes (Arnon 

et al., 2007; Corson-Rikert et al., 2016; Dent et al., 2007; Hampton et al., 2020; Pinay et al., 
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2009; Quick et al., 2016; Reeder et al., 2018; Triska et al., 1989; Zarnetske et al., 2011a). 

Knowing the porewater travel times and fluxes allows us to estimate the dynamics of porewater 

metabolic transformation rates and potentially the hyporheic zone’s contribution to total stream 

metabolism (Zarnetske et al., 2011a). 

Porewater travel times within the stream channel are variable in space and time (Drummond et 

al., 2018; Harvey et al., 2013; Harvey & Fuller, 1998; Knapp et al., 2017). They are controlled 

by many environmental factors, such as temperature (Cozzetto et al., 2013), hydraulic gradient 

(Dent et al., 2007; Kasahara & Hill, 2007), hydraulic conductivity and porosity (Harvey et al., 

2013; Morrice et al., 1997) as well as stream velocity and discharge (Arnon et al., 2007; Hassan 

et al., 2015). However, generalizing and accurately predicting porewater travel times remains 

challenging, because the relative importance of these drivers is likely site and time dependent 

and, so far, cannot be predicted a priori. 

Current techniques to measure porewater travel times are unsuitable to measure high resolution 

spatial and temporal patterns while also covering a large spatial extent over long periods. 

Consequently, studies measuring travel times by porewater sampling (Drummond et al., 2018; 

Hampton et al., 2020; Harvey et al., 2013; Knapp et al., 2017; Pinay et al., 2009; Zarnetske et 

al., 2011a) or with commercial loggers (Käser et al., 2009; Soulsby et al., 2009; Ward et al., 

2012) are often limited to a few locations and/or short travel times (minutes to hours). In 

contrast, larger numbers of locations at a greater distance from the stream are limited to long 

travel times (hours to days) (Dent et al., 2007; Harvey & Bencala, 1993; Triska et al., 1989) 

and vertical fluxes based on temperature profiles result in a lower temporal resolution (hours to 

days) (Anibas et al., 2018; Briggs et al., 2012b; Hatch et al., 2006; Rau et al., 2017). 
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Compared to the other methods, porewater sampling has the advantage that it allows to measure 

three-dimensional short and long travel times at several sediment depths simultaneously. 

However, it requires a high sampling frequency to measure the tracer BTCs at subsurface 

locations with short travel times. It is, therefore, relatively labour intensive, especially when 

many locations are sampled simultaneously. In addition, a high sampling frequency or sampling 

rate at shallow sediment depths risks the induction of hyporheic flow (Duff et al., 1998). Both 

limitations of the porewater sampling technique (high time demand and the risk of inducing 

flows) could be reduced by installing EC sensors into the sediments to measure the salt tracer 

BTCs. However, the current sensors have several limitations: (i) commercial EC sensors and 

loggers are very expensive (> 1000 USD) and, therefore, often do not allow to measure travel 

times at a large (around 100) number of locations simultaneously (Ward et al., 2012); (ii) their 

relatively large sizes (several cm’s in diameter or length) do not allow for spatially high-

resolution (cm-scale) measurements (Chapin et al., 2014; Ward et al., 2012); and, they might 

disturb small-scale flow paths and lead to misinterpretations; (iii) their fabrication might require 

highly specialized equipment (Cranny et al., 2011), and (iv) their measurements cannot be 

observed in real-time (Chapin et al., 2014; Ward et al., 2012), which prevents targeted (spatially 

and temporally) porewater sampling during an injection experiment (e.g., at locations, where 

the BTCs are observed and at times, when plateau conditions have been reached). We, therefore, 

need to overcome these technical limitations of the current techniques in order to improve our 

understanding of the spatio-temporal dynamics of porewater flow dynamics. 

Here, we present a new porewater conductance sensor measuring dynamic, short, and long 

porewater travel times, at a high spatial resolution and coverage. We first explain the design 

and construction of the small, low-disturbance and easy-to-build sensor that overcomes the 
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limitations of the current techniques. We then present its performance during laboratory and 

field experiments and finally use data from a network of these new sensors to demonstrate its 

benefits for in situ monitoring. Innovatively, our sensor network reveals new insights into finer 

spatio-temporal dynamics in hyporheic flow that were previously unavailable at this scale and 

shows the advantage of high-quality low-cost monitoring. 

3.3 Materials and Methods 

3.3.1 Design of the Conductance Sensor 

The new conductance sensor presented here uses the same measuring principal as many 

commercial EC sensors. Commercial sensors usually obtain the EC or conductance of a salt 

solution by a simple resistance measurement. To measure the solution’s resistance (i.e., the 

inverse of the conductance), the electronic design of the conductance sensor setup is based on 

a voltage divider circuit. This circuit consists of two resistors, which are connected in series. 

The voltage drop across one of those resistors is then measured. This voltage drop is a function 

of the two resistors’ resistances: the first resistor (reference resistor) has a fixed resistance, 

whereas the second resistor has a variable resistance. The second resistor consists of electrodes 

which are only connected by the solution they are immersed in. The variable resistance of the 

second resistor is the result of the EC (as well as other parameters such as the temperature) of 

the solution between the two electrodes. Therefore, the measured voltage drop across the second 

resistor can be directly related to EC. 

More specifically, we followed the circuit design of the conductivity and temperature probe 

CS547A (Campbell Scientific, Logan, Utah, USA), which consists of the sensor itself (CS547A) 

and an interface (A547, Campbell Scientific, Logan, Utah, USA), containing the reference 
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resistor (Figure 3.1c). Our interface circuit was adopted from the A547 interface circuit by 

excluding the parts related to the temperature measurements and increasing the reference 

resistor’s resistance to 15 kΩ, in order to have similar resistances of the reference and the second, 

sensor resistance. In our case, the second resistor (i.e., the sensor) had a resistance of around 

20 kΩ when submerged in a solution with an EC of 150 µS cm-1. For the housing of the 

electrodes, we used a 9.2 mm wide, 3.5 mm thick, and 5.2 mm high (without solder contacts) 

2 mm pitch 3-way PCB socket (printed circuit board) (Harwin PLC, Portsmouth, UK). On one 

side, the PCB socket had three solder terminations and on the other side three receptor contacts 

(Figure 3.1a). A solder tin drop was placed into each of the three receptor contacts, resulting in 

ca. 1 mm large solder tin half-spheres (Figure 3.1a). These solder tin half-spheres serve as the 

electrodes of the sensor. The whole PCB socket with the three electrodes was covered by two 

layers of nylon gauze, with a mesh size of 0.1 mm (Figure 3.1a), in order to prevent 

accumulation of larger (> 0.1 mm) particles between the electrodes. The solder terminations on 

the other side of the PCB socket were soldered to a 1.0 to 1.2 m long, 3-core 0.25 mm2 PVC 

sheath sensor cable (Igus, Northhampton UK), insulated with heat-shrink tubes and protected 

with hot glue. 

The voltage measurements across the reference resistor in the interface were controlled with a 

CR10x (Campbell Scientific, Logan, Utah, USA), using the half- and full-bridge function, 

which applies several short (0.5 ms) AC pulses of ± 2500 mV. To increase the number of 

conductance sensors we could connect to a single CR10x, we used an AM16/32A relay 

multiplexer (Campbell Scientific, Logan, Utah, USA), placed between the conductance sensors 

and the interface (Figure 3.1c).  
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To reduce the number of cables between the conductance sensors and the multiplexer, three 

conductance sensor cables were merged with a terminal block to a 6-core 0.25 mm2 PVC sheath 

sensor cable (Igus, Northhampton UK). Identical to the CS547A probe, the cables from the 

outer electrodes of each conductance sensor (the green and white cable in Figure 3.1a) were 

combined, resulting in two cables per conductance sensor. Therefore, each of the two cables 

from each of the three conductance sensors could be connected to one core of the 6-core cable. 

The 6-core cable was then connected to the multiplexer (Figure 3.1b). The terminal block was 

protected in a 95×52×28 mm (L×W×H) IP65 ABS flanged (RS pro, RS components Ltd, 

Northands, UK) distribution box and the incoming cables were sealed with IP68 nylon cable 

glands (RS pro, RS components Ltd, Northands, UK) (Figure 3.1b).  

Both, the conductance sensor’s material cost and energy consumption are low. The cost of the 

material of three conductance sensors combined was 31 USD, including the PCB sockets, the 

3-core cables, the terminal block, the cable glands, the protective distribution box, and a 5 m 

long 6-core cable. This does not include the costs of the logger and the multiplexer, but many 

research institutes or Universities likely have similar loggers (CR10x, CR1000, CR1000x, etc) 

in their field stores readily available. Given the resistances of an average conductance sensor in 

a solution with an EC of 150 µS cm-1 (20 kΩ), the reference resistor (15 kΩ), and the voltage 

applied to the circuit (2500 mV), the average electrical current through the conductance sensor 

and the interface is 71 µA. In combination with the total time period of the voltage application 

per measurement of around 5 ms, the energy consumption of measurements in one-minute 

intervals is 0.5 mA·s d-1. 
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Figure 3.1: The design and field installation of the conductance sensor. a) Close-up of a 

conductance sensor without (left) and with (right) protective nylon gauze, as it was calibrated 

and installed in the field. The conductance sensor on the left shows the three solder tin half-

spheres covering the receptor contacts of the PCB socket on one side. On the other side, the 

insulated and protected (hot glue) wires (from the top: green, brown, and white) can be seen. b) 

Conductance sensor profile installed in the streambed (bottom), with the three grey cables 

coming from each sensor. They are combined in the black distribution box (top) into a single 

cable (black, towards the right), which is connected to a logger on the stream bank (not in the 

picture). c) Circuit diagram of the conductance sensor setup. 

3.3.2 Calibration of the Conductance Sensor 

We calibrated each conductance sensor against a standard, reference EC meter before 

installation in the field (pre-installation calibration) and afterwards (post-installation 

calibration). We filled a 10 l bucket with deionized water (DIW), added all the conductance 

sensors, an aquarium pump for continuous mixing and a WTW ProfiLine handheld conductivity 

meter (WTW, Weilheim, Germany) as a reference. We then added specific amounts of 

concentrated NaCl solution to the bucket every 2 to 4 minutes, which resulted in 8 to 16 

conductance sensor measurements at each NaCl concentration. We increased the NaCl 

concentration from 0 to 92 mg NaCl l-1 (9 to 190 µS cm-1), with in total 11 different 
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concentrations, during the pre-installation calibration and from 0 to 240 mg NaCl l-1 (1 to 

470 µS cm-1), with in total 18 different concentrations, during the post-installation calibration. 

We increased the range of the post-installation calibration in order to analyse the sensor’s 

performance at salt concentrations, which are higher than in our study stream but frequently 

observed in other streams. 

We assume that the resistances of the cables are negligible, compared to the resistances of the 

fixed resistor and the sensor and calculated the sensor’s conductance (S) from the measured 

voltage drop with equation (3.1), 

𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑎𝑛𝑐𝑒 =
1 − 𝑈𝑟𝑎𝑡𝑖𝑜

𝑅𝑓𝑖𝑥𝑒𝑑 × 𝑈𝑟𝑎𝑡𝑖𝑜
 (3.1) 

 

 

where 𝑈𝑟𝑎𝑡𝑖𝑜 (-) is the ratio of the measured voltage drop across one resistor (V) divided by the 

voltage applied to the whole circuit (V) and 𝑅𝑓𝑖𝑥𝑒𝑑 (Ω) is the resistance of the fixed, reference 

resistor. In order to relate the conductance of the conductance sensors with the EC, we fitted a 

linear regression and, if the algorithm converged, additionally also a non-linear model (equation 

(3.2)) with the nls function (R Core Team, 2018) through the mean of the consecutive 

calibration measurements of each NaCl concentration. We fitted a non-linear model, because 

the relationship between the sensor’s conductance (µS) and the EC (µS cm-1) can be better 

approximated with a non-linear model over wider EC ranges.  

𝐶𝑜𝑛𝑑𝑢𝑐𝑡𝑎𝑛𝑐𝑒 = 𝑎 + 𝑏 × (1 − 𝑒𝑥𝑝(−𝐸𝐶𝑟𝑒𝑓 × 𝑐)) (3.2) 

 

 

Here, a, b, and c are coefficients, and ECref is the reference EC. The goodness-of-fit between 

the measured and the model predicted conductance values were assessed by calculating the 

normalized mean absolute error (NMAE) with the compute.nmae function (Phan et al., 2017; 
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R Core Team, 2018) for both the linear and the non-linear models. The NMAE divides the mean 

absolute error, i.e., residual, by the range (maximum – minimum) of the observed values. For 

each conductance sensor and each NaCl concentration, we used the consecutive conductance 

measurements to calculate (i) their standard deviation and (ii) their coefficient of variation. Both, 

the standard deviation and the coefficient of variation are measures of the precision. A low 

standard deviation or coefficient of deviation translates into a high precision and vice versa. We 

performed two linear mixed effects analyses of the relationships between the response variables 

standard deviation and coefficient of variation, and the NaCl concentrations as the fixed effect, 

using the lmer function (Bates et al., 2015; R Core Team, 2018). We used the log-

transformation for the response variables and the sensor IDs as the random effects intercepts. 

The p-values were obtained by using the ANOVA function (R Core Team, 2018), comparing 

the full model with the null model. The null model was the full model without the NaCl 

concentration as the fixed effects. 

The interacting effect of the temperature and the EC on the conductance was determined for 

each conductance sensor by measuring the conductance in a crossed design of temperature and 

EC using a similar set up (aquarium pump, all sensors, WTW EC sensor and a thermistor) as 

before. A 10 l bucket was filled with a solution with a specific EC and cooled to 5 to 8 °C. The 

solution was then allowed to reach room temperature (18 to 21 °C) over the following hours. 

In total six different solutions with ECs ranging from 66 to 435 µS cm-1 were used, resulting in 

six different temperature runs. They were prepared by mixing different amounts of DIW with 

tap water (EC of 190 µS cm-1) or by adding a concentrated NaCl solution to the DIW.  

Temperature correction coefficients were calculated for each conductance sensor. First, relative 

conductance was calculated for each of the six temperature runs by dividing the conductance 
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measurements (taken at different temperatures) by their arithmetic mean, multiplied by 100. 

Second, the relationship between the relative conductance and the temperature was then 

approximated by fitting linear regressions through each of the six temperature runs. Finally, the 

temperature coefficient for each conductance sensor was calculated by taking the arithmetic 

mean of the slopes of the six linear regressions. To compare the effect of the test solution’s EC 

of each temperature run on the temperature coefficients obtained from the absolute conductance 

and the relative conductance measurements, we performed two linear mixed effects analyses 

using the lmer function (Bates et al., 2015; R Core Team, 2018). We used the log-

transformation of the response variables (temperature coefficients), the test solution’s EC as the 

fixed effects, and the sensor IDs as the random effect intercepts. The p-values were obtained 

by using the ANOVA function (R Core Team, 2018), comparing the full model with the null 

model, missing the test solution’s EC as the fixed effects. 

3.3.3 Study Site 

The sensors were tested in a first-order, boreal stream within the well-studied Krycklan 

Catchment in Northern Sweden (64° 14’ N, 19° 46’ E; 67.9 km²; 114 to 405 m a.s.l.) (Figure 

3.2) (Laudon et al., 2013). The bedrock of the catchment is dominated by Svecofennian 

metasediments/metagreywacke and is covered by quaternary deposits of glacial till and peat, 

varying in thickness up to 10 m (Laudon et al., 2013). The study sub-catchment C6 is dominated 

by forest (71 %) and a mire (25 %) around a 4 ha large lake. The climate is cold temperate 

humid, with persistent snow cover during the winter months. Mean annual air temperature is 

1.8 °C and total precipitation is 614 mm, which is almost equally divided into runoff (311 mm) 

and evapotranspiration (303 mm) (Laudon & Ottosson Löfvenius, 2016). 
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Within the sub-catchment C6 (sub-catchment area 110 ha, mean annual Q50: 7 l s-1), two study 

reaches were selected (Figure 3.2). The upstream reach (20 m long), roughly 200 m upstream 

of the gauging station C6, was located at a transition between a steep (7.7 %) stream section 

upstream and a flat (2.0 %) section downstream. The stream channel had a width of 60 to 120 

cm and a bankfull-width to bankfull-depth ratio of 3.4 to 4.8 and was dominated by small steps 

and runs. The streambed, covered by an armouring layer of coarse gravel, was dominated by 

sandy gravel, low in fines, with a particle-size distribution of 26 to 44 % (> 5 mm), 33 to 46 % 

(1 to 5 mm), 15 to 27 % (0.25 to 1 mm), and 3 to 6 % (< 0.25 mm) (6×5 cm or 6×10 cm 

cylindrical sediment cores of the top 20 cm, n = 4). The downstream reach (6 m long), roughly 

100 m upstream of the gauging station C6, with a flat channel slope (2.0 %) was characterized 

by a pool-riffle sequence, with an exposed gravel-bar along the bank during baseflow conditions. 

The stream channel had a width of 70 to 150 cm and a bankfull-width to bankfull-depth ratio 

of 2.6 to 3.5. The streambed was dominated by gravelly sand, low in fines, with a particle-size 

distribution of 11 to 25 % (> 5 mm), 27 to 44 % (1 to 5 mm), 20 to 46 % (0.25 to 1 mm), and 6 

to 25 % ( < 0.25 mm) (6×5 cm cylindrical sediment cores of the top 20 cm, n = 4). The saturated 

hydraulic conductivity of the streambed at both sites ranged between 10-4 and 10-6 m s-1, 

calculated based on the particle-size analysis of the sediment cores. 
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Figure 3.2: Study area with the upstream and downstream experimental reach, the tracer 

injection site and the stream gauge of the sub-catchment C6. The sub-catchment is part of the 

Krycklan catchment (red point in the inset) in Sweden. 

3.3.4 Field Installation 

The conductance sensors were installed in the field between the end of July and mid-September 

2018 and grouped as conductance sensor profiles. A sensor profile was always composed of 

three conductance sensors at 5, 10, and 20 cm depth in the streambed. The conductance sensors 

were attached either to a delrin rod (1 cm diameter) or to a temperature profiler (up to 2 cm 

diameter). The temperature profilers used were either custom built by Tempcon, UK, with 

measuring depths of 0, 5, 15, and 25 cm and connected to a Hobo Onset U12-008 4-channel 
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data logger (Onset Computer Corporation, Bourne, MA, USA) or from UIT (Umweltleistungen, 

Dresden, Germany), with temperature measurements at four to six depths each, ranging 

between 5 and 60 cm depth. When the conductance sensors were attached to a delrin rod, a 

temperature probe (CS 107, Campbell Scientific, Logan, Utah, USA) was attached to the rod at 

a depth of 25 to 35 cm. To enable porewater sampling, small tygon sampling tubes (0.8 mm 

inner diameter), with a nylon gauze covering the open end in the sediment, were attached to the 

same rod/temperature profiler, directly next ( < 0.5 cm) to the deepest conductance sensor of 

all conductance sensor profiles. At some profiles, porewater sampling tubes were also installed 

at the other two measurement depths of the sensor profile. All sensor profiles were installed in 

the streambed at least 12 days before the first measurement by driving them into the streambed 

with a mallet.  

At the upstream reach, in total 21 conductance sensor profiles were installed into the thalweg 

of the stream, clustered around bedforms such as steps and riffle/runs. The EC of the surface-

water was measured with a CS547A (Campbell Scientific, Logan, Utah, USA) at the upstream 

end of the reach. At the downstream reach 10 conductance sensor profiles were installed, of 

which only seven are described here. Of those, five were installed within the main channel 

(pool-riffle) and two in the adjacent gravel-bar. The conductance sensors in the gravel-bar were 

shifted 2 to 5 cm downwards, relative to the nominal depth of the conductance sensors, to make 

sure that they were below the water level within the gravel-bar. The EC of the surface-water 

was measured at the downstream end of the riffle with a Hobo U24-001 (Onset Computer 

Corporation, Bourne, MA, USA). All conductance, EC, and temperature measurements in the 

porewater and surface-water were taken every 5 minutes. However, measurement frequencies 

of up to every 15 seconds would have been possible with this setup. 
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3.3.5 Field Experiments and Data Analysis 

The field experiments were designed to test the sensor performance under field conditions. 

Porewater was sampled to compare the sensor EC based on the calibrations with the reference 

EC of the porewater sample. Tracer injections were conducted to test the sensor’s ability to 

quantify short, long, and dynamic porewater travel times and their spatial patterns. 

3.3.5.1 Porewater Sampling and In situ Calibration 

Porewater was manually sampled from the conductance sensor profiles on eight sampling dates 

between 5 August and 7 September 2018 to calibrate the conductance sensors in situ. For each 

porewater sample, we manually sampled 10 ml at a rate of 1 ml min-1. All sampling tubes at a 

conductance sensor profile were sampled simultaneously. The porewater EC was subsequently 

measured with a WTW handheld conductivity meter (WTW, Weilheim, Germany), which we 

refer to as the reference EC. We compared the measurements of the conductance sensors and 

the corresponding EC values (i.e., the sensor EC) based on the pre- and post-installation 

calibration with the reference EC of the porewater samples. We assumed that the porewater 

sampled by the extraction was equivalent to the porewater measured by the conductance sensors 

in situ. 

3.3.5.2 Spatio-Temporal Dynamics of Hyporheic Flow Paths 

The spatial and temporal dynamics of hyporheic flow paths were analysed by conducting 

several short and one long constant-rate NaCl injection during baseflow conditions (the 

baseflow experiment) and by a series of shorter injections during a storm event (the stormflow 

experiment). The injection site was located 100 m upstream of the upstream reach and the salt 

solutions were injected with a peristaltic pump (Williamson Manufacturing Company Ltd, 
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Southwick, UK). The pumping rate of the pump was controlled by a CR1000 logger and a 

voltage control unit SDM-AO4A (both Campbell Scientific, Logan, Utah, USA) and was 

adjusted based on the discharge. The discharge was estimated at the injection site with a 

pressure transducer (Druck, PDCR 1830) and a rating curve. 

The spatial patterns and the travel times of the hyporheic flow paths during low baseflow 

conditions were measured with a 57 hours long, constant-rate NaCl injection, starting on 5 

September at 11:00 and lasting until 7 September at 20:00. The surface-water EC was increased 

from 33 µS cm-1 during background to, on average, 166 µS cm-1 during plateau conditions. The 

discharge during the injection ranged between 0.6 and 0.8 l s-1. The measurements of the 

conductance sensors were continued until 11 September, 15:00. In addition, during the 

preceding five days, in total four shorter (6 to 10 hours) constant-rate NaCl injections were 

conducted, reaching surface-water ECs between 130 and 140 µS cm-1. The BTCs were used to 

analyse the spatial hyporheic flow patterns and to calculate hyporheic travel times (as in 

Drummond et al., 2012; Harvey et al., 2013; Triska et al., 1989) for the baseflow experiment. 

We calculated the hyporheic travel times only for the locations where a BTC was observed; that 

is, where the conductance increased compared to the background, reached a peak and started to 

drop again. The mean hyporheic travel times were calculated by subtracting the time of mean 

arrival of the surface-water BTC from the time of mean arrival of the porewater BTC (equation 

(3.3)). The mean arrival time were calculated as the time when 50 % of the plateau or peak 

concentration was reached during the rising limb of the BTC (equation (3.3)). 

𝑀𝑒𝑎𝑛 𝑡𝑟𝑎𝑣𝑒𝑙 𝑡𝑖𝑚𝑒𝑖 = 𝑡𝑇𝑟𝑎𝑐𝑒𝑟𝑚𝑒𝑎𝑛 𝑎𝑟𝑟𝑖𝑣𝑎𝑙,𝑃𝑊,𝑖 − 𝑡𝑇𝑟𝑎𝑐𝑒𝑟𝑚𝑒𝑎𝑛 𝑎𝑟𝑟𝑖𝑣𝑎𝑙,𝑆𝑊 (3.3) 
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𝑇𝑟𝑎𝑐𝑒𝑟𝑚𝑒𝑎𝑛 𝑎𝑟𝑟𝑖𝑣𝑎𝑙,𝑖 =  (𝑇𝑟𝑎𝑐𝑒𝑟𝑝𝑒𝑎𝑘 𝑜𝑟 𝑝𝑙𝑎𝑡,𝑖 −  𝑇𝑟𝑎𝑐𝑒𝑟𝑏𝑘𝑔,𝑖) × 0.5 + 𝑇𝑟𝑎𝑐𝑒𝑟𝑏𝑘𝑔,𝑖 
(3.4) 

 

 

Here, i, plat, bkg, and t are referring to a subsurface location, plateau, background, and the date-

time of the mean arrival, respectively. Tracer in both equations (equations (3.3) and (3.4)) is 

referring to the EC in the surface-water, but to the conductance in the porewater. For locations 

where the porewater BTC did not reach plateau conditions, but only peaked, we used the 

conductance of the peak of the BTC to calculate the mean arrival (equation (3.4)). 

For the analysis of the temporal dynamics of the hyporheic travel times, we conducted 13 short 

constant-rate injections during a storm event (the stormflow experiment). The first injection 

was right before the storm event and the last one when the discharge was almost back to pre-

storm conditions. All injections were 30 minutes long, with the exception of the fourth one, 

which was only 20 minutes long due to a technical failure. The first four injections were started 

every 2 hours, beginning on 2 August at 19:00 and the remaining (5th to 13th) injections every 

3 hours, beginning on 3 August at 10:00. The injection rates of the NaCl solution were adjusted, 

so that the peak surface-water EC of all injections ranged between 320 µS cm-1 and 420 µS cm-1. 

We calculated the hyporheic travel times during the storm event only for those locations and 

injections which showed clear porewater BTCs. The hyporheic travel times were calculated as 

the time between the BTC peak in the surface-water and the BTC peak in the porewater, because 

the injections were too short to reach plateau conditions in the surface-water. However, instead 

of using the highest measured value, we estimated the time of the BTC peak. We used the 

highest measured value, as well as the two previous and the two following measurements and 

fitted a polynomial equation, with the function lm (R Core Team, 2018) through these five 
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measurement points. The time of the peak conductance and EC was then extracted from the 

fitted polynomial. 

3.4 Results 

3.4.1 Sensor Performance: Calibration and Temperature Effect 

The pre- and post-installation calibrations of the conductance sensors resulted in linear (smallest 

R2 was 0.97) and non-linear calibration models (75 % with a NMAE < 0.009) with high 

agreements between the sensor conductance and a reference EC meter (Figure 3.3). The fit of 

the non-linear model was better (smaller NMAE) than the fit of the linear model for all 

calibrations, which could be fitted with a non-linear model. For 75 % of those calibrations, the 

NMAE of the non-linear models were at least 3.7 times smaller than the NMAE of the linear 

models for the pre-installation calibration, and 4.1 times smaller for the post-installation 

calibration.  

The standard deviation of consecutive measurements of the conductance sensors increased 

(χ2(1) = 1187.3, p < 0.001) with the test solution’s EC from 0.1 µS at a solution EC of 

8.5 µS cm-1 to 1.1 µS at an EC of 191 µS cm-1. The coefficient of variation increased slightly 

with the test solution’s EC (χ2(1) = 104.1, p < 0.001) from 0.017 µS µS-1 at a solution EC of 

8.5 µS cm-1 to 0.026 µS µS-1 at an EC of 191 µS cm-1. Seventy-five percent of the sensors had 

a coefficient of variation of 0.03 µS µS-1 or smaller. 

During calibrations, the conductance sensor reacted to a new, different salt solution 

immediately, often faster than the highest possible measuring frequency of 15 s; that is, the 

conductance measurement immediately after the salt concentration has been increased was 

substantially higher than the preceding measurements. To reach a constant conductance reading, 
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the water in the calibration bucket had to be in equilibrium with the solution between the sensor 

electrodes, inside of the protective gauze. For some sensors, it took 30 s and up to a minute to 

reach this equilibrium, whereas other sensors reached this equilibrium faster. 

 

Figure 3.3: Calibration models of the conductance sensors (y-axis; µS) against a standard EC 

meter (x-axis; µS cm-1). Left panel: Non-linear calibration models based on the pre-installation 

calibration of all conductance sensors (grey lines), with one example conductance sensor 

showing the calibration measurements (black dots and line). Right panel: Calibration 

measurements and non-linear models of both the pre- (black) and post-installation calibrations 

(red) for three example conductance sensors. 

The calibration models varied unpredictably both between the different sensors as well as 

between the pre- and post-installation calibrations (Figure 3.3). The slopes of the linear pre-

installation calibration models ranged from 0.01 to 0.34 µS µS-1 cm (IQR: 0.18 – 

0.23 µS µS-1 cm). The ratio of the linear model slopes of the post- to the pre-installation 

calibrations were < 1 for 74 % of the sensors (IQR: 0.67 – 1.01). In contrast, the y-intercept of 

the linear model increased from the pre- to the post-installation calibration for 64 % of the 
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conductance sensors. The ratios of the intercepts of the pre- to the post-installation calibration 

models ranged from 0.20 to 1.55 (IQR). 

For 11 conductance sensors, we compared the reference EC of the porewater samples with the 

sensor EC based on the calibrations of the conductance sensors. The porewater samples of these 

conductance sensors had reference ECs with a range of at least 100 µS cm-1, which was large 

enough to observe a predictable trend between the reference and sensor EC. Linear models 

between the measured conductance and the reference EC of the porewater sample had R2s 

ranging between 0.79 and 0.99.  

The reference EC of the porewater samples was not always between the values of the sensor 

EC based on the pre- and post-installation calibrations of the conductance sensors (Figure 3.4). 

The sensor ECs of some conductance sensors were below and others above the reference EC, 

without any clear pattern. For example, the ratio of the sensor EC based on the post-installation 

calibration to the reference EC of the porewater samples ranged between 0.6 and 3.2 (minimum 

and maximum), with an IQR between 0.9 and 1.6. 
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Figure 3.4: Comparison of the sensor EC (µS cm-1) based on the pre- (red) and post-installation 

calibrations (blue) of the conductance sensors with the reference EC (standard EC meter) of 

porewater samples (green) for three example conductance sensors. The x-axis is the measured 

conductance (µS) of three conductance sensors. 

The temperature effect on the conductance measurements was a function of the test solution’s 

EC. The increase in the conductance per degrees Celsius (µS °C-1) was low in the low-EC 

(66 µS cm-1) test solution and increased with increasing EC of the test solution (χ2(1) = 502.2, 

p < 0.001). However, the increase of the relative conductance was independent of the test 

solution’s EC (χ2(1) = 0.27, p = 0.6) (Figure 3.5). The slopes of the linear models, fitted through 

the relative conductance vs. temperature runs (i.e., the temperature correction coefficient), had 

an IQR of 2.3 to 2.6 % °C-1. 
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Figure 3.5: The effect of temperature (x-axis; °C) and the test solution’s EC (different colours; 

µS cm-1) on the relative conductance (µS µS-1), shown for an example conductance sensor. The 

relative conductance for each test solution was calculated by dividing the conductance 

measurements by the mean of all conductance measurements of that solution. All six 

temperature runs were started with the cool temperature, indicated by the inlet showing the 

temporal evolution of the temperature and the relative conductance for one example test 

solution (121 µS cm-1). The black, numbered points in the main figure and the inlet are referring 

to the same measurements. The relative conductance values are 30-minutes moving averages. 

3.4.2 Spatial Patterns of Hyporheic Flow Paths 

The in situ hyporheic flow paths, measured with the conductance sensor in the streambed, 

revealed high spatial and temporal variability during the baseflow experiment. The hyporheic 

flow patterns along the riffle and the gravel-bar at the downstream reach had travel times 

spanning almost 2 orders of magnitude (1.5 to 89 hours). Travel times increased with depth 

with the longest travel time observed at 20 cm depth. We observed fast mean travel times at the 
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stoss and crest of the riffle, ranging between 1.5 and 12 hours at all three depths (Figure 3.6), 

and increasing travel times along the riffle with 34, 84, and 72 hours at the shallowest depth 

(5 cm) at the conductance profiles streambed-3, streambed-4, and streambed-5, respectively 

(Figure 3.6). In the middle of the riffle (streambed-3), the travel times increased with depth, 

with travel times of 34, 57, and 89 hours at 5, 10, and 20 cm depth, respectively. At the deeper 

depths (10 and 20 cm) of the streambed-4 and streambed-5 profiles, no BTCs were observed 

by the time the measurements had stopped (i.e., 91 hours after the end of the injection). The 

travel times in the gravel-bar were shorter when compared to the equivalent profiles in the 

stream (gravel-bar 1 and streambed-3, gravel-bar 2 and streambed-4). They increased from the 

shallowest to the deepest depth with travel times of 7, 12, and 30 hours for gravel-bar 1, and 36, 

55, and 87 hours for gravel-bar 2 (Figure 3.6). 
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Figure 3.6: Spatial patterns of hyporheic tracer breakthrough curves (BTC) along a pool-riffle-

pool sequence with an adjacent gravel-bar. Top: Plan view showing the streambed topography 

of the experimental reach, with the flow direction from left to right (arrow), the locations of the 

conductance sensor profiles in the streambed and the gravel-bar (black dots) as well as the 

approximate border of the exposed gravel-bar at the side (white line) during this experiment 

(baseflow). Middle: Surface-water EC (µS cm-1) measured with a reference EC meter. The 

BTCs are due to tracer injections. Bottom: Hyporheic BTCs at the conductance sensor profiles 

for the same period as the surface-water. For each conductance sensor, the colour ranges from 

its minimum (yellow) to its maximum (dark red) conductance (µS) during the period shown. 

Relative conductance (minimum to maximum) was chosen, because comparison between 

different sensors is difficult based on absolute conductance values. Please note that the apparent 

patterns at the deeper depths (10 and 20 cm) at streambed-4 and streambed-5 were not caused 

by the surface-water injections, but were likely due to diurnal temperature variations 

(streambed-4) and an independent subsurface injection (streambed-5). The grey boxes indicate 

the timing of the surface-water BTCs. 

At the upstream reach we also measured travel times spanning 2 orders of magnitude (0.5 to 

57 hours), increasing with depth into the sediments. Additionally, we observed locations 

without any BTC at the shallowest depth (5 cm) (Figure 3.7). At about half of the conductance 
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sensor locations (31 out of 63), of which 7 were at the shallowest depth, we did not observe any 

porewater BTC until the measurements had stopped. Profiles without a detected BTC at any 

depth were located at the downstream end of the profile clusters around bedforms (P1 to P5, P6 

to P10, P11 to P13, P14 to P17 and P18 to P21) (Figure 3.7). At two bedforms, the travel times 

increased along the bedform (P6 to P8 and P11 to P12), whereas no clear pattern was observed 

at the remaining three bedforms (Figure 3.7). 

 

Figure 3.7: Longitudinal cross-section of the hyporheic travel time (hours) profiles along the 

upstream reach during baseflow conditions. The travel times are colour-coded and written next 

to each measurement location. Grey points indicate locations, where no BTC was detected until 

6 days after the beginning of the injection. The flow direction of the stream is from left to right 

(arrow) and numbers for each sensor profile are given below the profiles. The black, thin line 

is the surface-water – streambed interface. 

3.4.3 Temporal Dynamics of Hyporheic Flow Paths 

We were able to measure individual tracer BTCs at various locations in the streambed 

throughout the storm event. This allowed us to calculate location-specific porewater travel 

times for each of those individual BTCs. Since the BTCs were spread over a storm event (rising 
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discharge limb, peak discharge, and falling discharge limb) we were able to quantify how the 

porewater travel times varied over the course of a storm event. 

Similar to the spatial pattern of porewater travel times during baseflow conditions, the temporal 

dynamics during a storm event were very variable across all locations (the stormflow 

experiment). At least one individual porewater BTC (Figure 3.8) was observed at 24 out of the 

63 locations at the upstream reach. At 15 out of these 24 locations, the BTCs of all 13 injections 

were observed, whereas at the remaining locations only some (1 to 10) BTCs were observed 

(Figure 3.8). We could not identify a general pattern with respect to which BTCs were and 

which were not observed at the different locations. At some locations, we did not observe 

individual BTCs, but a response integrating several injections. At these locations, the porewater 

conductance increased continuously with small variations over all or some of the individual 

injections and decreased afterwards (Loc 4, Figure 3.8). 

The porewater travel times varied during the storm event, with some general patterns across the 

different locations. The largest difference between the shortest and longest travel times at one 

location was 51 minutes, ranging between 27 (shortest) and 78 minutes (longest travel time). 

For the locations, where all 13 individual BTCs were observed, a general pattern could be 

identified for the relationship between the discharge at peak concentration and the travel time 

(Figure 3.8). The travel times increased from the first (before the storm event) to the second 

(almost at peak discharge) BTC at 13 (out of 15) locations and decreased thereafter to a 

minimum travel time at 10 locations. The minimum travel time of those locations was observed 

during the third to sixth BTC and was followed by an increase in the travel time. For the other 

five locations, the travel times did not reach a temporary minimum with an increased travel 
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time thereafter. Instead, the travel times remained short or decreased even further until the last 

BTC (Figure 3.8). 

 

Figure 3.8: Temporal dynamics of porewater travel times during a storm event. Left, top panel: 

Discharge (grey; l s-1) and surface-water EC (black; µS cm-1) during the storm event. Left, 

bottom panel: Porewater conductance (µS) at four example locations (colour-coded) for the 

same time period as the left, top panel. Right panels: Hysteresis loops between the discharge at 

peak EC in the surface-water (x-axis; l s-1) and the porewater travel times (minutes) for three of 

the four locations from the left, bottom panel, for this storm event. The porewater travel times 

for each location were calculated for each observed BTC, represented by the black, numbered 

dots. The numbers next to the black dots (right panel) are referring to the numbers above each 

porewater and surface-water BTC (left panel), identifying each individual of the 13 BTCs. The 

porewater travel times were calculated for each BTC as the time between the peak in the 

surface-water and the peak in the porewater. 
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3.5 Discussion 

This study presents a small (1 cm), low-cost (approx. 10 USD) conductance sensor to quantify 

the spatio-temporal dynamics of porewater flow paths by measuring BTCs with travel times 

ranging from minutes to days over several centimetres (depth) to a few tens of metres 

(longitudinally). Accurate in situ quantification of the absolute values of porewater EC is not 

yet possible with the conductance sensor, but targeted snapshot porewater sampling can easily 

add this information. 

3.5.1 Conductance Sensor Calibration 

Calibration of the conductance sensors in the laboratory resulted in good agreement between 

the reference and sensor EC, but the differences between the pre- and post-installation 

calibrations were inconsistent. Good agreement between a sensor’s output and a reference 

instrument in the laboratory as we observed it for both the pre- and post-installation calibrations 

of our conductance sensor are common in other low-cost EC (Chapin et al., 2014; Gillman et 

al., 2017) and ion-specific sensors (Cranny et al., 2011). Differences between the pre- and post-

installation calibrations or changes in the sensor’s sensitivity during field applications have 

been observed for some sensors (Cranny et al., 2011), but not for others (Chapin et al., 2014) 

and have been attributed to low-quality sensor material (Cranny et al., 2011). In addition, 

scratches on the electrode’s soft surfaces (solder tin) during field installation, chemical reaction 

of the electrode’s material with the porewater solutes and biofouling can also cause sensor drift 

and differences between pre- and post-installation calibrations (Chapin et al., 2014; Gillman et 

al., 2017). Further experiments will need to clarify, which of those factors were responsible for 

the difference between the pre- and post-installation calibrations. 
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Furthermore, the reference EC of the porewater significantly deviated from the sensor ECs 

based on the pre- and post-installation calibrations. In contrast, good agreement between the 

sensor and reference EC was observed in the surface-water for several months for a similar low-

cost sensor (Chapin et al., 2014). In the study by Chapin et al. (2014), comparison of the sensor 

and reference EC took place in the surface-water, whereas we compared porewater ECs. 

Porewater measurements might be more challenging, because small sediment particles might 

pass through the protective mesh. If they accumulated between the sensor’s electrodes, they can 

influence the measured conductance (Blasch et al., 2002). This possible effect was not included 

in the laboratory calibrations. Accurately quantifying the porewater EC based on the 

conductance sensor is, therefore, only possible when sensor ECs are regularly compared with 

reference ECs based on porewater samples with a wide (50 to 100 µS cm-1) range of porewater 

ECs. 

The temperature correction coefficients (2.3 to 2.6 % °C-1), which are necessary to compare the 

sensor EC with the reference EC, were similar but slightly higher than the industry standard 

(2.1 % °C-1). Temperature correction coefficients of 1.7 % °C-1 have been observed previously 

(Chapin et al., 2014), whereas others were using the standard HOBOware Pro linear correction 

coefficient of 2.1 % °C-1 (Gillman et al., 2017). However, the correction coefficient of 

2.1 % °C-1 applies to sea water (mostly NaCl) and a coefficient of 1.8 % °C-1 is suggested for a 

KCl solution (Onset Computer Corporation, 2020). For an accurate comparison between sensor 

EC and reference EC, it is, therefore, necessary to quantify individual temperature correction 

coefficients for roughly the temperatures and the solute concentrations found in the field. This 

can be done with the method explained above but using the ions and salts commonly found at 

the specific field site instead of NaCl. 
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3.5.2 Spatio-Temporal Dynamics of Hyporheic Flow 

The conductance sensors enabled us to determine a wide range of porewater travel times. Even 

at shallow sampling depths (5 cm), we were able to detect porewater travel times ranging from 

a few minutes to almost four days. Similarly short (minutes) (González-Pinzón et al., 2015; 

Knapp et al., 2017; Ryan & Boufadel, 2007) or long (days) travel times in riparian areas (Castro 

& Hornberger, 1991; Dent et al., 2007) have been reported previously, but rarely were short 

and long travel times reported from the same experiment (Harvey et al., 2013). These previous 

experiments required an intense sampling design and analysed only a few locations at a time 

(Harvey et al., 2013). However, in the present study, we analysed over 30 profiles with minimal 

effort.  

The duration of the injection was an important factor for the quantification of long porewater 

travel times. The shortest constant-rate injection of 6 hours was too short to result in a 

measurable BTC at several porewater locations and even the slightly longer injections of 

10 hours were too short for a few locations. Commonly, constant-rate injections were shorter 

than 1 day and, therefore, likely did not account for longer travel times (González-Pinzón et al., 

2015; Harvey et al., 2013; Knapp et al., 2017; Ryan & Boufadel, 2007), but notable exceptions 

exist (Castro & Hornberger, 1991; Dent et al., 2007). 

The spatial and temporal patterns of the travel times did not always follow our expectations. 

For the spatial patterns we did not always observe an increase of travel times along specific bed 

forms (e.g., steps, riffles, runs). Instead, we saw shorter travel times at the tail-end than in the 

middle of the riffle. These observations could indicate that small-scale streambed variations on 

top of the general bedform rather than the whole bedform itself might be driving the fluxes 

across the water-sediment interface at some locations (Stonedahl et al., 2010). These results by 
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Stonedahl et al. (2010) were modelled, but we measured these patterns for the first time in the 

field. 

The porewater travel times were very dynamic, with differences between the rising, the early 

and the late falling discharge limb during a storm event. To our knowledge, this is the first time 

that porewater travel times have been calculated, based on tracer BTCs only, over the course of 

a storm event. These calculations did not involve any modelling of assumed flow or heat 

transport, but were directly based on measurements of tracer BTCs. This makes the 

measurements of the porewater travel times, based on our conductance sensor, very novel. 

Specifically the locations, where only some of the BTCs were observed, revealed how variable 

and unpredictable the porewater dynamics can be. Further investigations will need to clarify to 

which extent these dynamics are governed by sediment, organic matter or biofilm resuspension 

and deposition (Argerich et al., 2011b; Fox et al., 2018), or the changing water table gradient 

between the stream and the surrounding riparian zone (Käser et al., 2009; Malzone et al., 2016). 

3.5.3 The Strengths of the Conductance Sensor: New Insights Into the Dynamics 

of Porewater Flow Paths and Potential Sensor Applications 

The conductance sensor measures BTCs of salt injections in the porewater, without requiring 

any porewater sampling. This minimizes the risk of sampling- or measurement-induced 

hyporheic flow. Due to its continuous measurements, the conductance sensor can detect both 

short (minutes) and long (days) porewater travel times, which can be used to quantify the travel 

times of shallow and deep hyporheic flow paths, which are originating from the surface-water. 

In combination with subsurface salt injections, it could potentially also be used to identify 

porewater flow paths caused by groundwater upwelling (not shown in the present study). In 

addition, the sensor opens up possibilities for the assessment of metabolic transformation rates, 
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when combined with injections of the targeted solutes (C, N, P, etc.), or for other 

biogeochemical questions. The conductance sensor provides information about where and when 

tracer BTCs have arrived during an injection in real-time. This information can be used to 

spatially and temporally identify and target porewater sampling locations and times, because 

sampling is often aimed to co-occur with the tracer BTC. Instead of continuous porewater 

sampling at all study locations simultaneously, this targeted sampling reduces the number of 

extracted porewater samples which saves money and time. Furthermore, targeted porewater 

sampling reduces the risk of sampling-induced flow, because the sampling rate and frequency 

can be very low. In addition, sampling-induced flow can directly be assessed with the 

conductance sensor. 

The size and the cost of the conductance sensor bring additional advantages. The small size 

reduces the disturbance of the porewater fluxes induced by the conductance sensor itself and it 

does not require a housing well. However, despite its small size, the conductance sensor has a 

high structural strength, continuing to deliver reliable results after storm events with woody 

debris accumulation (data not shown, observed at a different field site). The low cost and the 

simplicity of the conductance sensor allow a production of large numbers even with minimal 

technical experience. The resulting sensor network can detect small-scale gradients with 

transitions between different sensor locations. These transitions between spatially dense 

sampling locations allow to interpolate between them, which facilitates to understand the 

underlying drivers of the porewater travel times. This is in contrast to previous porewater 

sampling strategies, which often resulted in a few unrelated locations without clear gradients. 

Insights into these dynamics and patterns are crucial to support, improve or reject our current 

assumptions and understanding of porewater travel times and flow paths. 
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3.5.4 Comparison of the Conductance Sensor With Other Porewater Flux 

Measurement Techniques 

To better assess the benefits and limitations of the new conductance sensor, we compared it 

with a variety of different techniques previously used to study water and solute fluxes across 

the water-sediment interface. The comparison is based on the spatial resolution and extent, the 

temporal resolution and the length of the monitoring period. 

While many methods have a slightly lower spatial resolution than our conductance sensor 

(Table 3.1), time-lapse ERT (electrical resistance tomography) (Clémence et al., 2017; Smidt 

et al., 2015; Ward et al., 2012), buried FO-DTS (fiber-optic distributed temperature sensing) 

cables (Shanafield et al., 2016), and active heat pulse sensing (Angermann et al., 2012; Banks 

et al., 2018; Briggs et al., 2016) result in a higher spatial resolution. However, except for the 

temperature profiles, the buried FO-DTS, and our new conductance sensor, techniques with a 

high spatial resolution often have a small spatial extent.  

The temporal resolution of our conductance sensor is much higher and the duration longer than 

most of the other techniques (Table 3.1). The multilevel-piezometers (Angermann et al., 2012; 

Dent et al., 2007; Krause et al., 2009), MINIPOINTS (Harvey et al., 2013; Knapp et al., 2017), 

and piezometers with commercial loggers (Ward et al., 2012) are an exception, but either only 

have a short temporal duration or a small spatial extent and low spatial resolution. In addition, 

multilevel-piezometers, MINIPOINTS, time-lapse ERT, and active heat pulse sensing are used 

in manual snapshot campaigns, which is in contrast to the continuous, logger-based monitoring 

technique of our conductance sensor and some VHG measurements. However, these techniques, 

as well as our conductance sensor, have the advantage that they measure 3D porewater 

dynamics, whereas many other techniques assume vertical 1D fluxes (Table 3.1).  
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Table 3.1: Comparison of the spatial (horizontal) resolution and extent as well as of the 

temporal resolution and duration of different techniques to measure hyporheic travel times or 

fluxes 

Technique Spatial 

resolution 

Spatial 

extent 

Temporal 

resolution 

Temporal 

duration 

1D/3D flow 

dynamics 

New conductance sensor 

(this study) 

Decimetres Tens of metres Minutes Months 3D 

Mulitlevel-piezometersa 

(porewater sampling) and 

MINIPOINTSb 

Decimetres to 

metres 

Metres to tens 

of metres 

Minutes to 

tens of 

minutes 

Hours to 

days 

3D 

Time-lapse ERTc Centi- to 

decimetres 

Metres to tens 

of metres 

Hours Hours to 

days 

3D 

Buried FO-DTSd Centi- to 

decimetres 

Tens of metres Hours to days Days 3D 

Active heat pulse sensinge Centi- to 

decimetres 

Metres  Days Days 3D 

Temperature profilesf Decimetres to 

metres 

Tens of metres Hours to days Months 1D 

Piezometers (VHG), 

manualg 

Decimetres to 

metres 

Metres to tens 

of metres 

Hours to 

weeks 

Days to 

months 

1D 

Piezometers (VHG), 

commercial loggerh 

Metres to tens 

of metres 

Tens of metres Minutes Months 1D 

Seepage metersi Decimetres to 

metres 

Tens of metres Minutes to 

days 

Days 1D 

aAngermann et al., 2012; Dent et al., 2007; Krause et al., 2009. bHarvey et al., 2013; Knapp et al., 2017. cClémence 

et al., 2017; Smidt et al., 2015; Ward et al., 2012. dShanafield et al., 2016. eAngermann et al., 2012; Banks et al., 

2018; Briggs et al., 2016. fBriggs et al., 2012; Hatch et al., 2006; Lautz & Ribaudo, 2012. gKäser et al., 2009; 

Kennedy et al., 2008. hWard et al., 2012. iRosenberry et al., 2013; Rosenberry & Pitlick, 2009; Solomon et al., 

2020. 

In summary, we are not aware of a technique previously used to measure porewater travel times 

and flow paths that simultaneously (i) result in a low disturbance of the flow paths due to its 

small size, its installation, and its passive measurement (no porewater sampling is required), (ii) 

has a high temporal resolution (minute) and duration (months), (iii) has spatially a high vertical 

(centimetres) as well as horizontal (decimetres) resolution and additionally a large extent (tens 

of metres), and (iv) can be acquired at a low cost. All these characteristics are met by our 

conductance sensor (Table 3.1). Another low-cost conductance sensor (Chapin et al., 2014; 
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Gillman et al., 2017) has similar spatial and temporal measurement characteristics, compared 

with our conductance sensor. It has the advantage of measuring both temperature and 

conductance, it includes a logger, it does not require cables running from the sensor in the 

stream to the logger on the bank and its deployment is relatively fast and easy. However, its 

disadvantages for porewater measurements are (i) its size (3.5 cm), which likely needs a 

protection well, (ii) its potentially higher cost (75 USD), if the loggers for the conductance 

sensor are excluded, (iii) that it needs to be removed from the measuring location to download 

the data, and (iv) that it does not allow real-time monitoring and, therefore, targeted porewater 

sampling during salt injections. 

3.5.5 Future Improvements of the Conductance Sensor 

The conductance sensor has several benefits compared to other techniques, but also potential 

for improvement and further development. The main one is to achieve an accurate 

quantification of the porewater EC, which is not yet possible. We are planning to improve the 

quality of the electrode material (e.g., gold plating instead of solder tin) to reduce sensor drifts 

and to increase the resistance of the mesh in front of the electrodes to avoid accumulation of 

fine particles between the electrodes. In addition, a 4-electrode sensor circuit setup, which is 

frequently used in geophysical applications (Robinson et al., 2008; Ward et al., 2012), could be 

tested for improved accuracy and predictability. However, for many research questions, 

porewater samples need to be extracted for the analysis of C, N, P, or other solutes anyway. 

The EC of these samples can be used to calibrate the sensor in situ, which will then result in 

high temporal resolution EC measurements based on the conductance sensor. 

As the sensor does not have an inbuilt thermistor or thermocouple it needs co-located 

temperature measurements to estimate the porewater EC. However, adding a thermistor or 
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thermocouple to the sensor circuit could be achieved with little extra effort, by replicating the 

design of the conductivity and temperature probe CS547A (Campbell Scientific, Logan, Utah, 

USA). 

With the current setup, the sensors are connected via cables with a logging unit on the bank of 

the stream, which has both advantages and disadvantages. It has the advantage that porewater 

BTCs can be monitored in real-time during an experiment and allows targeted (in space and 

time) porewater sampling. However, the cables are obstacles in the stream, where woody debris 

can accumulate and alter the flow dynamics, especially during storm events. Another limitation 

of this sensor setup is that the conductance sensors need to be clustered and in close proximity 

to the logger, if long cables are to be avoided. However, as long as the cable’s resistance is 

insignificant compared to the sensor’s resistance, long cables are not affecting the 

measurements of the conductance sensor. Alternatively, a larger number of loggers might be 

used in future designs, thus keeping the cables short. Low-cost microcontrollers or loggers with 

an AC output, such as an Arduino coupled with an H-bridge, could be used as an alternative to 

the relatively expensive CR10x or CR1000 Campbell scientific data loggers and AM 16/32A 

multiplexers, which we used. However, these loggers and multiplexers are frequently available 

for short periods within environmental science institutions. 

3.5.6 Conclusion 

We aimed to design a minimally-invasive sensor technique that allows us to continuously 

quantify porewater flow dynamics on a small- and medium-scale. Compared to the currently 

available techniques to measure porewater travel times, our new conductance sensor has several 

advantages: 
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 its small (1 cm) size reduces the risk of disturbing slow or shallow porewater flow paths 

and allows measurement of travel times at a high vertical resolution (centimetres), 

 its material costs are very low (approx. 10 USD) and the fabrication is simple, making 

it possible to produce a large number of sensors covering a wide spatial extent (tens of 

metres), 

 its passive measurement technique (no porewater extraction) reduces the risk of 

inducing porewater flow and minimizes the time and resources to extract and analyse 

porewater samples, 

 its continuous high temporal measurement resolution (tens of seconds) allows to 

simultaneously quantify fast and slow flow paths, 

 its real-time monitoring of the porewater flow paths, by observing tracer BTCs in the 

field, allows to spatially and temporally target porewater sampling. 

These sensor characteristics open possibilities for new insights on hyporheic flow dynamics 

and processing, by overcoming the limitations of the current measurement techniques. 

Measuring porewater travel times and flow paths only at a few locations, as it has been done 

commonly in the past, makes explaining observed differences between the locations difficult 

and can lead to incorrect interpretations. With a dense network of conductance sensors, however, 

small-scale gradients and patterns can be observed, linked to their drivers, and assumptions 

about flow paths improved. In addition, the conductance sensor can shed light on the dynamics 

of porewater travel times at a high temporal resolution, while also covering a long duration. 

This allows to evaluate and integrate the daily, seasonal, and event-based dynamics of the 

porewater flow paths, while incorporating the spatio-temporal heterogeneities. The sensor can 

contribute to improve our understanding of the drivers and controls of hyporheic and riparian 
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biogeochemical processes and their impact on the stream water quality. Finally, in presenting 

this paper and our open science approach to explaining the sensor design and its applicability, 

we hope that this technology is used by the community for applications in other contexts and 

to advance hydrological science by providing conductance observations at this scale, low cost 

and with rigour. 
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Chapter Four 

THE EFFECT OF STREAM DISCHARGE ON 

THE METABOLIC ACTIVITY OF A FIRST-

ORDER FOREST STREAM UNDER 

CONTRASTING CHANNEL SLOPES 

4.1 Abstract 

In-stream metabolism on a reach-scale has been tried to link to several catchment and stream 

channel characteristics (e.g., land-use, modelled transient storage, discharge). Especially the 

effect of the stream characteristics, such as modelled transient storage, on stream metabolism 

is poorly understood and contradictory observations have been reported. These contradictory 

observations could indicate that metabolically important transient storage is not well 

represented by the frequently used lumped models. Therefore, we sought to evaluate whether 

the stream channel slope, which is likely related to HEF patterns, can be used as an alternative, 

reliable, easily-measurable and predictable proxy variable for stream metabolism. We 

conducted resazurin constant-rate and NaCl slug-injections under contrasting discharge 

conditions along four consecutive, roughly 100 m long reaches, with alternating flat (2.0 %) 

and steep (7.5 %) average channel slope. We used OTIS (One-dimensional Transport with 

Inflow and Storage) to estimate the transient storage exchange parameters by modelling the 

BTCs of the NaCl slug injections. We did not find a consistent difference between the steep 

and flat reaches for the metabolic transformation rate and the transient storage exchange, 

respectively. However, we observed higher metabolic transformation rates, higher DOC 

concentrations and faster transient storage exchange during medium-high discharge conditions 

than during low-flow conditions. We likely did not observe consistent differences between the 

steep and flat reaches, because of the high uncertainties associated with the metabolic 
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transformation rates and the potentially masking effect of the stream discharge. Therefore, we 

cannot draw a final conclusion about the effect of the channel slope on stream metabolism. 

4.2 Introduction 

The evasion of CO2 from streams might significantly contribute to the global C budget (Cole et 

al., 2007; Raymond et al., 2013; Webb et al., 2019). Part of the evaded CO2 can originate from 

in-stream metabolism (Demars, 2018; Lupon et al., 2019). Demars (2018) and Lupon et al. 

(2019) reported that around 25 % of the DOC input to headwater streams is mineralised on 

timescales of a few hours. However, large variations of stream metabolism across different sites 

and biomes have been observed (Tiegs et al., 2019). Several factors have been reported to effect 

stream metabolism: latitudes, likely linked to temperature (Tiegs et al., 2019); land-use, partly 

linked to the light availability (Bernot et al., 2010); DOC input due to storm events (Demars, 

2018) or localised groundwater discharge (Lupon et al., 2019, 2020); diurnal stream discharge 

variations (Ward et al., 2019); and channel type and geomorphology due to transient storage 

(Argerich et al., 2011a; González-Pinzón et al., 2014). The effect of the channel slope on stream 

metabolism has rarely been analysed (Ensign & Doyle, 2006), but might be an important factor 

influencing transient storage and hyporheic exchange (Buffington & Tonina, 2009) and, 

therefore, stream metabolism. In addition, the channel slope can easily be estimated on a larger 

scale and, therefore, might be used as a proxy variable for the network-scale prediction of 

stream metabolism. 

Specific stream channel slopes are dominated by characteristic geomorphic features, such as 

cascades, step-pools, plane-beds, pool-riffles, and dune-ripples in order of descending channel 

slope (Buffington & Tonina, 2009). The hydrodynamic and hydrostatic pressure heads created 
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by these geomorphic features in combination with the hydraulic conductivity of the streambed 

and the valley slope-dependent groundwater flow pattern result in specific hyporheic exchange 

patterns for each of these geomorphic features (Buffington & Tonina, 2009). Steeper stream 

channels, characterized by cascades or step-pool features, have a relatively high hydraulic 

conductivity and longitudinal hydrostatic pressure gradient and are, therefore, dominated by 

fast HEFs with short residence times, but might be restricted to the shallow streambed by strong 

down-valley groundwater flows (Buffington & Tonina, 2009; Storey et al., 2003). This is in 

contrast to stream channels with lower slopes, characterized by pool-riffle features, which likely 

have larger HEF-cells, but with longer residence times (Buffington & Tonina, 2009; Storey et 

al., 2003). However, Hassan et al. (2015) have observed larger HEF-cells in steep (8 %) than 

in flat (4 %) flumes. Even though there are some indications that metabolic activity and channel 

slope are positively correlated on a larger scale (first to fifth order streams), the effect is 

unknown on a smaller, reach-scale (tens to hundreds of metres). 

The effect of the channel slope on the stream metabolism might not be consistent over time, 

because hyporheic exchange fluxes and their residence times can change during storm events 

(Hassan et al., 2015; Storey et al., 2003; Trauth et al., 2015; Ward & Packman, 2018). Therefore, 

the relative metabolic activity of two stream reaches might be different during baseflow 

compared to storm flow. For example, longitudinal hydrostatic pressure gradients across pool-

riffle features might decrease with increasing discharge, because the pressure heads do not 

follow the streambed so closely (Storey et al., 2003). The effect of discharge can likely vary for 

different geomorphic features, which is supported by the observation of inconsistent and non-

linear relationships between hyporheic exchange fluxes or hyporheic cell size and discharge 

(Hassan et al., 2015; Trauth et al., 2015; Ward & Packman, 2018; Wondzell, 2006). Therefore, 
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the effects of channel slope and discharge need to be studied together to allow an accurate 

estimation of the stream metabolic activity over a seasonal cycle. 

In this study, we explored the effect of the stream channel slope and discharge on the metabolic 

activity of a first-order boreal stream. Our first objective was to test whether cascade and step-

pool reaches had a higher metabolic activity than pool-riffle reaches and whether that difference 

persisted under various discharge conditions. For our second objective, we asked, whether the 

variation of the metabolic activity can be linked to transient storage estimates. To meet these 

objectives, we conducted injections of the metabolically reactive tracer resazurin and measured 

the reach-scale metabolic activity under low, medium, and high discharge conditions along four 

consecutive stream reaches with alternating and contrasting (flat: 2 %; steep: 7.5 %) channel 

slopes. Subsequently, we used OTIS and modelled the size and residence times of the transient 

storage zones and their effect on the advective transport along these reaches under various 

discharge conditions. 

4.3 Material and Methods 

4.3.1 Study Site 

The field experiments were performed in the boreal Krycklan catchment (64° 14’ N, 19° 46’ E; 

67.9 km²; 114 to 405 m a.s.l.) in Northern Sweden (Laudon et al., 2013). The bedrock of the 

catchment is dominated by Svecofennian gneiss and is covered by quaternary deposits of peat 

and glacial till (Laudon et al., 2013). The sub-catchment between the gauging stations C5 (lake 

outlet) and C6 (1.3 km downstream of C5) (Figure 4.1a) is covered primarily by till (73 %), 

followed by thin soils (20 %) and rock outcrops (6 %) (Laudon et al., 2013). The organic matter 

content of the soils increases with proximity to the streams: upland forest soils are dominated 
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by iron podzols whereas riparian zones are characterized by deep peat deposits (Leach et al., 

2017). The sub-catchment is almost entirely forested (98 %), with Scots pine (Pinus sylvestris; 

70 %) as the dominant tree species, followed by Norway spruce (Picea abies; 26 %) (Laudon 

et al., 2013; Lupon et al., 2019). Mean annual (1981 to 2010) air temperature is 1.8 °C and total 

precipitation is 614 mm, which is almost equally divided into runoff (311 mm) and 

evapotranspiration (303 mm) (Laudon et al., 2013). Of the total precipitation, on average 

180 mm are contributed by snow water equivalents during the winter months (1985 to 2015) 

(Laudon et al., 2013; Laudon & Ottosson Löfvenius, 2016). 

  

Figure 4.1: Left, a): Study site within the Krycklan Catchment, Sweden. Single letters next to 

the red points indicate the sampling locations, whereas double letters next to the stream (blue 

line) indicate stream reaches. Right, b): Hydrograph of the 2017 (resazurin injections) and 2018 

(NaCl injections) experimental period. Red bars indicate the dates and times of the injections. 

The grey bars and the period indicated by the arrows in the 2017 hydrograph represent periods 

of artificial flow manipulations. 

The experiments were performed in the first-order Stortjärnbäcken located between the gauging 

stations C5 and C6 (catchment area: 110 ha; mean annual Q50: 7 l s-1). The average stream 

channel slope between C5 and C6 is 3.8 %, but the stream can be divided into longer, flatter 

a) b) 
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reaches (dominated by pool-riffle sequences), which are intercepted by shorter, steeper reaches 

(cascades and step-pool sequences). Along the stream, we established five consecutive 

sampling locations (A, B, C, D, and E), which were roughly 100 m apart (Table 4.1). These 

sampling locations defined our four stream reaches (AB, BC, CD, and DE) with alternating 

steep and flat slopes (Table 4.1). These sampling locations and stream reaches coincided with 

those of the Chapters Two and Three. The experiments presented in Chapter Two and Three 

were conducted in the stream reach DE. The sampling locations of Chapter Two were located 

just downstream of sampling location D, whereas those of Chapter Three were just downstream 

of sampling location D and just upstream of sampling location E. 

Table 4.1: Characteristics of the four study reaches. 

Reach Name Length (m) Slope (%) Slope (group) 

AB 111 8.0 Steep 

BC 122 1.5 Flat 

CD 99 7.1 Steep 

DE 89 2.5 Flat 

4.3.2 Field Experiments and Sample Analysis 

We conducted constant-rate injections with the ‘smart’ tracer resazurin on four sampling days 

with contrasting discharge conditions (1.5, 1.6, 13.2, and 28.6 l s-1) in August 2017 (Figure 4.1b) 

and took surface-water grab samples at the five sampling locations. The constant-rate injections 

lasted 5.5 to 11.5 hours, depending on the stream discharge (1.5 to 28.6 l s-1) during the 

sampling day. The tracer was injected 20 m upstream from the sampling location A with a 

piston pump (FMI, Fluidmetering, Syosset, NY, USA) and the injection rate was adapted to the 

discharge (injection rate of 0.4 mg Raz s-1 at a discharge of 1.5 l s-1 and of 7.0 mg Raz s-1 at a 

discharge of 28.6 l s-1). Resazurin (weakly fluorescing) is a reactive tracer, which is reduced to 

resorufin (strongly fluorescing) by aerobic respiration (González-Pinzón et al., 2012; Haggerty 
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et al., 2008) and has been frequently used to measure metabolic activity in stream ecosystems 

(González-Pinzón et al., 2012; Knapp et al., 2018). In total six to nine surface-water samples 

were taken at each sampling location before, during and after each injection. Each sample was 

immediately filtered (0.45 µm nylon syringe filter) and cooled in the dark until the analysis was 

completed within 5 days after the collection. 

The filtered samples were analysed for resazurin and resorufin concentrations with a Perkin 

Elmer LS45 Luminescence Spectrometer at excitation/emission wavelengths of 

595 nm/632 nm and 560 nm/584 nm, respectively. All samples were brought to room 

temperature before the analysis and 1.5 ml of each sample was buffered (Haggerty et al., 2008), 

mixed and immediately analysed. Subsequently, we analysed all samples for non-purgeable 

organic C (hereafter called DOC), TDN, and SO4
2-. DOC and TDN were analysed with a total 

organic C analyser, equipped with a total N unit (Shimadzu TOC-L CPH with a TNM-L unit 

and an ASI-L autosampler, Kyoto, Japan) (precisions of ± 0.2 mg C l-1 for DOC and of 

± 0.1 mg N l-1 for TDN). SO4
2- was analysed with a Dionex ICS1100 ion chromatograph 

(precision of ± 0.8 mg SO4
2- l-1) (Thermo Fisher Scientific, Waltham, US). 

We conducted NaCl slug injections on eight days, with contrasting discharges, in July 2018 

(Figure 4.1b) and measured the NaCl BTCs at the five sampling locations. Based on the 

discharge, we injected 0.8 to 1.5 kg NaCl, dissolved in 10 l of stream water, as a slug 120 m 

upstream of the sampling location A. The discharges during the injections ranged from 1.0 to 

10.8 l s-1 at sampling location A and from 3.2 to 23.1 l s-1 at sampling location E. The NaCl 

BTCs were measured at the five sampling locations as EC with Hobo U24-001 EC loggers 

(Onset Computer Corporation, Bourne, MA, USA), with a logging interval of 5 minutes. The 
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NaCl concentrations of the BTCs were calculated from the EC based on a laboratory calibration 

between the measured EC and known NaCl concentrations. 

4.3.3 Data Analysis 

4.3.3.1 Resazurin Transformation 

We used the last few samples before the injection was stopped, to calculate the median plateau 

resazurin and resorufin concentrations at each sampling location and at each sampling day. 

Sampling locations D and E were part of another experiment and were, therefore, sampled more 

frequently than the other locations. We, therefore, used the last four samples at the locations D 

and E and the last two to three samples from all the remaining locations. Only at location C, 

during the fourth injection, we used only one sample for the plateau condition, because the 

recovered tracer mass in the other potential samples was very low, likely due to a technical 

mistake. 

We calculated the resazurin transformation within each reach as the difference of the dilution 

(due to groundwater discharge) corrected, median, plateau concentrations of resazurin between 

two consecutive sampling locations, relative to the resazurin concentration at the upstream 

sampling location (equation (4.1), as in Schaper et al., 2019). 

𝑅𝑎𝑧𝑖
∗ = 1 −

𝑅𝑎𝑧𝑑𝑜𝑤𝑛

𝑅𝑎𝑧𝑢𝑝
×

𝑅𝑎𝑧𝑢𝑝 + 𝑅𝑟𝑢𝑢𝑝

𝑅𝑎𝑧𝑑𝑜𝑤𝑛 + 𝑅𝑟𝑢𝑑𝑜𝑤𝑛
 (4.1) 

 

 

 

𝑅𝑎𝑧𝑖
∗ is referring to the resazurin transformation (ng ng-1) within the reach 𝑖, 𝑅𝑎𝑧 and 𝑅𝑟𝑢 are 

the median resazurin and resorufin concentrations, respectively, at the upstream (𝑢𝑝) and 

downstream (𝑑𝑜𝑤𝑛) end of the reach (e.g., the upstream and downstream ends of the reach AB 
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are the sampling locations A and B, respectively). To calculate the variation of the resazurin 

transformation due to the variable plateau concentrations at the upstream and downstream ends, 

we applied the error propagation of multiplications and divisions of variable quantities 

(equation (4.2), Taylor, 1996) to equation (4.1) resulting in  

𝜎𝑅𝑎𝑧𝑖
∗ = 𝑅𝑎𝑧𝑖

∗ × √(
𝛿𝑅𝑎𝑧𝑑𝑜𝑤𝑛

𝑅𝑎𝑧𝑑𝑜𝑤𝑛
)

2

+ (
𝛿𝑅𝑎𝑧𝑢𝑝

𝑅𝑎𝑧𝑢𝑝
)

2

+ (
𝛿𝐶𝑜𝑛𝑠𝑢𝑝

𝐶𝑜𝑛𝑠𝑢𝑝
)

2

+ (
𝛿𝐶𝑜𝑛𝑠𝑑𝑜𝑤𝑛

𝐶𝑜𝑛𝑠𝑑𝑜𝑤𝑛
)

2

 
(4.2) 

 

 

 

where 𝜎𝑅𝑎𝑧𝑖
∗ is the variation of the resazurin transformation within the reach 𝑖, 𝛿 is half of the 

IQR of the plateau concentrations and 𝐶𝑜𝑛𝑠  is the sum of the resazurin and resorufin 

concentrations within each sample. 

To calculate the reach and discharge specific resazurin transformation rates (ng ng-1 h-1), we 

divided the resazurin transformations of each reach by its discharge-dependent travel time. We 

calculated the discharge dependent travel time (as in Drummond et al., 2012) within each reach 

based on the NaCl slug injections. For each reach and each injection, the travel time was defined 

as the time between the peak of the BTCs at the upstream and downstream end. The 

corresponding discharge was the discharge measured at the stream gauge C6 at the time of the 

peak of the BTC. We fitted a power-law function through the travel time and the discharge for 

each reach, to create a functional relationship between them. We then used this relationship and 

the discharges during the resazurin injections (measured at the gauge C6) to derive the reach-

specific travel times for each of these four tracer injections. 
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4.3.3.2 OTIS Modelling 

Our goal was to analyse the effect of discharge and stream channel slope on the importance of 

transient storage. We modelled the transport of the NaCl slug injections as advection, dispersion, 

and transient storage using the OTIS (One-dimensional Transport with Inflow and Storage) 

framework (Bencala & Walters, 1983; Runkel, 1998). Conceptually, the model is divided into 

a sequence of stream segments, which are connected longitudinally and solute concentrations 

vary only along these segments (and not with depth and width) (Runkel, 1998). Each segment 

is divided into a main channel and a transient storage zone segment. The solute concentrations 

within the main channel segments are controlled by advection, dispersion, inflow of 

groundwater, and exchange with the transient storage zone, whereas the concentrations in the 

transient storage zone are only controlled by the exchange with the main channel segments 

(Bencala & Walters, 1983; Runkel, 1998). The coupled differential equations for the main 

channel (equation (4.3)) and the transient storage zone (equation (4.4)) are 

𝜕𝐶

𝜕𝑡
= −

𝑄

𝐴

𝜕𝐶

𝜕𝑥
+

1

𝐴

𝜕

𝜕𝑥
(𝐴𝐷

𝜕𝐶

𝜕𝑥
) +

𝑞𝑙𝑖𝑛

𝐴
(𝐶𝐿 − 𝐶) + 𝛼(𝐶𝑆 − 𝐶) (4.3) 

 

 

 

𝑑𝐶𝑠

𝑑𝑡
= 𝛼

𝐴

𝐴𝑆

(𝐶 − 𝐶𝑆) (4.4) 

 

 

 

where A and AS are the cross-sectional areas (m2) of the main channel and the transient storage 

zone, respectively. 𝐶, 𝐶𝐿, and 𝐶𝑆 are the NaCl concentrations (g m-3) of the main channel, lateral 

groundwater inflow, and the transient storage zone, respectively. 𝑄 and 𝑞𝑙𝑖𝑛 are the discharge 

in the main channel (m3 s-1) and the lateral groundwater inflow rate per stream length 
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(m3 s-1 m-1), 𝐷 is the dispersion coefficient (m2 s-1), 𝑡 the time (s), 𝑥 the longitudinal distance 

(m), and 𝛼 the storage exchange coefficient (s-1) (Bencala & Walters, 1983; Runkel, 1998).  

We modelled the NaCl transport separately for each injection and reach. The governing 

differential equations (equations (4.3) and (4.4)) were approximated using the Crank-Nicholson 

finite difference method (Runkel, 1998; Runkel & Broshears, 1991). The BTC at the upstream 

end of each reach was used as the upstream boundary condition and the downstream boundary 

of each model was set 100 m downstream of the reach’s downstream end. The integration time 

step (Δt) was set to 0.01 hours, the segment size (Δx) to 1 m, and 𝐶𝐿 to zero. The discharge (Q) 

was calculated from the BTCs at the upstream end of the reach and the lateral inflow rate (𝑞𝑙𝑖𝑛) 

was calculated from the difference between the discharges at the upstream and downstream 

ends. 

We used a sampling-based global, all-at-a-time sensitivity analysis (Pianosi et al., 2016) in two 

steps, instead of OTIS-P (Runkel, 1998), which iteratively approximates the optimal parameter 

set. We sampled sets of model parameters (A, As, D, α) from a range of possible parameter 

values, for each reach and injection, using a Latin Hypercube approach (Pianosi et al., 2015) 

and compared the performances of the models with specific objective functions (Pianosi et al., 

2016). We sampled the log-transformed parameter range and back-transformed the parameter 

values before each model run, to increase the density of parameter values towards the lower 

bound. In the first step, we sampled a large set (n = 100,000) of parameter values from a wide 

range of possible values (Table 4.2) and calculated two objective functions for each model 

output: the normalized root-mean-squared error (nRMSE, equation (4.5), as in Kelleher et al., 

2019) and the balanced root-mean-squared error (bRMSE, equation (4.6), as in Bottacin-

Busolin et al., 2011, and Drummond et al., 2019), 
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𝑛𝑅𝑀𝑆𝐸 =
1

𝐶𝑚𝑎𝑥

√∑ (𝐶𝑜𝑏𝑠,𝑖 − 𝐶𝑠𝑖𝑚,𝑖)
2𝑛

𝑖=1

𝑛
 

(4.5) 

 

 

 

𝑏𝑅𝑀𝑆𝐸

= √
1

𝑛
[

∑ (𝐶𝑠𝑖𝑚,𝑖 − 𝐶𝑜𝑏𝑠,𝑖)
2

𝑖∊𝑛𝐴

(max(𝐶𝑜𝑏𝑠) − min(𝐶𝑜𝑏𝑠))2
+

∑ (log(𝐶𝑠𝑖𝑚,𝑖) − log(𝐶𝑜𝑏𝑠,𝑖))
2

𝑖∊𝑛𝐵

(max(log(𝐶𝑜𝑏𝑠)) − min(log(𝐶𝑜𝑏𝑠)))2
] 

(4.6) 

  

 

 

where 𝐶𝑚𝑎𝑥 , 𝐶𝑜𝑏𝑠 , and 𝐶𝑠𝑖𝑚  are the maximum, the observed, and the simulated solute 

concentrations, respectively. The total number of observations (𝑛) is divided into 𝑛𝐴 and 𝑛𝐵, 

which are the number of observations above and below a certain threshold, respectively. We 

used a threshold of 20 % of the maximum concentration, which is balancing the weight of the 

peak and the tail of the BTC (Bottacin-Busolin et al., 2011; Drummond et al., 2019). 

Table 4.2: Initial OTIS parameter ranges. 

Abbreviation Parameter Units Lower bound Upper bound 

A Main channel cross-section m2 0.0001 0.5 

As Storage zone cross-section m2 0.0001 0.5 

D Dispersion coefficient m2 s-1 0.001 10 

α Storage exchange coefficient s-1 10-7 1 

 

In a second step, we selected a narrower parameter range based on the objective functions of 

the first step and sampled a smaller number of parameters sets (n = 30,000) from this narrower 

range, as described above. We used dotty plots (objective function vs. parameter value of all 

runs; Pianosi et al., 2015) and cumulative frequency diagrams of the objective function from 

step one to select the narrower parameter range for the second step. The cumulative frequency 
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diagrams of the objective function initially (at low values of the objective function) have a small 

slope, which suddenly increases at a threshold value of the objective function. This sudden 

increase of the cumulative frequency slope corresponds to the value of the objective function 

above which the total parameter range is covered in the dotty plots (or a much larger range than 

below this threshold value). We selected the range of the parameter values just below this 

threshold for both objective functions and used their combined extent as the narrower, input 

parameter range for the second step. In case a threshold could not be detected, the full range 

was used again. We repeated this selection procedure for each reach and injection individually. 

For each model run of the second step, we calculated both objective functions (nRMSE, bRMSE) 

and used a behavioural threshold of 0.5 ‰ (as in Drummond et al., 2019) to retain the final 15 

best parameter values for each parameter and objective function. 

We calculated the dimensionless, experimental Dahmkohler number, DaI (-), (equation (4.7), 

Wagner & Harvey, 1997) for each of the final parameter sets: 

𝐷𝑎𝐼 =
𝛼(1 − 𝐴 𝐴𝑆⁄ )𝐿

𝑣
 (4.7) 

 

 

 

where 𝛼, A, and AS are as described in equation (4.3). 𝐿 (m) is the length of each reach and 𝑣 

the average stream water velocity for that reach and injection, calculated based on the travel 

times and the reach length. It has to be noted, that the experimental Dahmkohler number, as 

defined in equation (4.7), is distinct from the Dahmköhler number used to describe the relation 

between transport and reaction rates of solutes in other studies (Harvey et al., 2013). The DaI, 

as used in this study, calculates the potential uncertainty of the transient storage zone parameter 

estimation (AS, 𝛼). This is based on the transient storage zone exchange along the studied 
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stream reach, relative to its average stream velocity. We excluded the final parameter set of a 

reach and injection, if more than 50 % of the corresponding experimental Dahmkohler numbers 

were outside the acceptable range between 0.1 and 10 (Briggs et al., 2009). Outside this range, 

the transient storage parameter estimates (𝛼 and AS) become increasingly uncertain (Wagner & 

Harvey, 1997). 

We calculated two metrics to evaluate the potential importance of the transient storage zone. 

The fraction of the median transport time due to transient storage, 𝐹𝑚𝑒𝑑
200  (equation (4.8), Runkel, 

2002) and the mean transient storage residence time, 𝑇𝑠𝑡𝑜  (equation (4.9), Thackston & 

Schnelle, 1970):  

𝐹𝑚𝑒𝑑
200 =

𝑡𝑚𝑒𝑑 − 𝑡𝑚𝑒𝑑
𝑚

𝑡𝑚𝑒𝑑
 (4.8) 

 

 

 

𝑇𝑠𝑡𝑜 =
𝐴𝑆

𝛼𝐴
 (4.9) 

 

 

 

where 𝑡𝑚𝑒𝑑 is the total median travel time (due to the main channel and the transient storage 

zone) and 𝑡𝑚𝑒𝑑
𝑚  is the median travel time due the main channel only (𝛼 set to zero), evaluated 

for a reach length of 200 m, following the procedure outlined in (Runkel, 2002). 

4.3.3.3 Statistical Analysis 

For the analysis of the water chemistry (TDN, DOC, and SO4
2-), we grouped the four injections 

into two groups, based on their discharge, resulting in the low (1.5 and 1.6 l s-1) and the medium-

high discharge injection groups (13.2 and 28.6 l s-1). We compared the solute concentrations at 
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the five sampling locations with a Kruskal-Wallis test (kruskal.test-function), separately for 

both injection groups. If the global test was significant (p < 0.05), we used the Nemenyi-posthoc 

test for pairwise comparisons. In a second step, we also grouped all sampling locations to 

compare the two injection groups (low vs. medium-high discharge). We compared the two 

groups with the Wilcoxon rank sum test (wilcox.test-function). 

We used linear regressions to test the effect of discharge (Q; continuous, independent variable) 

and the reaches (Reach; categorical, independent variable) on the transient storage related OTIS 

parameters and matrices (AS, AS/A, α, Fmed
200, and Tsto; dependent variables) as well as the 

interaction between the two independent variables (Function 4.1). 

𝑙𝑚(𝑑𝑒𝑝. 𝑉𝑎𝑟 ~ 𝑄 + 𝑅𝑒𝑎𝑐ℎ + 𝑄: 𝑅𝑒𝑎𝑐ℎ) Function 4.1 

 

 

The 𝑅𝑒𝑎𝑐ℎ variable was used as a factor. We set the reach with the lowest absolute slope always 

as the first factor level of the 𝑅𝑒𝑎𝑐ℎ  variable. The summary of this function reports the 

significance of the regression slope parameter (compared to a slope of zero) of the first reach 

(first factor level of the 𝑅𝑒𝑎𝑐ℎ variable). For the remaining reaches, the statistical differences 

of their slopes with the slope of the first reach are reported. We conducted the linear regression 

analyses only with the parameter sets obtained from the bRMSE objective function, log-

transformed them prior to analysis and checked for normality and homoscedasticity of the 

residuals. We conducted all statistical analyses with R studio (R Core Team, 2018). 
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4.4 Results 

4.4.1 Hydro-Chemistry 

The DOC, TDN, and SO4
2- concentrations in the surface-water varied between the low and 

medium-high discharge conditions (Figure 4.2). During the low discharge conditions, DOC and 

TDN concentrations, grouped across all sampling locations, were lower (median DOC: 

10.9 mg   l-1; median TDN: 0.2 mg N l-1) than during the medium-high discharge conditions 

(median DOC: 16.1 mg C l-1; median TDN: 0.3 mg N l-1) (DOC: W = 7557, p < 0.001; TDN: 

W = 8081, p < 0.001). In contrast, SO4
2- concentrations during the low discharge conditions 

(median: 2.4 mg SO4
2- l-1) were higher than during the medium-high discharge conditions 

(median: 0.9 mg SO4
2- l-1) (W = 800, p < 0.001). 

The concentrations of TDN and SO4
2- also varied between the different sampling locations 

during the low discharge conditions (Figure 4.2a, c). The TDN concentrations were higher at 

sampling location D than at sampling location E (χ2 = 12.86, p = 0.01; posthoc: D ≠ E, p < 0.01) 

and the SO4
2- concentrations were higher at sampling location D than at sampling location B 

and C (χ2 = 16.49, p < 0.01; posthoc: D ≠ C and D ≠ B, both p < 0.05). No differences in the 

solute concentrations between the sampling locations were detected during the medium-high 

discharge conditions for TDN (χ2 = 4.99, p > 0.1) and SO4
2- (χ2 = 9.26, p = 0.06), as well as for 

DOC during all injections (medium-high: χ2 = 2.35, p > 0.1; low: χ2 = 9.14, p = 0.06). 
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Figure 4.2: Total dissolved nitrogen (TDN, a), dissolved organic carbon (DOC, b) and sulphate 

(c) concentrations of the surface-water during the four injections (colours; n = 6 to n = 15 for 

different locations and injections) at the five sampling locations (A: upstream; E: downstream). 

The injections are ordered in the sequence in which they have been conducted. 

The nominal travel time and the specific travel time (nominal travel time divided by the reach 

length) of the reaches decreased with increasing discharge and could be well represented with 

a power-law relationship (Figure 4.3; R2 of log-log linear regression ranged between 0.97 and 

0.99). No difference between the regression slopes (log-log space) of the four reaches could be 

detected for both the travel time and the specific travel time (p > 0.05 for the interaction term 

between slope and the reach variable). Only the regression intercept (log-log space) of the reach 

CD was lower than the intercept of the other reaches (p < 0.001 and p = 0.001 for the interaction 

term between intercept and the reach variable, for the travel time and the specific travel time, 

respectively), indicating a shorter travel time (both nominal and specific) for a given discharge 

in the reach CD, compared to the other reaches (Figure 4.3). 
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Figure 4.3: Relationships between stream discharge and the travel time (left) and the specific 

travel time (right) along the four reaches (red colours, bullets: steep reaches; blue colours, 

triangles: flat reaches). Points are measurements and the line is the best-fit power-law 

relationship (equations are given for each reach). Travel times were calculated as the time 

difference between the peak concentration of the BTC at the upstream and downstream end, 

respectively, of a reach. Specific travel time was calculated as the travel time divided by the 

reach length. 

4.4.2 Metabolic Activity 

The plateau concentrations of Raz+Rru (sum of resazurin and resorufin concentrations) 

decreased along all four consecutive reaches (from sampling location A to E) and during all 

injections (Figure 4.4). The relative reduction of the plateau concentrations along the reaches 

was discharge dependent. Generally, increasing discharges were related to decreasing relative 

reductions: the highest relative reductions were observed during the low discharge conditions, 

whereas the lowest relative reduction was observed during the high discharge condition (Figure 

4.4). This pattern was observed for all reaches, except for the last one (DE). The plateau 

Raz+Rru concentrations at the sampling location E were very variable, especially during the 

high discharge condition. 
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Figure 4.4: Tracer dilution along the four reaches during the constant-rate injections with 

contrasting discharges (colours). Total plateau tracer concentrations (resazurin + resorufin) at 

the five sampling locations, relative to the median concentration at sampling location A. 

The resazurin transformation (reduction of the resazurin concentration relative to the 

concentration at the upstream end of the reach) was comparable between the different reaches 

and was generally discharge dependent (Figure 4.5). For the first three reaches, the resazurin 

transformation generally increased with decreasing discharge, despite the high variability of the 

calculated resazurin transformations. High transformations were observed during the low 

discharge conditions and lower transformations during the medium-high discharge conditions 

(Figure 4.5). We did not detect any difference between these discharge-dependent resazurin 

transformations of the first three reaches. However, the patterns of the first three reaches were 

in contrast to the last reach (DE), where the inverse relationship between the discharge and the 

resazurin transformation was not observed. 

The resazurin transformation rate (i.e., the resazurin transformation relative to the travel time 

in the reach) had a pattern opposite to the resazurin transformation (Figure 4.5). Across all 
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reaches, the resazurin transformation rate increased with increasing discharge: the 

transformation rate during the low discharge conditions was lower than during the medium-

high discharge conditions. Exceptions to this pattern were only observed at the first (AB) and 

last (DE) reaches during the high discharge condition. Differences between the reaches were 

largely masked by the uncertainty of the calculated transformation rates. However, potentially 

larger transformation rates were observed at the last two reaches during the medium-high 

discharge conditions (Figure 4.5). 

 

Figure 4.5: Metabolic activity along the four reaches during the constant-rate injections with 

contrasting discharges (colours). Resazurin transformation (left) and resazurin transformation 

rate (right) along the four reaches. Error bars were calculated based on the plateau 

concentrations at the upstream and downstream ends of the reaches, using error propagation. 

Right: Please note the broken error range for the highest discharge in the reach DE. 

4.4.3 Transient Storage Modelling 

The parameter fitting of the transient storage model (OTIS) resulted in good agreement between 

the modelled and observed NaCl BTCs. Of all modelled BTCs (i.e., when all injections, reaches 

and parameters sets were combined, n = 450), 95 % had an nRMSE < 0.017 and 56 % had an 

nRMSE < 0.01. Both objective functions (nRMSE and bRMSE) resulted in parameter estimates, 
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which were almost indistinguishable from each other, even though occasional differences were 

observed (Figure 4.6). For this reason, we conducted the linear regression analysis of the model 

parameters only with the parameter sets obtained from the bRMSE function. 

The main channel cross-sectional area (A) increased with increasing discharge for all reaches 

(Figure 4.6a), except for the injection during the lowest discharge (1.1 l s-1). Independently 

measured mean cross-sectional areas (main channel plus surface-water transient storage zones) 

along the stream reach under this discharge condition (1.3 l s-1) were 0.07 m2 (range: 0.04 to 

0.11 m2), lower than the estimates for A. For this reason, we excluded these parameter sets 

(n = 4) of all reaches under the lowest discharge condition (1.1 l s-1) from the further analysis. 

The reason for these relatively large cross-sectional areas during the lowest discharge condition 

might be due to potentially overestimated discharges. The discharges were calculated based on 

the tracer dilution technique, which assumes that no tracer was lost. However, tracer mass 

through hyporheic flow paths, which were longer than the monitoring period, were essentially 

lost, which might have resulted in an overestimation of the discharge (based on the equation 

used for the tracer dilution technique). The overestimated discharge then needed to be 

compensated for by an overestimated cross-sectional area, for a given mean stream velocity 

(due to the relationship: Q = v•A). Since the hyporheic fluxes, relative to the main-channel 

discharge, are often larger at lower discharges (Wondzell, 2011), more tracer is ‘lost’ relative 

to the main-channel discharge under these low-flow conditions. 

In addition, the parameter sets of the following injections and reaches were excluded, because 

over 50 % of their parameter estimates (from either of the both objective functions) resulted in 

an experimental Dahmkohler number outside the acceptable range (0.1 to 10): the 10.8 l s-1 and 
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the 17.2 l s-1 discharge injections of the reach AB, the 10.8 l s-1 discharge injection of the reach 

CD, and the 18.5 l s-1 discharge injection of the reach DE (Figure 4.6b). 

 

Figure 4.6: The main channel cross-sectional area (top, a) and the experimental Dahmkohler 

number (DaI) (bottom, b) based on the final 15 best parameter sets for each reach and 

injection/discharge (colour; increasing discharge from left to right). The discharge for each 

injection is the mean of the discharges measured at the five sampling locations. The line 

thickness of the boxplots indicates the two objective functions: nRMSE (thin) and bRMSE 

(thick). Bottom: The horizontal dashed lines, at DaI’s of 0.1 and 10, indicate the range of 

acceptable parameter uncertainty. Note that the y-axis is in logarithmic scale. 
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The absolute size of the transient storage zones (AS) increased with increasing discharge for all 

four reaches, but the relative size (AS/A) of the transient storage was independent of the 

discharge (Figure 4.7a, c, Table 4.3). The relative size (AS/A) for the first reach was larger (0.72; 

p < 0.001 of the interaction between the intercept and the reach variable) than the relative sizes 

of the remaining reaches (0.17 to 0.23).  

 

Figure 4.7: Relationship of the OTIS parameters and the transient storage matrices with 

discharge (x-axes) for each of the four reaches (colours). a): storage zone cross-sectional area; 

b): cross-sectional area of the storage zone relative to the main channel; c): storage exchange 

coefficient; d): fraction of the median transport time due to transient storage; e): transient 

storage residence time. The lines represent the linear regressions with the 0.95 confidence 

intervals (grey shades) and the points are the final sets of the 15 best parameter values. Note 

that the y-axes are in logarithmic scale. 

Consistently across all reaches, the exchange coefficient (α) increased with discharge, whereas 

the residence time in the transient storage zone decreased with increasing discharge (Figure 

4.7c, e, Table 4.3). For both parameters, the absolute slope of the regression was smaller for the 

bottom two reaches (CD and DE) and larger for the two reaches further upstream (AB and BC). 
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The median travel time due to transient storage was inconsistent across the different reaches: it 

decreased with increasing discharge at the bottom reach (DE), but did not correlate with 

discharge at the remaining three reaches (Figure 4.7c, Table 4.3). 

Table 4.3: Statistical analysis of the regression slopes (SXX) of the OTIS parameters (AS, AS/A, 

and α) and the transient storage matrices (Fmed
200 and Tsto) with discharge and their adjusted R2 

for each reach. 

Reach AS AS/A α Fmed
200 Tsto 

AB 
SAB > SDE,* 

0.09 
SAB = 0 

SAB > SCD,** 

0.86 
SAB = 0 

SAB < SCD,** 

0.32 

BC 
SBC = SDE 

0.16 
SBC = SAB 

SBC > SCD,** 

0.16 
SBC = SAB 

SBC < SCD,** 

0.26 

CD 
SCD = SDE 

0.19 
SCD = SAB 

SCD > 0,** 

 0.45 
SCD = SAB 

SCD < 0,** 

0.05 

DE 
SDE > 0,** 

0.15 
SDE = SAB 

SDE = SCD  

0.28 

SDE < SAB,* 

0.31 

SDE = SCD  

0.46 

Note: ‘=’ indicates no significant difference between the two slopes (p > 0.05); ‘>’ and ‘<’ indicate 

significant differences between the two slopes (p < 0.05); ‘*’ indicates p < 0.05; ‘**’ indicates p < 

0.001 and no symbol (‘ ’) indicates p > 0.1. For each parameter, the slope of one reach (the one 

with the smallest, absolute slope) was tested for a significant difference with zero. That reach was 

then used for comparison with the slopes of the remaining reaches. E.g., the slope of the DE reach 

of the AS parameter was significantly larger than zero (SDE > 0,**) and the remaining reaches were 

compared to the DE reach. Comparisons of the different slopes are based on the interaction term of 

the linear regression analysis. The adjusted R2 are given below the statistical results of the 

regression slopes of those parameters and reaches, which have a significant non-zero slope. 

4.5 Discussion 

Our results indicated that the specific travel time, the resazurin transformation rate, and the 

modelled size and residence time of the transient storage zones could not be predicted by the 

channel slope class (flat vs. steep). We found no clear and consistent difference between the 

flat and the steep reaches for those characteristics. In contrast, the discharge had a significant 

effect on the parameters of the transient storage zones and the resazurin transformation rate, 

with a higher resazurin transformation rate during the medium-high discharge conditions. In 
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addition, the discharge conditions covaried with the TDN and DOC concentrations, which were 

also higher during the medium-high discharge conditions. 

4.5.1 Channel Slope 

The travel time and the specific travel time did not show general differences between the steep 

and the flat reaches. Only one of the steep reaches (CD) had lower travel times than the other 

reaches. In a large dataset compiled from studies in the US, the channel slope was a significant 

predictor of the stream travel time, but it improved only marginally the model output (Jobson, 

1996). In addition, the discharge was a much stronger predictor than the channel slope (Jobson, 

1996). Therefore, the large variation of the travel time due to the discharge likely masked the 

smaller effect due to the channel slope.  

The resazurin transformation rate did not show a clear difference between the steep and flat 

reaches. This was in contrast to a meta-analysis of nutrient spiralling studies, which found that 

the NH4
+ uptake length decreased with increasing slope (Ensign & Doyle, 2006). However, 

their meta-analysis was based on studies from first to fifth order streams. On this scale, the 

importance of HEF was predicted to decrease with increasing stream order (Wondzell, 2011), 

potentially responsible for the longer uptake lengths in higher stream orders. On a smaller scale, 

faster and shallower hyporheic exchange fluxes were reported in steeper (8 %, cascades or step-

pools) compared to flater (4 %, pool-riffles) reaches, but the total exchange flow was not clearly 

different (Buffington & Tonina, 2009; Storey et al., 2003). In addition, distinct groundwater 

input points, one of which was located in the transition between the first (AB) and the second 

(BC) reach, elevated the C and N cycling in the following 50 to 100 m (Lupon et al., 2019, 

2020). The inconsistent pattern of the transient storage exchange flow and the distinct 
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groundwater input points, might explain that we did not observe any consistent difference in 

the resazurin transformation rates between the steep and flat reaches.  

No consistent differences in the transient storage parameters (AS/A, α, Fmed
200, and Tsto) were 

observed between the flat and the steep reaches. This supports our interpretation of the resazurin 

transformation rate across the reaches, assuming that most of the resazurin transformation 

occurred in transient storage zones. Wondzell (2006) observed differences in the AS/A and Tsto 

in consecutive reaches and neighbouring first-order mountain catchments between reaches with 

large log-jams and step-pool morphology. In the same catchment, differences in the AS/A and 

the Fmed
200 were observed between an alluvial and a bedrock reach (Argerich et al., 2011a). 

Maybe the geomorphological differences between our flat and steep reaches were not as large 

as the differences between the reaches in these studies and, therefore, did not have significantly 

different transient storage parameters. Alternatively, the likely higher hydraulic conductivity of 

the streambed in the steep reaches, leading to fast hyporheic exchange, was counterbalanced by 

the larger surface-water transient storages in the pool-riffle sequences of the flat reaches 

(Buffington & Tonina, 2009). 

4.5.2 Stream Discharge 

Contrary to the channel slope, the stream discharge significantly influenced the resazurin 

transformation rates and the transient storage parameters, across the four reaches. Higher 

resazurin transformation rates during high baseflow, compared to low baseflow, were also 

observed during diurnally changing discharges in a first-order mountain stream (Ward et al., 

2019). Ward et al. (2019) reported that the high discharges were dominated by younger water 

fractions and that these were characterized by higher resazurin transformation rates. They 

suggested, that the increased resazurin transformation rate was due to connecting different 
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stream compartments rather than increasing the microbial activity per se (Ward et al., 2019). In 

contrast, increasing ER (ecosystem respiration) was observed with increasing discharge in 

another cool-temperate first-order catchment and was suggested to be explained by the larger 

DOC supply during rain events (Demars, 2018). This observation might indicate that the 

microbial activity increases with increasing discharge, contrary to the observations by Ward et 

al. (2019). Our observations indicate that both the exchange with the transient storage zones (as 

suggested by Ward et al., 2019) and an increased microbial activity due to elevated DOC 

concentrations (as suggested by Demars, 2018) were likely responsible for the higher resazurin 

transformation rate. 

The results of the transient storage zone parameters indicate that the exchange between the main 

channel and the transient storage zone increased with increasing discharge. This resulted in a 

negative correlation of the residence time in the transient storage zone (Tsto) with the discharge. 

Given that AS/A remained constant, this observation indicates that the microbial activity in the 

transient storage zone must increase in order to result in an overall increasing resazurin 

transformation rate. This higher microbial activity could be the result of the faster delivery of 

limited resources due to increased exchange. However, we must interpret these parameters 

under varying discharge conditions with caution, because the estimation depends on the relative 

importance of the advective velocity in the main channel (Harvey et al., 1996). But also the 

median travel time due to transient storage (Fmed
200), which was designed to correct for the 

advective velocity (Runkel, 2002), indicated that the microbial activity in the transient storage 

zone must increase with increasing discharge in order to result in an elevated resazurin 

transformation rate.  
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Both, the faster delivery of limiting resources (due to increased exchange) and the higher DOC 

concentrations might have resulted in the elevated microbial activity during the medium-high 

discharge conditions. Lupon et al. (2019) observed that roughly 25 % of the total DOC inputs 

were mineralised along their study reach (between C5 and C6) and that the highest DOC 

consumptions occurred during periods of elevated flow (10 to 15 l s-1). Whether that was due 

to higher DOC concentrations or faster exchanges was not reported. However, Lupon et al. 

(2019) also observed that during the ice-free period in 2016, roughly 50 % of the DOC input 

into the stream between the gauges C5 and C6 was sourced from distinct groundwater input 

points, whereas the remaining 50 % was sourced from the lake (Lupon et al., 2019). The missing 

DOC input from the lake during the low discharge conditions might explain the low DOC 

concentrations during these dates. The higher contribution of the distinct groundwater inputs to 

the stream flow during low discharge conditions was also supported by the elevated stream 

water SO4
2- concentrations, because high groundwater SO4

2- concentrations (8 to 

14 mg SO4
2- l-1) were commonly observed in the catchment (Lidman et al., 2016). Even though 

the TDN concentrations were also higher during the medium-high than during the low discharge 

conditions, a large fraction of it was organic N (Lupon et al., 2020) and, therefore, likely did 

not significantly affect the microbial activity. 

Combining the observations by Demars (2018), the higher DOC concentrations, and the faster 

transient storage exchanges during the medium-high discharge conditions, these results suggest 

that the microbial activity increased with increasing discharge and, together with the higher 

exchange flux, resulted in the elevated resazurin transformation rate. Since the DOC 

concentrations and the exchange fluxes were both higher during the medium-high discharge 
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conditions we cannot resolve whether the higher metabolic activity was due to a faster delivery 

of limiting resources (faster exchanges) or due to the higher DOC concentrations. 

4.5.3 Limitations 

A few technical and methodological limitations of this study prevented us from drawing precise 

conclusions about the effect of the stream channel slope on the stream metabolism. These are 

(i) the high variability of the resazurin transformation measurements, (ii) the co-variation of 

some confounding variables, and (iii) the simplicity of the OTIS model framework. 

The surface-water grab sampling at the five sampling locations during the resazurin injections 

resulted in resazurin BTCs with highly variable plateau concentrations, especially during the 

medium-high discharge conditions. This large variability propagated through the data analyses 

and led to reach-scale resazurin transformations with a large uncertainty. This large uncertainty 

likely masked any potential effect of the channel slope. The reason for the highly variable tracer 

BTCs is not clear, but might have resulted from incorrect sampling (sampling of small side-

pools instead of the main channel) or sample analysis in the laboratory. 

The DOC concentration and the discharge co-varied in our experiments. It was, therefore, not 

possible to distinguish between the effect of the hydrodynamics, induced by the contrasting 

discharge conditions, and the elevated DOC concentrations on the stream metabolism. 

Furthermore, we did not measure the carbon quality of the DOC, which likely differed between 

the different injections and potentially affected the metabolic activity: the medium-high 

discharge conditions were primarily sourced by lake water, whereas the low discharge 

conditions were dominated by (shallow or deep) groundwater. The shallow groundwater inputs 

elevate stream metabolism for 50 to 100 m (Lupon et al., 2019, 2020), but deeper groundwater 
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might deliver more recalcitrant DOC. These confounding variables complicated the 

interpretation of the metabolic activity during the contrasting discharge conditions. 

Finally, the OTIS framework, which we used to model transient storages, might not represent 

metabolically reactive transient storage. It might represent any transient storage, such as 

recirculating marginal waters, pools, the streambank, or the streambed, but these pools might 

not equally contribute to the metabolic activity. Even though this framework has been used and 

compared with stream metabolism frequently in the past, further constraints are likely necessary 

in order to link measurements of metabolic activity with modelled transient storage exchanges 

and residence times (Briggs et al., 2009; Kelleher et al., 2019). 

4.6 Conclusion 

Predicting the metabolic activity of different streams and stream reaches is still challenging. 

We, therefore, tested whether the channel slope (grouped into steep and flat reaches) with its 

associated geomorphological characteristics and the stream discharge can be used as predictors 

for the metabolic activity in a first-order boreal stream. The channel slope could not be used as 

a predictor of the metabolic activity due to (i) large uncertainties in the estimation of the 

metabolic activity, (ii) inconsistent patterns of the transient storage exchange fluxes, the 

residence times, and the fraction of the median travel time due to transient storage observed in 

the flat and steep reaches, and (iii) localized groundwater inputs in some reaches likely masking 

any potential effect of the channel slope. On a small, reach scale (hundreds of metres), local 

characteristics, such as discrete groundwater inputs or log-jams, might have a stronger control 

on the metabolic activity than the average channel slope. In contrast, the stream discharge could 

be used as a predictor of the metabolic activity, though the stream chemistry (DOC 
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concentration) covaried with discharge. The results of the transient storage modelling indicated 

that the microbial activity had to increase during the higher discharges in order to lead to the 

increased total metabolic activity. Whether the increased microbial activity was due to the 

elevated exchange flux or due to the increased DOC concentration could not be answered in 

this study and will require further investigations. 
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5.1 Abstract 

The use of multitracer field fluorometry is increasing in the hydrological sciences. However, 

obtaining high-quality fluorescence measurements is challenging given the variability in 

environmental conditions within stream ecosystems. Here, we conducted a series of stream 

tracer tests to examine the degree to which multitracer field fluorometry produces reliable 

estimates of tracer concentrations under realistic field conditions. Using frequently applied 

examples of conservative (uranine) and reactive (resazurin-resorufin) fluorescent tracers, we 

show that in situ measurements of tracer BTCs can deviate markedly from corresponding 

samples analysed under laboratory conditions. To investigate the effects of key environmental 

variables on fluorescence measurements, we characterised the response of field fluorometer 

measurements to changes in temperature, turbidity, and tracer concentration. Results showed 

pronounced negative log-linear effects of temperature on fluorescence measurements for all 

tracers, with stronger effects observed typically at lower tracer concentrations. We also 
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observed linear effects of turbidity on fluorescence measurements that varied predictably with 

tracer concentration. Based on our findings, we present methods to correct field fluorometer 

measurements for variation in these parameters. Our results show how variability in 

environmental conditions can introduce substantial uncertainties in the analysis of fluorescent 

tracer BTCs, and highlight the importance of accounting for these changes to prevent incorrect 

inferences being drawn regarding the physical and biogeochemical processes underpinning 

observed patterns. 

5.2 Introduction 

Fluorescent dyes have been used extensively as artificial tracers to investigate hydrological 

processes in both surface-water and groundwater environments (Flury & Wai, 2003; 

Leibundgut et al., 2009). Typical applications include determining pathways and residence 

times of water in aquifers (Massei et al., 2006), identifying subglacial drainage networks 

(Chandler et al., 2013), characterising flow velocities and storage processes (Hensley & Cohen, 

2012; Schmadel et al., 2016), and tracking contaminant transport (Bottrell et al., 2010; 

Malaguerra et al., 2013). Commonly-used fluorescent dyes (e.g., uranine, rhodamine WT, 

eosine) are highly soluble in water, nontoxic, relatively inexpensive, and are readily detectable 

at concentrations as low as parts per trillion (Flury & Wai, 2003; Smart & Laidlaw, 1977); 

attributes that make them highly suitable for application as hydrological tracers. 

Traditionally, fluorescent dyes employed in hydrological studies have been selected for their 

quasi-conservative chemical properties, although recently reactive, or ‘smart’, fluorescent dye 

tracers such as the resazurin-resorufin system (supporting information Text S1) have been 

developed (Gramling et al., 2002; Haggerty et al., 2008). The detection of fluorescent tracers 
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commonly involves acquiring field samples and performing subsequent laboratory analysis by 

spectrofluorometry. However, portable field fluorometers have been developed for real-time 

tracer detection at higher temporal resolutions than possible by manual, or discrete automated, 

sampling approaches. Field fluorometers have traditionally been restricted to detecting one or 

two conservative dye tracers (Gooseff et al., 2008; Kunkel & Radke, 2011). However, 

technological advances in LEDs and spectral filters have enabled the development of field 

fluorometers capable of detecting three or more dye tracers simultaneously (Schnegg & Flynn, 

2002). 

The relatively low cost and ease of use of multitracer field fluorometers has resulted in their 

rapid uptake by the hydrological community (Lemke et al., 2013a, 2014; Schmadel et al., 2016). 

However, measurements by field fluorometers are susceptible to interference from 

environmental factors, including temperature, pH, turbidity, and background organic matter 

fluorescence (Flett et al., 2017; Flury & Wai, 2003; Khamis et al., 2015), which can exhibit 

greater variability in naturally dynamic in situ conditions than found in controlled laboratory 

environments. Consequently, on-site fluorometer calibrations have been recommended to 

minimise errors in instrument readings (Khamis et al., 2015; Lemke et al., 2013b). To date, 

however, application of multitracer field fluorometers has been limited largely to ideal 

environmental conditions that are not representative of many rivers; due in part to their 

relatively recent introduction to hydrological field applications, but also due to the challenges 

involved in separating multiple overlapping tracer signals relative to single-tracer fluorometry. 

In this paper, we present results from a series of tracer experiments, using the fluorescent dyes 

uranine and resazurin, to examine the degree to which multitracer field fluorometers produce 

reliable estimates of conservative and reactive solute transport under realistic field conditions. 
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The main objectives are to: (i) examine the degree to which multitracer field fluorometry 

produces reliable estimates of conservative and reactive solute transport under realistic field 

conditions; (ii) highlight how variability in environmental field conditions can introduce 

uncertainties in the analysis of fluorescent tracer BTCs; and (iii) present methods to correct data 

measured by multitracer field fluorometers for selected environmental variables.  

The experiments of this study are designed to benchmark the suitability of in situ fluorometric 

analysis of conservative and reactive tracer BTCs, using uranine and resazurin as frequently 

applied examples of hydrological tracers. 

5.3 Methods 

5.3.1 Study Site and Multitracer Field Injections 

The experiments of this study were performed at the Mill Brook, at the facilities of the 

Birmingham Institute of Forest Research (www.birmingham.ac.uk/bifor), Staffordshire, UK in 

October 2016. Tracer injections of uranine and resazurin were conducted with GGUN FL30 

(Albillia Sarl, Switzerland) on-line fluorometers to detect BTCs of uranine, resazurin and 

resorufin along a 1 km stream reach. Discrete water samples were also collected for laboratory 

analysis of tracer concentrations. For full details of the study site and field experiments see 

Blaen et al. (2017) and supporting information Text S 5.2 and Table S 5.1. 

5.3.2 Determination of External Effects on Field Fluorometer Tracer Signals 

Detection of fluorometer tracer signals can be affected by light attenuation in the water column 

(e.g., due to dissolved solutes or suspended particles) and by the effects of environmental 

conditions on the fluorescing material (Downing et al., 2012). We conducted a series of 
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laboratory experiments to assess the effects of temperature and turbidity on field fluorometer 

tracer measurements, based on previous studies that have highlighted strong impacts of both 

parameters on fluorescence measurements (Khamis et al., 2015; Leibundgut et al., 2009). We 

also investigated qualitatively the effects of tracer concentration. pH is recognised as an 

important determinant of fluorescence intensity for uranine, resazurin, and resorufin at values 

below 7.5 (Lemke et al., 2013b). In our study, stream pH values were consistently above 8 and 

exhibited minimal temporal variation, therefore, we did not investigate pH effects here. 

However, we note that under different environmental conditions, pH may play a more important 

role in influencing fluorescence measurements. 

5.3.2.1 Temperature Effects 

Instrument-specific temperature effects were determined over a range of 5 to 25 °C using 

solutions of uranine, resazurin, and resorufin made with deionized water (18.2 MΩ). The central 

chamber of each fluorometer was filled with tracer solution at ambient room temperature. 

Fluorometers were then placed in a refrigerator and cooled to 5 °C over approx. 6 h. 

Measurements were performed repeatedly using tracer concentrations of 7, 21, and 70 ppb for 

uranine, 10, 30, and 100 ppb for resorufin, and 30, 100, and 300 ppb for resazurin, which are 

representative of concentrations measured during field tracer tests. To confirm that observed 

effects were truly temperature-dependent and not attributable to photodegradation, additional 

runs were performed over the same time period at constant temperature. 

5.3.2.2 Turbidity Effects 

Instrument-specific turbidity effects were determined for uranine, resazurin, and resorufin. 

Fluorometer tracer signals were measured over a range of turbidity from 0 to approx. 55 NTU, 
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which is representative of those experienced commonly during stream tracer tests (Kunkel & 

Radke, 2011). Solutions were prepared over a range of tracer concentrations (the same as for 

the temperature analysis and additionally 0 ppb). For each solution, the effects of turbidity on 

fluorescence measurements were analysed at six (uranine, resorufin) and eight (resazurin) 

different turbidity levels using Fuller’s Earth (Thermo Fisher Scientific, UK). In order to 

eliminate the impact of particles on pH, all tracer solutions were buffered to a pH of approx. 

8.5, with a solution to buffer ratio of 100:1. The buffer was made by mixing equal volumes of 

1M NaH2PO4∙H2O and 1M NaOH (Haggerty et al., 2008). Field fluorometers were connected 

in series with silicone tubing and a Solinst (Georgetown, Canada) 410 peristaltic pump was 

used to pass the tracer solutions continuously through the instrument measuring chambers. 

5.3.3 Correction of Tracer Signals for Temperature and Turbidity Effects 

Overlaps in excitation and emission spectra of uranine, resazurin, and resorufin resulted in 

signals recorded by the three detectors of the field fluorometers being a mixture of emission 

lights from all three tracers. To resolve this, tracer separation is usually achieved by solving 

three linear equations, resulting in the tracer concentrations 𝐶𝑗  (ppb), with the calibration 

coefficients 𝑘𝑗
𝑖 (mV ppb-1) and the intensity signals 𝑈𝑖 (mV) as input parameters, where i, j = 

1,2,3 represent the three different detectors (i) of the fluorometer and the three tracers (j), 

respectively (Schnegg, 2002). Based on this method, the calculated concentrations of the tracers 

(j) are only correct if the temperature, turbidity, and pH conditions (to name only a few) are the 

same during the calibration and subsequent field measurements. 

Temperature and turbidity were not constant during our experiment. To correct for the effect of 

temperature, tracer, and detector-specific temperature (𝑝𝑗
𝑖  (mV mV-1)) correction coefficients 
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were incorporated into the three sets of linear equations, which can be written in matrix form 

as: 

[(

𝑘1
1 𝑘2

1 𝑘3
1

𝑘1
2 𝑘2

2 𝑘3
2

𝑘1
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3 𝑘3
3

) ∘ (

𝑝1
1 𝑝2

1 𝑝3
1

𝑝1
2 𝑝2
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)] ⋅ (
𝐶1

𝐶2

𝐶3

) = (
𝑈1

𝑈2

𝑈3

) (5.1) 

 

 

 

where ∘ denotes the Hadamard product (element-wise). 

The temperature correction coefficients 𝑝𝑗
𝑖  for field measurements were calculated following 

(Leibundgut et al., 2009) as: 

𝑝𝑗
𝑖 = 𝑒

(ℎ𝑗
𝑖 ×(𝑡𝑚−𝑡𝑐))

 
(5.2) 

 

 

 

where 𝑡𝑚 (K) and 𝑡𝑐 (K) are the instantaneous field measurement temperature and the mean 

temperature during the calibration period, respectively. ℎ𝑗
𝑖 (K-1) are tracer and detector-specific 

parameters, which were calculated as: 

ℎ𝑗
𝑖 = [ln (𝑈1𝑗

𝑖 ) − ln (𝑈2𝑗
𝑖 )] × (𝑡1 − 𝑡2)−1 (5.3) 

 

 

 

where 𝑈1𝑗
𝑖  (mV) and 𝑈2𝑗

𝑖  (mV) are the tracer (i) and detector (j) specific signal intensities at 

two different temperatures 𝑡1 (K) and 𝑡2 (K), respectively, which represents the slope relating 

the natural logarithm of tracer intensity to temperature. 
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The limited number of concentration levels investigated here prevented concentration-specific 

temperature correction factors being calculated. The mean of the three ℎ𝑗
𝑖 , from the three 

concentrations for each tracer and detector during the laboratory experiments, was, therefore, 

used to determine the corrections. 

The slope of fluorescence intensity (positive, zero or negative; Figure 5.2a to d) due to increased 

turbidity (d(intensity)/d(turbidity)) is for each turbidity value a linear function of the 

fluorescence intensity, independent of the tracer analysed (Figure 5.2e; different symbols). The 

slopes of these linear functions are more negative at higher turbidity (Figure 5.2e; different 

colours), and are linearly related to turbidity. All relationships are fluorometer- and detector- 

specific parameters that can be determined empirically from laboratory experiments. 

To correct the measured fluorescence intensity (i.e., a mix of all three tracers) for turbidity 

effects, the measured turbidity was used to calculate the intensity dependent intensity-turbidity 

slope (d(Intensity)/d(Turbidity)), based on experimentally derived parameters. Based on the 

measured intensity, this slope was used to first calculate, and then exclude, the effects of 

turbidity on the fluorescence intensity, before the concentrations of the three tracers were 

calculated with the matrix describe in (equation (5.1)). 

5.4 Results 

5.4.1 Comparison of Uncorrected Field Fluorometer Measurements With 

Laboratory Measurements  

The shape and peak timing of tracer BTCs measured by in situ FL30 field fluorometers showed 

good agreement with grab samples analysed using a Varian Cary Eclipse laboratory fluorometer 

(supporting information Figure S 5.2). However, in situ concentrations were underestimated 
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compared to laboratory samples for all tracers. Mean concentrations measured in situ were 32 %, 

20 %, and 37 % lower than those of laboratory measurements for uranine, resazurin, and 

resorufin, respectively. Although absolute differences between in situ and laboratory 

measurements increased with concentration for all tracers, relative differences were 

independent of tracer concentration for resazurin. In contrast, relative differences in both 

uranine and resorufin between field and laboratory measurements revealed negative linear 

relationships with tracer concentration. This trend was small, yet significant, for uranine 

(r = -0.17, p < 0.05) and more pronounced for resorufin (r = -0.58, p < 0.001). In addition, a 

small number of field measurements diverged markedly from laboratory results in terms of both 

BTC shape and concentration (e.g., uranine at Site 4). Repeated tracer injections over the 3 day 

study period reproduced similar BTC patterns at each measurement site. 

5.4.2 Temperature Effects on Field Fluorometer Tracer Signals 

Fluorescence intensities of all tracers decreased with increasing temperature (Figure 5.1). The 

response pattern was log-linear for uranine and resorufin for different tracer concentrations 

across the entire temperature range, but was more variable for resazurin. In addition, the slope 

of the temperature-intensity relationships increased with tracer concentration for uranine and 

resorufin but exhibited no clear trend for resazurin. These trends were broadly consistent across 

all field fluorometers, although the exact impact of temperature on specific tracer fluorescence 

intensities was unique to each device. Additional runs performed only at room temperature 

showed no significant trend in fluorescence intensities over the same time period. 
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Figure 5.1: Temperature dependence of fluorescence intensities for uranine, resazurin, and 

resorufin at different tracer concentrations. Data are shown from one FL30 field fluorometer. 

Similar patterns were observed across multiple devices. 

5.4.3 Turbidity Effects on Field Fluorometer Tracer Signals 

Strong linear responses in fluorescence intensities to changes in turbidity were observed for all 

tracers (Figure 5.2a-Figure 5.2c). These responses were intensity-dependent and exhibited 

decreases in the slope of the fluorescence intensity-turbidity relationship with increasing 

fluorescence intensity (Figure 5.2d and Figure 5.2e). Responses were independent of the tracer 

analysed (i.e., the absolute fluorescence quantum yield, rather than the tracer concentration, 

determined the slope of the relationship), thereby enabling the application of correction factors 

as detailed below. 
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Figure 5.2: Turbidity dependence of fluorescence intensities for a) uranine, b) resazurin, and 

c) resorufin at different tracer concentrations. Changes in the slope of the fluorescence intensity-

turbidity relationship are shown in (d), which are consistent for all tracers at different turbidity 

levels (e). Data are shown from one FL30 field fluorometer. Similar patterns were observed 

across multiple devices. 

5.4.4 Application of Temperature and Turbidity Correction Factors 

Correction methods were applied to laboratory data to demonstrate the ability of the methods 

to correct for the impacts of temperature and turbidity. Temperature corrections improved the 

fit of all fluorescent tracers, particularly for uranine and resazurin (Figure 5.3). In contrast, 

temperature corrections for resorufin were less well defined, although these still represented a 

noticeable improvement over the uncorrected measurements. Turbidity corrections were highly 

effective for improving the fit of all fluorescent tracers (Figure 5.4). A representative example 

of adjusted field fluorometer BTCs after correction for the effects of temperature and turbidity 

is shown for Site 3 in Figure 5.5. Correction factors had negligible effects on uranine BTCs. 
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For resazurin, temperature and turbidity corrections increased BTC concentrations at all 

measurement sites and improved the fit between field and laboratory measurements. In contrast, 

the application of temperature and turbidity correction factors to resorufin BTCs reduced tracer 

concentrations slightly, thereby increasing the discrepancy between field and laboratory 

measurements (Figure 5.5). 

 

Figure 5.3: Comparisons of calculated tracer concentrations from laboratory measurements 

with expected concentrations for a) uranine, b) resorufin, and c) resazurin before and after 

correcting for changes in temperature. 

 

Figure 5.4: Comparisons of calculated tracer concentrations from laboratory experiments for 

a) uranine, b) resorufin, and c) resazurin before and after correcting for changes in turbidity. 
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5.4.5 Comparison of Field and Laboratory Fluorometers 

In a temperature-controlled laboratory 

environment, filtered grab samples analysed 

on a single FL30 field fluorometer showed 

good agreement with those analysed on a 

laboratory Varian Cary Eclipse fluorometer 

(supporting information Figure S 5.3). 

Filtered samples of uranine and resorufin 

were more closely related to laboratory 

measurements than their unfiltered 

counterparts, while resazurin samples showed 

little difference. The FL30 field fluorometer 

underestimated tracer concentrations relative 

to the laboratory fluorometer. However, this 

difference was less pronounced for filtered 

grab samples than measurements made in situ. 

5.5 Discussion 

The recent increase in the application of 

multitracer field fluorometers within the 

hydrological sciences community can be 

attributed to their advantages over more 

traditional measurement methods, allowing for a more detailed analysis of highly dynamic 

 

Figure 5.5: Breakthrough curves of a) 

uranine, b) resazurin, and c) resorufin at 

site 3 (see supporting information Figure S 

5.1) measured by an FL30 field fluorometer 

before and after correction for temperature 

and turbidity. Also shown are grab samples 

analysed on a laboratory fluorometer. 

Similar patterns were observed at other 

sites. 
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system behaviour and hydrological events (Schmadel et al., 2016). However, the results of this 

study highlight the potentially large discrepancies in fluorescent tracer concentrations that 

remain between in situ measurements and samples analysed under laboratory conditions, 

despite field calibrations being performed immediately prior to deployment. The similarity of 

repeated tracer injections over 3 days suggested that these errors were consistent through time, 

although it is not possible to determine whether errors were device or site-specific because the 

field fluorometers remained in the same location for the duration of the study period. 

Irrespective of this, errors in BTCs measured by field fluorometers have the potential to affect 

calculations of solute transport dynamics and rates of ecosystem respiration. Consequently, 

applying correction factors to reduce the effect of such discrepancies is critical to prevent 

incorrect inferences being drawn regarding the physical and biogeochemical processes 

underpinning such patterns. 

Laboratory tests demonstrated the strong influence of both temperature and turbidity on 

fluorescence intensities as measured by field fluorometers, highlighting the need to account for 

changes in these parameters during stream tracer experiments. The fluorescence intensity of all 

tracers decreased linearly under increased temperature, as would be expected for fluorescent 

solutions because collisional quenching increases with temperature (Baker, 2005). Similar 

findings for uranine have been reported previously (Leibundgut et al., 2009) but the observed 

effects of temperature on resazurin and resorufin fluorescence intensities contradict those found 

by other studies. For example, (Haggerty et al., 2008) suggested that temperature has a 

negligible effect on the fluorescence intensity of resazurin, while our results show the opposite, 

although we note that our experimental temperature range (5 to 25 °C) is wider and more 

representative of most field conditions than the 23 to 31 °C range used by (Haggerty et al., 
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2008). Similarly, Lemke et al. (2013b) reported a mildly positive effect of temperature on the 

fluorescence intensity of resorufin for a single instrument, while our results indicate a strong 

negative relationship, which was consistent for multiple instruments, despite measurements 

being conducted across a similar temperature range to Lemke et al. (2013b). Our repeated 

measurements indicate that thermal quenching of fluorescence quantum yields occurs across a 

range of tracer concentrations. The strength of this effect appears stronger at lower 

concentrations for uranine and resorufin whereas the pattern for resazurin is less clear owing to 

noise in the data set. Changes in turbidity also caused pronounced linear responses in 

fluorescence intensity for all measured tracers, which cannot be attributed solely to the linear 

effects of stray light as suggested by (Schnegg & Flynn, 2002). Amplification of fluorescence 

intensity with turbidity at lower concentrations has also been reported for certain fractions of 

OC (Khamis et al., 2015) and may be attributable either to suspended particles scattering the 

excitation light towards the detector (Leeuw et al., 2013; Schnegg & Flynn, 2002) or to the 

fluorescence of organic material contained within the sediment. At high concentrations, 

quenching of fluorescent signals observed for all three tracers is likely due to a combination of 

light absorption and scattering by dissolved constituents and suspended particles, as reported 

previously for fluorescence measurements of organic matter (Downing et al., 2012; Saraceno 

et al., 2009). 

Application of correction factors to field fluorometer BTC signals had the most impact on 

resazurin and resorufin concentrations and a smaller impact on uranine concentrations. This is 

likely due to the relatively small effect of temperature on uranine fluorescence intensity 

combined with the environmental conditions experienced during the experiments. Temperature 

varied by 3 to 4 °C between the calibration period and subsequent tracer tests, which changed 
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the tracer intensities by up to 15 %. Turbidity values also varied by up to 10 NTU, but exerted 

less influence on measured fluorescence intensities relative to temperature changes. Note, 

however, that more dynamic flow conditions, such as storm-induced flood events, would most 

likely cause greater variability in temperature and turbidity (Flett et al., 2017; Khamis et al., 

2015). The degree to which the correction factors improved the fit of the data, as measured 

against laboratory-analysed grab samples, was inconsistent: uranine showed little change, 

resazurin concentrations fit more closely with laboratory samples, but resorufin concentrations 

showed larger discrepancies. This is most likely because the value of ℎ𝑗
𝑟𝑟𝑢 (equation (5.3)) is 

more negative than ℎ𝑗
𝑟𝑎𝑧, and consequently the value of 𝑝𝑗

𝑟𝑟𝑢 (equation (5.2)) is lower than 𝑝𝑗
𝑟𝑎𝑧; 

therefore, the relative contribution of Rru to the measured signal 𝑈𝑗 (equation (5.1)) is lower 

than that of Raz, compared to the uncorrected signal. While changes between uncorrected and 

corrected BTCs may appear small, they can make a substantial difference to estimates of 

metabolic activity within the stream reach. As a representative example, volume-averaged 

resazurin-resorufin transformation rate coefficients, a proxy for aerobic ecosystem respiration, 

between Sites 2 and 3 were 7.1 % higher using corrected BTCs relative to uncorrected data (see 

supporting information Text S 5.3 for calculation details). 

While it is evident that changes in temperature and turbidity can influence fluorescence 

measurements, it may be that our results were also susceptible to additional environmental 

factors, such as changes in background dissolved organic matter composition or the site-specific 

particle size distribution of suspended sediments (Gregory, 2005), which were not accounted 

for. This may explain the mismatch between field and laboratory measurements. Consequently, 

our results highlight the necessity of collecting regular control samples throughout BTCs to 

validate field results. Ideally, control samples would be analysed using a laboratory fluorometer. 
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However, the expense and size of these instruments can impose limits on their availability. Our 

results show a single field fluorometer operating in benchtop mode can produce comparable 

results to a laboratory fluorometer at approximately 10 to 20 % of the cost. It follows that such 

devices may be of use for validating BTCs using grab samples in situations where a laboratory 

fluorometer is unavailable, for example in remote field locations where logistical constraints 

prevent laboratory access. 

Based on our results, we propose guidelines for future experiments using multitracer field 

fluorometers: 

1. Calibrate instruments in the field under conditions that match those during the 

measurement window. 

2. Unless targeting dynamic events specifically, choose a study period where background 

conditions are as stable as possible (e.g., base flow). 

3. Characterise background environmental conditions (e.g., temperature, turbidity, pH, 

discharge) continuously throughout the experiment. 

4. Acquire grab samples through BTCs at each location for subsequent analysis on a single 

instrument (ideally a laboratory fluorometer). The number of grab samples required is 

dependent on site-specific conditions (e.g., flow velocity) and the purpose of the test. 

5. If conducting multiple concurrent tracer tests, ensure fluorometers are cleaned between 

tests to minimise fouling. 

5.6 Conclusions 

Multitracer field fluorometers are used increasingly within the hydrological sciences to 

characterise stream transport properties and ecosystem reaction rates (González-Pinzón et al., 
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2016; Schmadel et al., 2016). However, obtaining high-quality fluorescence measurements is 

challenging given the variability in environmental conditions that exists within stream 

ecosystems (Abbott et al., 2016; Blaen et al., 2016; Krause et al., 2015). This study enhances 

our understanding of how field fluorometer measurements are affected by changes in 

temperature, turbidity, and tracer concentration, thus highlighting some of the potential sources 

of error that can occur under realistic field conditions. We conclude that multitracer field 

fluorometers can be extremely useful devices for characterising tracer dynamics in situ, but 

suggest that field measurements should always be supplemented by grab samples to ensure their 

validity. Further work is also required to establish the degree to which other environmental 

factors influence field fluorometer measurements. Careful application of these guidelines will 

improve our capacity to use conservative and reactive fluorescent tracers to measure and 

understand the interactions between solute transport and retention dynamics and metabolic 

processes in stream ecosystems. 
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5.8 Supporting Information 

5.8.1 Contents of Supporting Information 

Text S 5.1 The resazurin-resorufin system 

Text S 5.2 Study site and multi-tracer field injections 

Text S 5.3 Calculation of resazurin-resorufin transformation rate coefficients 

Table S 5.1 Physicochemical parameters in the study stream measured hourly at Site 4 during 

the experimental window. n = 51 for all parameters 

Figure S 5.1 Map showing a) experimental stream reach with injection point and sampling 

locations, and b) location of site in UK 

Figure S 5.2 Breakthrough curves of a) uranine, b) resazurin, and c) resorufin measured by 

FL30 field fluorometers. Comparisons of tracer concentrations in grab samples measured 

between field and laboratory fluorometers are shown in panels d), e), and f). Data shown in a), 

b), and c) are from one injection. Repeated injections on subsequent days reproduced similar 

patterns. Data shown in d), e) and f) are from all three injections. 

Figure S 5.3 Tracer concentrations measured using the FL30 field fluorometer compared 

against those measured using a laboratory fluorometer. Grey points denote measurements made 

in situ. Coloured points denote filtered grab samples measured on a single FL30 device in a 

laboratory environment. The dashed line represents a 1:1 relationship. 

Text S 5.1: The resazurin-resorufin system 

The resazurin-resorufin system has been developed as a tool with which to investigate coupled 

solute transport and biogeochemical process interactions in freshwater environments (Argerich 
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et al., 2011a; Haggerty et al., 2009). Resazurin is a weakly fluorescent and metabolically-active 

blue dye. Under mildly reducing conditions, most commonly in the presence of aerobic 

respiration, resazurin loses an oxygen ion and transforms irreversibly to a highly fluorescent 

pink dye: resorufin (Haggerty et al., 2008; McNicholl et al., 2007). The resazurin-resorufin 

tracer system has been used in hydrological studies to measure stream ecosystem respiration 

(González-Pinzón et al., 2014), quantify metabolically-active stream transient storage zones 

(Argerich et al., 2011a), and provide new insights into hyporheic exchange and solute transport 

processes (Lemke et al., 2013a; Liao et al., 2013). 

Text S 5.2: Study site and multitracer field injections 

The experiments of this study were performed at the Mill Brook, at the facilities of the 

Birmingham Institute of Forest Research (www.birmingham.ac.uk/bifor), Staffordshire, UK in 

October 2016. The second-order stream drains a 3.1 km² catchment that is dominated by 

deciduous woodland and arable farmland. Four monitoring locations were established at 

approximately equidistant intervals over a 1 km stream reach (Figure S 5.1). Tracer injections 

were carried out during baseflow conditions (discharge = 4.9 ± 0.3 l s-1). Selected 

physicochemical parameters were measured hourly using a Manta 2 multiprobe (Eureka, TX, 

USA) at Site 4 and did not vary significantly throughout the experimental window (Table S 

5.1). 

Slug tracer injections were performed on three consecutive days using 1.2 g uranine and 8 g 

resazurin. Tracers were dissolved in stream water and then co-injected instantaneously 250 m 

upstream of Site 1 (Figure S 5.1) to allow sufficient time for full mixing to occur. Injections 

were started at approx. 13.00 h and took around 7 h to complete. The investigated stream reach 

was heavily shaded and weather conditions were overcast during the entire experiment. 
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Therefore, photodegradation of tracers was expected to be minimal. BTCs of uranine, resazurin, 

and resorufin were measured in situ at each of the four monitoring locations at 10 s intervals 

using GGUN FL30 (Albillia Sarl, Switzerland) on-line fluorometers, customised for monitoring 

the tracers of interest (Lemke et al., 2013b; Schnegg & Flynn, 2002). The fluorometers 

contained four excitation lamps, which were configured to specific wavelengths to enable 

simultaneous measurements of uranine, resazurin, and resorufin, and also background turbidity. 

Fluorometers also measured stream water temperature every 10 s. Fluorometers were calibrated 

in the field immediately prior to deployment using a stream water blank and tracer solutions 

(70 ppb uranine; 100 ppb resazurin; 100 ppb resorufin) made with stream water to minimise 

environmental differences between calibration and field conditions. Field fluorometers 

exhibited linear responses within these concentration ranges for all tracers. Each fluorometer 

was positioned in the thalweg of the stream with the inflow at the base of the instrument facing 

upstream to ensure that any air trapped in the optical cell was expelled. Each instrument was 

cleaned immediately prior to each injection to remove any accumulated debris or biofilm 

growth. Where necessary, fluorometers were placed on wooden boards to prevent fine bed 

sediments from blocking the inflow.  

In addition to the on-line fluorometer measurements, discrete samples of stream water (50 ml) 

were collected manually during the tracer BTC at each sampling site and passed immediately 

through 0.45 µm nylon filters (Thames Restek, UK) into sterile centrifuge tubes. Samples were 

stored at 4 °C in the dark and transported to the University of Birmingham, UK, hydrochemistry 

labs for further analysis. In the laboratory, tracer concentrations within each sample were 

determined using a Varian Cary Eclipse fluorescence spectrophotometer using a 5 nm slit width 

and excitation/emission pairs of 460/512 nm for uranine, 600/612 nm for resazurin, and 570/582 
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nm for resorufin. Repeat samples gave a precision of ± 0.3, ± 7.9, and ± 0.5 ppb for uranine, 

resazurin, and resorufin, respectively. In addition, filtered stream samples were analysed in the 

laboratory using a single FL30 fluorometer in benchtop mode in order to analyse the impact of 

turbidity field calibrations. All samples were analysed within 3 days of collection and 

equilibrated to room temperature prior to analysis. 

Text S 5.3: Calculation of resazurin-resorufin transformation rate coefficients 

The resazurin-resorufin tracer system can be used as a proxy for stream ecosystem respiration. 

Transformation rate coefficients provide surrogate indicators of ecosystem respiration because 

resazurin-resorufin transformation has been demonstrated to be directly proportional to cellular 

respiration as represented by DO consumption (González-Pinzón et al., 2012). 

Transformation rate coefficients were estimated as: 

𝜆𝑟𝑎𝑧→𝑟𝑟𝑢
∗ =

1

𝜏
ln (

𝜇0,𝑢𝑝
𝑟𝑎𝑧

𝜇0,𝑢𝑝
𝑟𝑎𝑧 +  𝜇0,𝑢𝑝

𝑟𝑟𝑢 − 𝜇0,𝑑𝑛
𝑟𝑟𝑢 ) 

 

where 𝜆𝑟𝑎𝑧→𝑟𝑟𝑢
∗  (s-1) is the resazurin-resorufin transformation rate coefficient in the reach, 𝜇0,𝑢𝑝

𝑟𝑎𝑧  

and 𝜇0,𝑢𝑝
𝑟𝑟𝑢  (mg) are the zeroth order temporal moments (the integral of concentration with respect 

to time) for resazurin and resorufin, respectively, at the upstream end of the reach, 𝜇0,𝑑𝑛
𝑟𝑟𝑢  is the 

zeroth order temporal moment for resorufin at the downstream end of the reach, and τ (s) is the 

mean travel time in the reach as calculated from the first temporal moment of each BTC 

following (Schmadel et al., 2016).  
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Table S 5.1: Physicochemical parameters in the study stream measured hourly at Site 4 during 

the experimental window. n = 51 for all parameters 

Parameter Mean Standard deviation 

Water temperature (°C) 11.03 0.47 

Suspended sediment (mg l-1) 22.23 2.33 

Turbidity (NTU) 16.97 0.91 

Discharge (l s-1) 4.48 0.31 

pH 8.59 0.02 

NO3-N (mg l-1) 5.73 0.13 

 

 

Figure S 5.1: Map showing a) experimental stream reach with injection point and sampling 

locations, and b) location of site in UK. 
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Figure S 5.2: Breakthrough curves of a) uranine, b) resazurin, and c) resorufin measured by 

FL30 field fluorometers. Comparisons of tracer concentrations in grab samples measured 

between field and laboratory fluorometers are shown in panels d), e), and f). Data shown in a), 

b), and c) are from one injection. Repeated injections on subsequent days reproduced similar 

patterns. Data shown in d), e), and f) are from all three injections. 
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Figure S 5.3: Tracer concentrations measured using the FL30 field fluorometer compared 

against those measured using a laboratory fluorometer. Grey points denote measurements made 

in situ. Coloured points denote filtered grab samples measured on a single FL30 device in a 

laboratory environment. The dashed line represents a 1:1 relationship. 
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Chapter Six 

CONCLUSIONS AND OUTLOOK 

The primary aim of this thesis was to address research gaps in our understanding of stream 

metabolism across scales and to improve the methods to study it. The effect of HEF and 

groundwater – surface-water mixing on the patterns of metabolically reactive solutes in 

streambeds was quantified (chapter 2) and a low-cost sensor to measure hyporheic travel times 

at high spatial and temporal resolution was developed and tested (chapter 3). On a reach-scale, 

channel slope was evaluated for its suitability to serve as a proxy-variable for stream 

metabolism (chapter 4) and a turbidity correction method for in situ fluorometers was developed 

(chapter 5). In this concluding chapter, the main findings are summarized and their implications 

for future research and our current understanding discussed. Finally, potential future research 

directions are briefly presented. 

6.1 Summary of Key Findings 

Chapter 2: Mixing of groundwater and surface-water in the streambed of a first-order boreal 

stream explained the majority of the spatial variation of metabolically reactive solutes. 

Porewater at the upstream end of the bedforms (steps and shallow depths of the riffle) was 

dominated by downwelling surface-water, whereas the porewater at the downstream end of 

these bedforms was dominated by upwelling groundwater. Hyporheic metabolism was 

primarily observed at locations, where the porewater contained fractions of both, groundwater 

and surface-water with long hyporheic travel times. Finally, disregarding the sources 

(groundwater and surface-water) of the porewater and assuming that the sampled porewater at 

the downstream, upwelling ends originated from the downwelling, upstream ends of the 
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bedforms, resulted in an overestimation (9.3 mg C l-1 vs. 0.5 mg C l-1) of the hyporheic 

metabolism at this stream segment. 

Chapter 3: The small (approx. 1 cm), easy-to-build, low-cost (approx. 10 USD) electrical 

conductance sensor, installed as a sensor network along bedforms, was detecting porewater 

BTCs of NaCl injections at high spatial (cm to dm-scale) and temporal (tens of seconds to 

minutes) resolution. Hyporheic travel times ranged from minutes to days in close spatial 

proximity along a pool-riffle sequence. At some locations, long travel times (84 hours) were 

detected at the shallowest streambed depth (5 cm), indicating very slow or long hyporheic flow 

paths during baseflow. During a storm event, a variable, unpredictable, location-specific 

temporal pattern of hyporheic travel times was observed. Finally, accurately measuring the 

porewater electrical conductivity with the sensor alone was not yet possible, but sporadic 

porewater sampling allowed the calibration of the sensor measurements in situ. 

Chapter 4: Discharge and/or water chemistry, but not stream channel slope, had an impact on 

the metabolic transformation rate at the reach-scale. Considerable uncertainties were connected 

with the estimates of the resazurin transformation rates. Nonetheless, higher transformation 

rates were observed during medium-high discharge conditions than during baseflow. Similarly, 

during the higher discharge conditions, increased transient storage exchange and shorter 

residence times in the transient storage were calculated and elevated DOC concentrations were 

measured. No consistent difference between the steep and flat reaches could be detected for the 

metabolic transformation rate and the importance of transient storage exchange, even though 

some variations were observed across the reaches with different average channel slopes. 
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Chapter 5: Particle concentrations (measured as turbidity) in stream water affect the 

fluorescence measurement of in situ fluorometers, but can be corrected for. Linear relationships 

between the fluorescence measurements of the in situ fluorometers and particle concentrations 

in solution were observed for all tracers. The slope of these relationships decreased predictably 

with increasing fluorescence intensity. The novel turbidity correction method was able to 

correct for these effects and resulted in good agreement between expected and turbidity-

corrected, calculated concentrations. Without applying the turbidity correction method, tracer 

concentrations were underestimated by over 10 % at high particle concentrations (50 NTU). 

6.2 Major Conclusions and Their Implications 

Hyporheic Metabolism or Mixing? The majority of the spatial variation of the hyporheic 

DOC and DIC concentrations was explained by groundwater – surface-water mixing. This 

finding has implications for future experiments and the interpretation of previous studies. 

Interpreting concentration patterns of metabolically reactive porewater solute concentrations in 

streambeds without assessing the source(s) of the porewater can be very speculative and 

misleading (Landmeyer et al., 2010; Pinay et al., 1998). The results presented in chapter 2 

showed that disregarding mixing can lead to an overestimation of hyporheic metabolism. 

However, the opposite is possible too. In a stream segment, where DOC-rich shallow soil water 

is upwelling through the streambed or the riparian zone, disregarding mixing of different water 

sources could lead to an underestimation of porewater metabolism. Future experiments 

analysing hyporheic metabolism, therefore, need to quantify the fraction of surface-water, 

groundwater, or other water sources in the sampled porewater in order to draw the right 

conclusions. 
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Furthermore, previous studies, which did not account for the water source in their sampled 

porewater and which drew their conclusions primarily from concentration patterns of 

metabolically reactive solutes, might need to be treated cautiously. This is, because the 

concentration patterns of metabolically reactive solutes in re-emerging hyporheic water and 

upwelling, deep groundwater might be similar (low DOC and DO, high DIC concentrations) 

and can, therefore, be misinterpreted for one another.  

The observation that groundwater is upwelling at locations where re-emerging HEF paths were 

expected might challenge our current conceptual understanding of HEF through bedforms. HEF 

paths along these bedforms might be more complex than usually assumed and predicting HEF 

paths based on streambed topography, VHG, and water surface concavity alone might be less 

certain than often thought (Anderson et al., 2005; Gooseff et al., 2006). Specifically, it is 

challenging to identify the location where hyporheic water is re-emerging into the stream 

channel. The results presented in chapter 2 might indicate that the HEF paths along step-pool 

or pool-riffle sequences are shorter and potentially shallower than often assumed. This, in turn, 

might have implications for the understanding of the transformation of solutes along HEF paths 

and the contribution of the hyporheic zone to whole stream metabolism. 

At some streambed locations, metabolic transformation of DOC into DIC and high CH4 

concentrations were observed. At these locations, groundwater – surface-water mixing was not 

the primary factor explaining the concentration patterns of the metabolically reactive solutes. 

The high metabolic transformations observed at these locations could be interpreted as an 

indication of the importance of the hyporheic zone for the whole stream metabolism. However, 

these locations had large fractions of surface-water with long travel times, indicating that the 

hyporheic fluxes were likely small (i.e., small compared to the other locations). Therefore, the 
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high metabolic transformation might be counterbalanced by the small hyporheic fluxes, if the 

importance of the hyporheic for the whole stream metabolism is evaluated. This example 

demonstrates the importance to assess the hyporheic travel times and fluxes, in addition to the 

water sources and their mixing, when interpreting and studying hyporheic metabolism. 

Novel Streambed Sensors Enable Targeted Porewater Sampling and Hyporheic Travel 

Time Measurements: Measuring hyporheic travel times and fluxes with low disturbance is 

now possible due to the development of a small electrical conductance sensor. Previous studies 

measuring shallow, hyporheic metabolism and travel times relied primarily on high-frequency 

porewater sampling (Harvey et al., 2013; Knapp et al., 2017). High-Frequency sampling was 

required, because real-time monitoring of the hyporheic BTCs was not possible. Therefore, all 

studied porewater locations had to be continuously sampled at the same time, independent of 

the actual tracer arrival. However, high-frequency porewater sampling is time and resource-

consuming – and, therefore, limited to a few locations – as well as risks the induction of 

hyporheic flow especially in shallow sediments. Both limitations are considerably reduced by 

using the conductance sensor, because traditional high-frequency porewater sampling can be 

replaced by targeted sampling, when combined with the conductance sensor measurements. 

Targeted sampling reduces the number of extracted porewater samples, because porewater 

tracer BTCs can be monitored in real-time. The real-time monitoring can be used to sample 

only those locations, where the tracer BTC is observed. In addition, the sampling frequency can 

be adapted to the dynamics of the monitored BTC. That is, higher frequency sampling can be 

adopted at porewater locations with fast changing tracer BTCs and vice versa. The sampling 

frequency is, therefore, also linked to the hyporheic fluxes: fast changing tracer BTCs are likely 

due to higher hyporheic fluxes and, therefore, likely permit a high-frequency sampling. In 
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summary, combining the conductance sensor with targeted sampling reduces the number of 

porewater samples, which need to be extracted. Therefore, hyporheic travel times can be studied 

at a larger spatial extent and at higher spatial resolution. 

Spatio-Temporal Dynamics of Hyporheic Travel Times: The high spatio-temporal 

resolution of hyporheic tracer BTCs allowed us to reveal that the drivers of hyporheic flow are 

temporally complex and partly bedform-independent. The temporally complex pattern of 

hyporheic travel times, fluxes, and flow paths might not be surprising. Our understanding of 

the dynamics of these factors and their controls is very limited, because they were rarely tested 

during storm events at this high spatio-temporal resolution. Mobilization and deposition of fine 

mineral or organic particles, changing groundwater tables, variable hydrostatic and 

hydrodynamic pressure gradients, and temperature-induced variations of the saturated 

hydraulic conductivity are likely some of the main drivers leading to the complex, temporal 

patterns of hyporheic flow paths during storm events (Hassan et al., 2015; Käser et al., 2009; 

MahmoodPoor Dehkordy et al., 2019; Packman et al., 2004; Soulsby et al., 2009). However, 

their relative and potentially changing importance during the storm event remains highly 

uncertain and still requires considerable research effort. 

The partly bedform-independent hyporheic flux patterns (chapter 3) and the mismatch between 

the observed and the assumed bedform-induced hyporheic flow paths (chapter 2) highlights the 

potentially overlooked importance of the fractal behaviour of HEF. In addition of being shorter 

than assumed (as discussed above), decimetre to metre-scale bedform-induced HEF (through 

pool-riffles, steps, runs) might be less important than centimetre-scale (or smaller) fluxes 

around small streambed irregularities. Whether that applies to hyporheic fluxes and metabolism 

in the same way needs to be shown. But it reveals an important and challenging question: until 
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which small scale can we measure and understand hyporheic fluxes, metabolism, and their 

controls under field conditions and at which scale do we need to treat these processes as random 

noise, because we cannot accurately measure them anymore? In addition, the scale, at which 

measurements are interpreted and at which the measurements are affect by different processes 

might not be the same and, therefore, needs to be considered. 

Channel Slope as a Proxy for Stream Metabolism: In addition to increasing our 

understanding of local, small-scale (i.e., bedform-scale) processes and their controls, it is 

important to investigate their potential cumulative effect on a reach-scale and to link it to a 

reliable, easily-measurable proxy variable. Based on the results presented in chapter 4, stream 

channel slope cannot be used as the primary predictor of reach-scale metabolic transformation 

rate, specific travel times, and modelled transient storage exchange, likely because it is masked 

by the strong effects of stream discharge, variable water chemistry, and the large uncertainty 

related to the measurements and the modelling. The strong effect of discharge on the metabolic 

transformation rate might be due to the increasing reach-scale travel time at discharges below 

a certain threshold, which is used for calculating transformation rates. This pattern and the 

dominance of the discharge, might be different if discharge conditions below a certain threshold 

(e.g., Q50) are only considered, because (i) the relationship between hyporheic exchange fluxes 

and discharge is likely non-linear and non-monotonic and (ii) high particle and biofilm-

mobilizing flows can have a strong effect on the benthic, microbial community. Due to the large 

uncertainties of the tracer measurements and the co-varying confounding factors, it is 

challenging to draw accurate conclusions about the effect of channel slope on reach-scale 

metabolism. Future experiments under selected flow conditions could address this research gap. 
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Enabling Tracer Experiments during Contrasting Discharge Conditions: Ideally, these 

future experiments, investigating the effect of reach-scale channel characteristics and discharge 

on metabolic activity should be conducted in streams and rivers with a pH above approx. 7. 

Under this condition, in situ fluorometers can be used during tracer experiments with variable 

particle concentrations (turbidity), because of the successful development of a turbidity 

correction method. Once the in situ fluorometers are carefully calibrated to the field conditions 

and correctly installed in the stream channel, they result in tracer BTCs with relatively low 

uncertainties. Therefore, they are a valuable addition to tracer experiments investigating the 

drivers of reach-scale metabolism (chapter 4) and their links to small-scale transient storage 

exchange patterns (chapter 2 and chapter 3). 

Linking Bedform and Reach-Scale Metabolism: Accurately predicting and linking the 

drivers of stream metabolism across scales is likely one of the main challenges of river corridor 

science. Can we upscale small-scale, bedform-induced, hyporheic metabolism to the reach-

scale? Are reach-scale models estimating transient storage exchanges, which are observed at 

the bedform-scale? Are bedform and reach-scale measurements closely linked to each other? 

The results presented in this thesis suggest: likely not. 

The reach-scale tracer experiments represented transient storages with short residence times, 

whereas the porewater sampling along the bedforms included locations with long travel times. 

Even though metabolic transformation was observed at the reach-scale, no significant 

metabolism was detected at locations with short hyporheic travel times along the bedforms. 

Significant, hyporheic transformation was only observed at locations with travel times longer 

than the tracer injections. These locations, therefore, did not contribute to the transformation 

rate measured with the tracer injections at the reach-scale. That suggests, that the metabolism 
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results from the bedform-scale, hyporheic porewater sampling were not linked to the reach-

scale results. This might seem unexpected at first, but given that only 10 to 20 % of the tracer 

reacted along the 100 m long reaches, it does not seem to be surprising that no metabolic 

transformation was detected within a few decimetres of the streambed. However, this finding 

has important implications for studies, which are upscaling bedform-scale observations to 

continental levels and studies, which are trying to link bedform with reach-scale metabolism. 

A similar mismatch between the temporal dynamics of bedform-scale hyporheic exchange and 

reach-scale transient storage exchange was observed. Despite the large variability of the 

parameter estimates, the modelling suggested larger transient storage zones and faster 

exchanges during higher discharges on the reach-scale, whereas this pattern was less clear on 

the bedform-scale. At many porewater locations, hysteretic-like behaviour was observed, with 

the longest travel times during peak discharge and the shortest travel times half-way through 

the falling limb of a storm event. That observation suggests that hyporheic exchanges are not 

only depending on the discharge itself but also on the time relative to the rising and falling 

discharge limbs of storm events. In addition, part of the tracer might have been transformed in 

surface-water transient storage zones, such as pools, which cannot be linked to the bedform-

scale measurements. 

In summary, the comparison of the bedform with the reach-scale transient storage exchange 

and metabolism indicates, that the flow paths relevant for the duration of the tracer injection 

were (i) too fast to allow the detection of metabolic transformations in the porewater, (ii) 

shallower and shorter than often assumed, and (iii) partly bedform-independent. Even though 

contributions to the understanding of bedform and reach-scale stream metabolism have been 

presented, further cross-scale investigations, employing multiple techniques, are required. 
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6.3 Outlook and Suggestions for Future Research 

Future research on in-stream metabolism and hyporheic exchange could be addressed through 

three major research directions, linking different scales and methods. These are: (i) improving 

our small-scale process understanding of HEF and hyporheic metabolism; (ii) evaluating the 

controls on reach-scale metabolism and the relative importance of in-stream vs. catchment 

characteristics; (iii) combing small-scale and reach-scale measurements and techniques to allow 

accurate upscaling of bedform-scale processes and the constraint of reach-scale measurements. 

These research directions could improve our understanding and ability to predict the controls 

and importance of in-stream metabolism, with implications for research and water resources 

management. 

6.3.1 Bedform-Scale Processes 

Flow Path Patterns During Baseflow: Hyporheic flow paths and fluxes now can be measured 

at a high spatial resolution and extent (with the porewater conductance sensor) and could, 

therefore, complement previous measurements conducted on larger scales (metre to tens of 

metres) (Harvey & Bencala, 1993; Hill et al., 1998; Pinay et al., 2009; Zarnetske et al., 2011a). 

These small-scale measurements (cm-scale in depth; dm-scale in longitudinal direction) could 

help to critically evaluate the accuracy of our conceptual understanding of bedform-induced 

hyporheic flow, which is likely important, as we have shown in chapter 2. Experiments 

evaluating our conceptual understanding could include measuring the patterns of flow paths 

and fluxes by conducting long surface-water and porewater injections (duration of days) with 

minimal porewater sampling, limiting the induction of hyporheic flow. Long injections are 

important to capture long porewater travel times (as shown in chapter 3), whereas porewater 

injections could help to constrain the location of re-emerging hyporheic water and the flow 



Chapter Six: Conclusions and Outlook 

 

159 

paths between different subsurface locations. Finally, minimal porewater sampling is especially 

important for the investigation of shallow sediment depths (few cm). 

If necessary, porewater should be analysed for conservative solutes to detect locations of 

groundwater upwelling (as shown in chapter 2), which could help to distinguish it from re-

emerging hyporheic water. In addition, the locations of the sensors (and potential sampling 

tubes) should be chosen in a way that possible flow paths can be largely constrained. That 

means, measurements only at the upstream and downstream end of bedforms should be avoided. 

Ideally, hydrostatic pressure should also be measured at the sediment-water interface along the 

bedform and in riparian wells in order to constrain the controls of the hyporheic flow paths and 

fluxes. 

Eventually, these detailed results could be compared with (i) our conceptual understanding of 

bedform-induced HEF, (ii) hyporheic flow paths inferred from the longitudinal pressure 

gradients along the bedform and the groundwater flow pattern, and (iii) with 2D/3D modelling 

studies. This comparison is suggested for several reasons. First, it reveals whether our assumed 

controls (hydrostatic and hydrodynamic pressure gradients) can explain the observed flow 

pattern. Second, it allows the comparison of the observations with a standard framework. Third, 

it could validate the models and finally, it could improve future experimental designs by 

addressing mismatches between the theory and the observations. 

Metabolism During Baseflow: Once the hyporheic flow field has been constrained, metabolic 

transformation along some of the hyporheic flow paths could be measured with C, N, P, or 

resazurin additions to improve our understanding of the controls of hyporheic metabolism. 

Advancing our understanding of these controls is vital for the accurate upscaling of hyporheic 
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metabolism to the reach-scale. These can be a combination of surface-water and porewater 

injections (Zarnetske et al., 2011a, 2011b). However, the success of these additions largely 

depends on how well the flow field has been constrained and how shallow the flow paths are. 

Despite their potential importance, it will be challenging to investigate the metabolism of 

shallow flow paths (only a few cm deep) without risking the induction of hyporheic flow, 

because the metabolically reactive solutes need to be sampled (i.e., they cannot be measured in 

situ). Nonetheless, these experiments can give some indications of the metabolism in deeper 

(dm-scale) flow paths and their contribution to the overall stream metabolism. 

Dynamics of Flow Paths and Metabolism: In addition to improving our understanding under 

stable baseflow conditions, the effect of variable discharge and, therefore, changing pressure 

gradients along the bedform could be investigated. These experiments could clarify whether the 

non-linear or non-monotonic relationship between hyporheic fluxes and stream discharge can 

be observed under field conditions, as predicted by modelling and flume experiments (Hassan 

et al., 2015; Trauth et al., 2015). In addition, these experiments could start to answer to what 

degree the dynamics of hyporheic metabolism are controlled by variable hyporheic fluxes or 

solute transport. If possible, artificially changing the discharge would be beneficial for initial 

experiments (as described in chapter 2). That allows (i) the flow conditions to be kept constant 

while conducting the experiments, (ii) the discharge to be changed by predefined increments, 

and (iii) the exclusion of the effects of changing groundwater flow patterns. Eventually, natural 

storm events with a short return time (medium-high discharge) could also be investigated, 

including dynamic groundwater flow patterns and directions in order to evaluate the interaction 

between in-stream and groundwater flow dynamics under real-world conditions. Two different 

types of injection-regimes could be used. In the first case, one long constant-rate injection could 



Chapter Six: Conclusions and Outlook 

 

161 

be conducted continuously during the variable discharge conditions (starting before and ending 

after the ‘storm event’). This would allow the investigation of the dynamics of the depths of the 

hyporheic flow field. In the second case, repeated, but shorter constant-rate injections could 

lead to results about the variable travel times and hyporheic fluxes under contrasting discharges. 

This differentiation might be important because it could reveal whether the storm event 

connects and disconnects different parts in the streambed, or whether the delivery of potentially 

limiting resources increases due to faster exchanges. A combination of two/three pumps with 

different ranges of pumping rates could be used for the injections. Ideally, the pumping rates of 

the pumps should be adjustable and controlled by a microcontroller as a function of the stream 

discharge and EC. Again, these experiments could then be compared with (i) the expected flow 

paths based on the hydrostatic and hydrodynamic pressure gradients and (ii) modelling studies 

to direct future investigations.  

6.3.2 Reach-Scale Processes 

In addition to improving our process understanding on a small, bedform-scale, their cumulative 

effect and the controls of in-stream metabolism at the reach-scale are suggested to be 

systematically addressed in future investigations, adding to the results presented in chapter 4. 

These could have important implications for water managers and our ability to successfully 

upscale bedform-scale processes. Two main objectives could be addressed with the reach-scale 

experiments. The first could address the main in-stream controls on stream metabolism 

(discharge, channel and streambed morphology, channel slope, etc.) and evaluate potential, 

easily-measurable proxy variables for in-stream metabolism. This could allow the upscaling 

and prediction of stream metabolism more easily. The second objective could try to address 

whether in-stream metabolism is primarily driven by the in-stream controls or by the sources 
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(C, N, P, etc.) from the catchment, which could have wider implications for catchment 

management. 

Stream Discharge: To investigate the effect of discharge on stream metabolism, the effect of 

the discharge itself could be separated from the variable C, N, and P inputs during natural storm 

events to allow investigating both factors separately. To achieve this separation, the stream 

discharge could be artificially manipulated for some initial experiments. Under these conditions, 

the effect of the hydrodynamics of the surface-water (velocity, turbulence, changing transient 

storage exchanges, transport of particulate matter and sediments, etc.) on stream metabolism 

could be studied alone. Further, C, N, P, or tracer injections could be added to these experiments 

to investigate the joint effect of C, N, or P additions and discharge on stream metabolism in a 

crossed-design. These experiments could help to disentangle the effects of the stream 

hydrodynamics from the C, N, or P inputs into the stream. They, therefore, could answer 

whether stream metabolism is primarily controlled by stream hydrodynamics or the transport 

of limiting solutes. 

Channel Slope: Similarly to the temporal variation of the hydrodynamics due to changing 

discharge conditions, the spatial variation due to contrasting channel slopes might also be an 

important factor. Therefore, continuing to investigate the effect of the channel slope more 

systematically might be worth considering, even though it was not identified as the primary 

control on in-stream metabolism in this thesis (chapter 4). This is because the channel slope has 

a strong effect on several in-stream characteristics which might be relevant for stream 

metabolism. In addition, it is easily measurable on a large scale and, therefore, suitable as a 

proxy, which can be applied across different scales and sites by water managers. Studies 

investigating the effect of channel slope on in-stream metabolism could choose stream reaches 
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which are in close proximity to each other, unlike previous studies (Ensign & Doyle, 2006). 

This would reduce the confounding effects of the climate, the land-use, and the anthropogenic 

pressure. Tracer and C, N, and P additions should be carefully conducted in these contrasting 

reaches in order to be able to detect even small effects due to the channel slope. 

Catchment and Stream Characteristics: Finally, the relative importance of in-stream 

characteristics and C, N, and P sources could be addressed in future investigations. These 

investigations could ultimately answer the following question, which is important for research 

and management: if the in-stream metabolic processes of a certain reach or catchment need to 

be characterized or predicted, is it more important to study the stream characteristics or the 

sources (e.g., C, N, P) from the catchment? This question could be addressed through 

comparative studies and manipulation experiments. Comparative studies could be conducted in 

reaches with similar channel slopes (or other stream characteristics), but with contrasting land-

uses and, therefore, contrasting C, N, and P inputs. Manipulation experiments could try to 

imitate different catchment inputs with C, N, and P additions in reaches with contrasting slopes. 

The relative importance of input vs. slope could then be investigated by changing the level of 

the C, N, or P addition (from very low to high additions) in different reaches. The level of the 

C, N, or P addition at which the metabolism is controlled primarily by the addition – 

independent of the slope – could be an indication of the relative importance of both factors. 

The proposed experiments could complement the results from chapter 4 and contribute to fill 

the gaps of our understanding of the controls on stream metabolism at the reach-scale. 

Improving our understanding and our ability to predict metabolism at the reach-scale has 

important implications for research and water/catchment management. 
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6.3.3 Linking Scales and Techniques 

Linking measurements and techniques from different scales is likely very important for 

advancing our general process understanding of stream metabolism and our ability to upscale 

them. That is because reach-scale investigations alone often do not allow the constraint of the 

processes and controls of stream metabolism, whereas bedform-scale investigations need to be 

upscaled in order to have a significant impact on the interpretation of reach-scale metabolism. 

However, when different techniques are combined, some of these limitations could be 

overcome. Therefore, the experiments outlined above are suggested to be conducted in parallel. 

This would allow the comparison of the results from different scale-specific techniques with 

each other. For example, the modelling and interpretation of reach-scale tracer experiments 

could be compared with small-scale, local measurements (Briggs et al., 2009; Harvey et al., 

2013). Local, small-scale measurements could include deep and shallow hyporheic flow paths 

as well as surface-water transient storage zones. This could lead to improved understanding of 

the processes, which are modelled in these models. Alternatively, reach-scale 2D particle 

tracking models (Schmadel et al., 2017) could be compared with measurements of hyporheic 

travel times or measurements of conservative solutes in the streambed. This could validate the 

models by evaluating to what degree the models can detect locations of surface-water 

downwelling, re-emerging hyporheic water, and groundwater upwelling. Furthermore, 

measurements of reach-scale metabolism based on C, N, P, and tracer additions, small-scale 

porewater sampling, and the diel DO technique could be combined. This could result in 

improved understanding of the drivers of ecosystem respiration, which are often only measured 

as bulk parameters at the reach-scale. In summary, different techniques and methods, which are 
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each scale-specific, should be combined to study transient storage exchange and stream 

metabolism in future experiments. 
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