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## Preface

This volume contains the contributions of the participants of the 12th ISAAC Congress which was held at the University of Aveiro, Portugal, from 29 July to 3August 2019. Although the International Society for Analysis, its Applications and Computation (ISAAC) supports several conferences, workshops, and other events of scientific nature, the ISAAC Congress is the principal bi-annual event of the society. The 12th ISAAC Congress continues this successful series of meetings initiated in Delaware, USA (1997), which have been held regularly every 2 years since, while rotating among different countries in Europe, America, and Asia.

With a long tradition in joining researchers form different areas of analysis and its applications, the 12th edition had 543 registered participants from 64 different countries who attended 433 talks spanned by 23 sessions, including sessions of the special interest groups of the society. As a novelty and to encourage collaboration between different special interest groups, additional joint sessions were organised around topics of common interest. Last but not least, there were also nine plenary talks given by

- Afonso Bandeira-Courant Institute, NYU, USA;
- Alexander Grigoryan-Universität Bielefeld, Bielefeld, Germany;
- Karlheinz Groechenig-Universität Wien, Wien, Austria;
- Håkan Hedenmalm-The Royal Institute of Technology, Sweden;
- André Neves-University of Chicago, USA;
- Roman Novikov-Centre de Mathématiques Appliquées, École Polytechnique, France;
- Tohru Ozawa-Waseda University, Tokyo, Japan;
- Samuli Siltanen-University of Helsinki, Finland;
- Durvudkhan Suragan-Nazarbayev University, Kazakhstan;
which gave a broad overview on recent developments in their respective areas. This greatly contributed to the high scientific level of the congress, combined with the warm and relaxed atmosphere which prevailed during those 5 days. It is noteworthy to notice that many young mathematicians used the opportunity to join ISAAC during this time.

As per tradition, an award was given to young scientists for their particular achievements in analysis, its applications and computation. For this edition, there was a particularly strong group of outstanding candidates. In consequence, two ISAAC Awards for young scientists were given to:

Afonso Bandeira (Courant Institute, NYU, USA). Although young, his contributions range from classic analysis to applications in inverse problems, random matrices, optimisation, and statistical physics. Among his major contributions are applications of methods from analysis to the theory of data science. He has publications in top journals in both applied and pure mathematics, statistics, information theory, and data science (e.g. Communications on Pure and Applied Mathematics, Applied and Computational Harmonic Analysis, and Annals of Probability). He was awarded a Sloan Fellowship in 2018 and is currently a full professor in the Department of Mathematics at ETH Zurich.

Fábio Pusateri (University of Toronto, Ontario, Canada), for his contributions to the study of dispersive and wave equations, fluid dynamics, and harmonic analysis. He made major contributions to the study of the water wave problem. In particular, he proved the existence of global smooth, nontrivial solutions of gravity water waves systems in 2D, and the existence of global solutions to initial value problems for water waves in 3D and the long-time regularity for the gravity-capillary waterwave model in 3D. He has published in first-class journals such as Inventiones Mathematicae, Advances in Mathematics, Memoirs of American Mathematical Society, Acta Mathematica, and Annales de l' Institute Henri Poincaré.

While the plenary lectures given at the Congress will appear in the independent volume: P. Cerejeiras, M. Reissig (Eds.) Mathematical Analysis and Applications Plenary Lectures, ISAAC 2019, Aveiro, Portugal, Springer Proceedings in Mathematics and Statistics, Springer, the present volume contains selected contributions of talks delivered at the Congress. As in previous editions, some of the sessions or interest groups decided to publish their own volumes of proceedings, independently, and, therefore, these contributions do not appear in the present collection.

The following sessions contributed to the present volume:

- S1. Applications of Dynamical Systems Theory in Biology, organized by Torsten Lindström
- S2. Complex Analysis and Partial Differential Equations, organised by Okay Celebi, Sergei Rogosin
- S3. Complex Geometry, organised by Alexander Schmitt
- S4. Complex Variables and Potential Theory, organised by Tahir Aliyev Azeroglu, Massimo Lanza de Cristoforis, Anatoly Golberg, Sergiy Plaksa
- S5. Constructive Methods in the Theory of Composite and Porous Media, organised by Vladimir Mityushev
- S7. Function Spaces and Applications, organised by Alexandre Almeida, António Caetano, Stefan Samko
- S9. Generalized Functions and Applications, organised by Michael Kunzinger, Michael Oberguggenberger, Stevan Pilipović
- S10. Geometric \& Regularity Properties of Solutions to Elliptic and Parabolic PDEs, organised by Pierre Bousquet, Lorenzo Brasco, Rolando Magnanini
- S11. Geometries Defined by Differential Forms, organised by Mahir Bilen Can, Sergey Grigorian, Sema Salur
- S14. Partial Differential Equations on Curved Spacetimes, organised by Anahit Galstyan, Makoto Nakamura, Karen Yagdjian
- S15. Partial Differential Equations with Nonstandard Growth, organised by Hermenegildo Borges de Oliveira, Sergey Shmarev
- S17. Quaternionic and Clifford Analysis, organised by Swanhild Bernstein, Uwe Kähler, Irene Sabadini, Franciscus Sommen
- S18. Recent Progress in Evolution Equations, organised by Marcello D'Abbicco, Marcelo Rempel Ebert
- S22. Wavelet theory and its Related Topics, organised by Keiko Fujita, Akira Morimoto

Finally, we wish to thank all organisers of all sessions of the Congress for their work. Their efforts-such as inviting and selecting speakers, arranging their sessions, and providing chairpersons-greatly contributed to the relaxed, friendly, and scientific atmosphere which prevailed during the Congress. The session organisers were also responsible for collecting and organising the refereeing process of the contributions of their session to this volume.
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# Part I <br> Applications of Dynamical Systems Theory in Biology 

# Bifurcation Analysis of the Topp Model 

Valery A. Gaiko, Alef E. Sterk, and Henk W. Broer


#### Abstract

In this paper, we study the 3-dimensional Topp model for the dynamics of diabetes. We show that for suitable parameter values an equilibrium of this model bifurcates through a Hopf-saddle-node bifurcation. Numerical analysis suggests that near this point Shilnikov homoclinic orbits exist. In addition, chaotic attractors arise through period doubling cascades of limit cycles.


Keywords Dynamics of diabetes • Topp model • Reduced planar quartic Topp system • Singular point • Limit cycle • Hopf-saddle-node bifurcation • Period doubling bifurcation • Shilnikov homoclinic orbit • Chaos
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## 1 Introduction

In this paper, we study a Topp model for the dynamics of diabetes:

$$
\begin{align*}
\dot{G} & =a-(b+c I) G, \\
\dot{I} & =\frac{\beta G^{2}}{1+G^{2}}-\alpha I,  \tag{1}\\
\dot{\beta} & =\left(-l+m G-n G^{2}\right) \beta,
\end{align*}
$$

[^0]where $G, I$ and $\beta$ are glucose, insulin and $\beta$-cells variables; $a, b, c, l, m, n$ and $\alpha$ are parameters [25].

On the short timescale, $\beta$ is approximately constant and, relabelling the variables, the fast dynamics can be described by a planar system

$$
\begin{align*}
& \dot{x}=a-(b+c y) x, \\
& \dot{y}=\frac{\beta x^{2}}{1+x^{2}}-\alpha y . \tag{2}
\end{align*}
$$

By rescaling time, this can be written in the form of a quartic system:

$$
\begin{align*}
& \dot{x}=\left(1+x^{2}\right)(a-(b+c y) x) \equiv P, \\
& \dot{y}=\beta x^{2}-\alpha y\left(1+x^{2}\right) \equiv Q . \tag{3}
\end{align*}
$$

Together with (3), we also consider an auxiliary system (see [1, 10])

$$
\begin{equation*}
\dot{x}=P-\gamma Q, \quad \dot{y}=Q+\gamma P, \tag{4}
\end{equation*}
$$

applying to these systems new bifurcation methods and geometric approaches developed in $[3,5,7,10-20]$ and carrying out the qualitative analysis of (3).

In particular, using system (4) and applying results of [23], we have proved the following theorem [19].

Theorem 1 The reduced Topp system (3) can have at most two limit cycles.
In Sect. 2, we perform a numerical study of the Topp model (1).

## 2 Analysis of the 3-Dimensional Topp Model

In this section, we study numerically the dynamics of the 3-dimensional Topp model (1). Our particular interest is to identify the bifurcations leading to chaotic dynamics. We fix the following parameter values:

$$
b=1, \quad c=1, \quad m=2, \quad n=1 .
$$

The remaining parameters $\alpha, a$, and $l$ will be used for bifurcation analysis.
We start by studying equilibrium solutions and their stability. The Topp system (1) has at most three equilibria which are given by

$$
\begin{aligned}
E_{1} & =(a, 0,0) \\
E_{2, \pm} & =\left(\xi_{ \pm}, \frac{a-\xi_{ \pm}}{\xi_{ \pm}}, \frac{\alpha\left(a-\xi_{ \pm}\right)\left(1+\xi_{ \pm}^{2}\right)}{\xi_{ \pm}^{3}}\right),
\end{aligned}
$$

where $\xi_{ \pm}=1 \pm \sqrt{1-l}$. Note that $E_{2,-}$ and $E_{2,+}$ coalesce in a saddle-node bifurcation which occurs for $l=1$.

Now assume that $l=1$. In this case it follows that

$$
E_{2,+}=E_{2,-}=(1, a-1,2 \alpha(a-1)) .
$$

A straightforward calculation shows that the characteristic polynomial of the Jacobian matrix of (1) evaluated at $E_{2, \pm}$ is given by $p(\lambda)=-\lambda\left(\lambda^{2}-T \lambda+D\right)$, where $T=\alpha+a$ and $D=\alpha(2 a-1)$. Note that $\lambda=0$ is a zero of $p(\lambda)$; indeed, this is the eigenvalue associated with the saddle-node bifurcation. For $0<a<\frac{1}{2}$ and $\alpha=-a$ it follows that $T=0$ and $D>0$, which implies that $p(\lambda)$ also has two imaginary zeros $\lambda= \pm i \sqrt{-a(2 a-1)}$. In conclusion, in the 3-dimensional ( $\alpha, a, l$ )-parameter space there is a plane of saddle-node bifurcations given by $l=1$ and a line segment of Hopf-saddle-node bifurcations given by $(-\alpha, \alpha, 1)$ where $-\frac{1}{2}<\alpha<0$.

The possible unfoldings of the Hopf-saddle-node (HSN) bifurcation are presented in [22]. The HSN bifurcation is a codimension-2 bifurcation which forms an organizing centre in the 2-dimensional ( $a, l$ )-parameter plane. From the HSN point typically other bifurcation curves emanate, such as Hopf-Neĭmark-Sacker bifurcations which lead to quasi-periodic attractors. In addition, Shilnikov homoclinic bifurcations can occur subordinate to a HSN bifurcation [4]. In certain cases, Shilnikov homoclinic are associated with the existence of chaotic dynamics and strange attractors. The HSN bifurcation and related Shilnikov bifurcations occur in many atmospheric models [4, 6, 9, 24, 26].

We take cross sections in the parameter space by fixing $\alpha$ and study bifurcations and routes to chaos in the ( $a, l$ )-plane. The Lyapunov diagram in Fig. 1 shows a classification of the dynamical behaviour of the Topp model in different regions of the ( $a, l$ )-parameter plane where $\alpha=-0.2$ is kept fixed. The diagram suggests that periodic attractors and chaotic attractors with a positive Lyapunov exponent occur

Fig. 1 Lyapunov diagram of attractors for the Topp model as a function of the parameters $a$ and $l$, where $\alpha=-0.2$ is kept fixed. See Table 1 for the color coding. The Hopf-saddle-node bifurcation is located at the point $(a, l)=(0.2,1)$


Table 1 Color coding for the Lyapunov diagram presented in Fig. 1

| Color | Lyapunov exponents | Attractor type |
| :--- | :--- | :--- |
| Red | $0>\lambda_{1} \geq \lambda_{2} \geq \lambda_{3}$ | Stable equilibrium |
| Green | $0=\lambda_{1}>\lambda_{2}>\lambda_{3}$ | Periodic attractor (node) |
| Blue | $0=\lambda_{1}>\lambda_{2}=\lambda_{3}$ | Periodic attractor (focus) |
| Grey | $0=\lambda_{1}=\lambda_{2}>\lambda_{3}$ | 2-torus attractor |
| Black | $\lambda_{1}>0>\lambda_{2} \geq \lambda_{3}$ | Chaotic attractor |
| White |  | No attractor detected |

for regions in the parameter plane with positive Lebesgue measure. For other values of $-\frac{1}{2}<\alpha<0$ the Lyapunov diagrams look qualitatively similar (not shown) (Table 1).

Now we fix the parameters $\alpha=-0.2$ and $a=0.33$ and perform a more detailed bifurcation analysis by varying the parameter $l$. For $l=0.9999$ the equilibrium $E_{2,-}$ is stable. Continuation with decreasing $l$ shows that $E_{2,-}$ becomes unstable through a supercritical Hopf bifurcation which occurs for $l \approx 0.99852$. Next, we continue the periodic orbit born at the Hopf bifurcation. For $l \approx 0.995641$ the periodic orbit becomes unstable through a period doubling bifurcation. Presumably this is the first period doubling of an infinite cascade.

Continuation of the periodic orbit beyond the first period doubling bifurcation reveals the following phenomenon. The unstable periodic orbit bifurcates further through a rapid succession of saddle-node bifurcations. Presumably, infinitely many saddle-node bifurcations occur. The newly born periodic orbits themselves may bifurcate through period doubling bifurcations. Figure 2 shows a bifurcation diagram in which the period of the orbit is plotted as a function of the continuation parameter $l$. Clearly, the diagram suggests that the periods of the periodic orbits born through the saddle-node bifurcations tend to infinity.

Fig. 2 Bifurcation diagram of a stable periodic orbit born at a supercritical Hopf bifurcation. The periodic orbit becomes unstable through a period doubling bifurcation and then bifurcates further through a rapid succession of saddle-node bifurcations. The periods of the newly born (unstable) periodic orbits tend to infinity as $l \rightarrow l_{\infty} \approx 0.978$

Fig. 3 A periodic orbit of large period which is close to a Shilnikov homoclinic orbit formed by the intersection of 1-dimensional unstable manifold and the 2-dimensional stable manifold of the equilibrium $E_{2,+}$


The phenomenon depicted in Fig. 2 can be explained as follows. During the continuation the periodic orbits born through the saddle-node bifurcations become arbitrarily close to an equilibrium. Hence, this bifurcation sequence leads to a homoclinic orbit. Figure 3 shows a periodic orbit which has a striking resemblance to a Shilnikov homoclinic orbit which is formed by an intersection of the 1dimensional unstable manifold and the 2-dimensional stable manifold of the equilibrium $E_{2,+}$. Indeed, it is expected that these Shilnikov homoclinic orbits occur along a curve in the $(a, l)$-plane which emanates from the HSN bifurcation point [22]. Likewise, there may also be curve emanating from the HNS point along which there are Shilnikov homoclinic orbits which are formed by the 1-dimensional stable manifold and 2-dimensional unstable manifold of the equilibrium $E_{2,-}$. The numerical computation of these curves and performing a more detailed bifurcation analysis will be pursued in forthcoming work by the authors.

Finally, we explore the chaotic regime for $0.994775<l<0.993466$. From the flow of the Topp model we numerically compute a Poincaré map by computing the intersections of the integral curves with the plane $G=0.9$. Figure 4 shows a bifurcation diagram of the Poincaré map. The period doubling bifurcations of periodic attractors are clearly visible. After what is presumably an infinite cascade of period doublings we find chaotic attractors. Figure 5 shows a chaotic attractor for the parameter values $(\alpha, a, l)=(-0.2,0.35,0.994)$.

The attractor in Fig. 5 seems to have the geometric structure of a "fattened curve". In fact, we conjecture that the attractor is Hénon-like, which means that the attractor is the closure of the 1 -dimensional unstable manifold of a fixed point. For the classical Hénon map the existence of such attractors has been proven by [2]. Hénonlike attractors appear in many applications which range from climate models [6, 8] to control systems [21]. Their occurrence in the Topp model will be investigated in more detail by the authors in forthcoming work.

Fig. 4 Bifurcation diagram of attractors for the Poincaré map derived from the Topp model


Fig. 5 Chaotic attractor of the Poincaré map of the Topp model for the parameters $(\alpha, a, l)=$ ( $-0.2,0.35,0.994$ ). The inset shows a magnification of the attractor enclosed by the box
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#### Abstract

This paper briefly surveys age- and size- structured linear and nonlinear population models and reveals their practical meaning. It focuses on optimal control problems with two types of harvesting and their impact on the sustainable harvesting.
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## 1 Introduction

Various mathematical models have been suggested to capture population dynamics. PDE models are commonly used when age or size of individuals is relevant. They have been constantly extended to address practical needs, restrictions, and quotas. Sustainable harvesting is an important task in agriculture, aquaculture, forestry, fishery, and other applications. The paper aims to show relations between age- and size- structured models (Sect. 2).

[^1]Harvesting in populations often depends on age or size of individuals. Such harvesting models have been offered and analyzed since 1980s, see surveys in $[1,13,19]$, and references therein. Two types of harvesting control, harvesting rate and effort, and their practical relevance are analyzed in Sect. 3.

Finding effective harvesting regime in age- or size-structured population involves the optimal control of PDEs with two-dimensional controls and state constraints [13, 5, 9-17, 20, 23]. Analyzing optimal harvesting in linear and nonlinear population models, we explore the bang-bang form of the optimal harvesting and present applied interpretation of model assumptions and outcomes in Sect. 4.

## 2 Age- and Size-Dependent Population Models

The mathematical description of age- and size-structured populations has a long history, though the choice of the best model is still not always clear. Moreover, the relation between age and size in most biological populations is rather weak.

Let us briefly discuss connections and differences between two well-known linear PDE models.

The Lotka-McKendrick model describes the dynamics of an age-structured population under abundant resources [2, 10, 11, 13, 18, 19]

$$
\begin{align*}
& \frac{\partial x(t, a)}{\partial t}+\frac{\partial x(t, a)}{\partial a}=-\mu(t, a) x(t, a),  \tag{2.1}\\
& x(t, 0)=p(t), \quad x(0, a)=x_{0}(a), \quad a \in[0, A), \quad t \in[0, \infty) . \tag{2.2}
\end{align*}
$$

The function $x(t, a)$ represents the population density of individuals of age $a$ at time $t$ in the sense that the population size is given by $N(t)=\int_{0}^{A} x(t, a) d a$ at time $t$, where $A$ is the population maximum age. Then $\frac{\partial x(t, a)}{\partial a}$ is an "aging" term, $x_{0}(a)$ represents the population density at the initial moment, and $\mu(t, a)$ is the agespecific mortality rate. The influx of new individuals is determined by a fertility equation if the natural reproduction is allowed or by the density $p(t)$ of introduced new species in a fully managed population, in which all young individuals (trees, fish, etc.) are introduced from outside.

The related size-structured population model $[7,15]$ can be represented by

$$
\begin{align*}
& \frac{\partial x(t, l)}{\partial t}+\frac{\partial(g(t, l) x(t, l))}{\partial l}=-\mu(t, l) x(t, l),  \tag{2.3}\\
& g\left(t, l_{0}\right) x\left(t, l_{0}\right)=p(t), x(0, l)=x_{0}(l), l \in\left[l_{0}, l_{\max }\right], t \in[0, \infty) \tag{2.4}
\end{align*}
$$

where $x(t, l), \mu(t, l), p(t)$, and $x_{0}(l)$ have the same meaning as in the model (2.1)(2.2) but with respect to the size $l$ that can be viewed as an individual's length, diameter, weight, volume, or other physiological quantity. The total population size
at any time $t$ in (2.3)-(2.4) is $N(t)=\int_{l_{0}}^{l_{\text {max }}} x(t, l) d l$ and $\frac{\partial(g(t, l) x(t, l))}{\partial l}$ is a "growth" term. The growth rate $g(t, l)$ can be interpreted by $\int_{l_{1}}^{l_{2}} \frac{1}{g(t, l)} d l$ as the time during which an individual grows from size $l_{1}$ to $l_{2}$, with $l_{0} \leq l_{1} \leq l_{2} \leq l_{\max }$.

Equations (2.1)-(2.2) and (2.3)-(2.4) differ only by the presence of the growth rate $g(t, l)$. To justify $g$ in the initial condition (2.4), let us consider a relation among the functions $x(t, l), p(t)$, and $g(t, l)$ in a neighborhood of the initial time 0 . The size of new individuals changes as $\Delta l \approx g(t, l) \Delta t$ during a small time period $\Delta t$, while the age changes as $\Delta a=\Delta t$. Then, $\Delta x \approx x\left(t, l_{0}\right) \Delta l \approx x\left(t, l_{0}\right) g\left(t, l_{0}\right) \Delta t$. Furthermore, new individuals of size $l_{0}$ brought into the population during $\Delta t$ change their density by $\Delta x \approx p(t) \Delta t$ during $\Delta t$. Equating the last two statements we obtain (2.4). Similar reasoning explains the appearance of $g$ in the second term of (2.3).

We consider examples of optimal control in age- and size-structured population models with relevant applied interpretation in the following sections.

## 3 Harvesting Control

Rational harvesting in populations is one of the most common applied problems in forestry, fishery, and agriculture [1-7, 9, 13, 16, 17, 19-22]. Depending on practical needs, harvesting objectives vary significantly and may include recommending the maximum sustainable yield or profit, minimizing environmental damage, preventing population extinction, and other requirements. Dependence of a harvesting control $h$ on time, age, or size, or other factors greatly affects the investigation techniques. Let us consider two types of a two-dimensional harvesting control $h(t, a)$, the harvesting effort and rate.

Harvesting in fishery is often directly proportional to the density or abundance of a fish population. It can be measured by the overall effort of catching fish and the size of a stock.

Then the harvesting control $h(t, a)=u(t, a) x(t, a)$, where $u(t, a)$ is the harvesting effort that measures the expense made at time $t$ to harvest fish of age $a$ from all the available fish, and (2.1) can be extended to

$$
\begin{equation*}
\frac{\partial x(t, a)}{\partial t}+\frac{\partial x(t, a)}{\partial a}=-\mu(a) x(t, a)-u(t, a) x(t, a) . \tag{3.1}
\end{equation*}
$$

The model (3.1), (2.2) reflects the catch-per-unit-effort hypothesis and assumes the cost of harvesting to be proportional to the effort. In the case of a sole owner of a fish resource or in forestry, a certain portion of a population is harvested at a constant cost. Then the harvesting control $h(t, a)=u(t, a)$, where $u(t, a)$ is the harvesting
rate or intensity at age $a$ and time $t$, and the evolution equation (2.1) of a stock becomes

$$
\begin{equation*}
\frac{\partial x(t, a)}{\partial t}+\frac{\partial x(t, a)}{\partial a}=-\mu(a) x(t, a)-u(t, a) . \tag{3.2}
\end{equation*}
$$

The choice of a harvesting control is determined by the nature and objectives of a practical problem. The harvesting rate is commonly used in economics [11, 16], farming (agriculture, aquaculture), while the harvesting effort is preferred in modeling of wild populations, mostly forestry $[6,13,16,17,23]$ and fishing. The Gordon-Schaefer, Beverton-Holt, and other bioeconomic models of open-access commercial fishing use the effort as an endogenous control.

## 4 Optimization in Age-, Size-Structured Models

Harvesting problems have been intensively investigated in [1-3, 8-17], and others. The corresponding optimal control problems (OCPs) are constructed to find the most effective harvesting policy. Formulation of a detailed objective function with meaningful applied interpretation often poses more challenges than the choice of a model. Investigation steps in OCPs usually include extremum conditions, the existence and uniqueness of solutions, qualitative and quantitative analyses of optimal trajectories, bang-bang solutions, and sustainable development of a system. Their outcomes are important in development of rational harvesting strategy. We will focus on OCPs with two-dimensional controls implemented in the LotkaMcKendrick model and its nonlinear modifications and analyze different bang-bang solutions depending on what harvesting control, rate or effort, has been chosen.

### 4.1 Optimization in Age-Structured Models

Let us consider the OCP of maximizing the harvesting profit in (3.1), (2.2).

$$
\begin{align*}
& \max _{u, p, x} I=\max _{u, p, x} \int_{0}^{T} e^{-r t}\left[\int_{0}^{A} c(t, a) u(t, a) x(t, a) d a-b(t) p(t)\right] d t  \tag{4.1}\\
& 0 \leq u(t, a) \leq u_{\max }, \quad 0 \leq p(t) \leq p_{\max }, \quad x(t, a) \geq 0 \tag{4.2}
\end{align*}
$$

where, $u \in L^{\infty}([0, T) \times[0, A)), p \in L^{\infty}[0, T)$, and $x_{0} \in L^{\infty}[0, A), x \in$ $C\left([0, T), L^{\infty}[0, A)\right)$. In this OCP $c(t, a)$ is the unit price of the harvesting output, $b(t)$ is the price of introduced individuals, and $e^{-r t}$ is the discounting factor. The functional (4.1) describes the present value of the profit as the difference of harvesting revenue and operating costs to bring new individuals.

An important feature of harvesting optimization models is the occurrence of bang-bang solutions. A bang-bang optimal control is a solution $u$ that switches between the boundaries 0 and $u_{\max }$ of the constraint-inequality $0 \leq u \leq u_{\max }$. The strong bang-bang principle defines conditions under which the optimal control takes only boundary values, while the weak bang-bang principle allows $u$ to take interior values.

The strong bang-bang principle [10] for the OCP (4.1), (3.1), (4.2), (2.2), shows that the optimal harvesting effort $u(t, a)$ is of the form

$$
u^{\star}(t, a)= \begin{cases}0, & 0 \leq a<a^{\star}(t),  \tag{4.3}\\ u_{\max }, & a^{\star}(t) \leq a \leq A,\end{cases}
$$

if

$$
\begin{equation*}
\frac{\partial c}{\partial a}>0 \tag{4.4}
\end{equation*}
$$

The strong bang-bang principle also occurs in the OCP (4.2), (4.1), (2.2) in the following nonlinear Gurtin-McCamy model

$$
\begin{equation*}
\frac{\partial x(t, a)}{\partial t}+\frac{\partial x(t, a)}{\partial a}=-\mu(E(t), a) x(t, a)-u(t, a) x(t, a), \tag{4.5}
\end{equation*}
$$

where $E(t)$ reflects the environmental impact and intensity of the intra-specific competition. In this model the key assumptions are

$$
\begin{equation*}
\frac{\partial c}{\partial a}>0, \quad \frac{\partial \mu}{\partial E} \geq 0, \quad \frac{\partial \mu}{\partial a} \geq 0 \tag{4.6}
\end{equation*}
$$

The dependence of the mortality rate $\mu(E, a)$ on $E(t)$ reflects the intra-species competition. This is a common example of the non-local nonlinearity that represents non-local effects in the population. Although conditions (4.6) are stronger than condition (4.4), they are still realistic and reflect the increase of profit with individual's age and increase of the mortality caused by both, age and intra-species competition.

The age-structured population models with controlled harvesting rate are more natural in real applications, especially in forestry, though they lead to additional mathematical challenges caused by the active state constraint $x \geq 0$. The optimal control in the Lotka-McKendrik model (3.2) and (2.2) with two-dimensional optimal harvesting rate $u(t, a)$ and the objective

$$
\begin{equation*}
\max _{u, p, x} I=\max _{u, p, x} \int_{0}^{T} e^{-r t}\left[\int_{0}^{A} c(t, a) u(t, a) d a-b(t) p(t)\right] d t \tag{4.7}
\end{equation*}
$$

takes the bang-bang form

$$
u^{\star}(t, a)= \begin{cases}0, & 0 \leq a<a^{\star}(t)  \tag{4.8}\\ u_{\max }, & a^{\star}(t) \leq a \leq a_{e},(t), \\ 0, & a_{e}(t)<a \leq A,\end{cases}
$$

under restrictions

$$
\begin{equation*}
u_{\max } \gg 1 \quad \text { and } \quad \int_{0}^{A} c(t, a) e^{-\int_{0}^{a} \mu(t, \xi) d \xi} d a>b(t), \quad t \in[0, \infty) \tag{4.9}
\end{equation*}
$$

where $0 \leq a^{\star}(t)<a_{e}(t)<A$, and the endogenous age $a_{e}(t)$ is determined from the condition $x\left(t, a_{e}(t)\right)=0$ for each $t$.

The bang-bang (4.8) in the model with harvesting intensity is qualitatively different from the corresponding one (4.3) in the models with controlled effort. It states that the optimal strategy is to harvest individuals older than $a^{\star}(t)$ but younger than $a_{e}(t)$, that is, before they reach the maximum age $A$. This policy is more realistic than (4.3). For instance, in forestry, old trees, that do not have any market value, provide nutrition for younger trees when they die.

### 4.2 Optimization in Size-Structured Models

The existence of bang-bang solutions has been proven for some OCPs in sizestructured models. Let us consider the following OCP in a Gurtin-McCamy model of forest management with a two-dimensional harvesting effort $u(t, l)$ that aims to find the functions $x(t, l), u(t, l), E(t), p(t)$ for $t \in[0, \infty), l \in\left[l_{0}, l_{m}\right]$, that maximize

$$
\begin{equation*}
\max _{u, p, x, E} J=\int_{0}^{\infty} e^{-r t}\left\{\int_{l_{0}}^{l_{m}} c(t, l) u(t, l) x(t, l) d l-k(t) p(t)\right\} d t \tag{4.10}
\end{equation*}
$$

subject to the following constraints:

$$
\begin{align*}
& \left.\frac{\partial x(t, l)}{\partial t}+\frac{\partial(g(E(t), l) x(t, l))}{\partial l}=-\mu(E(t), l) x(t, l)\right)-u(t, l) x(t, l),  \tag{4.11}\\
& E(t)=\chi \int_{l_{0}}^{l_{m}} l^{2} x(t, l) d l, \quad g\left(E(t), l_{0}\right), x\left(t, l_{0}\right)=p(t)  \tag{4.12}\\
& 0 \leq u(t, l) \leq u_{\max }, \quad x(0, l)=x_{0}(l), \quad l \in\left[l_{0}, l_{m}\right], \quad t \in[0, \infty) \tag{4.13}
\end{align*}
$$

A forest is a renewable resource, which provides timber, offers recreation facilities, mitigates climate change, and improves air quality. Human intervention, natural disturbances, and climate change may cause irreversible and unfavorable changes
in the forest dynamics. Therefore, modeling in forestry is vital to understand the dynamics of its development and predict negative consequences of climate change and human interaction.

The size of trees better suits biological and economic needs than their age. In applications to forestry, parameters and state variables of the model (4.10)-(4.13) are taken as follows: $l$ is the tree diameter at breast height, $x(t, l)$ is the density of size-structured trees at time $t, E(t)$ reflects the environmental impact and intraspecific competition, $p(t)$ is the flux of young trees planted, and $\chi$ is a parameter related to a specific type of tree. The objective is to maximize the profit from logging. The OCP (4.10)-(4.13) introduced in [14] is a simplified version of a larger problem that maximizes profit from timber production and carbon sequestration studied in [9,15-17]. The problem is of great importance in countries where forestry farms are compensated for keeping trees that sequester carbon from the atmosphere and store it in their trunks. Calibration of obtained theoretical outcomes from data on a Pinus Sylvestris forest in Catalonia, Spain, show good applicability of the model. It is shown in [9] and references therein that effects of climate change on a Pinus forest development can be captured by the growth rate

$$
\begin{equation*}
g(E, l)=\left(l_{m}-l\right) \hat{g}(E), \quad \hat{g}(E)=\left(\beta_{0}-\beta_{1}\right) E, \quad \beta_{0}>0, \tag{4.14}
\end{equation*}
$$

where $\beta_{0}$ and $\beta_{1}$ are parameters related to different climate change scenarios.
Assuming the growth rate (4.14) and

$$
\begin{equation*}
\frac{\partial c(t, l)}{\partial l}>0, \quad \frac{\partial \mu(E, l)}{\partial E} \geq 0, \quad \frac{\partial \mu(E, l)}{\partial l} \geq 0 \tag{4.15}
\end{equation*}
$$

the optimal control $u^{\star}(t, l)$ in OCP (4.10)-(4.13) has the following form

$$
u^{\star}(t, l)= \begin{cases}0, & l_{0} \leq l<l^{\star}(t)  \tag{4.16}\\ u_{\max }, & l^{\star}(t) \leq l \leq l_{m}\end{cases}
$$

with, at most, one switching size $l^{\star}(t), l_{0} \leq l^{\star}(t) \leq l_{m}, t \in[0, \infty)$.
Conditions (4.15) are similar to conditions (4.6) and have a similar applied interpretation. The bang-bang solution (4.16) is similar to (4.3) and justifies advantages of selective harvesting over clear cutting for sustainable forest development, which is in agreement with reality. Even countries that have a mandatory clear-cutting regime in forestry tend to change the law.

The optimal control for the linear size-structured model with controlled harvesting rate and natural reproduction was proven to be bang-bang in [11]. The nonlinear case remains an open question.
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#### Abstract

An integral representation formula in terms of the bi-Laplacian operator is obtained and Dirichlet problem for the bi-Poisson equation is solved in Clifford analysis.
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## 1 Introduction

Many problems in science and engineering are modeled via boundary value problems for partial differential equations. Methods of complex function theory, Cauchy-Pompeiu type integral representation formulas in particular, serve as an efficient tool in solving such problems in the plane. Clifford analysis is developed as a generalization of complex function theory to the higher dimensions and many properties of the complex function theory are maintained, see $[2-4,6-11,13,15-$ 18].

In this article, we study the integral representation formulas related to Laplacian and bi-Laplacian operators to investigate the solution of the Dirichlet problems for inhomogeneous harmonic and biharmonic equations which are connected to the elasticity and shell theory models. In [3, 4], some representations in terms of powers of Dirac operator and Laplacian are introduced with integral operators providing particular solutions of higher-order Poisson and Dirac equations. The

[^2]Dirichlet problem for the Poisson equation was studied and higher order boundary value problems were investigated for Clifford-valued functions in [12, 14]. In [1], a complex Clifford algebra form of an integral representation in terms of the Laplacian for universal Clifford algebra valued functions studied in [20], is presented and Dirichlet problem for Poisson equation is solved. Our first aim is to rewrite that formula to apply the iteration procedure in a natural way leading to a higher order kernel function and higher order Cauchy-Pompeiu type integral representation. In [1], a second-order Green type function is introduced with some of its properties and Dirichlet problem is solved for biharmonic equation. Another aim of the current paper is to present a representation formula with regard to the inhomogeneous Dirichlet problem for the bi-Poisson equation and to find the unique solution of the corresponding Dirichlet problem.

The preliminary results on basic concepts and integral representations in Clifford analysis are given in the next section. In Sect. 3, Dirichlet problems for inhomogeneous harmonic and biharmonic equations are studied.

## 2 Integral Representations in Complex Clifford Algebra $\mathbb{C}_{m}$

In this section, firstly some preliminary concepts and results on functions in Clifford analysis are given. Then, Green-Gauss theorem, Cauchy-Pompeiu type representation and integral representation related to Laplace operator are presented. For a detailed information on Clifford algebra and Clifford analysis, see [9, 11, 13].

Any $x=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}$ is represented as $x=\sum_{k=1}^{m} x_{k} e_{k}$ with $\left\{e_{k}: 1 \leq\right.$ $k \leq m\}$ being an orthonormal basis for $m \geq 2$. The multiplication

$$
\begin{equation*}
e_{j} e_{k}+e_{k} e_{j}=-2 \delta_{j k} \quad 1 \leq j, k \leq m \tag{2.1}
\end{equation*}
$$

and the unit element $e_{0}=1$ lead to a $2^{m}$-dimensional real linear, associative and non-commutative (universal) Clifford algebra $\mathbb{R}_{0, m}$.

For $a_{A} \in \mathbb{R}$, any $a \in \mathbb{R}_{0, m}$ may be written as $a=\sum_{A} a_{A} e_{A}$ where

$$
\begin{gathered}
e_{A}=e_{0}=1 \text { if } A=\emptyset \\
e_{A}=e_{\alpha_{1}} e_{\alpha_{2}} \ldots e_{\alpha_{k}} \text { if } A=\left\{\alpha_{1}, \alpha_{2}, \ldots \alpha_{k}\right\} \subseteq\{1,2, \ldots, m\}
\end{gathered}
$$

with $1 \leq \alpha_{1}<\alpha_{2}<\cdots<\alpha_{k} \leq m$. Any $x=\left(x_{0}, x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m+1}$ is written as

$$
x=x_{0} e_{0}+\sum_{k=1}^{m} x_{k} e_{k} .
$$

If $a_{A} \in \mathbb{C}$, the corresponding algebra is denoted as $\mathbb{C}_{m}$ and called as complex Clifford algebra. The complex conjugate of $a=\sum_{A} a_{A} e_{A}, a_{A} \in \mathbb{C}$ is given by $\bar{a}=\sum_{A} \bar{a}_{A} \bar{e}_{A}$ where

$$
\overline{e_{0}}=e_{0}=1, \overline{e_{k}}=-e_{k}, \quad 1 \leq k \leq m,
$$

$\overline{e_{A}}=\bar{e}_{\alpha_{k}} \bar{e}_{\alpha_{k-1}} \ldots \bar{e}_{\alpha_{1}}$ and $\overline{e_{A} e_{B}}=\overline{e_{B} e_{A}} \cdot|a|:=\left(\sum_{A}\left|a_{A}\right|^{2}\right)^{1 / 2}$ is a norm for $a=$ $\sum_{A} a_{A} e_{A} \in \mathbb{C}_{m}$ with $|a|_{0}=2^{m / 2}|a|$ is an algebra norm.

For a complex valued function $f_{A}(z)$ defined in a domain $D$ of $\mathbb{R}^{m+1}$, a $\mathbb{C}_{m^{-}}$ valued function $f$ has the form $f(z)=\sum_{A} f_{A}(z) e_{A}$.

The Dirac operator $\partial$, its complex conjugate operator $\bar{\partial}$ and the Laplace operator $\Delta$ are given by

$$
\partial:=\sum_{k=1}^{m} e_{k} \partial_{x_{k}}, \bar{\partial}:=\sum_{k=1}^{m} \overline{e_{k}} \partial_{x_{k}}=\partial_{x_{1}}-\sum_{k=2}^{m} e_{k} \partial_{x_{k}}, \Delta=\partial \bar{\partial}=\bar{\partial} \partial=\sum_{k=1}^{m} \frac{\partial^{2}}{\partial x_{k}^{2}} .
$$

For $f=\sum_{A} f_{A} e_{A}$,

$$
\begin{aligned}
& \partial f=\sum_{k=1}^{m} \sum_{A} e_{k} e_{A} \frac{\partial f_{A}}{\partial x_{k}}, \quad f \partial=\sum_{k=1}^{m} \sum_{A} e_{A} e_{k} \frac{\partial f_{A}}{\partial x_{k}}, \\
& \bar{\partial} f=\sum_{k=1}^{m} \sum_{A} \overline{e_{k}} e_{A} \frac{\partial f_{A}}{\partial x_{k}}, \quad f \bar{\partial}=\sum_{k=1}^{m} \sum_{A} e_{A} \overline{e_{k}} \frac{\partial f_{A}}{\partial x_{k}}
\end{aligned}
$$

hold. It can be seen that

$$
\begin{gathered}
\partial z=z \partial=2-m, \quad \partial \bar{z}=\bar{z} \partial=m, \\
\partial|z|^{\alpha}=|z|^{\alpha} \partial=\alpha|z|^{\alpha-2} z, \quad \bar{\partial}|z|^{\alpha}=|z|^{\alpha} \bar{\partial}=\alpha|z|^{\alpha-2} \bar{z}, \\
\partial\left(\bar{z}^{k}+z^{k}\right)=\left(\bar{z}^{k}+z^{k}\right) \partial=2 k \bar{z}^{k-1}, \\
\partial\left(\frac{\bar{z}}{|z|^{m}}\right)=\frac{\bar{z}}{|z|^{m}} \partial=0
\end{gathered}
$$

hold, see $[3,9,11]$ for other properties.
The following Clifford algebra version of the Gauss theorem is the basis of the representation formulas for $\mathbb{C}_{m}$-valued functions, see $[3,4,6]$.

Theorem 2.1 (Gauss Theorem) Let $f, g \in C^{1}\left(D ; \mathbb{C}_{m}\right) \cap C\left(\bar{D} ; \mathbb{C}_{m}\right)$. Then

$$
\begin{aligned}
& \int_{D}((f \partial) g+f(\partial g)) d v=\int_{\partial D} f d \vec{\sigma} g \\
& \int_{D}((f \bar{\partial}) g+f(\bar{\partial} g)) d v=\int_{\partial D} f d \overline{\bar{\sigma}} g
\end{aligned}
$$

where $d v$ denotes the volume element of $D$, d $\sigma$ the area element of $\partial D, n=$ $\left(n_{1}, n_{2}, \ldots, n_{m}\right)$ the outward directed normal vector on $\partial D, \vec{n}=\sum_{\mu=1}^{m} n_{\mu} e_{\mu}$ the corresponding element in $\mathbb{C}_{m}, d \vec{\sigma}=d \sigma \vec{n}$ the directed area element on $\partial D$ and $d \overline{\vec{\sigma}}=d \sigma \overline{\vec{n}}$ its complex conjugate.

In the following subsection, we present the integral representation formula including the Dirac operator.

### 2.1 Dirac Equation

The Gauss theorem directly implies the Cauchy-Pompeiu representation formulae which are related to the Dirac operator, see [5, 9].

Theorem 2.2 (Cauchy-Pompeiu Type Representations) Any $w \in C^{1}\left(D ; \mathbb{C}_{m}\right) \cap$ $C\left(\bar{D} ; \mathbb{C}_{m}\right)$ can be represented as

$$
\begin{equation*}
w(z)=\frac{1}{\omega_{m}} \int_{\partial D} \frac{\overline{\zeta-z}}{|\zeta-z|^{m}} d \vec{\sigma}(\zeta) w(\zeta)-\frac{1}{\omega_{m}} \int_{D} \frac{\overline{\zeta-z}}{|\zeta-z|^{m}} \partial w(\zeta) d v(\zeta) \tag{2.2}
\end{equation*}
$$

or

$$
\begin{equation*}
w(z)=\frac{1}{\omega_{m}} \int_{\partial D} \frac{\zeta-z}{|\zeta-z|^{m}} d \overline{\vec{\sigma}}(\zeta) w(\zeta)-\frac{1}{\omega_{m}} \int_{D} \frac{\zeta-z}{|\zeta-z|^{m}} \bar{\partial} w(\zeta) d v(\zeta) \tag{2.3}
\end{equation*}
$$

Here $\omega_{m}$ denotes the area of the unit sphere in $\mathbb{R}^{m}$.
The volume integral appearing in the formula (2.2) provides a particular solution to the inhomogeneous Dirac equation $\partial w=f$ in $D$ which leads to the Teodorescu transform over $D$

$$
\begin{equation*}
T f(z)=-\frac{1}{\omega_{m}} \int_{D} \frac{\overline{\zeta-z}}{|\zeta-z|^{m}} f(\zeta) d v(\zeta) \tag{2.4}
\end{equation*}
$$

Complex plane analogue of this operator is the well-known Pompeiu operator which was extensively investigated by Vekua [19] in the theory of generalized analytic functions.

In the next subsections, we give the representation formulae in terms of Laplacian and bi-Laplacian operators.

### 2.2 Poisson Equation

A representation formula related to the Laplacian $\Delta$ is obtained by iterating the formulas (2.2) and (2.3) properly, see [2].

Theorem 2.3 Let $D$ be a bounded and smooth domain and $w \in C^{2}\left(D ; \mathbb{C}_{m}\right) \cap$ $C^{1}\left(\bar{D} ; \mathbb{C}_{m}\right)$. Then for $z \in D$,

$$
\begin{align*}
w(z)= & \frac{1}{\omega_{m}} \int_{\partial D} \frac{\overline{\zeta-z}}{|\zeta-z|^{m}} d \vec{\sigma}(\zeta) w(\zeta)-\frac{1}{\omega_{m}} \int_{\partial D} \frac{|\zeta-z|^{2-m}}{2-m} d \overline{\vec{\sigma}(\zeta)} \partial w(\zeta) \\
& +\frac{1}{\omega_{m}} \int_{D} \frac{|\zeta-z|^{2-m}}{2-m} \Delta w(\zeta) d v(\zeta) . \tag{2.5}
\end{align*}
$$

A higher-order representation formula involving $k$ th powers of Laplacian $\Delta^{k}$ in various dimension cases is given in $[3,5]$ via iterating the formula (2.5) inductively. With regard to the Dirichlet problem for the Poisson equation, the representation formula (2.5) is not suitable. A variant of the formula (2.5) is needed.

In the unit ball $\mathbb{B}_{m}$ of $\mathbb{R}^{m}$ for $m \geq 3$, an integral representation formula in terms of Laplacian is given by Zhang [20] for functions with values in universal Clifford algebra using a Green-type kernel function. A complex Clifford algebra analogue of a Green-type function and a representation formula in terms of the Laplacian for $\mathbb{C}_{m}$-valued functions in $\mathbb{B}_{m}$ studied in [1] are revisited below.

Definition 2.4 The function

$$
\begin{equation*}
G_{1}(z, \zeta)=\frac{1}{|\zeta-z|^{m-2}}-\frac{1}{|z| \zeta\left|-\frac{\zeta}{|\zeta|}\right|^{m-2}}, \quad z, \zeta \in \mathbb{B}_{m}, z \neq \zeta \tag{2.6}
\end{equation*}
$$

is called the Green-type function for the unit ball $\mathbb{B}_{m}$.
Remark 2.5 By direct calculation, it can be observed that $G_{1}(z, \zeta)$ is a fundamental solution to the Laplace operator satisfying the following properties:

- $\Delta G_{1}(z, \zeta)=0, z \in \mathbb{B}_{m} \backslash\{\zeta\}$,
- $G_{1}(z, \zeta)=G_{1}(\zeta, z)$ for $z \neq \zeta, z, \zeta \in \mathbb{B}_{m}$,
- $G_{1}(z, \zeta)=0$ for $\zeta \in \partial \mathbb{B}_{m}, z \in \mathbb{B}_{m}$,
- $\partial G_{1}=G_{1} \partial$ and $\bar{\partial} G_{1}=G_{1} \bar{\partial}$,
where $\partial \mathbb{B}_{m}$ is the unit sphere.
The following theorem is the revised version of the one given in [1].
Theorem 2.6 Any $w \in C^{2}\left(\mathbb{B}_{m} ; \mathbb{C}_{m}\right) \cap C^{1}\left(\overline{\mathbb{B}}_{m} ; \mathbb{C}_{m}\right), z \in \mathbb{B}_{m}$ can be represented as

$$
\begin{equation*}
w(z)=\frac{1}{2 \omega_{m}} \int_{\partial \mathbb{B}_{m}} \partial_{\nu} G_{1}(z, \zeta) w(\zeta) d \sigma(\zeta)+\frac{1}{(2-m) \omega_{m}} \int_{\mathbb{B}_{m}} G_{1}(z, \zeta) \Delta w(\zeta) d v(\zeta) \tag{2.7}
\end{equation*}
$$

where $\partial_{\nu} G_{1}=\left(\partial G_{1}\right) \bar{\zeta}+\left(\bar{\partial} G_{1}\right) \zeta=2 \frac{1-|z|^{2}}{|\zeta-z|^{m}}$ for $|z|<1, \zeta \in \partial \mathbb{B}_{m}$.
For the proof see [1].

### 2.3 Second-Order Poisson Equation

In [1], a second order Green function is defined by

$$
G_{2}(z, \zeta)=\int_{\mathbb{B}_{m}} G_{1}(z, \tilde{\zeta}) G_{1}(\tilde{\zeta}, \zeta) d v(\tilde{\zeta})
$$

$G_{2}(z, \zeta)$ has the following properties:

- $\Delta^{2} G_{2}(z, \zeta)=0$ in $\mathbb{B}_{m} \backslash\{\zeta\}$ for any $\zeta \in \mathbb{B}_{m}$,
- $G_{2}(z, \zeta)=G_{2}(\zeta, z)$,
- $G_{2}(z, \zeta)=0$ and $\Delta G_{2}(z, \zeta)=0$ for $\zeta \in \partial \mathbb{B}_{m}, z \in \mathbb{B}_{m}$,
- $\partial G_{2}=G_{2} \partial$ and $\bar{\partial} G_{2}=G_{2} \bar{\partial}$,
where $G_{1}$ is given by (2.6).
An integral representation formula in terms of bi-Laplacian $\Delta^{2}$ can be obtained by iteration the formula (2.7) in a proper way:
Theorem 2.7 Any $w \in C^{4}\left(\mathbb{B}_{m} ; \mathbb{C}_{m}\right) \cap C^{2}\left(\overline{\mathbb{B}}_{m} ; \mathbb{C}_{m}\right), z \in \mathbb{B}_{m}$ can be represented as

$$
\begin{align*}
w(z)= & \frac{1}{2(2-m) \omega_{m}} \int_{\partial \mathbb{B}_{m}}\left[(2-m) \partial_{\nu} G_{1}(z, \zeta) w(\zeta)+\partial_{\nu} G_{2}(z, \zeta) \Delta w(\zeta)\right] d \sigma(\zeta) \\
& +\frac{1}{(2-m) \omega_{m}} \int_{\mathbb{B}_{m}} G_{2}(z, \zeta) \Delta^{2} w(\zeta) d v(\zeta) \tag{2.8}
\end{align*}
$$

## Proof Observe that

$$
\begin{aligned}
& \int_{\mathbb{B}_{m}} G_{2}(z, \zeta) \Delta^{2} w(\zeta) d v(\zeta) \\
= & \frac{1}{2} \int_{\mathbb{B}_{m}}\left[\left(G_{2} \partial\right) \partial \bar{\partial}^{2} w(\zeta)+G_{2} \Delta^{2} w(\zeta)+\left(G_{2} \bar{\partial}\right) \partial^{2} \bar{\partial} w(\zeta)\right] d v(\zeta) \\
& +\frac{1}{2} \int_{\mathbb{B}_{m}}\left[G_{2} \Delta^{2} w(\zeta)-\left(\bar{\partial} G_{2} \partial\right) \Delta w(\zeta)-\bar{\partial} G_{2}(\partial \Delta w(\zeta))\right] d v(\zeta) \\
& -\frac{1}{2} \int_{\mathbb{B}_{m}}\left[\left(\partial G_{2} \bar{\partial}\right) \Delta w(\zeta)+\partial G_{2}(\bar{\partial} \Delta w(\zeta))-2 \Delta G_{2} \Delta w(\zeta)\right] d v(\zeta) .
\end{aligned}
$$

Gauss theorem implies

$$
\begin{gathered}
\int_{\mathbb{B}_{m}} G_{2}(z, \zeta) \Delta^{2} w(\zeta) d v(\zeta)=\frac{1}{2}\left(\int_{\partial \mathbb{B}_{m}} G_{2} d \vec{\sigma} \partial \bar{\partial}^{2} w(\zeta)+\int_{\partial \mathbb{B}_{m}} G_{2} d \overline{\vec{\sigma}} \partial^{2} \bar{\partial} w(\zeta)\right) \\
-\frac{1}{2}\left(\int_{\partial \mathbb{B}_{m}} \partial G_{2} d \overline{\vec{\sigma}} \Delta w(\zeta)-\int_{\partial \mathbb{B}_{m}} \bar{\partial} G_{2} d \vec{\sigma} \Delta w(\zeta)\right)+\int_{\mathbb{B}_{m}} G_{1}(z, \zeta) \Delta w(\zeta) d v(\zeta) \\
\quad=\frac{1}{2} \int_{\partial \mathbb{B}_{m}} \partial_{\nu} G_{2}(z, \zeta) \Delta w(\zeta) d \sigma(\zeta)+\int_{\mathbb{B}_{m}} G_{1}(z, \zeta) \Delta w(\zeta) d v(\zeta)
\end{gathered}
$$

Using Theorem 2.6 gives the required result.

## 3 Dirichlet Problem

In this section, firstly we present the solution of the Dirichlet problem for Poisson equation given in [1] and then introduce the solution of the Dirichlet problem for inhomogeneous biharmonic equation. For the solution of the bi-Poisson equation under homogeneous Dirichlet conditions, we refer the reader to [1].

The representation (2.7) is used to solve the following Dirichlet boundary value problem for the Poisson equation [1]. This problem is solved for functions in universal Clifford algebra in [20].

Theorem 3.1 Dirichlet problem for the Poisson equation

$$
\Delta w=f \text { in } \mathbb{B}_{m} \quad w=g \text { on } \partial \mathbb{B}_{m}
$$

for $f \in L^{1}\left(\mathbb{B}_{m} ; \mathbb{C}_{m}\right)$ and $g \in C\left(\partial \mathbb{B}_{m} ; \mathbb{C}_{m}\right)$ is uniquely solvable. The solution is given by

$$
\begin{equation*}
w(z)=\frac{1}{2 \omega_{m}} \int_{\partial \mathbb{B}_{m}} \partial_{\nu} G_{1}(z, \zeta) g(\zeta) d \sigma(\zeta)+\frac{1}{(2-m) \omega_{m}} \int_{\mathbb{B}_{m}} G_{1}(z, \zeta) f(\zeta) d v(\zeta) . \tag{3.1}
\end{equation*}
$$

In the case of inhomogeneous biharmonic equation, Dirichlet problem is solved by employing the representation (2.8).

Theorem 3.2 Dirichlet problem for the bi-Poisson equation

$$
\Delta^{2} w=f \text { in } \mathbb{B}_{m} \quad w=g_{1}(z), \Delta w=g_{2}(z) \text { on } \partial \mathbb{B}_{m}
$$

for $f \in L^{1}\left(\mathbb{B}_{m} ; \mathbb{C}_{m}\right), g_{1}, g_{2} \in C\left(\partial \mathbb{B}_{m} ; \mathbb{C}_{m}\right)$, is uniquely solvable. The solution is given by

$$
\begin{align*}
& w(z)=\frac{1}{2 \omega_{m}} \int_{\partial \mathbb{B}_{m}} \partial_{\nu} G_{1}(z, \zeta) g_{1}(\zeta) d \sigma\left(\zeta+\frac{1}{2(2-m) \omega_{m}} \int_{\partial \mathbb{B}_{m}} \partial_{\nu} G_{2}(z, \zeta) g_{2}(\zeta) d \sigma(\zeta)\right. \\
& \quad+\frac{1}{(2-m) \omega_{m}} \int_{\mathbb{B}_{m}} G_{2}(z, \zeta) f(\zeta) d v(\zeta) \tag{3.2}
\end{align*}
$$

Proof Trivially, $w(z)$ is a solution of $\Delta^{2} w=f$. It can be observed that

$$
\lim _{z \rightarrow z_{0}} \frac{1}{\omega_{m}} \int_{\partial \mathbb{B}_{m}} \partial_{\nu} G_{1}(z, \zeta) g(\zeta) d \sigma(\zeta)=g\left(z_{0}\right)
$$

holds for $z_{0} \in \partial \mathbb{B}_{m}, g \in C\left(\partial \mathbb{B}_{m} ; \mathbb{C}_{m}\right)$. Since

$$
\Delta w(z)=\frac{1}{\omega_{m}} \int_{\partial \mathbb{B}_{m}} \partial_{\nu} G_{1}(z, \zeta) g_{2}(\zeta) d \sigma(\zeta)+\frac{1}{(2-m) \omega_{m}} \int_{\mathbb{B}_{m}} G_{1}(z, \zeta) f(\zeta) d v(\zeta)
$$

we have

$$
\lim _{z \rightarrow z_{0}} w(z)=g_{1}\left(z_{0}\right), \lim _{z \rightarrow z_{0}} \Delta w(z)=g_{2}\left(z_{0}\right)
$$

for $z_{0} \in \partial \mathbb{B}_{m}$. Thus the proof is completed.
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#### Abstract

In this presentation we discuss the Schwarz problem in a ring domain. After the preliminaries we have taken the inhomogeneous Cauchy-Riemann equation with revised boundary conditions. In the next section we give the unique solution of the Schwarz problem for generalized Beltrami equation in a ring domain using Fredholm alternative.


Keywords Schwarz problem • Ring domain • Integral representations
Mathematics Subject Classification (2010) Primary 32A26, 32W50; Secondary 30E25

## 1 Introduction

Many researchers have been attracted by the boundary value problems in $\mathbb{C}$ in various types of domains, see for example [1-5] and the references in them. In this note we revisit the Schwarz problem in a ring domain which was studied previously, [7].

In the next section we collect the relevant information for this subject. Section 3 is reserved for a Schwarz problem for inhomogeneous Cauchy-Riemann equation in a ring domain having slightly different boundary conditions than [7] has. In the final section the Schwarz problem for generalized Beltrami equations are investigated.

[^3]
## 2 Preliminaries

One of the main tools to derive the solutions of boundary value problems is to construct a suitable integral representation for a function $w \in \mathbb{C}(D)$. Starting with Gauss Theorem

$$
\int_{D} w_{z}(z) d x d y=\frac{1}{2 i} \int_{\partial D} w(z) d z
$$

where $w \in C^{1}(D ; \mathbb{C}) \cap C(\bar{D} ; \mathbb{C})$ in a regular domain D , we obtain the CauchyPompeiu representation

$$
\begin{equation*}
w(z)=\frac{1}{2 \pi i} \int_{\partial D} w(\zeta) \frac{d \zeta}{\zeta-z}-\frac{1}{\pi} \int_{D} w_{\bar{\zeta}}(\zeta) \frac{d \xi d \eta}{\zeta-z}, \quad z \in D \tag{2.1}
\end{equation*}
$$

which may be used to solve Dirichlet type boundary value problems.
From Eq. (2.1) we may derive

$$
\begin{align*}
w(z) & =\frac{1}{2 \pi i} \int_{\partial \mathbb{D}} \operatorname{Rew}(\zeta) \frac{\zeta+z}{\zeta-z} \frac{d \zeta}{\zeta}+i \operatorname{Im} w(0) \\
& -\frac{1}{2 \pi} \int_{\mathbb{D}}\left[\frac{w_{\bar{\zeta}}(\zeta)}{\zeta} \frac{\zeta+z}{\zeta-z}+\frac{\overline{w_{\bar{\zeta}}(\zeta)}}{\bar{\zeta}} \frac{1+z \bar{\zeta}}{1-z \bar{\zeta}}\right] d \xi d \eta \tag{2.2}
\end{align*}
$$

for the unit disc $\mathbb{D} \subset \mathbb{C}$. Equation (2.2) is called as Cauchy-Schwarz - Pompeiu formula which may be employed to derive the solution of Schwarz problem stated as:
"Find the function $w(z)$ satisfying

$$
w_{\bar{z}}=f(z) \text { in } \mathbb{D}, \operatorname{Rew}(z)=\gamma(z) \text { on } \partial \mathbb{D} \text { and } \frac{1}{2 \pi i} \int_{|z|=1} \operatorname{Im} w(\zeta) \frac{d \zeta}{\zeta}=c
$$

where $f \in L^{p}(\mathbb{D}), p \geq 1, \gamma \in C(\partial \mathbb{D} ; \mathbb{R})$ and $c$ is a given arbitrary number."
Besides the boundary value problem defined above, a variety of related boundary value problems are investigated in various types of domains. Several people have treated the problem in a ring domain $R=\{z: r<|z|<1\}$, see for example Vaitekhovich [7, 8].

Our aim in this paper is to discuss the Schwarz problem in R which have slightly revised conditions compared with Vaitekhovich [7].

## 3 Schwarz Problem for Inhomogeneous Cauchy-Riemann Equations

We start with the Schwarz problem for homogeneous Cauchy-Riemann equations in a ring domain, which was defined as
"Find an analytic function $w$ in $R$ satisfying

$$
\operatorname{Rew}(z)=\gamma(z) \text { on } \partial R, \frac{1}{2 \pi i} \int_{|\zeta|=\rho} \operatorname{Im} w(\zeta) \frac{d \zeta}{\zeta}=c
$$

for $\gamma \in C(\partial \mathbb{R} ; \mathbb{R}), c \in \mathbb{R}$ given and for arbitrary $\rho, R=\{z: r<\rho<1\} "$
by Vaitekhovich [7]. The unique solution is

$$
\begin{aligned}
w(z)= & \frac{1}{2 \pi i} \int_{\partial R} \gamma(\zeta)\left[\frac{\zeta+z}{\zeta-z}+2 \sum_{n=1}^{\infty}\left(\frac{r^{2 n} \zeta}{r^{2 n} \zeta-z}+\frac{r^{2 n} z}{\zeta-r^{2 n} z}\right)\right] \frac{d \zeta}{\zeta} \\
& -\frac{1}{2 \pi i} \int_{|\zeta|=r} \gamma(\zeta) \frac{d \zeta}{\zeta}+i c
\end{aligned}
$$

if and only if the solvability condition

$$
\frac{1}{2 \pi i} \int_{\partial R} \gamma(\zeta) \frac{d \zeta}{\zeta}=0
$$

holds [7]. Later, the substitution $\varphi=w-T f$ is used to determine the solution of the inhomogeneous Cauchy-Riemann equation.

In this presentation, we define the Schwarz problem in a ring domain as
"Find the solution of $w_{\bar{z}}=f(z)$ in $R$ satisfying

$$
\operatorname{Rew}(z)=\gamma(z) \text { on } \partial R, \frac{1}{2 \pi i} \int_{|\zeta|=r} \operatorname{Imw}(\zeta) \frac{d \zeta}{\zeta}=c
$$

for $\gamma(\zeta) \in C(\partial \mathbb{R} ; \mathbb{R}), c \in \mathbb{R}$ given."

Using similar computations employed in [7], we get the integral representation

$$
\begin{aligned}
w(z)= & \frac{1}{2 \pi i} \int_{\partial R} \operatorname{Rew}(\zeta)\left[\frac{\zeta+z}{\zeta-z}+K_{1}(z, \zeta)\right] \frac{d \zeta}{\zeta}-\frac{1}{2 \pi i} \int_{|\zeta|=r} \operatorname{Rew}(\zeta) \frac{d \zeta}{\zeta} \\
& +\frac{1}{2 \pi} \int_{|\zeta|=r} \operatorname{Im} w(\zeta) \frac{d \zeta}{\zeta}-\frac{1}{2 \pi} \int_{R} \frac{w_{\bar{\zeta}}(\zeta)}{\zeta}\left[\frac{\zeta+z}{\zeta-z}+1+K_{1}(z, \zeta)\right] d \xi d \eta \\
& -\frac{1}{2 \pi} \int_{R} \frac{\overline{w_{\bar{\zeta}}(\zeta)}}{\bar{\zeta}}\left[\frac{1+z \bar{\zeta}}{1-z \bar{\zeta}}+3+K_{2}(z, \zeta)\right] d \xi d \eta
\end{aligned}
$$

where

$$
\begin{aligned}
& K_{1}(z, \zeta)=2 \sum_{n=1}^{\infty}\left(\frac{r^{2 n} \zeta}{r^{2 n} \zeta-z}+\frac{r^{2 n} z}{\zeta-r^{2 n} z}\right) \\
& K_{2}(z, \zeta)=2 \sum_{n=1}^{\infty}\left(\frac{r^{2 n}}{r^{2 n}-z \bar{\zeta}}+\frac{r^{2 n} z \bar{\zeta}}{1-r^{2 n} z \bar{\zeta}}\right) .
\end{aligned}
$$

The existence and uniqueness theorem for Schwarz problem in $R=\{z: r<|z|<$ $1\}$ is

Theorem 3.1 The Schwarz problem defined in $R$ has the unique solution

$$
\begin{align*}
w(z)= & \frac{1}{2 \pi i} \int_{\partial R} \gamma(\zeta)\left[\frac{\zeta+z}{\zeta-z}+K_{1}(z, \zeta)\right] \frac{d \zeta}{\zeta}-\frac{1}{2 \pi i} \int_{|\zeta|=r} \gamma(\zeta) \frac{d \zeta}{\zeta} \\
& +\frac{1}{2 \pi} \int_{|\zeta|=r} \operatorname{Im} w(\zeta) \frac{d \zeta}{\zeta}-\frac{1}{2 \pi} \int_{R} \frac{f(\zeta)}{\zeta}\left[\frac{\zeta+z}{\zeta-z}+1+K_{1}(z, \zeta)\right] d \xi d \eta \\
& -\frac{1}{2 \pi} \int_{R} \overline{\frac{f(\zeta)}{\zeta}}\left[\frac{1+z \bar{\zeta}}{1-z \bar{\zeta}}+3+K_{2}(z, \zeta)\right] d \xi d \eta \tag{3.1}
\end{align*}
$$

subject to the solvability condition

$$
\frac{1}{2 \pi i} \int_{|\zeta|=r} \gamma(\zeta) \frac{d \zeta}{\zeta}=-\frac{3}{2 \pi} \int_{R}\left[\frac{f(\zeta)}{\zeta}+\frac{\overline{f(\zeta)}}{\bar{\zeta}}\right] d \xi d \eta .
$$

Proof It is trivial that Eq. (3.1) satisfies the inhomogeneous Cauchy-Riemann equation. Thus we need to check the boundary conditions only. Hence we restrict

$$
\begin{align*}
2 \operatorname{Rew}(z)= & \frac{1}{2 \pi i} \int_{\partial R} \gamma(\zeta)\left[\frac{\zeta+z}{\zeta-z}+\frac{\bar{\zeta}+\bar{z}}{\bar{\zeta}-\bar{z}}+K_{1}(z, \zeta)+\overline{K_{1}(z, \zeta)}\right] \frac{d \zeta}{\zeta} \\
& -\frac{1}{2 \pi} \int_{R} \frac{f(\zeta)}{\zeta}\left[\frac{\zeta+z}{\zeta-z}+\frac{1+\overline{z \zeta}}{1-\overline{z \zeta}}+4+K_{1}(z, \zeta)+\overline{K_{2}(z, \zeta)}\right] d \xi d \eta \\
& -\frac{1}{2 \pi} \int_{R} \frac{\overline{f(\zeta)}}{\bar{\zeta}}\left[\frac{\bar{\zeta}+\bar{z}}{\bar{\zeta}-\bar{z}}+\frac{1+z \bar{\zeta}}{1-z \bar{\zeta}}+4+\overline{K_{1}(z, \zeta)}+K_{2}(z, \zeta)\right] d \xi d \eta \\
& -\frac{2}{2 \pi i} \int_{|\zeta|=r} \gamma(\zeta) \frac{d \zeta}{\zeta} \tag{3.2}
\end{align*}
$$

So Eq. (3.2) can be written as

$$
\begin{align*}
\left.2 \operatorname{Rew}(z)\right|_{\partial R}= & \left\{\frac{1}{2 \pi i} \int_{\partial R} \gamma(\zeta)\left[\frac{2 \zeta}{\zeta-z}+\frac{2 \bar{\zeta}}{\bar{\zeta}-\bar{z}}-2+K_{1}(z, \zeta)+\overline{K_{1}(z, \zeta)}\right] \frac{d \zeta}{\zeta}\right. \\
& -\frac{1}{2 \pi} \int_{R} \frac{f(\zeta)}{\zeta}\left[\frac{\zeta+z}{\zeta-z}+\frac{z+|z|^{2} \zeta}{z-|z|^{2} \zeta}+4\right. \\
& \left.+K_{1}(z, \zeta)+\overline{K_{2}(z, \zeta)}\right] d \xi d \eta \\
& -\frac{1}{2 \pi} \int_{R} \frac{\overline{f(\zeta)}}{\bar{\zeta}}\left[\frac{\overline{\zeta z}+|z|^{2}}{\bar{\zeta} z-|z|^{2}}+\frac{1+\bar{\zeta} z}{1-\bar{\zeta} z}+4\right. \\
& \left.\left.+\overline{K_{1}(z, \zeta)}+K_{2}(z, \zeta)\right] d \xi d \eta\right\}\left.\right|_{\partial R} \\
& -\frac{2}{2 \pi i} \int_{|\zeta|=r} \gamma(\zeta) \frac{d \zeta}{\zeta} \tag{3.3}
\end{align*}
$$

Recalling the argument given by Vaitekhovich [7] we get

$$
\left.2 \operatorname{Rew}(z)\right|_{\partial R}=2 \gamma-\frac{2}{2 \pi i} \int_{|\zeta|=r} \gamma(\zeta) \frac{d \zeta}{\zeta}-\frac{3}{\pi} \int_{R}\left(\frac{f(\zeta)}{\zeta}+\frac{\overline{f(\zeta)}}{\bar{\zeta}}\right) d \xi d \eta .
$$

Hence the boundary condition $\operatorname{Rew}(z)=\gamma(z)$ on $\partial R$ holds if

$$
\frac{1}{2 \pi i} \int_{|\zeta|=r} \gamma(\zeta) \frac{d \zeta}{\zeta}=-\frac{3}{2 \pi} \int_{R}\left(\frac{f(\zeta)}{\zeta}+\frac{\overline{f(\zeta)}}{\bar{\zeta}}\right) d \xi d \eta
$$

in which the boundary integral is in the clock-wise direction.

## 4 Schwarz Problem for Generalized Beltrami Equations in a Ring Domain

In this section we derive the solution of the Schwarz problem for Beltrami equation

$$
\begin{equation*}
w_{\bar{z}}+A_{1}(z) w_{z}+A_{2}(z) \overline{w_{z}}+B_{1}(z) w+B_{2}(z) \bar{w}=f(z) \tag{4.1}
\end{equation*}
$$

having homogeneous boundary conditions. Following the usual approach, we need to convert Eq. (4.1) into an integral equation. Now we point out two integral operators and their properties.

### 4.1 The Operators $\boldsymbol{T}_{R}$ and $\Pi_{R}$

Firstly we define the operator

$$
\begin{aligned}
T_{R} f(z): & -\frac{1}{2 \pi} \int_{R}\left\{\frac{f(\zeta)}{\zeta}\left[\frac{\zeta+z}{\zeta-z}+1+K_{1}(z, \zeta)\right]\right. \\
& \left.+\frac{\overline{f(\zeta)}}{\bar{\zeta}}\left[\frac{1+z \bar{\zeta}}{1-z \bar{\zeta}}+3+K_{2}(z, \zeta)\right]\right\} d \xi d \eta
\end{aligned}
$$

This operator satisfies the properties [2]

$$
\begin{aligned}
& \partial_{\bar{z}} T_{R} f(z)=f(z), \\
& \operatorname{Re}_{R} f(z)=0, \quad z \in \partial R,
\end{aligned}
$$

The operator $T_{R} f(z)$ may be decomposed as

$$
T_{R} f(z):=T_{1 R} f(z)+T_{2 R} f(z)
$$

where

$$
T_{1 R} f(z)=-\frac{1}{2 \pi} \int_{R}\left(\frac{f(\zeta)}{\zeta} \frac{\zeta+z}{\zeta-z}+\frac{\overline{f(\zeta)}}{\bar{\zeta}} \frac{1+z \bar{\zeta}}{1-z \bar{\zeta}}\right) d \xi d \eta
$$

and

$$
T_{2 R} f(z)=-\frac{1}{2 \pi} \int_{R}\left(\frac{f(\zeta)}{\zeta}\left(1+K_{1}(z, \zeta)\right)+\frac{\overline{f(\zeta)}}{\bar{\zeta}}\left(3+K_{2}(z, \zeta)\right)\right) d \xi d \eta
$$

We know that $T_{1 R}$ is a compact operator [2]. Since $K_{1}(z, \zeta)$ and $K_{2}(z, \zeta)$ are analytic in $R, T_{2 R}$ is also compact. Thus $T_{R}$ is a compact operator.

Secondly we define

$$
\Pi_{R} f(z):=\partial_{z} T_{R} f(z)
$$

which may be written as

$$
\Pi_{R} f(z):=\Pi_{1 R} f(z)+\Pi_{2 R} f(z)
$$

where

$$
\begin{aligned}
& \Pi_{1 R} f(z):=\partial_{z} T_{1 R} f(z) \\
& \Pi_{2 R} f(z):=\partial_{z} T_{2 R} f(z)
\end{aligned}
$$

Hence these operators are given by

$$
\Pi_{1 R} f(z)=-\frac{1}{\pi} \int_{R}\left(\frac{f(\zeta)}{(\zeta-z)^{2}}+\frac{\overline{f(\zeta)}}{(1-z \bar{\zeta})^{2}}\right) d \xi d \eta
$$

and

$$
\Pi_{2 R} f(z)=-\frac{1}{2 \pi} \int_{R}\left[\frac{f(\zeta)}{\zeta} \partial_{z} K_{1}(z, \zeta)+\frac{\overline{f(\zeta)}}{\bar{\zeta}} \partial_{z} K_{2}(z, \zeta)\right] d \xi d \eta
$$

$\Pi_{1 R}$ is a strongly singular operator of Calderon-Zygmund type. It is known that [9], $\Pi_{1 R}$ is a bounded operator. On the other hand, $K_{1}(z, \zeta)$ and $K_{2}(z, \zeta)$ are bounded analytic functions in $R$ by Montel theorem [[6], Thm. 9.12]. Hence the operarator $\Pi_{2 R}$ is also bounded. Hence $\Pi_{R}$ is a bounded operator.

### 4.2 Solution of a Generalized Beltrami Equation

Now we may prove the existence and uniqueness theorem for the solutions of Schwarz problem.
Theorem 4.1 There exits a unique solution $w \in W^{p, 1}(R)$ of the Schwarz problem for Eq. (4.1) subject to the homogeneous boundary conditions

$$
\operatorname{Rew}(z)=0 \text { on } \partial R, \quad \frac{1}{2 \pi i} \int_{|\zeta|=r} \operatorname{Imw}(\zeta) \frac{d \zeta}{\zeta}=0
$$

where $A_{1}(z), A_{2}(z)$ are bounded measurable functions with

$$
\left|A_{1}(z)\right|+\left|A_{2}(z)\right| \leq q_{0}<1
$$

satisfying

$$
q_{0}\left\|\widehat{\Pi}_{R}\right\|_{L^{p}(R)}<1
$$

and $B_{1}, B_{2}, f \in L^{p}(R), p>2$.
Proof Assume that $w=T_{R} g, g \in L^{p}(R)$ is a solution of Eq. (4.1). Then we observe that $g$ should be the solution of

$$
\begin{equation*}
\left(I+\widehat{\Pi}_{R}+\widehat{K}_{R}\right) g(z)=f(z) \tag{4.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& \widehat{\Pi}_{R} g=A_{1}(z) \Pi_{1 R} g+A_{2}(z) \Pi_{2 R} g \\
& \widehat{K}_{R} g=B_{1}(z) T_{1 R} g+B_{2}(z) T_{2 R} g
\end{aligned}
$$

Thus we have converted Eq. (4.1) into an integral equation. As in [2] $\widehat{K}_{R}$ is a compact operator by Arzela-Ascoli theorem. $\widehat{\Pi}_{R}$ is a bounded strongly singular operator of Calderon-Zygmund type. Let us note that $I+\widehat{\Pi}_{R}$ is invertible if there exists $q_{0}$ such that

$$
q_{0}\left\|\widehat{\Pi}_{R}\right\|_{L^{p}(R)}<1 \text { for } p>2
$$

So $I+\widehat{\Pi}_{R}+\widehat{K}_{R}$ is a Fredholm operator with index zero. Hence Eq. (4.1) has a unique solution of the form $w=T_{R} g$ where $g \in L^{p}(R), p>2$ is a solution of Eq. (4.2).
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# On Hierarchical Models of Elastic Shallow Shells with Voids 
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#### Abstract

In the report the three-dimensional system of equations of equilibrium for solids with voids is considered. From this system of equations, using a reduction method of I. Vekua, we receive the equilibrium equations for the shallow shells. Further we consider the case of plates with constant thickness in more detail. Namely, the systems of equations corresponding to approximations $N=0$ is written down in a complex form and we express the general solutions of these systems through analytic functions of complex variable and solutions of the Helmholtz equation. The received general representations give the opportunity to solve analytically boundary value problems.
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## 1 Introduction

I. Vekua constructed hierarchical models for isotropic prismatic and standard shells in [1] and [2], respectively. All his results in this direction are summarized in [3, 4]. Vashakmadze [5] deals with hierarchical models for elastic anisotropic plates. In $[6,7]$ the results of I. Vekua are extended to the case of geometrically and physically nonlinear non-shallow elastic shells. To cusped prismatic shells (see [1], Chapter 2, Section 13; [2], Chapter 2, Section 2; [3], Section 1.9), in particular plates, are devoted [8, 9]. Jaiani [10] is devoted to hierarchical models of piezoelastic Kelvin-Voight cusped prismatic shells with voids, in particular these models contain

[^4]hierarchical models for elastic anisotropic and isotropic prismatic shells with voids. In Section 7 of [10] for $\mathrm{N}=0$ approximation porous isotropic prismatic shells in particular plates are studied, included cusped ones and plates of constant thickness. In [11] vibration problem of a cusped elastic prismatic shell in case of the third model of Vekua's hierarchical model is studied. In [12], authors construction Vekua's hierarchical model for the shallow shells having double porosity. Relation of Vekua's hierarchical models to the corresponding 3D boundary value problems and their accuracy are studied in [13-16].

The physic-mathematical foundations of the linear theory of elastic materials with voids or empty pores and applications of this theory to some technological problems were originally proposed in the work Cowin and Nunziato [17]. Such materials include, in particular, rocks and soils, granulated and some other manufactured porous materials.

This theory differs essentially from the classical theory of elasticity in that the volume fraction corresponding to the void volume is considered as an independent variable. Voids have no mechanical or energetic meaning. In recent years, problems of elasticity for materials with voids were investigated by many authors [18-21].

The aim of the paper is to construct Hierarchical models for shallow standard shells with voids, applying I. Vekuas dimension reduction method. In particular, when the curvature $k=0$, we get hierarchical models for plates with voids. In the $N=0$ approximation of the plates of the constant thickness with voids we construct the complex representations of the general solution governing elliptic systems of equations.

## 2 Basic Three-Dimensional Relations

Let an elastic body with voids occupy the domain $\bar{\Omega} \in R^{3}$ Denote by $x^{1}, x^{2}, x^{3}$ a point of the domain $\bar{\Omega}$ in the arbitrary curvilinear system of coordinates. Let the domain $\bar{\Omega}$ be filled with an elastic isotropic homogenous medium with voids. The considered solid body is characterized by the displacement vector $\mathbf{u}=\left(u^{1}, u^{2}, u^{3}\right)$ and also by the function $\phi$ which is the change in volume fraction from the reference volume fraction.

Then a system of static equilibrium equations is written in the form [17, 18]

$$
\begin{gather*}
\stackrel{\circ}{\nabla}_{i} \sigma^{i j}+\Phi^{j}=0,  \tag{2.1}\\
\stackrel{\circ}{\nabla}_{i} h^{i}+g+F=0, \tag{2.2}
\end{gather*}
$$

where $\stackrel{\circ}{\nabla}_{i}$ are covariant derivatives with respect to the space coordinates $x^{i}, \sigma^{i j}$ are contravariant components of stress tensor, $\Phi^{j}$ are contravariant components of volume forces $\boldsymbol{\Phi}, h^{i}$ are is the component of the equilibrated stress vector, $g$ and $F$ are the intrinsic and extrinsic equilibrated volume forces.

Below we use the summation rule with respect to the dummy index, assuming that the Latin indices run through the values $1,2,3$. It is also agreed that if the indices are denoted by Greek letters, they run through the values 1,2 .

Formulas that interrelate the stress components, the displacement vector components and the function $\phi$ have the form

$$
\begin{gather*}
\sigma^{i j}=\lambda e_{k}^{k} g^{i j}+2 \mu e^{i j}+\beta \phi g^{i j},  \tag{2.3}\\
h^{i}=\alpha \stackrel{\circ}{\nabla}^{i} \phi,  \tag{2.4}\\
g=-\xi \phi-\beta e_{k}^{k}, \tag{2.5}
\end{gather*}
$$

where $\lambda$ and $\mu$ are the Lamé constants, $\alpha, \beta, \xi$ are the constants characterizing the body porosity, $g^{i j}$ are the contravariant components of spatial metric tensor, $e^{i j}$ are contravariant components of deformation tensor

$$
e^{i j}=\frac{1}{2}\left(\stackrel{\circ}{\nabla}^{i} u^{j}+\stackrel{\circ}{\nabla}^{j} u^{i}\right),
$$

$\stackrel{\circ}{\nabla}{ }^{i}=g^{i j} \stackrel{\circ}{\nabla}_{j}$, the contravariant and covariant components of a vector of displacement are connected by a relation $u^{i}=g^{i j} u_{j}$.

## 3 Construction of Hierarchical Models for Elastic Shallow Shells with Voids

In 1955 Ilia Vekua published his models of elastic prismatic shells. In 1965 he offered analogous models for standard shells [1, 2].

Let $\Omega$ represent a shell with constant thickness $2 h$, symmetric concerning the middle surface $\omega . \omega$ are smooth bilateral surface. We will denote set of side surfaces of a shell through $\Gamma$. Surfaces of $\omega$ and $\Gamma$ in each point are crossed at right angle. We assume that thickness $2 h$ is much less in comparison with other sizes of a shell.

We will consider the coordinate system which is normal connected with a middle of surface. In this system the radius vector $\mathbf{R}$ of any point $M$ of domain $\Omega$ is expressed by means of a formula (see Fig. 1)

$$
\mathbf{R}\left(x^{1}, x^{2}, x^{3}\right)=\mathbf{r}\left(x^{1}, x^{2}\right)+x^{3} \mathbf{n}\left(x^{1}, x^{2}\right)
$$

where $x^{1}, x^{2}$ are Gaussian parameters of surface $\omega ; \mathbf{r}$ and $\mathbf{n}$ are radius vector and normal of the point $\left(x^{1}, x^{2}\right) \in \omega . x^{3}$ is the relative length from point $M$ to the surface $\omega$.


Fig. 1 Special coordinate system for shells

We apply I. Vekua's method to a reduction of the equations (2.1-2.5). We accept the following assumptions of geometrical character

$$
\begin{equation*}
1-k_{\alpha} x^{3} \cong 1, \quad-h \leq x^{3} \leq h \tag{3.1}
\end{equation*}
$$

These requirements mean that or main curvature $k_{1}$ and $k_{2}$ of a surface are small (shallow shell), or thickness of shell is small (thin shell). If $\omega$ is the plane then $k_{1}=$ $k_{2}=0$ and conditions (3.1) are exactly satisfied. From assumptions (3.1) follows that spatial covariant $\mathbf{R}_{\alpha}$ and contravariant $\mathbf{R}^{\alpha}$ basis vectors are approximately equal to the corresponding basis vectors of a middle surface $\mathbf{r}_{\alpha}, \mathbf{r}^{\alpha}$. Therefore, also corresponding covariant and contravariant components and discriminants of metric tensors of space and a middle surface are approximately equal

$$
\begin{gathered}
\mathbf{R}_{\alpha} \cong \mathbf{r}_{\alpha}, \quad \mathbf{R}^{\alpha} \cong \mathbf{r}^{\alpha}, \quad \mathbf{R}^{3}=\mathbf{r}_{3}=\mathbf{n}, \\
g_{\alpha \beta} \cong a_{\alpha \beta}, \quad g^{\alpha \beta} \cong a^{\alpha \beta}, \quad g \cong a, \quad \partial_{3} \sqrt{g} \cong-2 H \sqrt{a},
\end{gathered}
$$

where $a_{\alpha, \beta}=\mathbf{r}_{\alpha} \mathbf{r}_{\beta}, a^{\alpha, \beta}=\mathbf{r}^{\alpha} \mathbf{r}^{\beta}, a$ is the discriminant of quadratic form of surface $\omega, H=\frac{1}{2}\left(k_{1}+k_{2}\right)$ are middle curvatures of the midsurface $\omega, b_{\alpha \beta}, b_{\alpha}^{\beta}$ are covariant and mixed components of the tensor of curvature of the midsurface $\omega$.

Further we carry out a reduction of system of the equations (2.1-2.5) using method of Vekua. At the same time we almost repeat verbatim reasonings in the monograph. Therefore we will present the reduced two-dimensional equations at
once without details of derivation

$$
\left\{\begin{array}{c}
\stackrel{(k)}{\nabla_{\alpha} \sigma^{\alpha \beta}-b_{\alpha}^{\beta} \sigma^{(k)}-\frac{2 k+1}{h}\left(\begin{array}{c}
(k-1) \\
\sigma^{3 \beta} \\
\\
\end{array}{ }^{(k-3)} \sigma^{3 \beta}+\cdots\right)+{ }^{(k)} Q^{\beta}=0,}  \tag{3.2}\\
\nabla_{\alpha}{ }^{(k)} \sigma^{\alpha 3}+b_{\alpha \beta}^{\beta}{ }^{(k)} \sigma^{\alpha \beta}-\frac{2 k+1}{h}\left({ }^{(k-1)} \sigma^{33}+\sigma^{(k-3)}+\cdots\right)+\stackrel{(k)}{Q^{3}}=0, \\
\nabla_{\alpha} h^{\alpha}{ }^{\alpha}-\frac{2 k+1}{h}\left({ }^{(k-1)} h^{3}+\stackrel{(k-3)}{h^{3}}+\cdots\right)+\stackrel{(k)}{g}+\stackrel{(k)}{Q}=0,
\end{array}\right.
$$

where $k=0,1, \ldots, \nabla_{\alpha}$ and $\nabla^{\alpha}$ are symbols of a covariant and contravariant derivatives on the midsurface $\omega$ and

$$
\begin{aligned}
& \stackrel{(k)}{\sigma^{i j}}=\frac{2 k+1}{h} \int_{-h}^{h} \sigma^{i j}\left(x^{1}, x^{2}, x^{3}\right) P_{k}\left(\frac{x^{3}}{h}\right) d x^{3}, \\
& \binom{(k)}{\left.h^{i}, \stackrel{(k)}{g}\right)}=\frac{2 k+1}{h} \int_{-h}^{h}\left(h^{i}\left(x^{1}, x^{2}, x^{3}\right), g\left(x^{1}, x^{2}, x^{3}\right)\right) P_{k}\left(\frac{x^{3}}{h}\right) d x^{3}, \\
& (k)_{Q^{j}}^{j}=\frac{2 k+1}{h}\left(\sigma^{3 j}\left(x^{1}, x^{2}, h\right)-(-1)^{k} \sigma^{3 j}\left(x^{1}, x^{2},-h\right)\right)+\stackrel{(k)}{\Phi^{j}} \\
& \stackrel{(k)}{Q}=\frac{2 k+1}{h}\left(h^{3}\left(x^{1}, x^{2}, h\right)-(-1)^{k} h^{3}\left(x^{1}, x^{2},-h\right)\right)+\stackrel{(k)}{F}, \\
& \binom{(k)}{\Phi^{i}, \stackrel{(k)}{F}}=\frac{2 k+1}{h} \int_{-h}^{h}\left(\Phi^{i}\left(x^{1}, x^{2}, x^{3}\right), F\left(x^{1}, x^{2}, x^{3}\right)\right) P_{k}\left(\frac{x^{3}}{h}\right) d x^{3} .
\end{aligned}
$$

$\sigma^{3 j}\left(x^{1}, x^{2}, \pm h\right)$ are components of the stress vectors acting on the upper and lower face surfaces and $h^{3}\left(x^{1}, x^{2}, \pm h\right)$ are components of the equilibrated stress vectors on the upper and lower face surfaces. Here $P_{k}\left(\frac{x^{3}}{h}\right)$ is the Legandre polynomials of order $k$. Then

$$
\begin{aligned}
& (k) \\
& \sigma^{\alpha \beta}=\lambda\left(\nabla_{\gamma} u^{\gamma}-2 H u^{3}+u^{(k)}\right) a^{\alpha \beta} \\
& +\mu\left(\nabla^{\beta} u^{(k)}+\nabla^{\alpha} u^{\beta}-2 b^{\alpha \beta} u^{(k)}\right)+\beta{ }^{(k)} \phi a^{\alpha \beta}, \\
& { }^{(k)}, \\
& \sigma^{\alpha 3}=\mu\left(\nabla^{\alpha} u^{(k)}+b_{\gamma}^{\alpha} u^{(k)}+u^{(k)}\right),
\end{aligned}
$$

$$
\begin{align*}
& \left.\stackrel{(k)}{\sigma^{33}}=\lambda\left(\nabla_{\gamma}{ }^{(k)} u^{\gamma}-2 H u^{3}+\stackrel{(k)}{u^{\prime 3}}\right)+2 \mu u^{\prime 3}+\beta \stackrel{(k)}{\phi}\right) \\
& \stackrel{(k)}{h^{\alpha}}=\alpha \nabla_{\alpha} \stackrel{(k)}{\phi}, \quad{ }^{(k)} h^{3}=\frac{\alpha^{(k)}}{h} \phi^{\prime},  \tag{3.3}\\
& \stackrel{(k)}{g}=-\xi \stackrel{(k)}{\phi}-\beta\left(\nabla_{\gamma}{ }^{(k)}{ }^{\gamma}-2 H u^{3}+u^{\prime 3}\right),
\end{align*}
$$

where

$$
\begin{gathered}
\binom{(k)}{u^{i}, \stackrel{(k)}{\phi}}=\frac{2 k+1}{h} \int_{-h}^{h}\left(u^{i}\left(x^{1}, x^{2}, x^{3}\right), \phi\left(x^{1}, x^{2}, x^{3}\right)\right) P_{k}\left(\frac{x^{3}}{h}\right) d x^{3} \\
(k), \\
u^{\prime}=(2 k+1)\left(\begin{array}{c}
(k+1) \\
u
\end{array}+\stackrel{(k+3)}{u}+\cdots\right)
\end{gathered}
$$

If we substitute relations (3.3) into equations (3.2) we arrive at an infinite system of second-order equations with respect to components of vector $\stackrel{(k)}{\mathbf{u}}$ and $\stackrel{(k)}{\phi}$. As a result of simple computations the derived system of equations has the form

$$
\begin{align*}
& \nabla_{\alpha} \nabla^{\alpha} u^{\beta}+(\lambda+\mu) \nabla^{\beta} \nabla_{\alpha} u^{\alpha} u^{\alpha}+\nabla^{\beta} \stackrel{(k)}{\phi}^{(k)} \stackrel{(k)}{ }^{\beta}+\stackrel{(k)}{ }^{\beta}=0, \\
& \nabla_{\alpha} \nabla^{\alpha} u^{(k)}+2 H^{3} \stackrel{(k)}{\phi}+M^{3}+\stackrel{(k)}{Q^{3}}=0,  \tag{3.4}\\
& \nabla_{\alpha} \nabla^{\alpha} \stackrel{(k)}{\phi}-\stackrel{(k)}{\xi}+\stackrel{(k)}{\phi}+\stackrel{(k)}{Q}=0,
\end{align*}
$$

${ }^{(k)}{ }^{(k)}$
${ }^{(k)}{ }^{(k)}$
where $M^{i}, \stackrel{M}{M}$ are linear operators which contain unknown functions $u^{i}, \stackrel{\phi}{\phi}$. and their first-order derivatives.

An infinite system of equations (3.4) has the advantage that it contains two independent variables-Gaussian coordinates $x^{1}, x^{2}$ of the midsurface. But the decrease in the number of independent variables is achieved by increasing the number of equations to infinity, which, naturally, has an obvious practical inconvenience. Therefore it is necessary to make the next step for a further simplification of the problem.

In order to obtain the finite system of equations we accept the assumption

$$
\left(\mathbf{u}\left(x^{1}, x^{2}, x^{3}\right), \phi\left(x^{1}, x^{2}, x^{3}\right)\right)=\sum_{k=0}^{N}\left(\stackrel{(k)}{\mathbf{u}}\left(x^{1}, x^{2}\right), \stackrel{(k)}{\boldsymbol{\phi}}\left(x^{1}, x^{2}\right)\right) P_{k}\left(\frac{x^{3}}{h}\right) .
$$

Thus, in all expressions (3.4) received above we will consider that $\stackrel{(k)}{\mathbf{u}}=0$ and $\stackrel{(k)}{\phi}=$ 0 when $k>N$. In addition, we obtain the $N$ th order approximation (hierarchical
model) governing system consisting of $4 N+4$ equations with respect to $4 N+4$ unknown functions.

## 4 The $N=0$ Approximation for the Plate

If we substitute $k=0$ and assume all the mathematical moments of order greater than zero to be equal to zero, from (3.4) we obtain the basic relations of the $N=0$ approximation of elastic isotropic plates with voids

$$
\begin{align*}
& \Delta \stackrel{(0)}{u_{1}}+(\lambda+\mu) \partial_{1} \stackrel{(0)}{\theta}+\beta \partial_{1} \stackrel{(0)}{\phi}=0, \\
& \stackrel{(0)}{u}_{u_{2}}+(\lambda+\mu) \partial_{2} \stackrel{(0)}{\theta}+\beta \partial_{2} \stackrel{(0)}{\phi}=0,  \tag{4.1}\\
& \stackrel{(0)}{u}_{3}=0, \\
& (\alpha \Delta-\xi) \Delta \stackrel{(0)}{\phi}-\beta \stackrel{(0)}{\theta}=0,
\end{align*}
$$

where $\stackrel{(0)}{\theta}=\partial_{1} \stackrel{(0)}{u}_{1}+\partial_{1} \stackrel{(0)}{u}_{1}, \Delta \equiv \partial_{11}+\partial_{22}$ is the Laplace operator in two dimensions.
Assume: $\stackrel{(0)}{u}_{u_{1}}^{\equiv} u_{1}, \quad \stackrel{(0)}{u_{2}} \equiv u_{2}, \quad \stackrel{(0)}{\phi} \equiv \phi$.
On the plane $O x_{1} x_{2}$, we introduce the complex variable $z=x_{1}+i x_{2}=$ $r e^{i \vartheta}, \quad\left(i^{2}=-1\right)$ and the operators $\partial_{z}=0.5\left(\partial_{1}-i \partial_{2}\right), \quad \partial_{\bar{z}}=0.5\left(\partial_{1}+i \partial_{2}\right)$, $\bar{z}=x_{1}-i x_{2}$, and $\Delta=4 \partial_{z} \partial_{\bar{z}}$.

To write system (4.1) in the complex form, the second equation of this system is multiplied by and summed up with the first equation

$$
\begin{align*}
& 2 \mu \partial_{\bar{z}} \partial_{z} u_{+}+(\lambda+\mu) \partial_{\bar{z}} \theta+\beta \partial_{\bar{z}} \phi=0, \\
& 4 \mu \partial_{\bar{z}} \partial_{z} u_{3}=0,  \tag{4.2}\\
& (\alpha \Delta-\xi) \phi-\beta \theta=0,
\end{align*}
$$

where $u_{+}=u_{1}+i u_{2}, \theta=\partial_{z} u_{+}+\partial_{\bar{z}} \bar{u}_{+}$.
Theorem 4.1 The general solution of the system of equations (4.2) is represented as follows:

$$
\begin{aligned}
& 2 \mu u_{+}=\kappa \varphi(z)-z \overline{\varphi^{\prime}(z)}-\overline{\psi(z)}-\frac{4 \alpha \beta \mu}{\xi(\lambda+2 \mu)-\beta^{2}} \partial_{\bar{z}} \chi(z, \bar{z}), \\
& 2 \mu u_{3}=f^{\prime}(z)+\overline{f^{\prime}(z)}, \\
& \phi=\chi(z, \bar{z})-\frac{\beta}{\xi(\lambda+\mu)-\beta^{2}}\left(\varphi^{\prime}(z)+\overline{\varphi^{\prime}(z)}\right),
\end{aligned}
$$

where $\kappa=\frac{\xi(\lambda+3 \mu)-\beta^{2}}{\xi(\lambda+\mu)-\beta^{2}}, \varphi(z)$ and $\psi(z)$ and $f(z)$ are arbitrary analytic functions of a complex variable $z$ in the domain $V, \chi(z, \bar{z})$ is an arbitrary solution of the Helmholtz equation

$$
\Delta \chi(z, \bar{z})-\frac{\xi(\lambda+2 \mu)-\beta^{2}}{\alpha(\lambda+2 \mu)} \chi(z, \bar{z})=0 .
$$

The received general representations give the opportunity to solve analytically boundary value problems.
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#### Abstract

We prove that a unique global in time solution to the three dimensional periodic Burger's equation exists, in the Lebesgue-Gevrey class. Also, we establish that the long time to this solution is determined by a finite number of Fourier modes; this is useful as a numerical result. Energy methods, compactness methods, maximum principle and Fourier analysis are the main tools.
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## 1 Introduction

The three dimensional diffusive Burgers' equation is given by

$$
\begin{align*}
& \partial_{t} u-v \Delta u+(u \cdot \nabla) u=0, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T}^{3}  \tag{1.1}\\
& \left.u\right|_{t=0}=u_{0}(x), \quad x \in \mathbb{T}^{3}, \tag{1.2}
\end{align*}
$$

[^5]where $v$ is the kinematic viscosity and $u_{0}$ is the initial data. Burgers' equation is one among the reliable nonlinear models describing diffusive waves in fluid dynamics. As stated in [4], "Burgers [2] first developed this equation primarily to shed light on the study of turbulence described by the interaction of the two opposite effects of convection and diffusion". Three-dimensional Burgers equation is used as an adhesive model for the large scale structures formation in the universe. Motivated by the structure of (1.1)-(1.2), one may try to perform a mathematical study parallel to the $L^{2}$-Navier-Stokes theory [6]. However, as explained in [8], the lack of the divergence free condition prevents to do so. Authors in [8] overcome this difficulty and proved global well-posedness, in the critical Sobolev space $H^{1 / 2}\left(\mathbb{T}^{3}\right)$; they used a bootstrap argument and a technical lemma to control the lack of the equivalence between homogeneous and nonhomogeneous Sobolev norms. In [10], we proved the global well-posedness, in the critical Sobolev-Gevrey space $H_{a, \sigma}^{1 / 2}\left(\mathbb{T}^{3}\right)$, without such bootstrap argument. In this article, we are improving our earlier result. Firstly, we will establish well-posedness in the Lebesgue-Gevrey space. Secondly, we will give estimates of the contribution from higher order Fourier modes in terms of lower order modes, that is modes of order above and below a critical value depending only and only on $\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}$.

The following three inequalities will be useful throughout this paper

$$
\begin{equation*}
\|f\|_{L^{\infty}} \leq c_{1}\|f\|_{H^{r}}, \text { for all } r>3 / 2 \tag{1.3}
\end{equation*}
$$

where $c_{1}$ is a positive constant that depends only on $r$ (see [9]),

$$
\begin{equation*}
\|f\|_{H^{r}} \leq c_{2}\|f\|_{L_{a, \sigma}^{2}}, \text { for all } f \in L_{a, \sigma}^{2}, \tag{1.4}
\end{equation*}
$$

where $r \geq 0$ and $c_{2}$ is a positive constant that depends only on $\sigma, a$ and $r$ (see [7]),

$$
\begin{equation*}
\|\nabla f\|_{L^{\infty}} \leq c_{3}\|f\|_{\dot{H}^{r}}, \text { for all } r>5 / 2 \tag{1.5}
\end{equation*}
$$

where $c_{3}$ is a positive constant that depends only on $r$ (see [9]). Also, we recall that Lebesgue-Gevrey space is defined by

$$
L_{a, \sigma}^{2}=\left\{f \in L^{2}\left(\mathbb{T}^{3}\right) ; e^{a \Lambda^{1 / \sigma}} f \in L^{2}\left(\mathbb{T}^{3}\right)\right\}
$$

and endowed by the norm

$$
\|f\|_{L_{a, \sigma}^{2}}=\left\|e^{a \Lambda^{1 / \sigma}} f\right\|_{L^{2}}=\left(\sum_{k \in \mathbb{Z}^{3}} e^{2 a|k|^{1 / \sigma}}\left|\hat{f}_{k}\right|^{2}\right)^{1 / 2}
$$

For the sake of completeness, the non-homogeneous Sobolev-Gevrey space is defined, for all $\sigma \geq 1, r \in \mathbb{R}$ and the radius of Gevrey class regularity $a \in(0,1)$, by

$$
H_{a, \sigma}^{r}=\left\{f \in L^{2}\left(\mathbb{T}^{3}\right) ; e^{a \Lambda^{1 / \sigma}} f \in H^{r}\left(\mathbb{T}^{3}\right)\right\},
$$

where by $\Lambda$ is the operator $\sqrt{-\Delta}$. Naturally, the homogeneous one is given by

$$
\dot{H}_{a, \sigma}^{r}=\left\{f \in L^{2}\left(\mathbb{T}^{3}\right) ; \quad e^{a \Lambda^{1 / \sigma}} f \in \dot{H}^{r}\left(\mathbb{T}^{3}\right)\right\}
$$

and endowed by the norm

$$
\|f\|_{\dot{H}_{a, \sigma}^{r}}=\left\|\Lambda^{r} e^{a \Lambda^{1 / \sigma}} f\right\|_{L^{2}}=\left(\sum_{k \in \mathbb{Z}^{3}}|k|^{2 r} e^{2 a|k|^{1 / \sigma}}\left|\hat{f}_{k}\right|^{2}\right)^{1 / 2}
$$

where $\hat{f}_{k}$ is the $k$ th-Fourier coefficient of $f$. Similar notations and definitions can be found in $[1,3,7,11]$.

Our first result is the following theorem.
Theorem 1.1 Given $u_{0}$ in $L_{a, \sigma}^{2}\left(\mathbb{T}^{3}\right)$, where $\sigma \geq 1$ and $a \in(0,1)$, then there exists a unique global in time solution $u \in \mathcal{C}^{0}\left([0, \infty) ; L_{a, \sigma}^{2}\left(\mathbb{T}^{3}\right)\right) \cap L^{2}\left(0, \infty ; H_{a, \sigma}^{1}\left(\mathbb{T}^{3}\right)\right)$, to the Burgers' equation (1.1)-(1.2). Moreover, if $\left\|u_{0}\right\|_{L_{a, \sigma}^{2}} \leq v / c_{1} c_{2}$, then the solution $u$ is uniformly bounded with respect to time and for all $t \geq 0$

$$
\begin{equation*}
\|u(t)\|_{L_{a, \sigma}^{2}}^{2}+\left(v-c_{1} c_{2}\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}\right) \int_{0}^{t}\|u(t)\|_{\dot{H}_{a, \sigma}^{1}}^{2} \leq\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2}, \tag{1.6}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are given by inequalities (1.3)-(1.4).
It is worthwhile to note that the regularity provided by Gevrey class analyticity is stronger even than that provided by $\mathcal{C}^{\infty}$ regularity [7]. This fact allows to control the nonlinear part. Here, we prove a theorem similar to our Theorem 1.1 in [10], but this time without using lemma 1.1 from [8]. In fact, the control of $L_{a, \sigma}^{2}$-norm of the solution allows to control its mean value. We make use of the maximum principle to establish that the solution is global in time.

Our second result is the following theorem.
Theorem 1.2 Let $u \in \mathcal{C}^{0}\left([0, \infty) ; L_{a, \sigma}^{2}\left(\mathbb{T}^{3}\right)\right) \cap L^{2}\left(0, \infty ; H_{a, \sigma}^{1}\left(\mathbb{T}^{3}\right)\right)$ be a global solution to (1.1)-(1.2). There exists $m \sim \frac{\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{3 / 4}}{\left(\nu \lambda_{1}^{2}\right)^{3 / 4}}$ such that the solution's $L_{T}^{\infty}\left(L_{a, \sigma}^{2}\left(\mathbb{T}^{3}\right)\right)$ and $L_{T}^{2}\left(\dot{H}_{a, \sigma}^{1}\left(\mathbb{T}^{3}\right)\right)$ norms are uniformly bounded with respect to time. Moreover,

$$
\left\|Q_{m} u(t)\right\|_{L_{a, \sigma}^{2}}^{2}+\left(v-c_{1} c_{2}\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}\right) \int_{0}^{t}\left\|Q_{m} u(t)\right\|_{\dot{H}_{a, \sigma}^{1}}^{2} \leq\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}^{2}
$$

where $Q_{m} u(t)$ represents the part of the velocity field with modes higher than $m$, and so on for $Q_{m} u_{0}$.

To prove this theorem, we show that the Galerkin approximation of the solution converges strongly to $u$ in $L_{T}^{\infty}\left(L_{a, \sigma}^{2}\left(\mathbb{T}^{3}\right)\right) \cap L_{T}^{2}\left(H_{a, \sigma}^{1}\left(\mathbb{T}^{3}\right)\right)$, i.e. the spaces to which the solution belongs. Then, we use such strong convergence to identify $Q_{m} u$ (the part of the solution $u$ with modes higher than $m$ ) with the unique solution $w$ associated with the high frequencies part of the initial data $u_{0}$. The low modes associated with the Galerkin operator $P_{m}$ of $u$ inherit the properties of the solution. Finally, by proving these strong convergence, we deduce that the problem can be fairly split into a dissipative higher frequencies system and low frequencies system which inherit the properties of the original system (1.1)-(1.2).

The remainder of the paper is divided into two sections; the first is assigned to prove Theorem 1.1 and the second is devoted to prove Theorem 1.2.

## 2 Well-Posedness Result

We will use the Galerkin approximation. For $n \in \mathbb{N}$, let $P_{n}$ the projection onto the Fourier modes of order up to $n$, that is $P_{n}\left(\sum_{k \in \mathbb{Z}^{3}} \hat{u}_{k} e^{i x k}\right)=\sum_{|k| \leq n} \hat{u}_{k} e^{i x k}$. Let $u_{n}=P_{n} u$ be the solution to

$$
\begin{gather*}
\partial_{t} u_{n}+P_{n}\left[\left(u_{n} \cdot \nabla\right) u_{n}\right]-v \Delta u_{n}=0  \tag{2.1}\\
u_{n}(0)=P_{n} u_{0} . \tag{2.2}
\end{gather*}
$$

For some $T_{n}$, there exists a solution $u_{n} \in C^{\infty}\left(\left[0, T_{n}\right) \times \mathbb{T}^{3}\right)$ to this finite-dimensional locally-Lipschitz system (2.1)-(2.2). Taking the $L_{a, \sigma}^{2}$ inner product of (2.1) against $u_{n}$ yields

$$
\frac{1}{2} \frac{d}{d t}\left\|e^{a \Lambda^{1 / \sigma}} u_{n}\right\|_{L^{2}}^{2}+v\left\|e^{a \Lambda^{1 / \sigma}} u_{n}\right\|_{\dot{H}^{1}}^{2} \leq\left|\sum_{k \in \mathbb{Z}^{3}} \mathcal{F}(u \cdot \nabla u)(k) \cdot \overline{\hat{\omega}_{k}}\right|,
$$

where $\omega=\mathcal{F}^{-1}\left(e^{2 a|k|^{1 / \sigma}} \mathcal{F}\left(u_{n}\right)(k)\right)$. Using Parseval's identity, Hölder's and Young's inequalities, it follows that
$\frac{1}{2} \frac{d}{d t}\left\|u_{n}(t)\right\|_{L_{a, \sigma}^{2}}^{2}+v\left\|u_{n}(t)\right\|_{\dot{H}_{a, \sigma}^{1}}^{2} \leq c\left\|u_{n}(t)\right\|_{L^{\infty}\left(\mathbb{T}^{3}\right)}^{2}\left\|u_{n}(t)\right\|_{L_{a, \sigma}^{2}}^{2}+v / 2\left\|u_{n}(t)\right\|_{\dot{H}_{a, \sigma}^{1}}^{2}$.
Here and throughout the paper, we will use $c$ to denote a generic positive constant which may depend on $a, \sigma$ and the Sobolev index $r \geq 0$. Combining the Sobolev embedding $H^{r}\left(\mathbb{T}^{3}\right) \subset L^{\infty}\left(\mathbb{T}^{3}\right)$, for $r>3 / 2$ and (1.4), it turns out that

$$
\begin{equation*}
\frac{d}{d t}\left\|u_{n}(t)\right\|_{L_{a, \sigma}^{2}}^{2}+v\left\|u_{n}(t)\right\|_{\dot{H}_{a, \sigma}^{1}}^{2} \leq c\left\|u_{n}(t)\right\|_{L_{a, \sigma}^{2} .}^{4} . \tag{2.3}
\end{equation*}
$$

Comparing $\left\|u_{n}\right\|_{L_{a, \sigma}^{2}}^{2}$ with the solution of the problem $\frac{d X}{d t}=c X^{2}, \quad X(0)=$ $\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2}$, we deduce, for all $t$ such that $0 \leq c t\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2}<1$, that

$$
\left\|u_{n}\right\|_{L_{a, \sigma}^{2}}^{2} \leq \frac{\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2}}{1-c t\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2}}
$$

Let $T=\frac{1}{2 c\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2}}$. Thus, for all $t \in[0, T]$, we have the uniform upper bound

$$
\begin{equation*}
\sup _{t \in[0, T]}\left\|u_{n}(t)\right\|_{L_{a, \sigma}^{2}}^{2} \leq X(T)=2\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2} \tag{2.4}
\end{equation*}
$$

Integrating (2.3) over $(0, T)$ and dropping $\left\|u_{n}\right\|_{L_{a, \sigma}^{2}}^{2}$ from the left-hand side, we obtain

$$
\begin{equation*}
v \int_{0}^{T}\left\|u_{n}(t)\right\|_{\dot{H}_{a, \sigma}^{1}}^{2} d t \leq 3\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2} \tag{2.5}
\end{equation*}
$$

These are uniform bounds on the approximate solution $u_{n}$ in $L^{\infty}\left(0, T ; L_{a, \sigma}^{2}\right)$ and $L^{2}\left(0, T ; H_{a, \sigma}^{1}\right)$. Aubin-Lions lemma allows to extract a strongly convergent subsequence and to construct a local in time solution.

Theorem 2.1 If u is a classical solution of Burgers' equations (1.1)-(1.2) on a time interval $[\varepsilon, E]$ then

$$
\begin{equation*}
\sup _{t \in[\varepsilon, E]}\|u(t)\|_{L^{\infty}} \leq\|u(\varepsilon)\|_{L^{\infty}} . \tag{2.6}
\end{equation*}
$$

Proof (See [8]).
Theorem 2.1 immediately yields

$$
\begin{equation*}
\|u(t)\|_{L^{\infty}} \leq\left\|u_{0}\right\|_{L^{\infty}} . \tag{2.7}
\end{equation*}
$$

Using the same technicalities already used to prove local existence, namely, we apply the function's transformation $\vartheta=\mathcal{F}^{-1}\left(e^{2 a|k|^{1 / \sigma}} \mathcal{F}(u)(k)\right)$, then Hölder's and finally Young's inequalities and (2.7) to obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|u(t)\|_{L_{a, \sigma}^{2}}^{2}+v\|u(t)\|_{\dot{H}_{a, \sigma}^{1}}^{2} & \leq\left|\langle(u \cdot \nabla u), \vartheta\rangle_{L^{2}\left(\mathbb{T}^{3}\right)}\right| \\
& \leq c\left\|u_{0}\right\|_{L^{\infty}\left(\mathbb{T}^{3}\right)}^{2}\|u(t)\|_{L_{a, \sigma}^{2}}^{2}+v / 2\|u(t)\|_{\dot{H}_{a, \sigma}^{1}}^{2} .
\end{aligned}
$$

Thus, inequalities (1.3)-(1.4) and the Gronwall's lemma yield

$$
\begin{equation*}
\sup _{t \in[0, T]}\|u(t)\|_{L_{a, \sigma}^{2}} \leq\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2} \exp \left(c t\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{2}\right) \tag{2.8}
\end{equation*}
$$

In particular, if $\left\|u_{0}\right\|_{L_{a, \sigma}}^{2} \leq v / c_{1} c_{2}$, then the $L_{a, \sigma}^{2}$-norm of the solution is decreasing with respect to time $t$ as it holds that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\|u(t)\|_{L_{a, \sigma}^{2}}^{2}+v\|u(t)\|_{\dot{H}_{a, \sigma}^{1}}^{2} & \leq c_{1} c_{2}\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}\|u(t)\|_{\dot{H}_{a, \sigma}^{1 / 2}}^{2} \\
& \leq c_{1} c_{2}\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}\|u(t)\|_{\dot{H}_{a, \sigma}^{1}}^{2}
\end{aligned}
$$

since $\|u(t)\|_{\dot{H}_{a, \sigma}^{1 / 2}} \leq\|u(t)\|_{\dot{H}_{a, \sigma}^{1}}$. By integrating over ( $0, \infty$ ), inequality (1.6) follows. Thanks to the energy inequality (1.6), the upper bound on the $L_{\mathbb{R}_{+}}^{\infty}\left(L_{a, \sigma}^{2}\right)$ and $L_{\mathbb{R}_{+}}^{2}\left(\dot{H}_{a, \sigma}^{1}\right)$ norms of $u$ are independent of time $t$ unlike the one in (2.8). This finishes the proof of Theorem 1.1.

## 3 Numerical Result

In the higher modes and far away from $k=(0,0,0)$, we identify the operator $-\Delta$ with the Stokes operator $A$ in the space-periodic case with vanishing spaceaverage (see e.g. [5]). We recall that the Stokes operator $A$ is self-adjoint, and its eigenvalues are of the form $\left(\frac{2 \pi}{L}\right)^{2}|k|^{2}$, where $k \in \mathbb{Z}^{3}$. We denote these eigenvalues by $0<\lambda_{1}=(2 \pi / L)^{2} \leq \lambda_{2} \leq \lambda_{3} \leq \ldots$ arranged in increasing order and counted according to their multiplicities. In dimension three, the asymptotic behavior of the eigenvalues is given by $\lambda_{m} \sim \lambda_{1} m^{2 / 3}$, (see [5]).

Let $v_{n}^{0}$ be the projection onto the Fourier modes up to the order $n$ of an initial data $u_{0}$. Consequently, $v_{n}^{0}$ converges in $L_{a, \sigma}^{2}$ to $u_{0}$. It is possible to prove that $u_{0} \in B\left(v_{n}^{0}, \varepsilon\right)$ (the ball centered at $v_{n}^{0}$ of radius $\varepsilon$ ) for sufficiently large $n$ (under the assumption that $u_{0}$ indeed gives rise to a solution $u$ of (1.1)-(1.2) in the class of functional spaces stated in theorem 1.1). Thus, $w_{n}^{0}=u_{0}-v_{n}^{0}$ gives rise to a global solution $w$ of

$$
\partial_{t} w-v \Delta w+(w \cdot \nabla) w=0,\left.\quad w\right|_{t=0}=u_{0}-v_{n}^{0}=w_{n}^{0}
$$

It is worth mentioning that the solution $w$ to the system above does not agree with the higher frequencies modes of the solution $Q_{n} u=u-P_{n} u$ in general. However, by proving a convergence result in $L_{T}^{\infty}\left(L_{a, \sigma}^{2}\left(\mathbb{T}^{3}\right)\right) \cap L_{T}^{2}\left(\dot{H}_{a, \sigma}^{1}\left(\mathbb{T}^{3}\right)\right)$ of $P_{n} u$ to $u$ as $n \rightarrow \infty$, we can determine a wavenumber $m$ for which $Q_{m} u$ can be identified with $w$.

Let $u$ be the solution of the Burgers' equations (1.1)-(1.2) on [0,T] and $u_{n}$ be the sequence of Galerkin approximations of $u$. We want to show that the $L_{a, \sigma}^{2}$-norm of the difference $w_{n}=u-u_{n}$ tends uniformly to zero, on time interval [0, T] , as $n$ tends to infinity. Since $u$ is a solution, on the time interval [0,T], we have
$\left\langle e^{a \Lambda^{1 / \sigma}} \partial_{t} u, e^{a \Lambda^{1 / \sigma}} w_{n}\right\rangle-v\left\langle e^{a \Lambda^{1 / \sigma}} \Delta u, e^{a \Lambda^{1 / \sigma}} w_{n}\right\rangle_{L^{2}}+\left\langle e^{a \Lambda^{1 / \sigma}}(u \cdot \nabla) u, e^{a \Lambda^{1 / \sigma}} w_{n}\right\rangle_{L^{2}}=0$.
We introduce $Q_{n}$ by $I d=P_{n}+Q_{n}$. We take the inner product of (2.1) against $w_{n}$, we subtract the equation satisfied by $u_{n}$ from the one satisfied by $u$. Then, we use the identity $\left\langle e^{a \Lambda^{1 / \sigma}} P_{n} f, e^{a \Lambda^{1 / \sigma}} g\right\rangle_{L^{2}}=\left\langle e^{a \Lambda^{1 / \sigma}} f, e^{a \Lambda^{1 / \sigma}} P_{n} g\right\rangle_{L^{2}}$ to obtain

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|w_{n}(t)\right\|_{L_{a, \sigma}^{2}}+v\left\|w_{n}(t)\right\|_{\dot{H}_{a, \sigma}^{1}} & \leq \mid\langle e^{a \Lambda^{1 / \sigma}(u \cdot \nabla) w_{n}, e^{a \Lambda^{1 / \sigma}} \underbrace{P_{n} w_{n}}_{0}\rangle_{L^{2}} \mid} \\
& +\mid\langle e^{a \Lambda^{1 / \sigma}}\left(w_{n} \cdot \nabla\right) u, e^{a \Lambda^{1 / \sigma}} \underbrace{P_{n} w_{n}}_{0}\rangle_{L^{2}} \\
& +|\langle e^{a \Lambda^{1 / \sigma}}\left(w_{n} \cdot \nabla\right) w_{n}, e^{a \Lambda^{1 / \sigma}} \underbrace{P_{n} w_{n}}_{0}\rangle_{L^{2}}| \\
& +\mid\left\langle e^{a \Lambda^{1 / \sigma}} Q_{n}[(u \cdot \nabla) u], e^{\left.a \Lambda^{1 / \sigma} w_{n}\right\rangle_{L^{2}} \mid .}\right.
\end{aligned}
$$

In fact, $P_{n} w_{n}=0$ is due to $P_{n} w_{n}=P_{n}\left(Q_{n}\left(\sum_{k \in \mathbb{Z}^{3}} \hat{u}_{k} e^{i k x}\right)\right)=P_{n}\left(\sum_{|k|>n} \hat{u}_{k} e^{i k x}\right)$ $=0$. Consequently, by integrating over $[0, T]$, we deduce that

$$
\begin{aligned}
\frac{1}{2}\left\|w_{n}(T)\right\|_{L_{a, \sigma}^{2}}^{2} & +v \int_{0}^{T}\left\|w_{n}(t)\right\|_{\dot{H}_{a, \sigma}^{1}}^{2} d t \leq \frac{1}{2}\left\|w_{n}^{0}\right\|_{L_{a, \sigma}^{2}}^{2} \\
& +\int_{0}^{T} \underbrace{\left|\left\langle e^{a \Lambda^{1 / \sigma}} Q_{n}[(u \cdot \nabla) u], e^{a \Lambda^{1 / \sigma}} w_{n}\right\rangle_{L^{2}}\right|}_{f_{n}(t)} d t .
\end{aligned}
$$

According to the above, strong uniform convergence of the $\left\|w_{n}\right\|_{L_{a, \sigma}^{2}}$ to zero follows provided that $\lim _{n \rightarrow \infty}\left(\left\|w_{n}^{0}\right\|_{L_{, \sigma}^{2}}^{2}+\int_{0}^{T} f_{n}(\tau) d \tau\right)=0$. Clearly, $\lim _{n \rightarrow \infty}\left\|w_{n}^{0}\right\|_{L_{a, \sigma}^{2}}^{2}=0$. To prove that $\lim _{n \rightarrow \infty} \int_{0}^{T} f_{n}(\tau) d \tau$, we use dominated convergence theorem. We have

$$
\begin{aligned}
f_{n}(t) & =\left|\left\langle e^{a \Lambda^{1 / \sigma}}(u \cdot \nabla) u-P_{n}[(u \cdot \nabla) u], e^{a \Lambda^{1 / \sigma}} w_{n}\right\rangle_{L^{2}}\right| \\
& \leq 2 \sum_{k \in \mathbb{Z}^{3}} \mathcal{F}\left(\vartheta_{1} \cdot \vartheta_{2}\right)(k) \overline{\mathcal{F}\left(\vartheta_{3}\right)(k)},
\end{aligned}
$$

where $\vartheta_{1}=\mathcal{F}^{-1}\left(\left|\hat{u}_{k}\right|\right), \vartheta_{2}=\mathcal{F}^{-1}\left(|k| \cdot\left|\hat{u}_{k}\right|\right)$ and $\vartheta_{3}=\mathcal{F}^{-1}\left(e^{2 a|k|^{1 / \sigma}}\left|\hat{u}_{k}\right|\right)$. So,

$$
\begin{aligned}
f_{n}(t) & \leq 2\left\|\vartheta_{1}\right\|_{L^{\infty}}\left|\left\langle\vartheta_{2}, \vartheta_{3}\right\rangle_{L^{2}}\right| \\
& \leq 2 c_{1} c_{2}\|u(t)\|_{L_{a, \sigma}^{2}}^{2}\|u(t)\|_{\dot{H}_{a, \sigma}^{1}}^{2},
\end{aligned}
$$

where we used Hölder's inequality and (1.3) and (1.4). Now, since $u$ belongs to $L_{T}^{\infty}\left(L_{a, \sigma}^{2}\right) \cap L_{T}^{2}\left(\dot{H}_{a, \sigma}^{1}\right)$ then $f_{n}(t) \in L^{1}([0, T])$. It turns out that there exists $m$ for which

$$
\left\|Q_{m} u(t)\right\|_{L_{a, \sigma}^{2}}^{2}+2 v \int_{0}^{t}\left\|Q_{m} u(\tau)\right\|_{\dot{H}_{a, \sigma}^{1}}^{2} d \tau<\frac{v^{2}}{4\left(c_{1} c_{2}\right)^{2}}, \text { for all } 0 \leq t<\infty,
$$

where $Q_{m}$ is the projection onto the modes higher than $m$. Moreover, it holds that $\left\|Q_{m} u(t)\right\|_{L_{a, \sigma}^{2}}^{\longrightarrow} 0$ under the assumption $\left\|P_{m} u(t)\right\|_{L_{a, \sigma}^{2}}^{\longrightarrow} \underset{t \rightarrow \infty}{\longrightarrow}$. This implies that the first $m$ modes associated with $P_{m}$ are in fact the determining modes. Consequently, there exists a critical $m$ such that by splitting the initial data $u_{0}$ into $P_{m} u_{0}$ and $Q_{m} u_{0}$, the latter gives rise to the system

$$
\begin{align*}
& \partial_{t} w_{m}-v \Delta w_{m}+\left(w_{m} \cdot \nabla\right) w_{m}=0, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T}^{3}  \tag{3.1}\\
& \left.w_{m}\right|_{t=0}=Q_{m} u_{0}, \quad x \in \mathbb{T}^{3}, \tag{3.2}
\end{align*}
$$

where $w_{m}$ can be identified with $Q_{m} u$, i.e. the projection of $u$ onto the modes higher than $m$. It is assumed that $\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}<\frac{v}{2 c_{1} c_{2}}$. Thus, $\left\|w_{m}(t)\right\|_{L_{a, \sigma}^{2}} \leq\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}$ for all $t \geq 0$, according to (1.6).

It remains to prove that $\left\|w_{m}(t)\right\|_{L_{a, \sigma}^{2}} \rightarrow 0$ as $t \rightarrow \infty$, as well as to obtain an upper bound for the number of determining modes $m$. We take the inner product of (3.1) against $w_{m}$ to obtain

$$
\frac{1}{2} \frac{d}{d t}\left\|e^{a \Lambda^{1 / \sigma}} w_{m}(t)\right\|_{L^{2}}^{2}+v\left\|e^{a \Lambda^{1 / \sigma}} w_{m}(t)\right\|_{\dot{H}^{1}}^{2} \leq\left|\left\langle\left(w_{m} \cdot \nabla\right) w_{m}, \Xi\right\rangle_{L^{2}\left(\mathbb{T}^{3}\right)}\right|,
$$

where $\Xi=\mathcal{F}^{-1}\left(e^{2 a|k|^{1 / \sigma}} \hat{w}_{k}\right)$. By using inequalities (1.5) and (1.4), it turns out

$$
\frac{1}{2} \frac{d}{d t}\left\|w_{m}(t)\right\|_{L_{a, \sigma}^{2}}^{2}+v\left\|w_{m}(t)\right\|_{\dot{H}_{a, \sigma}^{1}}^{2} \leq c_{3} c_{2}\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}\left\|w_{m}(t)\right\|_{L_{a, \sigma}^{2}}^{2} .
$$

We use the inequality $\lambda_{m+1}\left\|w_{m}\right\|_{L_{a, \sigma}^{2}} \leq\left\|w_{m}\right\|_{\dot{H}_{a, \sigma}^{1}}$ (see e.g. [5]) to obtain

$$
\frac{d}{d \tau}\left\|w_{m}(\tau)\right\|_{L_{a, \sigma}^{2}}^{2}+\left(\nu \lambda_{m+1}^{2}-c_{3} c_{2}\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}\right)\left\|w_{m}(\tau)\right\|_{L_{a, \sigma}^{2}}^{2} \leq 0
$$

Multiplying by $\exp \left(\tau\left(\nu \lambda_{m+1}^{2}-c_{3} c_{2}\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}\right)\right)$ and integrating over [0, $t$ ), we obtain

$$
\begin{equation*}
\left\|w_{m}(t)\right\|_{L_{a, \sigma}^{2}}^{2} \leq\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}^{2} e^{t\left(c_{3} c_{2}\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}}-\nu \lambda_{m+1}^{2}\right)} \tag{3.3}
\end{equation*}
$$

So, we deduce that $\lambda_{m+1}$ (the $(m+1)$ th eigenvalue of $\left.A\right)$ must be as large as

$$
\begin{equation*}
\lambda_{m+1}^{2}>c_{3} c_{2}\left\|Q_{m} u_{0}\right\|_{L_{a, \sigma}^{2}} / v \tag{3.4}
\end{equation*}
$$

Therefore, inequality (3.3) immediately implies that $\limsup _{t \rightarrow \infty}\left\|w_{m}(t)\right\|_{L_{a, \sigma}^{2}}=0$. Moreover, since $\lambda_{m} \sim \lambda_{1} m^{2 / 3}$, we deduce that inequality (3.4) is satisfied provided $m$ is such that $m \geq c\left\|u_{0}\right\|_{L_{a, \sigma}^{2}}^{3 / 4} /\left(\nu \lambda_{1}^{2}\right)^{3 / 4}$. This gives the wavenumber $m$ beyond which the $L_{\mathbb{R}_{+}}^{\infty}\left(L_{a, \sigma}^{2}\right)$ and $L_{\mathbb{R}_{+}}^{2}\left(\dot{H}_{a, \sigma}^{1}\right)$ norms of the solution's high frequency modes are uniformly bounded with respect to time.

This result is useful as it solves the problem: how many modes should be retained if we want to be certain that the truncated system will have the same behavior for $t$ large as the original one.
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In this paper the Riemann-Hilbert type boundary value problem for generalized analytic vectors in plane domains bounded by smooth curves is considered. In some cases Noethericity conditions of the problem are given.
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The linear system of partial differential equations

$$
\frac{\partial u}{\partial x}=a(x, y) \frac{\partial u}{\partial y}+b(x, y) u(x, y)+f(x, y)
$$

where $u=\left(u_{1}, u_{2}, \ldots, u_{2 n}\right)$ is the desired real vector with $2 n$ components, $a, b$ are given $2 n \times 2 n$ real matrices depending on two real variables $(x, y), f$ is a given vector with $2 n$ components is called elliptic in some domain $D$ if the matrix $a$ has no real characteristic numbers in this domain.It is well-known that in one dimensional case this system can be reduced to one complex equation:

$$
\begin{equation*}
\partial_{\bar{z}} w(z)+A(z) w(z)+B(z) \overline{w(z)}=F(z), \quad z \in D \tag{1}
\end{equation*}
$$

where $A, B, F$ are complex functions expressed by $a, b, f$ (see [1-3]).

[^6]In one dimensional case the system of such kind is called the CarlemanVekua equation. They were investigated by Picard E., Beltrami E., Teodorescu N., Carleman T. and others. In the works of Polozhy G. N., Shabat B. several classes of this equations were studied. Using generalizations of the concepts of complex differentiation and integration Bers L. constructed the so-called theory of pseudoanalytic functions which are the solutions of the Eq.(1). Another theory of the solutions of the Eq. (1), the theory of generalized analytic functions was constructed by Vekua I. Further development of this theory by Vekua and his disciples and followers [3] is summarized in his fundamental monograph [4].

As a model problem of the boundary value problems of the theory of generalized analytic vectors we consider the following Riemann-Hilbert problem:

$$
\begin{equation*}
\operatorname{Re}[G(t) w(t)]=g(t), \quad t \in \Gamma, \tag{2}
\end{equation*}
$$

for the Eq.(1). $A, B$ are bounded measurable matrices, $D$ is a bounded domain in the complex plane with the smooth boundary $\Gamma$.

We investigate the existence of the solutions of the problem (1) and (2). In particular, we prove the following proposition.

Proposition 1 There exists a solution of the problem (1) and (2) in the form $w(z)=w_{0}(z)+w_{1}(z)$, where $w_{1}(z)=R(F(z)), R$ is some linear bounded operator mapping the space $L_{s}(D)$ in the space of Hölder-continuous vectors, $w_{0}(z)$ is the solution of the homogeneous equation (1) in the class $E_{p}(D, A, B, \varrho), p>1$.

In order to introduce the class from Proposition 1 we need some terms and notations [5] (see also [1]).

Let the matrix $V(t, z)$ be the generalized Cauchy kernel for the homogeneous equation (1). The equation

$$
\begin{equation*}
\partial_{\bar{z}} \Psi-A^{\prime}(z) \Psi-\overline{B^{\prime}(z) \Psi}=0 \tag{3}
\end{equation*}
$$

is called conjugate to the system (1). Using holomorphic vectors, generalized analytic vectors $w(z)$ can be represented as

$$
\begin{equation*}
w(z)=\phi(z)+\int_{D} \Gamma_{1}(Z, t) \phi(t) d \sigma_{t}+\int_{D} \Gamma_{2}(Z, t) \overline{\phi(t)} d \sigma_{t}+\sum_{k=1}^{N} c_{k} W_{k}(z), \tag{4}
\end{equation*}
$$

where $\phi(z)$ is a holomorphic vector and $W_{k}(z)(k=1, \ldots, N)$ is a complete system of linearly independent solutions of the Fredholm equation

$$
K w \equiv w(z)-\frac{1}{\pi} \int_{D} V(t, z)[A(t) w(t)+B(t) \overline{w(t)}] d \sigma_{t}=0
$$

$W_{k}(z)$ turn out to be continuous vectors in the whole plane, vanishing at infinity and $c_{k}$-are arbitrary real constants; the kernels $\Gamma_{1}(z, t)$ and $\Gamma_{2}(z, t)$ satisfy the system of the integral equations

$$
\begin{aligned}
& \Gamma_{1}(z, t)+\frac{1}{\pi} V(t, z) A(t)+\frac{1}{\pi} \int_{D} V(t, z)\left[A(t) \Gamma_{1}(\tau, t)+B(t) \overline{\Gamma_{2}(\tau, t)}\right] d \sigma_{t} \\
&=-\frac{1}{2} \sum_{k=1}^{N}\left\{v_{k}(z), \bar{v}_{k}(t)\right\}, \\
& \begin{aligned}
\Gamma_{2}(z, t)+\frac{1}{\pi} V(t, z) A(t) & +\frac{1}{\pi} \int_{D} V(t, z)\left[A(t) \Gamma_{1}(\tau, t)+B(t) \overline{\Gamma_{2}(\tau, t)}\right] d \sigma_{t} \\
& =-\frac{1}{2} \sum_{k=1}^{N}\left\{v_{k}(z), \bar{v}_{k}(t)\right\},
\end{aligned}
\end{aligned}
$$

where $v_{k}(z) \in L_{p}(\bar{D}), \quad(k=1, \ldots, N)$ form a system of linearly independent solutions of the Fredholm integral equation

$$
v(z)+\frac{\overline{A^{\prime}(z)}}{\pi} \int_{D} V^{\prime}(z, t) v(t) d \sigma_{t}+\frac{\overline{B^{\prime}(z)}}{\pi} \int_{D} V^{\prime}(z, t) \bar{v}(t) d \sigma_{t}=0
$$

and $v, w$ is the diagonal product of the vectors $v$ and $w$. Notice that in formula (4) $\phi(z)$ is not an arbitrary holomorphic vector, it has to satisfy the following conditions

$$
\begin{equation*}
\operatorname{Re} \int_{D} \phi(z) v_{k}(z) d \sigma_{t}=0, \quad k=1, \ldots, N \tag{5}
\end{equation*}
$$

In general, the Liouville theorem is not true for the solutions of (1). This is why the constants $c_{k}$ appear in (4) and the conditions (5) have to be satisfied.

Denote by $E_{p}(D, A, B, \varrho)$ the class of the solutions of the homogeneous equation of (1), representable by the generalized Cauchy type integrals

$$
w(z)=\frac{1}{2 \pi i} \int_{\Gamma}\left[\Omega_{1}(z, t) \varphi(t) d t-\Omega_{2}(z, t) \overline{\varphi(t) d t}\right]+\sum_{k=1}^{N} c_{k} W_{k}(z),
$$

where $\varphi(t) \in L_{p}(\Gamma, \varrho)$ satisfies the condition

$$
\operatorname{Im} \int_{\Gamma}\left(\varphi(t), \Psi_{j}(t)\right) d t=0, \quad(j=1, \ldots, N)
$$

where $\Psi_{j}$ form a similar system for the conjugate equation (3). The kernels $\Omega_{1}$ and $\Omega_{2}$ are representable by the resolvents $\Gamma_{1}$ and $\Gamma_{2}$ according to the formulas

$$
\begin{gathered}
\Omega_{1}(z, t)=V(t, z)+\int_{D} \Gamma_{1}(z, \tau) V(t, \tau) d \sigma_{\tau}, \\
\Omega_{2}(z, t)=\int_{D} \Gamma_{2}(z, \tau) \overline{V(t, \tau)} d \sigma_{\tau} .
\end{gathered}
$$

Let us also introduce the class

$$
E_{q}\left(D,-A^{\prime},-\overline{B^{\prime}}, \varrho^{1-q}\right), q=\frac{p}{p-1}
$$

of the solutions of the conjugate equation, representable in the form

$$
\Psi(z)=\frac{1}{2 \pi i} \int_{\Gamma}\left[\Omega_{1}^{\prime}(t, z) h(t) d t-\overline{\Omega_{2}^{\prime}}(t, z) \overline{h(t) d t}\right]+\sum_{k=1}^{N} c_{k} \Psi_{k}(z)
$$

where the density $h(t) \in L_{q}\left(\Gamma, \varrho^{1-q}\right)$ satisfies the condition

$$
\operatorname{Im} \int_{\Gamma}\left(h(t), W_{j}(t)\right) d t=0, \quad(j=1, \ldots, N)
$$

Therefore, for $w(z)$ satisfying (1), we get the following boundary condition

$$
\begin{equation*}
\operatorname{Re}\left[G(t) w_{0}(t)\right]=H^{1}(t) \tag{6}
\end{equation*}
$$

where $H^{1}(t)=f(t)-\operatorname{Re}\left[G(t) w_{1}(t)\right]$. From (6) it follows

$$
w_{0}(t)=G^{-1}(t)\left[H^{1}(t)+i \xi(t)\right]
$$

where $\xi(t)$ is a desired real vector of the class $L_{p}(\Gamma, \varrho)$. For $\xi(t)$ we obtain the real system of singular integral equations

$$
\begin{align*}
& \xi\left(t_{0}\right)=\int_{\Gamma}\left[G\left(t_{0}\right) G^{-1}(t)+\frac{t_{0}}{t} \overline{G\left(t_{0}\right) G^{-1}(t)}\right] \frac{\xi(t)}{t_{0}-t}+\int_{\Gamma} K\left(t_{0}, t\right) \xi(t) d s \\
& =H^{2}\left(t_{0}\right)-4 \pi \sum_{k=1}^{N} c_{k} \operatorname{Re}\left[G\left(t_{0}\right) W_{k}\left(t_{0}\right)\right] \tag{7}
\end{align*}
$$

and the additional conditions

$$
\operatorname{Im} \int_{\Gamma} G^{-1}(t)\left(H^{1}(t)+i \xi(t)\right) \Psi_{k}(t) d t=0, \quad(k=1, \ldots, N)
$$

where $K\left(t_{0}, t\right)$ is a real kernel with the weak singularity, $H^{2}(t)$ is a real vector which can be linearly expressed by means of $H^{1}(t)$.

From (7) we get

$$
\xi\left(t_{0}\right)=\left(K H^{3}\right)\left(t_{0}\right)+\sum_{k=1}^{l} l_{k} \xi_{k}\left(t_{0}\right),
$$

where

$$
H^{3}\left(t_{0}\right)=H^{2}\left(t_{0}\right)-4 \pi \sum_{k=1}^{N} \operatorname{Re}\left[G\left(t_{0}\right) W_{k}\left(t_{0}\right)\right]
$$

and $\sum_{k=1}^{l} l_{k} \xi_{k}$ is a general solution of the homogeneous equation of (7), $K$ is a linear bounded operator on the space $L_{p}(\Gamma, \varrho)$.

We should take into the consideration the solvability condition of the Eq. (7)

$$
\int_{\Gamma}\left(H^{3}(\tau), g^{k}(\tau)\right) d \tau=0, \quad k=1, \ldots, l^{*}
$$

where $g^{k}(t), k=1, \ldots, l^{*}$ is a complete system of linearly independent solutions of the conjugate homogeneous equation of (7) in the class $L_{q}\left(\Gamma, \varrho^{1-q}\right), q=\frac{p}{p-1}$. If the Eq. (7) is Noetherian then the Riemann-Hilbert boundary value problem (7) is Noetherian in $E_{p}(D, A, B, \varrho)$ and the necessary and sufficient solvability conditions are the following

$$
\operatorname{Im} \int_{\Gamma}\left(H^{1}(\tau), G^{\prime-1}(\tau) \eta_{k}(\tau)\right) d \tau=0, \quad k=1, \ldots, l^{\prime}
$$

where $\eta_{k}$ is a complete system of linearly independent solutions of the RiemannHilbert problem

$$
\operatorname{Re}\left[G^{\prime-1}(\tau) \eta(\tau)\right]=0
$$

in the class $E_{q}\left(D,-A^{\prime},-\overline{B^{\prime}}, \varrho^{1-q}\right), q=\frac{p}{p-1}$.

Due to [5] the Eq. (7) is Noetherian in $L_{p}(\Gamma, \varrho)$ if

$$
\begin{equation*}
\frac{1+\varrho_{k}}{p} \neq \omega_{k j}, \quad k=1, \ldots, r, \quad j=1, \ldots, n \tag{8}
\end{equation*}
$$

where $\omega_{k j}=\frac{1}{2 \pi} \arg \lambda_{k j}, 0 \leq \arg \lambda_{k j}<2 \pi, \lambda_{k j}$ are the roots of the equation

$$
\operatorname{det}\left[G^{-1}\left(t_{k}+0\right) G\left(t_{k}-0\right)-\lambda I\right]=0
$$

If $G(t)$ is continuous on $\Gamma$ then the condition (8) is not required.
Finally we remark that differential boundary value problem for the system of second order differential equations of elliptic type in plane domains bounded by smooth curves can be reduced to the problem for generalized analytic vectors considered above.
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## 1 Introduction

Lemma 1.1 A family $\mathcal{F}$ of functions meromorphic [analytic] on the unit disc $\Delta$ is not normal if and only if there exist (a) a number $0<r<1$ (b) points $z_{n},\left|z_{n}\right|<r$ (c) functions $f_{n} \in \mathcal{F}$ (d) numbers $\rho_{n} \rightarrow 0+$ such that

$$
\frac{f_{n}\left(z_{n}+\rho_{n} \xi\right)}{\rho_{n}^{\alpha}}(0 \leq \alpha<1 \text { arbitrary }) .
$$

spherically uniformly [uniformly] on compact subsets of $C$, where $g$ is a nonconstant meromorphic [entire] function on $C$.

This is famous Pang's Lemma [6, Lemma 2, p. 787]. The case $\alpha=0$ is due to Zalcman [13, p. 814] and is known as Zalcman's Rescalling Lemma. Zalcman's Lemma has numerous applications in the theory of entire and meromorphic functions, normality criteria, ordinary differential equations, complex dynamics, value distribution theory, quasiregular mappings in space, and minimal surfaces, for the list of some of these application see, for example, the papers [11, 12] and the book [9]. Zalcman's Lemma was generalised by Pang [6, 7], using in a way

[^7]which makes it more flexible, and, in particular, applicable to algebraic differential equations.

Much attention has been given to find an appropriate generalization of Zalcman's Lemma to several complex variables, and more generally to complex manifolds (see, for example, [1-4, 10]).

Using the ideas of Zalcman and Pang we can prove the most of the theorems in this paper, but Montel's Criterion was used in all proofs!

## 2 Marty's Criterion

A family $\mathcal{F}$ of holomorphic functions on a domain $\Omega \subset C^{n}$ is normal in $\Omega$ if every sequence of functions $\left\{f_{j}\right\} \subseteq \mathcal{F}$ contains either a subsequence which converges to a limit function $f \not \equiv \infty$ uniformly on each compact subset of $\Omega$, or a subsequence which converges uniformly to $\infty$ on each compact subset.

A family $\mathcal{F}$ is said to be normal at a point $z_{0} \in \Omega$ if it is normal in some neighborhood of $z_{0}$. A family of holomorphic functions $\mathcal{F}$ is normal in a domain $\Omega$ if and only if $\mathcal{F}$ is normal at each point of $\Omega$.

For every function $\varphi$ of class $C^{2}(\Omega)$ we define at each point $z \in \Omega$ an Hermitian form

$$
L_{z}(\varphi, v):=\sum_{k, l=1}^{n} \frac{\partial^{2} \varphi}{\partial z_{k} \partial \bar{z}_{l}}(z) v_{k} \bar{v}_{l},
$$

(where $z_{1}, \ldots, z_{n}$ is the natural coordinate system in $C^{n}$ ) and call it the Levi form of the function $\varphi$ at $z$.

For a holomorphic function $f$ in $\Omega$, set

$$
\begin{equation*}
f^{\sharp}(z):=\max _{|v|=1} \sqrt{L_{z}\left(\log \left(1+|f|^{2}\right), v\right)} \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sharp f(z):=\min _{|v|=1} \sqrt{L_{z}\left(\log \left(1+|f|^{2}\right), v\right)} . \tag{2.2}
\end{equation*}
$$

This quantities is well defined since the Levi form $L_{z}\left(\log \left(1+|f|^{2}\right), v\right)$ is nonnegative for all $z \in \Omega$.

In (2.1) resp. (2.2) the supremum resp. infinum is at the same time a maximum/minimum, since by Weiershtrass Theorem the continuous real-valued function $L_{z}(\varphi, v) /(v, v)$ achieving a least upper bound resp. greatest lover bound on the unit sphere in $C^{n}$, a compact set.

In particular, for $n=1$ the formula (2.1) takes the form

$$
f^{\sharp}(z):=\frac{\left|f^{\prime}(z)\right|}{1+|f(z)|^{2}}
$$

and $z^{\sharp}$ coincides with the spherical metric on $C$.
We have Marty's characterization of normal families in terms of the spherical metric.

Theorem 2.1 (Marty's Criterion, See [3]) A family $\mathcal{F}$ of functions holomorphic on $\Omega \subset C^{n}$, is normal on $\Omega$ if and only if for each compact subset $K \subset \Omega$ there exists a constant $M(K)$ such that at each point $z \in K$

$$
\begin{equation*}
f^{\sharp}(z) \leq M(K) \tag{2.3}
\end{equation*}
$$

for all $f \in \mathcal{F}$.
Montel's criterion for normality, one of the more important results in function theory, and which will be used over and over again. Montel's criterion has a consequence that many might find astounding.

## 3 Non-normal Families

The following two theorems are the cornerstone of this chapter. Its are a powerful tools which allows to extract informations from non-normal holomorphic families.

The proof of the Zalcman's Rescaling Lemma is fairly short and elementary; it uses only Marty's Criterion (Theorem 2.1).

Using the ideas of Zalcman and Pang I derived the following important characterizations of non-normality.

Theorem 3.1 (Zalcman's Lemma, See [3]) Suppose that a family $\mathcal{F}$ of functions holomorphic on $\Omega \subset C^{n}$ is not normal at some point $z_{0} \in \Omega$. Then there exist sequences $f_{j} \in \mathcal{F}, z_{j} \rightarrow z_{0}, \rho_{j}=1 / f_{j}^{\sharp}\left(z_{j}\right) \rightarrow 0$, such that the sequence

$$
g_{j}(z)=f_{j}\left(z_{j}+\rho_{j} z\right)
$$

converges locally uniformly in $C^{n}$ to a non-constant entire function $g$ satisfying $g^{\sharp}(z) \leq g^{\sharp}(0)=1$.

Theorem 3.2 (Pang's Lemma) The simultaneous proof of this theorems. The statement of Theorem 3.1 remains valid if the sequence $g_{j}(z)=f_{j}\left(z_{j}+\rho_{j} z\right)$ is replaced with

$$
g_{j}(z):=\frac{f_{j}\left(z_{j}+r_{j} z\right)}{r_{j}^{\alpha}}(0 \leq \alpha<1 \text { arbitrary })
$$

For the simultaneous proof of Theorems 3.1 and 3.2 we need the following lemma.
Lemma 3.3 Let $f$ be a holomorphic function on the unit ball $B=\left\{z \in C^{n}:|z|<\right.$ $1\}$, and $\alpha$ be a real number with $0 \leq \alpha<1$. Suppose $j \geq 3$ and

$$
\max _{|z| \leq 1 / j} \frac{(1-j|z|)^{1+\alpha}\left(1+|f(z)|^{2}\right) f^{\sharp}(z)}{(1-j|z|)^{2 \alpha}+|f(z)|^{2}}>1 .
$$

Then there exists a point $\xi^{*},\left|\xi^{*}\right|<1 / j$, and a real number $\rho, 0<\rho<1$, such that

$$
\begin{aligned}
& \max _{|z| \leq 1 / j} \frac{(1-j|z|)^{1+\alpha} \rho^{1+\alpha}\left(1+|f(z)|^{2}\right) f^{\sharp}(z)}{(1-j|z|)^{2 \alpha} \rho^{2 \alpha}+|f(z)|^{2}}= \\
& \frac{\left(1-j\left|\xi^{*}\right|\right)^{1+\alpha} \rho^{1+\alpha}\left(1+\left|f\left(\xi^{*}\right)\right|^{2}\right) f^{\sharp}\left(\xi^{*}\right)}{\left(1-j\left|\xi^{*}\right|\right)^{2 \alpha} \rho^{2 \alpha}+\left|f\left(\xi^{*}\right)\right|^{2}}=1 .
\end{aligned}
$$

In the proof of Theorem 3.2 the expression

$$
\frac{(1-j|z|)^{1+\alpha}\left(1+\left|f_{j}(z)\right|^{2}\right) f_{j}^{\sharp}(z)}{(1-j|z|)^{2 \alpha}+\left|f_{j}(z)\right|^{2}}
$$

takes the part of $(1-j|z|) f_{j}^{\sharp}(z)$. The last function is continuous!

## 4 Montel's Theorem in $C^{N}$

Let us illustrate the use of Zalcman's Rescalling Lemma [3] by showing how it can be used to derive Montel's Theorem in several complex variables (see also [12] for one dimensional case).

Just to get a glimpse of a power and beauty of Zalcman's Lemma, we will give two proof of Montel's theorem as an application of this lemma. Judicious application of Zalcman's Lemma often leads to proofs which seem almost magical in their brevity.

Theorem 4.1 (Montel's Theorem) Let $\mathcal{F}$ be a family of holomorphic functions on an open set $\Omega \subseteq C^{n}$ that omit two fixed complex values. Then, each sequence of functions in $\mathcal{F}$ has a subsequence which converges uniformly on compact subsets.

First of all we shall need one auxiliary proposition for the proof of which see, for example, [5, Corollary, p.80].

Theorem 4.2 (Hurwitz's Theorem) Let $\Omega$ be an open connected set in $C^{n}$ and $\left\{g_{j}(z)\right\}$ a sequence of holomorphic functions on $\Omega$, converging uniformly on compact sets to a holomorphic function $g$. Then if $g_{j}(z) \neq 0$ for all $j$, and all $z$, and $g$ is nonconstant, we have $g(z) \neq 0$ for all $z \in \Omega$.

First Proof of Montel's Theorem Composing the functions of $\mathcal{F}$ with a linear fractional transformation, we may also assume that the omitted values are 0 and 1. Suppose $\mathcal{F}$ is not normal on $\Omega$. Then by Zalcman's Rescalling Lemma [3], there exist $f_{j} \in \mathcal{F}, z_{j} \in \Omega$ and $\rho_{j} \rightarrow 0+$ such that $f_{j}\left(z_{j}+\rho_{j} \zeta\right)=g_{j}(\zeta) \rightarrow g(\zeta)$ uniformly on compact subsets of $C^{n}$, where $g$ is a nonconstant entire function. By Hurwitz's Theorem (see, for example, [5, Corollary, p. 80]), $g$ does not take on the values 0 and 1 , since no $f_{j}$ does. Let $b \in C^{n}$. The function

$$
g_{b}(\lambda):=g(\lambda \cdot b)
$$

is entire function on $C$, satisfies

$$
g_{b}(0)=g(0), \quad g_{b}(1)=g(b)
$$

and

$$
g_{b}(C) \subset g\left(C^{N}\right) \subseteq C \backslash\{0,1\}
$$

But then, by one-dimensional version of Picard's Little Theorem, $g_{b}$ is constant, hence $g(0)=g(b)$ for all $b \in C^{n}$, a contradiction.

We also give a simple proof of the theorem of Montel, based on the idea of A. $\operatorname{Ros}$ [8] (see [11, p. 218]).

Second Proof of Montel's Theorem Since normality is a local notion, we may suppose that $\Omega=B$, the unit ball. So let $\mathcal{F}$ be as in the statement of Montel's Theorem and suppose that $\mathcal{F}$ is not normal. Composing with a linear fractional transformation, we may also assume that the omitted values are 0 and 1 . This implies that if $f \in \mathcal{F}$ and $m \in N$ there exists a function $g$ holomorphic in $\Omega$ such that $g^{2^{m}}=f$. Let $\mathcal{F}_{m}$ be the family of all such functions $g$. Note that

$$
\left|\frac{1}{2^{m}}\right|^{2}\left(\frac{|f|^{-1}+|f|}{|f|^{-1 / 2^{m}}+|f|^{1 / 2^{m}}}\right)^{2} L_{z}\left(\log \left(1+|f|^{2}, v\right)=L_{z}\left(\log \left(1+|g|^{2}, v\right)\right.\right.
$$

for all $(z, v) \in \Omega \times C^{n}$. This implies that

$$
g^{\sharp}(z)=\frac{1}{2^{m}} \frac{|f|^{-1}+|f|}{|f|^{-1 / 2^{m}}+|f|^{1 / 2^{m}}} f^{\sharp}(z) \geq \frac{1}{2^{m}} f^{\sharp}(z) \quad(z \in \Omega),
$$

where we have used the inequality $a^{-1}+a \geq a^{-t}+a^{t}$ valid for $a>0$ and $0<t<1$. By Marty's Criterion, the family $\left\{f^{\sharp}: f \in \mathcal{F}\right\}$ is not locally bounded. We deduce that, for fixed $m \in N$, the family $\left\{g^{\sharp}: g \in \mathcal{F}_{m}\right\}$ is not locally bounded. Using Marty's Criterion again we find that $\mathcal{F}_{m}$ is not normal, for all $m \in N$. Note that if $g \in \mathcal{F}_{m}$, then $g$ omits the values $e^{2 \pi i k / 2 m}$ for $k, m \in Z$. From the Zalcman Rescalling Lemma we thus deduce that there exists an entire function $g_{m}$ omitting the values $e^{2 \pi i k / 2 m}$ and satisfying $g_{m}(z) \leq g_{m}^{\sharp}(0)=1$. The $g_{m}$ thus form a normal family and we have $g_{m_{j}} \rightarrow G$ for some subsequence $\left\{g_{m_{j}}\right\}$ and some nonconstant entire function $G$. By Hurwitz's Theorem, $G$ omits the values $e^{2 \pi i k / 2 m}$ for all $k, m \in$ $N$. Since $G\left(C^{n}\right)$ is open this implies that $|G(z)| \neq 1$ for all $z \in C^{n}$. Thus either $|G(z)|<1$ for all $z \in C^{n}$ or $|G(z)|>1$ for all $z \in C^{n}$. In the first case $G$ is bounded and thus constant by Liouville's Theorem. In the second case $1 / G$ is bounded. Again $1 / G$ and thus $G$ is constant. Thus we get a contradiction in both cases.

We shall now show that the following result, in which the values omitted are allowed to vary with the function, as long as they do not approach one another too closely, is also true.

Theorem 4.3 (Carathéodory's Theorem) Let $\mathcal{F}$ be a family of functions holomorphic on $\Omega \subset C^{n}$. Suppose that for some $\varepsilon>0$, there exist for each $f \in \mathcal{F}$ distinct points $a_{f}, b_{f} \in C$ such that for all $z \in \Omega, f(z) \neq a_{f}, b_{f}$ and

$$
s\left(a_{f}, \infty\right) s\left(a_{f}, b_{f}\right) s\left(\infty, b_{f}\right)>\varepsilon .
$$

Then $\mathcal{F}$ is normal on $\Omega$.
Proof Otherwise, there exists some ball $B$ in $\Omega$, which we may assume to be unit ball, on which $\mathcal{F}$ fails to be normal. Then by Zalcman's Rescalling Lemma [3], there exist $f_{j} \in \mathcal{F}, z_{j} \in B$ and $\rho_{j} \rightarrow 0+$ such that $f_{j}\left(z_{j}+\rho_{j} \zeta\right)=g_{j}(\zeta) \rightarrow$ $g(\zeta)$ uniformly on compact subsets of $C^{n}$, where $g$ is a nonconstant entire function. Taking successive subsequences and renumbering, we can assume that $a_{f_{j}} \rightarrow a$ and $b_{f_{j}} \rightarrow b$, where $a$ and $b$ are distinct points in $C$. Since $g_{j}(\zeta)-a_{f_{j}} \neq 0$ and $g$ is nonconstant, it follows from Theorem 4.2 that $g(\zeta) \neq a$. Similarly, $g(\zeta) \neq b$. Again, we may assume that the omitted values are 0 and 1 . The reasoning used at the end of the first proof of Theorem 4.1 shows that $g$ is a constant, a contradiction.

Montel's theorem remains valid if the omitted values are replaced by omitted functions, so long as the omitted functions never take on the same value at points of $\Omega$.

Theorem 4.4 (Fatou's Theorem) Let $a(z)$ and $b(z)$ be functions holomorphic on $\Omega \subset C^{n}$ such that $a(z) \neq b(z)$ for each $z \in \Omega$. Let $\mathcal{F}$ be a family of functions holomorphic on $\Omega$ such that for each $z \in \Omega$

$$
f(z) \neq a(z) \quad f(z) \neq b(z)
$$

for all $f \in \mathcal{F}$. Then $\mathcal{F}$ is normal on $\Omega$.
Proof Consider the family of functions

$$
\mathcal{G}=\left\{\frac{f(z)-a(z)}{f(z)-b(z)} \text { for all } f \in \mathcal{F}\right\} .
$$

Then each $g \in \mathcal{G}$ is holomorphic on $\Omega$; and if $g \in \mathcal{G}$, then $g(z) \neq 0,1$ for $z \in \Omega$. Thus $\mathcal{G}$ is normal on $\Omega$ by Theorem 4.1. But then, as is easily seen, $\mathcal{F}$ is normal on $\Omega$ as well.

## 5 Criterion of Normality

Unfortunately, in practice Marty's criterion almost useless, as verification of the condition (2.3) in cases when normality is not already evident is generally extremely difficult. For example, given a family of holomorphic functions $\mathcal{F}$ such that on every compact $K \subset \Omega$, say,

$$
\sharp f(z) \geq M(K), \quad z \in K,
$$

we see that the Marty criterion is insufficient to establish normality, and a stronger version is required. The following has been

Theorem 5.1 Let $\mathcal{F}$ be a family of holomorphic functions on $\Omega \subset C^{n}$ and assume that for each compact subset $K \subset \Omega$ there exists a constant $M(K)>0$ such that

$$
\sharp f(z) \geq M(K), \quad z \in K,
$$

holds for every $f \in \mathcal{F}$. Then $\mathcal{F}$ is normal in $\Omega$.
The main tool in the proof of Theorem 5.1 are Montel's Theorem and Montel's Criterium.
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# To the Theory of One Class of Three-Dimensional Integral Equation with Super-Singular Kernels by Tube Domain 

Nusrat Rajabov


#### Abstract

In this paper, we study one new class of three-dimensional integral equations with super-singular kernels in a cylindrical domain, when the kernel has super-singularity on the lower base and the lateral surface of the cylinder. Depending on the roots of the characteristic equations (1.2) and (1.3), the integral representations of the solutions of equation (1.1) are found in explicit form. In the case where the parameters are present in the kernels, such that the general solution of the integral equation contains arbitrary functions, inversion formulas are found. On the basis of integral representations and their inversion formulas, in cases where the general solutions of the integral equation contain arbitrary functions, the correct formulation of a Dirichlet type problem is clarified and its solution is found.
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## 1 Integral Representations of a Variety of Solutions

Start the article with the command
Let $\Omega$ denote the cylindrical domain $\Omega=\{(t, z): a<t<b,|z|<R\}$. The base of this cylinder will be denoted by $D=\{t=a,|z|<R\}$ and the lateral surface will be denoted by $S=\{a<t<b,|z|=R\}, z=x+i y$. We consider the

[^8]integral equation in the domain $\Omega$ of the form
\[

$$
\begin{align*}
& \varphi(t, z)+\int_{a}^{t} \frac{K_{1}(t, \tau)}{(\tau-a)^{\alpha}} \varphi(\tau, z) d \tau+\frac{1}{\pi} \iint_{D} \frac{\exp [i \theta] K_{2}(r, \rho)}{(R-\rho)^{\beta}(s-z)} \varphi(t, s) d s+  \tag{1.1}\\
& +\frac{1}{\pi} \int_{a}^{t} \frac{d \tau}{(\tau-a)^{\alpha}} \iint_{D} \frac{\exp [i \theta] K_{3}(t, \tau ; r, \rho)}{(R-\rho)^{\beta}(s-z)} \varphi(\tau, s) d s=f(x, z)
\end{align*}
$$
\]

where $\theta=\operatorname{args}, s=\zeta+i \eta, d s=d \zeta d \eta, \rho^{2}=\zeta^{2}+\eta^{2}, r^{2}=x^{2}+$ $y^{2}, K_{1}(t, \tau)=\sum_{j=1}^{n} A_{j}\left(w_{a}^{\alpha}(t)-w_{a}^{\alpha}(\tau)\right)^{j-1}, K_{2}(r, \rho)=\sum_{l=1}^{m} B_{l}\left(w_{R}^{\beta}(r)-\right.$ $\left.w_{R}^{\beta}(\rho)\right)^{l-1}, K_{3}(t, \tau ; r, \rho ;)=K_{1}(t, \tau) \cdot K_{2}(r, \rho), A_{j}(1 \leq j \leq n), B_{l}(1 \leq$ $l \leq m)$-given constants , $f(t, z)$-are given functions and $\varphi(t, z)$-unknown functions, $w_{a}^{\alpha}(t)=\left[(\alpha-1)(t-a)^{\alpha-1}\right]^{-1}, \alpha=$ const $>1, w_{R}^{\beta}(r)=[(\beta-1)(R-$ $\left.r)^{\beta-1}\right]^{-1}, \beta=$ const $>1$.

The solution to the integral equation (1.1) will be sought in the class of functions $\varphi(t, z) \in C(\bar{\Omega}), \varphi(a, z)=0, \varphi\left(t, \operatorname{Re}^{i \theta}\right)=0, \theta=\arg z$, and its asymptotic behavior, which for $t \rightarrow a$ and $r \rightarrow R$ are determined by the formulas

$$
\begin{aligned}
\varphi(t, z) & =o\left[(t-a)^{\delta_{1}}\right], \delta_{1}>(n+1)(\alpha-1) \text { at } t \rightarrow a \\
\varphi(t, z) & =o\left[(R-r)^{\delta_{2}}\right], \delta_{2}>(m+1)(\beta-1) \text { at } r \rightarrow R
\end{aligned}
$$

In this paper, depending on the roots of the characteristic equations

$$
\begin{equation*}
\lambda^{n}+\sum_{j=1}^{n} A_{j}(j-1)!\lambda^{n-j}=o \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu^{m}+\sum_{j=1}^{m} B_{j}(j-1)!\mu^{m-j}=o \tag{1.3}
\end{equation*}
$$

integral representations of the variety of solutions are obtained. A study of particular cases of Eq. (1.1) is devoted to the work [2-12] Let in the integral equation (1.1) $K_{1}(t, \tau), K_{2}(r, \rho), K_{3}(t, \tau ; r, \rho)$ be related by the formula $K_{3}(t, \tau ; r, \rho)=K_{1}(t, \tau) K_{2}(r, \rho)$. Then introducing the new $\Psi(t, z)$ function by the formula

$$
\begin{equation*}
\Psi(t, z)=\varphi(t, z)+\int_{a}^{t} \frac{K_{1}(t, \tau)}{(t-a)^{\alpha}} \varphi(\tau, z) d \tau \equiv K_{\alpha}(\varphi) \tag{1.4}
\end{equation*}
$$

we arrive at the solution of the following Integral equation of the type I.N. Vekua [13]

$$
\begin{equation*}
\Psi(t, z)+\frac{1}{\pi} \iint_{D} \frac{\exp [i \theta] K_{2}(r, \rho)}{(R-\rho)^{\beta}(s-z)} \psi(t, s) d s=f(t, z) . \tag{1.5}
\end{equation*}
$$

Thus, in this case, the problem of finding a solution to integral equation (1.1) has been reduced to solving an extended system of integral equations (1.4) and (1.5). The study of particular cases of integral equations (1.4) and (1.5) is the subject of [2-12]. In the case when the roots of the characteristic equation (1.2) are different, real, positive, and the solution of the integral equation (1.4) exists, then according to [7] the general solution of the integral equation (1.4) is representable in the form

$$
\begin{align*}
& \varphi(t, z)=\sum_{j=1}^{n} C_{j}(z) \exp \left[-\lambda_{j} w_{a}^{\alpha}(t)\right]+\psi(t, z)+ \\
& \frac{1}{\Delta_{0}} \int_{a}^{t}\left\{\sum_{j=1}^{n}(-1)^{n+j} \Delta_{j n} \exp \left[\lambda_{j}\left(w_{a}^{\alpha}(\tau)-w_{a}^{\alpha}(t)\right)\right]\right\} \frac{\psi(\tau, z)}{(\tau-a)^{\alpha}} d \tau \equiv  \tag{1.6}\\
& \sum_{j=1}^{n} C_{j}(z) \exp \left[-\lambda_{j} w_{a}^{\alpha}(t)\right]+\left(K_{\alpha}\right)^{-1}(\psi),
\end{align*}
$$

where $\Delta_{0}$ is a Vandermond determinant, corresponding parameters $\lambda_{j}(1 \leq j \leq$ $n), \Delta_{j n}$ is minor of $(n-1)$-order, which is obtained from $\Delta_{0}$ by dividing $n$-th lines and $j$-th column, $C_{j}(z)(1 \leq j \leq n)$ are arbitrary function of the domain $D$. Integral in the right part of the formula (1.6) converges, if $\psi(t, z) \in C(\bar{\Omega}), \psi(a, z)=0$ with asymptotic behavior

$$
\begin{equation*}
\left.\psi(t, z)=o\left[\exp \left[-\lambda w_{a}^{\alpha}(t)\right](t-a)\right]^{\gamma}\right], \gamma>\alpha-1 \text { at } t \rightarrow a, \tag{1.7}
\end{equation*}
$$

where $\lambda=\max \left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$. The function $\psi(t, z)$ have property(1.7), if $f(t, z) \in C(\bar{\Omega}), f(a, z)=0$ with asymptotic behavior

$$
\begin{equation*}
\left.f(t, z)=o\left[\exp \left[-\lambda w_{a}^{\alpha}(t)\right](t-a)\right]^{\gamma}\right], \gamma>\alpha-1 \text { at } t \rightarrow a, \tag{1.8}
\end{equation*}
$$

where $\lambda=\max \left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$. Note that

$$
\begin{aligned}
\frac{\partial}{\partial \bar{\zeta}}\left[\frac{K_{2}(r, \rho) \psi(t, \rho)}{(R-\rho)^{\beta}}\right] & =-\frac{\partial}{\partial \rho}\left[\int_{\rho}^{R} \frac{K_{2}\left(r, \rho_{1}\right) \psi\left(t, \rho_{1}\right)}{\left(R-\rho_{1}\right)^{\beta}} d \rho_{1}\right] e^{i \theta} \\
& =\frac{K_{2}(r, \rho) \psi(t, \rho)}{(R-\rho)^{\beta}} e^{i \theta}
\end{aligned}
$$

From here

$$
\frac{K_{2}(r, \rho) \psi(t, \rho)}{(R-\rho)^{\beta}} e^{i \theta}=\frac{\partial}{\partial \bar{\zeta}}\left[\frac{K_{2}(r, \rho) \psi(t, \rho)}{(R-\rho)^{\beta}}\right]
$$

Then in the integral equation (1.5) $\Psi(t, z)=\Psi(t, r)$, we have

$$
\begin{aligned}
& \frac{1}{\pi} \iint_{D} \frac{\exp [i \theta] K_{2}(r, \rho)}{(R-\rho)^{\beta}(s-z)} \psi(t, s) d s=\frac{1}{\pi} \iint_{D} \frac{\exp [i \theta] K_{2}(r, \rho)}{(R-\rho)^{\beta}(s-z)} \psi(t, \rho) d s= \\
& =\frac{1}{\pi} \iint_{D} \frac{\partial}{\partial \bar{\zeta}}\left[\frac{K_{2}\left(r, \rho_{1}\right) \psi\left(t, \rho_{1}\right)}{\left(R-\rho_{1}\right)^{\beta}} d \rho_{1}\right] \frac{d s}{s-z}=-\int_{r}^{R} \frac{K_{2}(r, \rho) \psi(t, \rho)}{(R-\rho)^{\beta}} d \rho .
\end{aligned}
$$

Then the integral equation (1.5) has the following form

$$
\begin{equation*}
\psi(t, r)-\int_{r}^{R} \frac{K_{2}(r, \rho) \psi(t, \rho)}{(R-\rho)^{\beta}} d \rho=f(t, r) \tag{1.9}
\end{equation*}
$$

if $f(t, z)=f(t, r)$.
In addition, suppose that in Eq. (1.9) $\psi(t, r) \in C^{(m)}(D)$ respect to the variable $r$. Then, differentiating the integral equation (1.9) $m$ times with respect to the variable $r$ and each time multiplying by $(R-r)^{\beta}$, we arrive at the solution of the following expressed $m$-order differential equation

$$
\begin{align*}
& \left(D_{r}^{\beta}\right)^{m} \psi(t, r)+B_{1}\left(D_{r}^{\beta}\right)^{m-1} \psi(t, r)+B_{2}\left(D_{r}^{\beta}\right)^{m-2} \psi(t, r)+ \\
& +2!B_{3}\left(D_{r}^{\beta}\right)^{m-3}+\ldots+(m-1)!B_{m} \psi(t, r)=0 \tag{1.10}
\end{align*}
$$

where $D_{r}^{\beta}=(R-r)^{\beta} \frac{\partial}{\partial r}$.
The homogeneous differential equation (1.10) corresponds to the characteristic equation (1.3). In the case when in the Eq. (1.9) the parameters $B_{j}(1 \leq j \leq m)$ are such that the roots of characteristic equation (1.3) are real, different, and negative, then the solution of the homogeneous differential equation (1.10) is given by the formula

$$
\begin{equation*}
\psi(t, r)=\sum_{j=1}^{n} \exp \left[\mu_{j} w_{R}^{\beta}(r)\right] \psi_{j}(t), \tag{1.11}
\end{equation*}
$$

where $\psi_{j}(t)(1 \leq j \leq m)$-arbitrary function variable $t, \mu_{j}$-roots of characteristic equation (1.3). A function of the form (1.11) will also be a solution to the inhomogeneous integral equation (1.9). To find a general solution to the inhomogeneous integral equation (1.9), it is necessary to find a particular solution to the inhomogeneous integral equation (1.9).

In the case when the parameters $B_{j}(1 \leq j \leq m)$ in the integral equation (1.9) are such that the roots of the characteristic equation (1.3) are real, different, and negative, the following statement holds

Lemma 1 Let the parameters $B_{j}(1 \leq j \leq m)$ in integral equation (1.9) be such that the roots of characteristic equation (1.3) are real, different, and negative, the function $f(t, r) \in C(\bar{\Omega}), f(t, R)=0$ with asymptotic behavior

$$
\begin{equation*}
\left.f(t, r)=o\left[\exp \left[-\mu w_{R}^{\beta}(r)\right](R-r)\right]^{\delta}\right], \delta>\alpha-1 \text { at } r \rightarrow R, \tag{1.12}
\end{equation*}
$$

where $\mu>\max \left(\left|\mu_{1}\right|,\left|\mu_{2}\right|, \ldots,\left|\mu_{m}\right|\right)$.
Then the integral equation (1.9) in the class of functions $\Psi(t, z) \in C(\bar{\Omega})$, vanishes on the line $r=R$ is always solvable and its solution is given by the formula

$$
\begin{aligned}
& \Psi(t, z)=\sum_{j=1}^{n} \Phi_{j}(t, z) \exp \left[\mu_{j} w_{R}^{\beta}(r)\right]+f(t, r)+ \\
& \frac{1}{\Delta_{0}^{1}} \int_{r}^{R}\left\{\sum_{j=1}^{m}(-1)^{m+j} \Delta_{j m}^{1} \exp \left[\mu_{j}\left(w_{R}^{\beta}(r)-w_{R}^{\beta}(\rho)\right)\right]\right\} \frac{f(t, \rho)}{(R-\rho)^{\beta}} d \rho
\end{aligned}
$$

where $\Delta_{0}^{1}$ is Vandermond determinant for parameters $\mu_{j}(1 \leq j \leq m), \Delta_{j m}^{1}$ is minor of $(m-1)$-order, which obtained from $\Delta_{0}^{1}$ by dividing $m$-th lines and $j$-th column, $\Phi_{j}(t, z)(1 \leq j \leq m)$ are arbitrary function of two variables which are continuously by variables $t$ and analytically by variables $z$.

Note that

$$
\int_{r}^{R} \frac{\exp \left[\mu_{j} w_{R}^{\beta}(\rho)\right] f(t, \rho)}{(R-\rho)^{\beta}} d \rho=-\frac{1}{\pi} \iint_{D} \frac{\exp \left[i \theta+\mu_{j} w_{R}^{\beta}(\rho)\right]}{(R-\rho)^{\beta}(s-z)} f(t, \rho) d s
$$

we have

$$
\begin{align*}
& \Psi(t, z)=\sum_{j=1}^{n} \Phi_{j}(t, z) \exp \left[-\mu_{j} w_{R}^{\beta}(r)\right]+f(t, r)- \\
& -\frac{1}{\Delta_{0}^{1}} \frac{1}{\pi} \iint_{D}\left\{\sum_{j=1}^{m}(-1)^{m+j} \Delta_{j m}^{1} \exp \left[\mu_{j}\left(w_{R}^{\beta}(\rho)-w_{R}^{\beta}(r)\right)\right]\right\} \frac{\exp [i \theta] f(t, \rho)}{(R-\rho)^{\beta}(s-z)} d s \equiv \\
& \equiv \sum_{j=1}^{n} \Phi_{j}(t, z) \exp \left[-\mu_{j} w_{R}^{\beta}(r)\right]+T_{\beta}(f) . \tag{1.13}
\end{align*}
$$

For $\mu_{j}>0(1 \leq j \leq m)$ a solution of the form (1.3) exists if $f(t, r) \in C(\bar{D})$, $f(t, R)=0$ with asymptotic behavior

$$
\begin{equation*}
\left.f(t, r)=o\left[\exp \left[-\mu w_{R}^{\beta}(r)\right](R-r)\right]^{\delta_{1}}\right], \delta_{1}>\alpha-1 \text { at } r \rightarrow R, \tag{1.14}
\end{equation*}
$$

where $\mu=\max \left(\mu_{1} \mu_{2}, \ldots, \mu_{m}\right)$. Substituting the obtained value $\Psi(t, z)$ from expression (1.3) into formula (1.6), we have

$$
\begin{align*}
& \varphi(t, z)=\sum_{j=1}^{n} C_{j}(z) \exp \left[-\lambda_{j} w_{a}^{\alpha}(t)\right]+  \tag{1.15}\\
& +\sum_{j=1}^{m} \exp \left[\mu_{j} w_{R}^{\beta}(r)\right]\left(K_{\alpha}\right)^{-1}\left(\Phi_{j}(t, z)\right)+\left(K_{\alpha}\right)^{-1} T_{\beta}(f) .
\end{align*}
$$

The integrals in expression (1.15) converge if $f(a, r)=0$ with asymptotic behavior (1.8). Thus, the following sentence is proved

Theorem 1 Suppose that in the integral equation (1.1) the functions present in the nuclei are interconnected by the formula $K_{3}(t, \tau ; r, \rho)=K_{1}(t, \tau) K_{2}(r, \rho)$.

In $K_{1}(t, \tau)$ the parameters $A_{j}(1 \leq j \leq n)$ are such that the roots of the characteristic equation (1.2) $\lambda_{j}(1 \leq j \leq n)$ are real, different, and positive and parameters $B_{j}(1 \leq j \leq m)$ such that the roots of characteristic equation (1.3) are real, different, and negative, the function $f(t, r) \in C(\bar{\Omega}), f(t, R)=0$ with asymptotic behavior (1.12), $f(a, r)=0$ with asymptotic behavior (1.8).

Then any solution of the integral equation (1.1) from the class $C(\bar{\Omega})$ is representable in the form (1.15), where $C_{j}(z)(1 \leq j \leq n)$ are arbitrary continuous functions in the domain $\bar{D}$, with $C_{j}\left(R e^{i \theta}\right)=0(1 \leq j \leq n)$, with asymptotic behaviors

$$
\begin{equation*}
\left.C_{j}(z)=o[(R-r)]^{\gamma}\right](1 \leq j \leq n), \gamma>\beta-1 \text { atr } \rightarrow R . \tag{A}
\end{equation*}
$$

$\Phi_{j}(t, z)(1 \leq j \leq m)$ are arbitrary function of two variables which are continuously by variables $t$ and analytically by variables $z$. Moreover $\Phi_{j}(a, z)=0$ with asymptotic behavior

$$
\begin{equation*}
\left.\Phi_{l}(t, z)=o[(t-\alpha)]^{\gamma}\right], \gamma>\alpha-1 \text { att } \rightarrow a . \tag{B}
\end{equation*}
$$

Depending on the sign of the roots of characteristic equations (1.2) and (1.3), various integral representations of the solution manifold are obtained containing a finite number of arbitrary functions $C_{j}(z)$ of the domain $\bar{D}$ and a finite number of arbitrary functions of two variables $\Phi_{j}(t, z)$ are continuous in the variable $t$ and analytic in the variable $z$.

In particular, if the parameters $A_{j}(1 \leq j \leq n)$ are such that the roots of the characteristic equation (1.2) $\lambda_{j}(1 \leq j \leq n)$ are real, different, and negative, and the parameters $B_{j}(1 \leq j \leq m)$ such that the roots of characteristic equation (1.3) are real, different, and negative, the following statement holds:

Theorem 2 Let in the integral equation (1.1) the functions present in the nuclei are interconnected by the formula $K_{3}(t, \tau ; r, \rho)=K_{1}(t, \tau) K_{2}(r, \rho)$.

In $K_{1}(t, \tau)$, the parameters $A_{j}(1 \leq j \leq n)$ are such that the roots of the characteristic equation (1.2) $\lambda_{j}(1 \leq j \leq n)$ are real, different, and negative and in $K_{2}(r, \rho)$ the parameters $B_{j}(1 \leq j \leq m)$ are such that the roots of characteristic equation (1.3) are real, different, and positive, the function $f(t, z)=f(t, r) \in$ $C(\bar{\Omega}), f(a, z)=0$ with asymptotic behavior (1.8), $f(t, R)=0$ with asymptotic behavior

$$
\begin{equation*}
f(t, r)=o\left[(R-r)^{\delta_{1}}\right], \delta_{1}>\beta-1 \text { atr } \rightarrow R . \tag{1.16}
\end{equation*}
$$

Then the integral equation (1.1) in the class $C(\bar{\Omega})$ has a unique solution, which is given by the formula

$$
\varphi(t, z)=\left(K_{\alpha}\right)^{-1} T_{\beta}(f) .
$$

## 2 Inversion Formula

Now suppose that in the integral representation (1.13) the functions $\Psi(t, z)=$ $K_{\alpha}(\varphi)$ are known, then according to [1] we find

$$
\begin{equation*}
\Phi_{k}(t, z)=\frac{\exp \left[\mu_{k} w_{R}^{\beta}(r)\right]}{\Delta_{0}^{1}} \sum_{j=1}^{n}(-1)^{k+j} \Delta_{j k}^{1} D_{\bar{z}}^{j-1}\left[K_{\alpha}(\varphi)-T_{\beta}(f)\right],(1 \leq k \leq m), \tag{2.1}
\end{equation*}
$$

where $D_{\bar{z}}=2 \exp [-i \theta] \frac{\partial}{\partial \bar{z}}, \Delta_{0}^{1}$ is Vandermond determinant for parameters $\mu_{j}(1 \leq$ $j \leq m), \Delta_{j m}^{1}$ is minor of $(m-1)$-order, which obtained from $\Delta_{0}^{1}$ by dividing $m$-th lines and $j$-th column.

Theorem 3 Let all the conditions of Theorem 1 be fulfilled, the function $f(t, z)$ and the unknown function $\Phi(t, z)$ be differentiable $(m-1)$ times. Then in the integral equation (1.13) the functions $\Phi_{k}(t, z)(1 \leq k \leq m)$ through $\varphi(t, z), f(t, z)$ and their derivatives $(m-1)$ th orders are found by formulas (2.1).

Now, in the integral representation (1.15), suppose that the functions $f(t, z)$, $\Phi_{k}(t, z)(1 \leq k \leq m), \varphi(t, z)$ are known and it is necessary to find $C_{j}(z)(1 \leq j \leq n)$. For this purpose, we represent formula (1.15) in the following
form

$$
\begin{align*}
& \sum_{j=1}^{n} C_{j}(z) \exp \left[-\lambda_{j} w_{a}^{\alpha}(t)\right]=\varphi(t, z)- \\
& -\sum_{j=1}^{m} \exp \left[\mu_{j} w_{R}^{\beta}(r)\right]\left(K_{\alpha}\right)^{-1}\left(\Phi_{j}(t, z)\right)-\left(K_{\alpha}\right)^{-1} T_{\beta} \beta(f) \equiv  \tag{2.2}\\
& \equiv T\left[f(t, z), \varphi(t, z), \Phi_{1}(t, z), \ldots, \Phi_{m}(t, z)\right]
\end{align*}
$$

Suppose that in (2.2) the well-known function $f(t, z)$, is the unknown function $\varphi(t, z)$ and the functions $\Phi_{j}(t, z)(1 \leq j \leq m)$ by variable t differentiable ( $n-1$ )-times. Each time after differentiation, multiplying both sides of the resulting expression by $(t-a)^{\alpha}$, to find the function $C_{j}(z)(1 \leq j \leq n)$, we obtain the following algebraic system

$$
\begin{aligned}
& \sum_{j=1}^{n} C_{j}(z) \exp \left[-\lambda_{j} w_{a}^{\alpha}(t)\right]=T\left[f(t, z), \varphi(t, z), \Phi_{1}(t, z), \ldots, \Phi_{m}(t, z)\right] \\
& \sum_{j=1}^{n} C_{j}(z) \exp \left[-\lambda_{j} w_{a}^{\alpha}(t)\right] \lambda_{j}=D_{\alpha}^{t}\left[T\left[f(t, z), \varphi(t, z), \Phi_{1}(t, z), \ldots, \Phi_{m}(t, z)\right]\right] \\
& \sum_{j=1}^{n} C_{j}(z) \exp \left[-\lambda_{j} w_{a}^{\alpha}(t)\right] \lambda_{j}^{2}=\left(D_{\alpha}^{t}\right)^{2}\left[T\left[f(t, z), \varphi(t, z), \Phi_{1}(t, z), \ldots, \Phi_{m}(t, z)\right]\right]
\end{aligned}
$$

$$
\sum_{j=1}^{n} C_{j}(z) \exp \left[-\lambda_{j} w_{a}^{\alpha}(t)\right] \lambda_{j}^{n-1}=\left(D_{\alpha}^{t}\right)^{n-1}
$$

$$
\left[T\left[f(t, z), \varphi(t, z), \Phi_{1}(t, z), \ldots, \Phi_{m}(t, z)\right]\right]
$$

where $D_{\alpha}^{t}=(t-a)^{\alpha} \frac{d}{d t}$. Solving this system, we found

$$
\begin{gather*}
C_{j}(z)=\frac{\exp \left[\lambda_{j} w_{a}^{\alpha}(t)\right]}{\Delta_{0}} \\
\sum_{k=1}^{n}(-1)^{j+k} \Delta_{k}^{j}\left(\left(D_{\alpha}^{t}\right)\right)^{k-1}\left[T\left[f(t, z), \varphi(t, z), \Phi_{1}(t, z), \ldots, \Phi_{m}(t, z)\right]\right] \tag{2.3}
\end{gather*}
$$

$1 \leq j \leq n$, where $\Delta_{0}$ is Vander mond determinant for parameters $\lambda_{j}(1 \leq j \leq n)$, $\Delta_{k}^{j}$ is minor of $(n-1)$-order, which obtained by dividing $k$-th lines and $j$-th column.

Theorem 4 Let all the conditions of Theorem 1 be fulfilled, the function $f(t, z)$, the unknown function $\varphi(t, z)$ be differentiable $(n-1)$-times with respect to the variable $t$. Then, in the integral representation (1.5) of the function $C_{k}(z)$ $(1 \leq k \leq n)$ through the values $\varphi(t, z), f(t, z), \Phi_{j}(t, z)(1 \leq k \leq n)$ and their derivatives of order $(m-1)$ with respect to variable $t$ are found by formula (2.3).

The integral representations and those obtained in Theorems 1 and their inversion formulas obtained in Theorems 5 and 6 make it possible for the integral equation (1.1) to pose and study various boundary value problems.

Problem D It is required to find a solution to the integral equation (1.1) from the class $C(\bar{\Omega})$ when all the conditions of Theorems 1,3 , and 4 are satisfied with respect to the boundary conditions

$$
\begin{equation*}
\operatorname{Re}\left[\exp \left[\mu_{k} w_{R}^{\beta}(r) D_{\bar{z}}^{j-1}\left[K_{\alpha}(\varphi)\right]\right]\right]_{r=R}=E_{k}^{j}(t, \theta)(1 \leq j, k \leq m), 0 \leq \theta \leq 2 \pi \tag{2.4}
\end{equation*}
$$

on the boundary of the region $D$, the condition

$$
\begin{equation*}
\left[\exp \left[\mu_{k} w_{R}^{\beta}(r) D_{\bar{z}}^{j-1}\left[K_{\alpha}(\varphi)\right]\right]\right]_{z=0}=F_{k}^{j}(t) \quad(1 \leq j, k \leq m) \tag{2.5}
\end{equation*}
$$

on the axis of the cylinder, condition

$$
\begin{equation*}
\left[\exp \left[\lambda_{k} w_{R}^{\alpha}(t)\left(D_{\alpha}^{t}\right)^{j-1}[(\varphi)]\right]\right]_{t=a}=W_{k}^{j}(z) \quad(1 \leq j, k \leq n) \tag{2.6}
\end{equation*}
$$

to the lateral surface of the cylinder, where $E_{k}^{j}(t, \theta)(1 \leq j, k \leq m)$ are the given functions of the boundary of the lower base of the cylinder, $F_{k}^{j}(t)(1 \leq j, k \leq$ $m)$ are given functions of the cylinder axis and $W_{k}^{j}(z)(1 \leq j, k \leq n)$ are given functions of the lower base of the cylinder.

Solution Problem D Let all the conditions of Theorems 3 and 4 be fulfilled. Then from formula (2.1) we find

$$
\begin{gather*}
{\left[\operatorname{Re} \Phi_{k}(t, z)\right]_{r=R}=} \\
=\frac{1}{\triangle_{0}^{1}} \sum_{j=1}^{m}(-1)^{k+j} \Delta_{j k}^{1} K_{a}\left[\operatorname { R e } \left[\exp \left[\mu_{k} \omega_{R}^{\beta}(r)\right] D_{\left.\left.\frac{z}{j-1}(\varphi)\right]_{r=R}\right]=}^{=} \frac{1}{\Delta_{0}^{1}} \sum_{j=1}^{m}(-1)^{k+j} \Delta_{j k}^{1} K_{a}\left[E_{k}^{j}(t, \theta)\right] \equiv W_{k}(t, \theta) \quad(1 \leq k \leq m) .\right.\right. \tag{2.7}
\end{gather*}
$$

Thus, to determine the unknown functions $\Phi_{k}(t, z)(1 \leq k \leq m)$, it is necessary to solve $m$ Schwarz-type problems of the theory of analytic functions [13]. According
to [1], the solution of type problems (2.7) are given by the formulas

$$
\begin{equation*}
\Phi_{k}(t, z)=\frac{1}{2 \pi} \int_{\gamma} \frac{\tau+z}{\tau(\tau-z)} W_{k}(t, \theta) d \tau+i \Phi_{k}(t)(1 \leq k \leq m) \tag{2.8}
\end{equation*}
$$

where $\Phi_{k}(t)$ —arbitrary functions point $t$. From formula (2.1) we find

$$
\begin{gather*}
\Phi_{k}(t, 0)= \\
=\frac{1}{\Delta_{0}^{1}} \sum_{j=1}^{m}(-1)^{k+j} \Delta_{j k}^{1}\left[K_{a}\left[\exp \left[\mu_{k} \omega_{R}^{\beta}(r)\right] D_{\bar{z}}^{j-1}(\varphi)_{z=0}\right]\right]= \\
=\frac{1}{\Delta_{0}^{1}} \sum_{j=1}^{m}(-1)^{k+j} \Delta_{j k}^{1}\left[K_{a}\left[F_{k}^{j}(t)\right]\right] \equiv E_{k}(t), \quad(1 \leq k \leq m) . \tag{2.9}
\end{gather*}
$$

From formula (2.8) we find

$$
\begin{equation*}
\Phi_{k}(t, 0)=\frac{1}{2 \pi} \int_{\gamma} \frac{1}{\tau} W_{k}(t, \theta) d \tau+i \Phi_{k}(t), \quad(1 \leq k \leq m) \tag{2.10}
\end{equation*}
$$

Comparing formulas (2.9) and (2.10), we have

$$
\frac{1}{2 \pi} \int_{\gamma} \frac{1}{\tau} W_{k}(t, \theta) d \tau+i \Phi_{k}(t)=E_{k}(t), \quad(1 \leq k \leq m)
$$

From here we find

$$
i \Phi_{k}(t)=E_{k}(t)-\frac{1}{2 \pi} \int_{\gamma} \frac{1}{\tau} W_{k}(t, \theta) d \tau
$$

Representing the found values of $i \Phi_{k}(t)$ in formula (2.8), we find the explicit form $\Phi_{k}(t, z)$ in the following form

$$
\begin{align*}
\Phi_{k}(t, z)= & \frac{1}{2 \pi} \int_{\gamma} \frac{\tau+z}{\tau(\tau-z)} W_{k}(t, \theta) d \tau+E_{k}(t)- \\
& -\frac{1}{2 \pi} \int_{\gamma} \frac{1}{\tau} W_{k}(t, \theta) d \tau, \quad(1 \leq k \leq m) \tag{2.11}
\end{align*}
$$

To find $C_{j}(z)(1 \leq j \leq n)$, we use formula (2.3) and condition (2.6). From these formulas we find

$$
\begin{align*}
& C_{j}(z)=\frac{1}{\Delta_{0}} \sum_{k=1}^{n}(-1)^{j+k} \Delta_{k}^{j}\left[\exp \left[\lambda_{j} \omega_{a}^{\alpha}(t)\right]\left(D_{a}^{t}\right)^{k-1}(\varphi)\right]_{t=a}= \\
& =\frac{1}{\Delta_{0}} \sum_{k=1}^{n}(-1)^{j+k} \Delta_{k}^{j} W_{k}^{j}(z) \equiv \Psi_{j}(z)(1 \leq j \leq n) \tag{2.12}
\end{align*}
$$

Thus, if a solution to problem $D$ exists, then it can be represented in the form (1.15), (2.11) and (2.12). If we take into account properties (A) and (B), we see that the functions $\Psi_{j}(z)(1 \leq j \leq n)$ vanish on the boundary of the region $D$ with the following asymptotic behaviors

$$
\begin{equation*}
\Psi_{j}(z)=o\left[(R-r)^{\gamma}\right], \quad(1 \leq j \leq n), \gamma_{1}>\beta-1 \quad \text { at } \quad r \rightarrow \alpha \tag{2.13}
\end{equation*}
$$

and the functions $E_{k}(t), W_{k}(t, \theta)$ vanish on the side surface of the cylinder with the following asymptotic behavior

$$
\begin{equation*}
E_{k}(t)=o\left[(t-\alpha)^{\gamma_{1}}\right], \quad \gamma_{1}>\alpha-1 \quad \text { at } \quad t \rightarrow a \tag{2.14}
\end{equation*}
$$

Thus, the following statement is proved
Theorem 5 Let the conditions of Theorem 1, 3, and 4 be satisfied. In addition, under the conditions of problem $D$, let the functions $E_{k}^{j}(t, \theta), F_{k}^{j}(t)(1 \leq j, k \leq$ $m), W_{k}^{j}(z)(1 \leq j, k \leq n)$, such that $\Psi_{j}\left(\operatorname{Re}^{i \theta}\right)=0(1 \leq j \leq n)$ with asymptotic behavior (2.13) and $E_{k}(a)=0(1 \leq k \leq m)$ with asymptotic behavior (2.14). Then problem $D$ has a unique solution, which is given by formulas (1.15), (2.11) and (2.12).
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Schottky representations are shown to be related to $(A, B, A)$ branes in the moduli space of Principal Higgs bundles over a compact Riemann surface.
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## 1 Introduction

The moduli space of $G$-Higgs bundles over a compact Riemann surface $X$, where $G$ is a reductive complex algebraic group, was constructed by Hitchin [10], it has a structure of Hyperkähler manifold and it is related with mirror symmetry [9] and to the geometric Langlands correspondence [11]. It is well known by the Non Abelian Hodge theory [4, 5, 10, 15] that the moduli space of Higgs bundles is homeomorphic to the moduli space of solutions to the Hitchin equations and to the moduli space of representations of the fundamental group of $X, \pi_{1}(X)$, in $G$.

On the other hand, to parameterize all Riemann surfaces $X$ of genus $g \geq$ 2, a less well-known result, the so-called "retrosection theorem", or Schottky uniformization, asserts that we can write $X \cong \Omega / \Sigma$, for a certain free group of Möbius transformations $\Sigma \subset P S L_{2} \mathbb{C}$ of rank $g$ (called, in this context, a Schottky

[^9]group) and region of discontinuity (for the $\Sigma$-action) $\Omega \subset \mathbb{C P}^{1}$ (see [2, 6]). This uniformization is defined on a less explicit subset of $\operatorname{Hom}\left(\Sigma, P S L_{2} \mathbb{C}\right) / P S L_{2} \mathbb{C}$, having the advantage of providing holomorphic coordinates, when comparing for instance with the Fuchsian parameterization. Motivated by the mentioned Schottky uniformization, consider the presentation of the fundamental group of a fixed comapet Riemann surface $X$, of genus $g \geq 1$ (we are implicitly choosing a base point $x_{0} \in X$, but this is irrelevant when considering isomorphism classes of representations) $\pi_{1}(X)=\left\langle\alpha_{1}, \cdots, \alpha_{g}, \beta_{1}, \cdots, \beta_{g} \mid \prod_{i=1}^{g} \alpha_{i} \beta_{i} \alpha_{i}^{-1} \beta_{i}^{-1}=1\right\rangle . \mathrm{A}$ representation $\rho: \pi_{1}(X) \rightarrow G$ is said to be Schottky (with respect to our choice of generators above) if $\rho\left(\alpha_{i}\right)=e$ for all $i=1, \cdots, g$, with $e$ the identity of $G$. Although the definitions require a choice of generators for $\pi_{1}(X)$, our results are independent of such choices. Thus, from an algebro-geometric perspective, Schottky representations (up to conjugation) are naturally parametrized by the affine geometric invariant theory (GIT) quotient
$$
\mathbb{S}:=\operatorname{Hom}\left(F_{g}, G\right) / / G \subset \mathbb{B}:=\operatorname{Hom}\left(\pi_{1}(X), G\right) / / G
$$
where $F_{g}$ denotes a fixed free group of rank $g$. This affine algebraic variety was introduced and studied in [3] where was given its relation with the so called Schottky principal bundles. Schottky representations have the following natural topological interpretation. Suppose that $M$ is a 3-manifold whose boundary is $X$, and the natural morphism $i_{*}: \pi_{1}(X) \rightarrow \pi_{1}(M)$ induced by the inclusion $i: X \hookrightarrow M$, has all the $\alpha_{i}$ in its kernel and the $\beta_{i}$ are free, $i=1, \cdots, g$. Then it is easy to see that Schottky representations are the representations of $\pi_{1}(X)$ which "extend to $M$ ", meaning that they factor through $i_{*}$ (note that $\pi_{1}(M)$ is indeed a free group of rank $g$ ).

In addition to its relation to the uniformization problems for holomorphic $G$ bundles, Schottky representations also appear in a different context, related to the above mentioned non-abelian Hodge theory: recently, Baraglia and Schaposnik considered $G$-Higgs bundles over a Riemann surface equipped with an antiholomorphic involution and showed that, inside the moduli space of $G$-Higgs bundles, the locus of those which are fixed by an associated involution define what is called an $(A, B, A)$-brane [1]. The study of branes is of great interest in connection with mirror symmetry and the geometric Langlands correspondence (see [11]).

In Sect. 2, we recall the definition of a Schottky respresentation introduced in [3], endow the set of Schottky representations, $\mathcal{S}$, with the structure of an affine algebraic variety, we consider the conjugation action of $G$ on the variety and construct the GIT quotient, the Schottky space $\mathbb{S}:=\mathcal{S} / / G$, which is an irreducible affine algebraic variety but with singularities. In order to compute the dimension of the Schottky space we consider its tangent spaces in smooth representations (good representations). We describe them in terms of the first cohomology group of $F_{g}$ in certain $F_{g}$-modules, and compute the dimension of the Schottky space. We also prove that the good locus of the Schottky space is a Lagrangian submanifold of the complex manifold of the smooth points of $\mathbb{B}$ and relate it with some moduli space of flat connections. In Sect. 3 we recall the moduli space of $G$-Higgs bundles,
$\mathcal{H}$, and the construction of branes inside the moduli space. More particulary, we consider anti-holomorphic involutions of a compact Rieman surface which will give an involution on $\mathcal{H}$ and on $\mathbb{B}$. Baraglia and Schaposnik [1] proved that the set of fixed smooth points of the involution is a Lagrangian submanifold of $\mathbb{B}$ and an $(A, B, A)$ brane inside $\mathcal{H}$. In Sect. 4, we identify all Schottky representations as elements of this brane (see [1, Proposition 43] and Proposition 4.1).

## 2 Schottky Representations

In this section, following [3], we give the definition of a Schottky representation of $F_{g}$ into a general complex reductive algebraic group $G$, and some properties of the corresponding algebraic variety. Denote by $\pi_{1}=\pi_{1}(X)$ the fundamental group of a compact Riemann surface $X$, with genus $g \geq 2$, and fix generators $\alpha_{i}, \beta_{i}, i=1, \cdots, g$, of $\pi_{1}$ giving the usual presentation $\pi_{1}=$ $\left\langle\alpha_{1}, \cdots, \alpha_{g}, \beta_{1}, \cdots, \beta_{g} \mid \prod_{i=1}^{g} \alpha_{i} \beta_{i} \alpha_{i}^{-1} \beta_{i}^{-1}=1\right\rangle$. Let $G$ be a complex connected reductive algebraic group and denote by $F_{g}$ a fixed free group of rank $g$, with $g$ fixed generators $\gamma_{1}, \cdots, \gamma_{g}$. Since $G$ is algebraic, and $\pi_{1}$ and $F_{g}$ are finitely presented, both $\operatorname{Hom}\left(\pi_{1}, G\right)$ and $\operatorname{Hom}\left(F_{g}, G\right)$ are affine algebraic varieties. The reductive group $G$ acts by conjugation on $\operatorname{Hom}\left(\pi_{1}, G\right)$ and hence, one can define a geometric invariant theory (GIT) quotient, called the $G$-character variety of $\pi_{1}$ (also called the Betti space in the context of the non-abelian Hodge theory, see [15]), as $\mathbb{B}:=\operatorname{Hom}\left(\pi_{1}, G\right) / / G$. This is a categorical quotient which, as an affine algebraic variety, is the maximal spectrum of the $\mathbb{C}$-algebra of $G$-invariant regular functions in $\mathbb{C}\left[\operatorname{Hom}\left(\pi_{1}, G\right)\right]$ (see, for example [13, Theorem 3.5]). Denote by $e \in G$, the unit element of $G$, and consider the short exact sequence of groups, $1 \rightarrow \operatorname{ker} \varphi \hookrightarrow \pi_{1} \xrightarrow{\varphi} F_{g} \rightarrow 1$, where $\varphi$ is the natural epimorphism given, in terms of the generators, by

$$
\begin{equation*}
\varphi\left(\alpha_{i}\right)=1, \quad \text { and } \varphi\left(\beta_{i}\right)=\gamma_{i}, \quad \forall i=1, \cdots, g, \tag{2.1}
\end{equation*}
$$

so that $\operatorname{ker} \varphi$ is the normal subgroup of $\pi_{1}$ generated by all $\alpha_{i}$.
Definition 2.1 A representation $\rho: \pi_{1} \rightarrow G$ is called a Schottky representation if $\rho(\operatorname{ker} \varphi)=\{e\}$, for all $i \in\{1, \cdots, g\}$.

Let $\mathcal{S}$ denote the set of Schottky representations, it is easy to see that

$$
\mathcal{S} \cong \operatorname{Hom}\left(F_{g},\{e\} \times G\right) \cong \operatorname{Hom}\left(F_{g}, G\right) \cong G^{g} \subset \operatorname{Hom}\left(\pi_{1}, G\right)
$$

where the last isomorphism is the evaluation map: $\left(\sigma: F_{g} \rightarrow G\right) \mapsto$ $\left(\sigma\left(\gamma_{1}\right), \cdots, \sigma\left(\gamma_{g}\right)\right)$. Thus, $\mathcal{S}$ is a smooth and irreducible affine algebraic variety. The conjugation action of the reductive group $G$ on $\operatorname{Hom}\left(\pi_{1}, G\right)$ restricts to an action on $\mathcal{S}$ thus it can be constructed the affine GIT quotient and also we have
the homeomorphisms: $\mathbb{S}:=\mathcal{S} / / G \cong G^{g} / / G \subset \mathbb{B}=\operatorname{Hom}\left(\pi_{1}, G\right) / / G$ The affine algebraic variety $\mathbb{S}$ is also irreducible but singular in general ([3, Proposition 2.4]).

The notion of a good representation allows us to consider smooth points of the GIT quotient, as we will see in this subsection. Let $\Gamma$ be a finitely generated group, for example the fundamental group of a compact manifold. Denote by $Z$ the center of $G$ and given a representation $\rho: \Gamma \rightarrow G$ we denote by $Z(\rho)=\{h \in G$ : $\rho(\gamma) h=h \rho(\gamma) \forall \gamma \in \Gamma\}$ its stabilizer in $G$, and denote by $G \cdot \rho$ its $G$-orbit in the algebraic variety $\operatorname{Hom}(\Gamma, G)$. Recall the following standard definitions.

Definition 2.2 Let $\rho: \Gamma \rightarrow G$ be a representation. We say that $\rho$ is:
(a) reducible if $\rho(\Gamma)$ is contained in a proper parabolic subgroup of $G$,
(b) irreducible if it is not reducible,
(c) good if $\rho$ is irreducible and $Z(\rho)=Z$.

In the case of Schottky representations.
Definition 2.3 A representation $\rho \in \mathcal{S} \subset \operatorname{Hom}\left(\pi_{1}, G\right)$ is said to be $\operatorname{good}$ if $\rho$ is good as an element of $\operatorname{Hom}\left(\pi_{1}, G\right)$.
Denote the set of all good (resp. good Schottky) representations by Hom ${ }^{\text {gd }}\left(\pi_{1}, G\right)$ (resp. $\mathcal{S}^{\text {gd }}$ ). Since these notions are well defined under conjugation, we can define the corresponding quotient spaces: $\mathbb{B}^{\mathrm{gd}}:=\operatorname{Hom}^{\mathrm{gd}}\left(\pi_{1}, G\right) / / G$ and $\mathbb{S}^{\mathrm{gd}}:=\mathcal{S}^{\mathrm{gd}} / / G$, and, we have the inclusion $\mathbb{S}^{g d} \subset \mathbb{B}^{g d}$. The set of good representations is Zariski open in $\mathcal{S}$ (see for example [14]). By Martin [12, Lemma 4.6] there exists a good representation in $\operatorname{Hom}\left(\pi_{1}, G\right)$, that is, $\operatorname{Hom}^{\operatorname{gd}}\left(\pi_{1}, G\right) \neq \emptyset$, if $X$ has genus $g \geq 2$. The case $g=1$ is slightly different (see Section 9 of [3]).

Proposition 2.4 ([3, Proposition 2.13]) Let $g \geq 2$. Then, there is always a good Schottky representation $\rho: \pi_{1} \rightarrow G$. Moreover, such a representation can be defined to take values in a maximal compact subgroup of $G$.
Theorem 2.5 Let $g \geq 2$. The subsets of good representations $\operatorname{Hom}^{g d}\left(\pi_{1}, G\right)$ and $\mathcal{S}^{\text {gd }}$ are Zariski open in $\operatorname{Hom}\left(\pi_{1}, G\right)$ and $\mathcal{S}$, respectively. A good representation defines a smooth point in the corresponding geometric quotient. Thus, the geometric quotients $\mathbb{B}^{\mathrm{gd}}$ and $\mathbb{S}^{\text {gd }}$ are complex manifolds, and $\mathbb{S}^{g d}$ is a complex submanifold of $\mathbb{B}^{g d}$.

Proof By Proposition 2.4 there is a good Schottky representation, for $g \geq 2$. By Sikora [14, Proposition 33], the subspaces of good representations in $\operatorname{Hom}\left(\pi_{1}, G\right)$ and $\mathcal{S}$ are Zariski open. Thus, $\operatorname{Hom}^{g d}\left(\pi_{1}, G\right)$ and $\mathcal{S}^{\text {gd }}$ are open. Since we are considering either surface groups or free groups, [14, Corollary 50] shows that if $\rho \in \operatorname{Hom}^{\mathrm{gd}}\left(\pi_{1}, G\right)$, respectively $\rho \in \mathcal{S}^{\mathrm{gd}}$, then its class [ $\rho$ ] is a smooth point of $\mathbb{B}$, respectively $\mathbb{S}$.

We begin by describing the tangent space of $\mathbb{B}$, at a good representation, in terms of the group cohomology of $\pi_{1}$. More generally, let $\Gamma$ denote a finitely generated group and fix $\rho \in \operatorname{Hom}(\Gamma, G)$. The adjoint representation on the Lie algebra of $G, \mathfrak{g}=\operatorname{Lie}(G)$, composed with $\rho$, that is $\operatorname{Ad}_{\rho}: \Gamma \rightarrow G \rightarrow G L(\mathfrak{g})$, induces
on $\mathfrak{g}$ a $\Gamma$-module structure, which we denote by $\mathfrak{g}_{\text {Ad }_{\rho}}$. The following result giving an isomorphism between the Zariski tangent space of the character variety at a good representation $\rho$, and the first cohomology group $H^{1}\left(\Gamma, \mathfrak{g}_{\text {Ad }_{\rho}}\right)$, was proved by Goldman [7] and Martin [12].

Theorem 2.6 For a good representation $\rho \in \operatorname{Hom}(\Gamma, G)$ we have,

$$
T_{[\rho]}(\operatorname{Hom}(\Gamma, G) / / G) \cong H^{1}\left(\Gamma, \mathfrak{g}_{\operatorname{Ad}_{\rho}}\right)
$$

The identification between tangent spaces to character varieties and group cohomology spaces is very useful in many situations. In particular, we can use it to compute the dimension of the complex manifolds $\mathbb{B}^{g d}=\operatorname{Hom}\left(\pi_{1}, G\right)^{\mathrm{gd}} / / G$ and $\mathbb{S}^{g d} \subset \mathbb{B}^{g d}$, consisting of classes of good representations, when $\Gamma$ is the fundamental group $\pi_{1}$ of a surface of genus $g$. In fact, by Martin [12, Lemma 6.2], we have, for $\rho \in \mathbb{B}^{\text {gd }}$ :
$\operatorname{dim} Z^{1}\left(\pi_{1}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right)=(2 g-1) \operatorname{dim} G+\operatorname{dim} Z, \quad \operatorname{dim} B^{1}\left(\pi_{1}, \mathfrak{g}_{\operatorname{Ad}_{\rho}}\right)=\operatorname{dim} G-\operatorname{dim} Z$, and also if $[\rho] \in \mathbb{B}^{g d}$, then $T_{[\rho]} \mathbb{B} \cong H^{1}\left(\pi_{1}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right)$ and

$$
\begin{equation*}
\operatorname{dim} T_{[\rho]} \mathbb{B}=(2 g-2) \operatorname{dim} G+2 \operatorname{dim} Z \tag{2.2}
\end{equation*}
$$

We now compute the dimension of $\mathbb{S}$, using the techniques of group cohomology. By the density result (Theorem 2.5), the computations can be carried out at good representations.

Proposition 2.7 ([3, Proposition 7.1]) Let $g \geq 2$, the dimension of $\mathbb{S}$ is given by $\operatorname{dim} \mathbb{S}=(g-1) \operatorname{dim} G+\operatorname{dim} Z$.

Recall that a Lagrangian submanifold $L \subset M$ of a symplectic manifold $M$ is a half dimensional submanifold such that the symplectic form vanishes on any tangent vectors to $L$. It is well known that character varieties of surface group representations have a natural symplectic structure [7], which can be constructed as follows. Consider an Ad-invariant bilinear form $\langle$,$\rangle on \mathfrak{g}$. Then, using the cup product on group cohomology

$$
\begin{equation*}
\cup: H^{1}\left(\pi_{1}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right) \otimes H^{1}\left(\pi_{1}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right) \rightarrow H^{2}\left(\pi_{1}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right) \tag{2.3}
\end{equation*}
$$

and composing it with the contraction with $\langle$,$\rangle and with the evaluation on the$ fundamental 2-cycle, we obtain a non-degenerate bilinear pairing:

$$
\begin{equation*}
H^{1}\left(\pi_{1}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right) \otimes H^{1}\left(\pi_{1}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right) \xrightarrow{\cup} H^{2}\left(\pi_{1}, \mathfrak{g}_{\operatorname{Ad}_{\rho}}\right) \xrightarrow{\langle,\rangle} H^{2}\left(\pi_{1}, \mathbb{C}\right) \cong \mathbb{C} \tag{2.4}
\end{equation*}
$$

Under the identification of the first cohomology group $H^{1}\left(\pi_{1}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right)$ with the tangent space at a good representation $\rho \in \mathbb{B}^{g d}$, this pairing defines a complex sympletic form on the complex manifold $\mathbb{B}^{g d}$. This symplectic form is complex analytic with respect to the complex structure on $\mathbb{B}^{g d}$ coming from the complex structure on $G$, and $\mathbb{S}^{g d} \subset \mathbb{B}^{g d}$ is Lagrangian. ${ }^{1}$

Theorem 2.8 The good locus of the Schottky space $\mathbb{S}^{\text {gd }}$ is a Lagrangian submanifold of $\mathbb{B}^{\text {gd }}$.

Proof The restriction of the map (2.3) to $H^{1}\left(F_{g}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right)$ is a vanishing map:

$$
\cup: H^{1}\left(F_{g}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right) \otimes H^{1}\left(F_{g}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right) \rightarrow H^{2}\left(F_{g}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right)=0
$$

because free groups have vanishing higher cohomology groups (see [2]). Since the tangent space, at a good point, to the strict Schottky locus $\mathbb{S}$ is identified with $H^{1}\left(F_{g}, \mathfrak{g}_{\mathrm{Ad}_{\rho}}\right)$ (see Theorem 2.6), this means that the symplectic form, defined above on $\mathbb{B}^{g d}$, vanishes on any two tangent vectors to $\mathbb{S}^{g d}$. Since the dimension of $\mathbb{B}^{\mathrm{gd}}$ is twice the dimension of $\mathbb{S}^{g d}$ (see (2.2) and Proposition 2.7), we conclude the result.

Let $X$ be a compact Riemann surface of genus $g$, and let $M$ be a compact 3handlebody of genus $g$ with boundary $\partial M \cong X$ such that $\pi_{1}\left(M, x_{0}\right)=F_{g}$ and let $x_{0} \in X \subset M$. Thus, the inclusion $\left(X, x_{0}\right) \hookrightarrow\left(M, x_{0}\right)$ implies the surjective map $\varphi: \pi_{1}=\pi_{1}\left(X, x_{0}\right) \rightarrow \pi_{1}\left(M, x_{0}\right)$ which asigns $\alpha_{i} \rightarrow 1, \beta_{i} \rightarrow \gamma_{i}$. Let $\mathbb{F}_{M}(G)$ denote the moduli space of flat $G$-connections over $M$.

Theorem 2.9 The moduli space $\mathbb{S}$, of Schottky representations with respect to $\varphi$, coincides with the moduli space $\mathbb{F}_{M}(G)$. That is, $\mathbb{S}=\operatorname{Hom}\left(F_{g}, G\right) / / G \cong \mathbb{F}_{M}(G)$.

Proof By hypothesis $\pi_{1}\left(M, x_{0}\right)$ is a free group of rank $g$, and $\pi_{1}$ has a "symplectic presentation" in terms of generators $\alpha_{i}$ and $\beta_{i}, i=1, \cdots, g$, as in Eq. (2), so that $\varphi\left(\alpha_{i}\right)=1, \quad \varphi\left(\beta_{i}\right)=\gamma_{i}, \quad i=1, \cdots, g$, where $\gamma_{1}, \cdots, \gamma_{g}$ form a free basis of $\pi_{1}\left(M, x_{0}\right)$. Thus, a Schottky representation $\rho: \pi_{1} \rightarrow G$ with respect to $\varphi$ factors through a representation of $\pi_{1}\left(M, x_{0}\right) \cong F_{g}$ via $\varphi$. This is precisely the same as saying that the corresponding flat connection $\nabla_{\rho}$ on $X$ extends, as a flat connection, to the 3-manifold $M$. Conversely, a flat $G$-connection on $M$ induces a representation $\rho: \pi_{1} \rightarrow G$ satisfying $\rho(\operatorname{ker} \varphi)=\{e\}$, and thus it is a Schottky representation of $\pi_{1}$ (with respect to $\varphi$ ). This correspondence is well defined up to conjugation by $G$, and so, we have a natural identification: $\mathbb{S}=\operatorname{Hom}\left(F_{g}, G\right) / / G \cong \mathbb{F}_{M}(G)$.

[^10]
## 3 Principal Higgs Bundles and Branes

Let $X$ be a compact Riemann surface of genus $g \geq 2$ and $G$ a connected complex reductive group

Definition 3.1 A pair $(E, \phi)$ is a $G$-Higgs bundle on $X$ : if $E$ is a $G$-bundle on $X$ and $\phi$, the Higgs field, is a holomorphic section of $\operatorname{Ad}(E) \otimes K .(\operatorname{Ad}(E)$ is the adjoint bundle and $K$ the canonical bundle of $X$ )

Considering a notion of stability it can be constructed $\mathcal{H}$, the moduli space of $G$-Higgs bundles which has a hyperkähler structure (Hitchin, [10]). Denoting by $(I, J, K)$ the choice of the three Hyperkähler complex structures we can consider submanifolds of $\mathcal{H}$ that are Lagrangian (type A) or complex (type B) with respect to each of the hyperkähler structures. Kasputin and Witten [11] called these submanifolds branes, more specifically, $(B, A, A),(A, B, A)$ or $(A, A, B)$-branes. They have connection with the geometric Langlands program and mirror symmetry. In order to obtain branes we can consider anti-holomorphic involutions of $X$.

Let $X$ be a compact Riemann surface of genus $g \geq 2$ and $f: X \rightarrow X$ an antiholomorphic involution. This induces an involution on $\mathbb{B}$, indeed, fixing $x_{0} \in X$, $f$ induces an isomorphism between $\pi_{1}\left(X, x_{0}\right)$ and $\pi_{1}\left(X, f\left(x_{0}\right)\right)$ and fixing $\gamma$, a path from $x_{0}$ to $f\left(x_{0}\right)$, the composition of the isomorphism with the conjugation by $\gamma$ gives an automorphism of $\pi_{1}\left(X, x_{0}\right)$. Changing $\gamma$, the automorphism changes by composing with a inner automorphism. If we consider the good locus, $\mathbb{B}^{\text {gd }}$, the involution preserves this subvariety. This can be identified with the moduli space of gauge equivalence classes of flat $G$-connections on $X$ with reductive holonomy, so we get an involution of this one by pullback of connections. Now, the moduli space of gauge equivalence classes of flat $G$-connections on $X$ is isomorphic to the moduli space of solutions to the Hitchin equations and this last one is isomorphic to $\mathcal{H}$. (Non-Abelian Hodge Theorem [4, 5, 10, 15]). In [1], it is denoted by $\mathcal{L}_{G}$ the set of fixed points of the involution in $\mathbb{B}^{g d}$ (or in $\mathcal{H}$ ) and proved that

Proposition 3.2 ([1, Proposition 10]) If non-empty, the set of good points of $\mathcal{L}_{G}$ is a smooth Lagrangian submanifold of $\mathbb{B}^{g d}$.

Following the ideas of [11], Baraglia and Schaposnik proved that
Theorem 3.3 ([1, Theorem 14]) $\mathcal{L}_{G}$ is an $(A, B, A)$-brane defined on $\mathcal{H}$.
Consider now the 3-manifold with boundary $\hat{X}:=X \times[-1,1]$, such that $f$ defines an orientation preserving involution $\sigma: \hat{X} \rightarrow \hat{X}$ given by $\sigma(x, t)=$ $(f(x),-t)$. The boundary of $\hat{X}$ consists of two copies of $X$ and the boundary of the compact 3-manifold $M:=\hat{X} / \sigma$, is homeomorphic to $X$.

Proposition 3.4 ([1, Proposition 43]) The representations of $X$ in $G$, which extend to $M$, belong to the $(A, B, A)$-brane $\mathcal{L}_{G}$.

This subspace of representations can be viewed as flat $G$-connections on $X$ that extend to flat $G$-connections over $M$, that is, as $\mathbb{F}_{M}(G)$.

## 4 Schottky Representations and Branes

Suppose now that we have $X$ a compact Riemann surface with an anti-holomorphic involution $f: X \rightarrow X$, defining a real structure on $X$. Using the construction and notations of the Sect. 3, let $M$ be the compact 3-manifold whose boundary is homeomorphic to $X$. Then,

Theorem 4.1 Let $f: X \rightarrow X$ be an anti-holomorphic involution such that $M$ is a handlebody of genus $g$, and let $x_{0} \in X \subset M$ be fixed by $f$. Then, the moduli space $\mathbb{S}$ of Schottky representations with respect to the map $\varphi$ in (2.1) is included in the Baraglia-Schaposnik brane $\mathcal{L}_{G}$.

Proof In Proposition 3.4 it is proved the existence of an inclusion: $\mathbb{F}_{M}(G) \rightarrow \mathcal{L}_{G} \subset$ $\mathcal{H}$. Since, by Theorem $2.9, \mathbb{S}$ can be identified with $\mathbb{F}_{M}(G)$ the result follows.

Remark 4.2 The assumption of the previous proposition is verified when the antiholomorphic involution $f$ has as fixed point locus the union of $g+1$ disjoint loops and disconnected orientation double cover (see [8]). In this case, Proposition 3.2 says that the set of smooth points of $\mathcal{L}_{G}$ is a non-empty Lagrangian submanifold of $\mathcal{H}$. In a future work, we plan to further address this construction.

## Conclusions

- Under our approach, since there are good Schottky representations for every $g \geq$ 2, this furnishes a proof that the set of smooth points of the Baraglia-Schaposnik brane is non-empty.
- As $\mathbb{S} \subset \mathcal{L}_{G}$, in a future work, we plan to study the conditions under which this inclusion is actually a bijection.
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#### Abstract

Let $\mathcal{X}_{\Gamma} G:=\operatorname{Hom}(\Gamma, G) / / G$ be the $G$-character variety of $\Gamma$, where $G$ is a complex reductive group and $\Gamma$ a finitely presented group. We introduce new techniques for computing Hodge-Deligne and Serre polynomials of $\mathcal{X}_{\Gamma} G$, and present some applications, focusing on the cases when $\Gamma$ is a free or free abelian group. Detailed constructions and proofs of the main results will appear elsewhere.
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## 1 Introduction

Let $G$ be a connected reductive complex algebraic group, and $\Gamma$ be a finitely presented group. The $G$-character variety of $\Gamma$ is defined to be the (affine) geometric invariant theory (GIT) quotient

$$
\mathcal{X}_{\Gamma} G=\operatorname{Hom}(\Gamma, G) / / G .
$$

The most well studied families of character varieties include the cases when the group $\Gamma$ is the fundamental group of a Riemann surface $\Sigma$, and its "twisted" variants. In these cases, the non-abelian Hodge correspondence (see, for example [20]) shows that (components of) $\mathcal{X}_{\Gamma} G$ are homeomorphic to certain moduli spaces of $G$-Higgs bundles which appear in connection to important problems in Mathematical-Physics: for example, these spaces play an important role in the quantum field theory interpretation of the geometric Langlands correspondence, in the context of mirror symmetry [13].

The study of geometric and topological properties of character varieties is an active topic and there are many recent advances in the computation of their Poincaré polynomials and other invariants. For the surface group case $\left(\Gamma=\pi_{1}(\Sigma)\right.$ and related groups) the calculations of Poincaré polynomials started with Hitchin and Gothen, and have been pursued more recently by Hausel, Lettelier, Mellit, Rodriguez-Villegas, Schiffmann and others, who also considered the parabolic version of these character varieties (see [12, 16, 19]). Those recent results use arithmetic methods: it is shown that the number of points of the corresponding moduli space over finite fields is given by a polynomial, which turns out to coincide with the $E$-polynomial of $\mathcal{X}_{\Gamma} G$ ([12, Appendix]). Then, in the smooth case, the pure nature of the cohomology of Higgs bundles moduli spaces allows the derivation of the Poincaré polyomial from the $E$-polynomial.

On the other hand, for many important classes of singular character varieties, explicitly computable formulas for the $E$-polynomials (also called Serre polynomials) are very hard to obtain. In the articles of Logares, Muñoz, Newstead and Lawton [14, 15] (using geometric methods) and of Baraglia and Hekmati [1] (using arithmetic methods), the $E$-polynomials are computed for several character varieties, with $G=G L(n, \mathbb{C}), S L(n, \mathbb{C})$ and $P G L(n, \mathbb{C})$ for small values of $n$, but the computations quickly become intractable for $n$ higher than 3 .

In this short article, we describe some of the techniques and constructions that we have recently developed for computations of $E$-polynomials of singular character varieties, and present some of their main applications.

The outline of the article is as follows. Section 1 covers notations and preliminaries on mixed Hodge and $E$-polynomials and on character varieties in the context of GIT. In Sect. 2, we explain how to use equivariant mixed Hodge structures to study (the identity component of) $\mathcal{X}_{\Gamma} G$ when $\Gamma$ is a free abelian group and $G$ a classical group. These character vareities have orbifold singularities and we can obtain their full mixed Hodge polynomials. In Sect. 3, for arbitrary $\Gamma$, we define a
stratification of $G L(n, \mathbb{C})$-character varieties (which also exists for $G=S L(n, \mathbb{C})$ or $\operatorname{PGL}(n, \mathbb{C})$ ) which allows writing down an explicit plethystic exponential relation between generating functions of the $E$-polynomials of $\mathcal{X}_{\Gamma} G L(n, \mathbb{C})$ and of its locus of irreducible representations $\mathcal{X}_{\Gamma}^{i r r} G L(n, \mathbb{C})$. Finally, in Sect.4, we consider the free group $\Gamma=F_{r}$ of rank $r$, and announce the solution of a conjecture of Lawton and Muñoz: the $E$-polynomials of $\mathcal{X}_{F_{r}} S L(n, \mathbb{C})$ and of $\mathcal{X}_{F_{r}} P G L(n, \mathbb{C})$ coincide, for every $n \in \mathbb{N}$. For lack of space, the proofs are omitted and will be published elsewhere.

## 2 Preliminaries on Hodge-Deligne Polynomials, Affine GIT and Character Varieties

In this article, all algebraic varieties are defined over $\mathbb{C}, G$ is a connected reductive algebraic group, and $\Gamma$ is a finitely presented group.

Let $X$ be a quasi-projective variety (not necessarily irreducible), of complex dimension $\leq d$. Deligne showed that the compactly supported cohomology $H_{c}^{*}(X):=H_{c}^{*}(X, \mathbb{C})$ can be endowed with a mixed Hodge structure whose mixed Hodge numbers are given by

$$
h^{k, p, q}(X):=\operatorname{dim}_{\mathbb{C}} H_{c}^{k, p, q}(X) \in \mathbb{N}_{0}
$$

for $k, p, q \in\{0, \cdots, 2 d\}$, and we call $(p, q)$ the $k$-weights of $X$, if $h^{k, p, q} \neq 0$ (c.f. [3, 18]).

Mixed Hodge numbers are symmetric in the weights, $h^{k, p, q}=h^{k, q, p}$, and $\operatorname{dim}_{\mathbb{C}} H_{c}^{k}(X)=\sum_{p, q} h^{k, p, q}$. Therefore, they provide the (compactly supported) Betti numbers, yielding the usual Betti numbers, by Poincaré duality, in the nonsingular case. They are also the coefficients of the mixed Hodge polynomial of $X$ on three variables,

$$
\begin{equation*}
\mu(X ; t, u, v):=\sum_{k, p, q} h^{k, p, q}(X) t^{k} u^{p} v^{q} \in \mathbb{N}_{0}[t, u, v] \tag{2.1}
\end{equation*}
$$

which specializes to the (compactly supported) Poincaré polynomial by setting $u=$ $v=1, P_{t}^{c}(X):=\mu(X ; t, 1,1)$ (and provides the usual Poincaré polynomial in the smooth situation). Plugging $t=-1$, mixed Hodge polynomials convert into the $E$-polynomial of $X$, or the Serre polynomial of $X$, given by

$$
E(X ; u, v)=\sum_{k, p, q}(-1)^{k} h^{k, p, q}(X) u^{p} v^{q} \in \mathbb{Z}[u, v] .
$$

From the $E$-polynomial we can compute the (compactly supported) Euler characteristic of $X$ as $\chi^{c}(X)=E(X ; 1,1)=\mu(X ;-1,1,1)$.

Serre polynomials satisfy an additive property with respect to stratifications by locally closed (in the Zariski topology) strata: if $X$ has a closed subvariety $Z \subset X$ we have (see, eg. [18]),

$$
E(X)=E(Z)+E(X \backslash Z)
$$

The $E$-polynomial also satisfies (c.f. $[4,15]$ ) a multiplicative property for fibrations. Namely, for a given algebraic fibration $F \hookrightarrow X \rightarrow B$, we have

$$
E(X)=E(F) \cdot E(B)
$$

in any of the following three situations:
(i) the fibration is locally trivial in the Zariski topology of $B$,
(ii) $F, X$ and $B$ are smooth, the fibration is locally trivial in the complex analytic topology, and $\pi_{1}(B)$ acts trivially on $H_{c}^{*}(F)$, or
(iii) $X, B$ are smooth and $F$ is a complex connected Lie group.

We say $X$ is of Hodge-Tate type (also called balanced type) if all the $k$-weights are of the form $(p, p)$ with $p \in\{0, \cdots, k\}$, in which case the sum in $\mu(X)$ reduces to a one-variable sum. In particular, the $E$-polynomials of Hodge-Tate type varieties depend only the product $u v$, so we write $x=u v$ and use the notation $E(X ; x):=$ $E(X ; \sqrt{x}, \sqrt{x}) \in \mathbb{Z}[x]$.

Now let $X$ be an affine algebraic variety, and let the reductive group $G$ act algebraically on $X$. The induced action of $G$ on the ring $\mathbb{C}[X]$ of regular functions on $X$ defines the (affine) GIT quotient

$$
X / / G:=\operatorname{Spec}\left(\mathbb{C}[X]^{G}\right),
$$

where $\mathbb{C}[X]{ }^{G}$ is the subring of $G$-invariants in $\mathbb{C}[X]$. This quotient identifies $G$ orbits whose closures intersect, such that each point in the quotient classifies an equivalence class of orbits, leading to a stability condition. Let $G_{x} \subset G$ be the stabilizer of $x \in X$ and consider the orbit map through $x, \psi_{x}: G \rightarrow X ; g \mapsto g \cdot x$. We define $x \in X$ to be stable if $\psi_{x}$ is a proper map and polystable if the orbit $G \cdot x$ is closed in $X$. Stability implies polystability, but not conversely.

GIT shows that the stable locus $X^{s} \subset X$ is a Zariski open set (hence dense, when non-empty) and that the restriction of the affine quotient map $\Phi: X \rightarrow X / / G$ to the stable locus, $X^{s} \rightarrow X^{s} / G$, is a geometric quotient (or an orbit space), where $\Phi\left(X^{s}\right)$ is Zariski open in $X / / G$.

Now, consider a finitely presented group $\Gamma$. The (generally singular) algebraic variety of representations of $\Gamma$ in $G$ is

$$
\mathcal{R}_{\Gamma} G=\operatorname{Hom}(\Gamma, G) .
$$

Each $\rho \in \mathcal{R}_{\Gamma} G$ is determined by $\rho(\gamma)$, for each generator $\gamma \in \Gamma$, and satisfying the relations of the group $\Gamma$. There is an algebraic action of $G$ on the variety $\mathcal{R}_{\Gamma} G$ by conjugation of representations, $g^{-1} \rho g$, yielding the $G$-character variety of $\Gamma$,

$$
\mathcal{X}_{\Gamma} G:=\operatorname{Hom}(\Gamma, G) / / G,
$$

as the GIT quotient.
By definition, polystable representations are representations $\rho: \Gamma \rightarrow G$ whose orbits $G \cdot \rho:=\left\{g \rho g^{-1}: g \in G\right\}$ are Zariski closed in $\mathcal{R}_{\Gamma} G$. Alternatively, a representation $\rho$ is polystable if and only if it is completely reducible (i.e, if $\rho(\Gamma) \subset$ $P \subset G$ for some proper parabolic $P$ of $G$, then $\rho(\Gamma)$ is contained in a Levi subgroup of $P$ ). Denote the subset of polystable representations in $\mathcal{R}_{\Gamma} G$ by $\mathcal{R}_{\Gamma}^{p s} G \subset \mathcal{R}_{\Gamma} G$, which is a Zariski locally-closed subvariety containing the stable locus $\mathcal{R}_{\Gamma}^{s} G \subset$ $\mathcal{R}_{\Gamma} G$.

Proposition 2.1 ([7]) There is a bijective correspondence:

$$
\mathcal{X}_{\Gamma} G=\mathcal{R}_{\Gamma} G / / G \cong \mathcal{R}_{\Gamma}^{p s} G / G,
$$

where the right hand side is called the polystable quotient.
We say that $\rho$ is irreducible if $\rho(\Gamma)$ is not contained in a proper parabolic subgroup of $G$. Alternatively, $\rho$ is irreducible if it is polystable and $Z_{\rho}$, the centralizer of $\rho(\Gamma)$ inside $G$, is a finite extension of the center $Z G \subset G$. Denote by $\mathcal{R}_{\Gamma}^{i r r} G \subset \mathcal{R}_{\Gamma}^{p s} G$ the subset of irreducible representations (being a Zariski open subset of $\mathcal{R}_{\Gamma} G, \mathcal{R}_{\Gamma}^{i r r} G$ is a quasi-projective variety), and since irreducibility is well defined on $G$-orbits, denote by

$$
\begin{equation*}
\mathcal{X}_{\Gamma}^{i r r} G:=\mathcal{R}_{\Gamma}^{i r r} G / G \tag{2.2}
\end{equation*}
$$

the $G$-irreducible character variety of $\Gamma$, which is a geometric quotient, as it happens with the stable locus. In fact, it can be proved that irreducibility is equivalent to GIT stability for character varieties (see [2, Thm. 1.3(1)]).

## 3 The Free Abelian Case

In this section, we are concerned with the determination of the mixed Hodge polynomials of character varieties $\mathcal{X}_{\Gamma} G$ of the free abelian group of rank $r, \Gamma \cong \mathbb{Z}^{r}$. As we always work over $\mathbb{C}$, we abbreviate the notation of the classical groups such as the linear group, special linear, special orthogonal and symplectic to $G L_{n}, S L_{n}$, $S O_{n}$ and $S p_{n}$, respectively (instead of $G L(n, \mathbb{C})$, etc).

The topology and geometry of the character varieties $\mathcal{X}_{\mathbb{Z}^{r}} G$ was studied in [8, 21], among others. Most important for us are the following facts:
(i) there is only one irreducible component containing the trivial representation, that we denote by $\mathcal{X}_{\mathbb{Z}^{r}}^{0} G$ [21, Theorem 2.1],
(ii) if the semisimple part of $G$ is a classical group (ie, one of $S L_{n}, S O_{n}$ and $S p_{n}$ ), there exists an algebraic isomorphism

$$
\begin{equation*}
\mathcal{X}_{\mathbb{Z}^{r}}^{0} G \cong\left(T_{G}\right)^{r} / W_{G} \tag{3.1}
\end{equation*}
$$

where $T_{G}$ is a maximal torus of $G$, and $W_{G}$ its Weyl group [21, Theorem 2.1],
(iii) the irreducibility of the free abelian character varieties $\mathcal{X}_{\mathbb{Z}^{r}} G$ can be characterized, in terms of $G$ : for example, if the semisimple part of $G$ is a product of $S L_{n}$ 's and $S p_{n}$ 's then $\mathcal{X}_{\mathbb{Z}^{r}} G$ is irreducible, so that $\mathcal{X}_{\mathbb{Z}^{r}} G \cong \mathcal{X}_{\mathbb{Z}^{r}}^{0} G$ [8, Theorem 1.2].

We now focus on the determination of the mixed Hodge numbers of $\mathcal{X}_{\mathbb{Z}^{r}} G$ when it is irreducible, or of $\mathcal{X}_{\mathbb{Z}^{r}}^{0} G$ when the algebraic isomorphism (3.1) applies. We start by explaining how mixed Hodge numbers transform under finite quotients.

Let $X$ be a complex quasi-projective variety and $F$ a finite group acting algebraically on it. The action of $F$ on $X$ induces an action on its cohomology. Since $F$ acts by algebraic isomorphisms, it also induces an action on the mixed Hodge components. Then we can regard $H^{k, p, q}(X)$ as $F$-modules, that we denote by $\left[H^{k, p, q}(X)\right]_{F}$. As in Eq. (2.1) for the mixed Hodge polynomial, we codify these in the equivariant mixed Hodge polynomial, defined by

$$
\mu_{F}(X ; t, u, v):=\sum_{k, p, q}\left[H^{k, p, q}(X)\right] t^{k} u^{p} v^{q} \in R(F)[t, u, v]
$$

whose coefficients belong to $R(F)$, the representation ring of $F$. The polynomial $\mu_{F}(X ; t, u, v)$ may also be seen as a polynomial-weighted representation. For instance, one can consider equivariant cohomology to obtain an isomorphism

$$
\begin{equation*}
H^{*}(X / F) \cong H^{*}(X)^{F} \tag{3.2}
\end{equation*}
$$

that respects mixed Hodge structures. In particular, this isomorphism allows us to identify the mixed Hodge polynomial of the quotient $X / F$ as the coefficient of the trivial representation of $\mu_{F}(X ; t, u, v)$ when written on a basis of irreducible representations of $F$. Another important consequence for us is the inequality $h^{k, p, q}(X) \geq h^{k, p, q}(X / F)$, which holds since $H^{k, p, q}(X / F)$ is given by the $F$ invariant part of $H^{k, p, q}(X)$. We conclude that if $X$ is, for instance, a balanced variety, or if its mixed Hodge structure is actually pure (that is, if $h^{k, p, q} \neq 0$ then $k=p+q$ ), then the same holds for $X / F$.

We now summarize our strategy to obtain the mixed Hodge polynomials of $\mathcal{X}_{\mathbb{Z}^{r}}^{0} G$, in the cases when the isomorphism (3.1) holds (so, these character varieties are isomorphic to finite quotients of algebraic tori). The only non-zero Hodge numbers of the maximal torus $T_{G} \cong\left(\mathbb{C}^{*}\right)^{n}$ are $h^{k, k, k}\left(T_{G}\right)$. Moreover, its natural mixed Hodge structure satisfies:

$$
H^{k, k, k}\left(T_{G}\right) \cong \bigwedge^{k} H^{1,1,1}\left(T_{G}\right)
$$

So, the action of $W_{G}$ on the cohomology ring can be understood from the one on the mixed Hodge component $H^{1,1,1}\left(T_{G}\right)$. The next three theorems are proved in [11].

Theorem 3.1 For a reductive group $G$ satisfying (3.1), we have

$$
\mu\left(\mathcal{X}_{\mathbb{Z}^{r}}^{0} G ; t, u, v\right)=\frac{1}{\left|W_{G}\right|} \sum_{g \in W_{G}}\left[\operatorname{det}\left(I+\operatorname{tuv} A_{g}\right)\right]^{r}
$$

where $A_{g}$ is the automorphism of $H^{1,1,1}\left(T_{G}\right)$ induced by the action of $g \in W_{G}$.
The proof starts by establishing the $r=1$ case, and using the diagonal action for higher $r$ as well as the isomorphism (3.1), together with the multiplicative relation for the equivariant polynomials $\mu_{W_{G}}\left(T_{G}^{r}\right)=\mu_{W_{G}}\left(T_{G}\right)^{\otimes r}$. We remark that Theorem 3.1 generalizes a formula for the Poincaré polynomial of $\mathcal{X}_{\mathbb{Z}^{r}}^{0} G$, recently obtained in [22].

To further work with Theorem 3.1, we examine the induced action of $W_{G}$ on $H^{1,1,1}\left(T_{G}\right)$ for some classical groups. In the case $G=G L_{n}$, the Weyl group is the symmetric group $S_{n}$ on $n$ letters, which acts on $H^{1,1,1}\left(T_{G}\right) \cong \mathbb{C}^{n}$ by permutation of coordinates, and we obtain a general formula in terms of partitions of $n$.

A partition of $n \in \mathbb{N}$ is denoted by $[k]=\left[1^{k_{1}} \cdots j^{k_{j}} \cdots n^{k_{n}}\right]$ where the exponent $k_{j} \geq 0$ is the number of parts of size $j \in\{1, \cdots, n\}$, so that $n=\sum_{j=1}^{n} j \cdot k_{j}$. Let $\mathcal{P}_{n}$ denote the finite set of partitions of $n$.

Theorem 3.2 The mixed Hodge polynomials of $\mathcal{X}_{\mathbb{Z}^{r}} G L_{n}$ and of $\mathcal{X}_{\mathbb{Z}^{r}} S L_{n}$ satisfy

$$
\mu\left(\mathcal{X}_{\mathbb{Z}^{r}} G L_{n} ; t, u, v\right)=\mu\left(\mathcal{X}_{\mathbb{Z}^{r}} S L_{n} ; t, x\right)(1+t u v)^{r}=\sum_{[k] \in \mathcal{P}_{n}} \prod_{j=1}^{n} \frac{\left(1-(-t u v)^{j}\right)^{k_{j} r}}{k_{j}!j^{k_{j}}},
$$

By using similar considerations as for the $G L_{n}$ case, we can also deduce a concrete formula for $S p_{n}$ in terms of bipartitions. A bipartition of $n$, denoted $[a, b] \in \mathcal{B}_{n}$ consists of two partitions $[a] \in \mathcal{P}_{k}$ and $[b] \in \mathcal{P}_{l}$, such that $0 \leq k, l \leq n$ with $k+l=n$. One can show that bipartitions of $n$ are in one-to-one correspondence with conjugacy classes in $W_{S p_{n}}$, the Weyl group of $S p_{n}$.

Theorem 3.3 The mixed Hodge polynomial of $\mathcal{X}_{\mathbb{Z}^{r}} S p_{n} \mathbb{C}$ is given by
$\mu\left(\mathcal{X}_{\mathbb{Z}^{r}} S p_{n} ; t, u, v\right)=\frac{1}{2^{n} n!} \sum_{[a, b] \in \mathcal{B}_{n}} c_{[a, b]} \prod_{i=1}^{k}\left(1-(-t u v)^{i}\right)^{a_{i} r} \prod_{j=1}^{l}\left(1+(-t u v)^{j}\right)^{b_{j} r}$
where $c_{[a, b]}$ is the size of the conjugacy class in $W_{S_{n}}$, corresponding to $[a, b] \in \mathcal{B}_{n}$. The same method allows to obtain explicit expressions for $\mu\left(\mathcal{X}_{\mathbb{Z}^{r}}^{0} G\right)$ in the case of other reductive $G$; the special orthogonal groups $S O_{n}$ will be addressed in a future work.

## 4 Generating Functions for $\boldsymbol{E}$-Polynomials

In this section we consider character varieties with arbitrarily bad singularities. In this case, there are formidable difficulties in computing the corresponding Poincare polynomials in general, and previous explicit methods have dealt with the $E$ polynomials for low dimensional groups such as $S L_{2}$ and $S L_{3}[1,14,15]$.

By using the additive and multiplicative properties of $E$-polynomial, for $G=$ $G L_{n}$ we now address our new approach on $E$-polynomial computations based on a stratification of $\mathcal{X}_{\Gamma} G$ that we term by partition type, and which works for arbitrary $\Gamma$.

Using standard arguments in GIT, any character variety admits a stratification by the dimension of the stabilizer of a given representation. When $G$ is the general linear group $G L_{n}$ (as well as the related groups $S L_{n}$ and $P G L_{n}$ ), there is a more convenient refined stratification that gives a lot of information on the corresponding character varieties $\mathcal{X}_{\Gamma} G$ which we call stratification by partition type.

Definition 4.1 Let $G=G L_{n}$ and $[k] \in \mathcal{P}_{n}$. We say that $\rho \in \mathcal{R}_{\Gamma} G=\operatorname{Hom}(\Gamma, G)$ is [ $k$ ]-polystable if $\rho$ is conjugated to $\bigoplus_{j=1}^{n} \rho_{j}$ where each $\rho_{j}$ is, in turn, a direct sum of $k_{j}>0$ irreducible representations of $\mathcal{R}_{\Gamma}\left(G L_{j}\right)$, for $j=1, \cdots, n$ (by convention, if some $k_{j}=0$, then $\rho_{j}$ is not present in the direct sum).

We denote [k]-polystable representations by $\mathcal{R}_{\Gamma}^{[k]} G$ and use similar terminology/notation for equivalence classes under conjugation $\mathcal{X}_{\Gamma}^{[k]} G \subset \mathcal{X}_{\Gamma} G$. It is to be noted that the trivial partition $[n]=\left[n^{1}\right] \in \mathcal{P}_{n}$ corresponds exactly to the irreducible (or stable) locus: $\mathcal{X}_{\Gamma}^{[n]} G=\mathcal{X}_{\Gamma}^{i r r} G$.
Proposition 4.2 Fix $n \in \mathbb{N}$, and let $G=G L_{n}$. Then $\mathcal{X}_{\Gamma} G=\bigsqcup_{[k] \in \mathcal{P}_{n}} \mathcal{X}_{\Gamma}^{[k]} G$, as a disjoint union of locally closed quasi-projective varieties.

The next result relates, by the plethystic exponential, the generating functions of the $E$-polynomials $E\left(\mathcal{X}_{\Gamma} G L_{n}\right)$ to the corresponding generating functions of the $E$-polynomials of the irreducible character varieties $E\left(\mathcal{X}_{\Gamma}^{i r r} G L_{n}\right)$.

The plethystic exponential of a formal power series $f(x, y, z)=\sum_{n \geq 0} f_{n}(x, y)$ $z^{n} \in \mathbb{Q}[x, y][[z]]$ is denoted by $\operatorname{PExp}(f)$, and defined formally (in terms of the usual exponential) as $\operatorname{PExp}(f):=e^{\Psi(f)} \in \mathbb{Q}[x, y][[z]]$, where $\Psi$ acts on monomials as: $\Psi\left(x^{i} y^{j} z^{k}\right)=\sum_{l \geq 1} \frac{x^{l i} y^{l j} z^{l k}}{l}$, where $(i, j, k) \in \mathbb{N}_{0}^{3} \backslash\{(0,0,0)\}$, and is $\mathbb{Q}$-linear on $\mathbb{Q}[x, y][[z]]$. This exponential plays a prominent role in the combinatorics of symmetric functions, and has applications in counting of gauge invariant operators in supersymmetric quantum field theories (see eg. [5]).

Theorem 4.3 Let $\Gamma$ be any finitely presented group. Then:

$$
\sum_{n \geq 0} E\left(\mathcal{X}_{\Gamma} G L_{n} ; u, v\right) t^{n}=\operatorname{PExp}\left(\sum_{n \geq 1} E\left(\mathcal{X}_{\Gamma}^{i r r} G L_{n} ; u, v\right) t^{n}\right) .
$$

The proofs of Theorem 4.3 and Proposition 4.2 are detailed in [9]; they allow to write explicit expressions for $E\left(\mathcal{X}_{\Gamma} G L_{n}\right)$, for any group $\Gamma$, for which we have a formula for $E\left(\mathcal{X}_{\Gamma}^{i r r} G L_{m}\right)$, for all $m \leq n$, by a simple finite algorithm (and viceversa). The formula of Theorem 4.3 generalizes a formula of [17] to an arbitrary group $\Gamma$, even if the corresponding $G L_{n}$-character variety is not of polynomial type.

## 5 The Free Group Case

In this last section, we describe applications of the above methods to the case of the free group of rank $r, \Gamma=F_{r}$; for simplicity we adopt the notations $\mathcal{X}_{r} G L_{n}$, $\mathcal{X}_{r} S L_{n}$, etc, for the corresponding character varieties. In [17], it was shown that $\mathcal{X}_{r}^{i r r} G L_{n}$ and $\mathcal{X}_{r} G L_{n}$ are of polynomial type. Moreover, by counting points over finite fields and using a theorem of Katz ([12, Appendix]), Mozgovoy and Reineke found a formula for the $E$-polynomial of $\mathcal{X}_{r}^{i r r} G L_{n}$ that can be written as follows (dropping the $x$ variable in $E(X ; x)$, and using $|[k]|:=k_{1}+\cdots+k_{d}$ for the length of a partition $[k] \in \mathcal{P}_{d}$ ).

Proposition $5.1([9,17])$ For $r, n \geq 2$, we have:

$$
\begin{aligned}
E\left(\mathcal{X}_{r}^{i r r} G L_{n}\right)= & (x-1) \sum_{d \mid n} \frac{\mu(n / d)}{n / d} \sum_{[k] \in \mathcal{P}_{d}} \frac{(-1)^{|[k]|}}{|[k]|}\binom{|[k]|}{k_{1}, \cdots, k_{d}} \\
& \prod_{j=1}^{d} b_{j}\left(x^{n / d}\right)^{k_{j}} x^{\frac{n(r-1) k_{j}}{d}\binom{j}{2}},
\end{aligned}
$$

where $\mu$ is the Möbius function, and the $b_{j}(x)$ are polynomials defined by:

$$
\begin{equation*}
\left(1+\sum_{n \geq 1} b_{n}(x) t^{n}\right)\left(1+\sum_{n \geq 1}\left((x-1)\left(x^{2}-1\right) \ldots\left(x^{n}-1\right)\right)^{r-1} t^{n}\right)=1 \tag{5.1}
\end{equation*}
$$

Using Propositions 4.2 and 5.1 and Theorem 4.3, we are able to write down very explicit expressions for $E\left(\mathcal{X}_{r}^{[k]} G L_{n}\right)$, the $E$-polynomials of all polystable strata of $\mathcal{X}_{r} G L_{n}$ (see [9, Secs. 5 and 6], where we also compute $E\left(\mathcal{X}_{\Gamma}^{i r r} G L_{n}\right)$ for other $\Gamma$ and low $n$ ).

We now provide a few lines on a forthcoming proof of the equality between the $E$-polynomials of $\mathcal{X}_{r} S L_{n}$ and of $\mathcal{X}_{r} P G L_{n}$ for all $n \in \mathbb{N}$. This has been conjectured in Lawton-Muñoz in [14], who proved by explicit computation the cases $n=2$ and 3.

In a analogous way as for $G L_{n}$ (see Sect.4), we can define the [k]-polystable loci $\mathcal{X}_{r}^{[k]} S L_{n}$ and $\mathcal{X}_{r}^{[k]} P G L_{n}$ as follows. For a partition $[k] \in \mathcal{P}_{n}$, the [k]-stratum of $\mathcal{X}_{r} S L_{n}$ is defined by restriction of the corresponding one for $G L_{n}$ :

$$
\mathcal{X}_{r}^{[k]} S L_{n}:=\left\{\rho \in \mathcal{X}_{r}^{[k]} G L_{n} \mid \operatorname{det} \rho=1\right\}
$$

where the determinant of a representation is an element of $\mathcal{R}_{r} \mathbb{C}^{*}$. By considering the action $\mathcal{R}_{r} \mathbb{C}^{*} \times \mathcal{X}_{r} G L_{n} \rightarrow \mathcal{X}_{r} G L_{n}$ given by multiplication of (conjugacy classes of) representations, which is well defined on the GIT quotients and preserves the stratification of $G L_{n}$, we can define

$$
\begin{equation*}
\mathcal{X}_{r}^{[k]} P G L_{n}:=\mathcal{X}_{r}^{[k]} G L_{n} / \mathcal{R}_{r} \mathbb{C}^{*}=\mathcal{X}_{r}^{[k]} G L_{n} /\left(\mathbb{C}^{*}\right)^{r} . \tag{5.2}
\end{equation*}
$$

Theorem 5.2 ([10]) For the free group $F_{r}$, we have the equalities:

$$
\begin{aligned}
E\left(\mathcal{X}_{r} S L_{n}\right) & =E\left(\mathcal{X}_{r} P G L_{n}\right)=E\left(\mathcal{X}_{r} G L_{n}\right)(x-1)^{-r} \\
E\left(\mathcal{X}_{r}^{[k]} S L_{n}\right) & =E\left(\mathcal{X}_{r}^{[k]} P G L_{n}\right)=E\left(\mathcal{X}_{r}^{[k]} G L_{n}\right)(x-1)^{-r},
\end{aligned}
$$

for every $r, n$ and partition $[k] \in \mathcal{P}_{n}$.
The proof of Theorem 5.2 uses geometric methods and has two parts. The easy part is the relation between the $E$-polynomials of $\mathcal{X}_{r}^{[k]} P G L_{n}$ and of $\mathcal{X}_{r}^{[k]} G L_{n}$, which follows from the locally trivial (in the Zariski topology) fibration corresponding to the quotient (5.2). The difficult part is the relation between the strata $\mathcal{X}_{r}^{[k]} P G L_{n}$ and $\mathcal{X}_{r}^{[k]} S L_{n}$ which involves finite quotients: it requires the proof of the triviality of the action of the center $\mathbb{Z}_{n} \subset S L_{n}$ on the cohomology (with compact support) of all the strata $\mathcal{X}_{r}^{[k]} S L_{n}$; for this we use equivariant cohomology and a deformation retraction between $\mathcal{X}_{r}^{i r r} S L_{n}$ and the smooth part of the semialgebraic set $\operatorname{Hom}\left(F_{r}, S U(n)\right) / S U(n)$ (see [6]).
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#### Abstract

We introduce some special system of generators on finite groups, that we call diagonal double Kodaira structures and whose existence is equivalent to the existence of some special Kodaira fibred surfaces, that we call diagonal double Kodaira fibrations. This allows us to rephrase in purely algebraic terms some results about finite Heisenberg groups, previously obtained in Causin and Polizzi (Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) XXII:1309-1352, 2021), and makes possible to extend them to the case of arbitrary extra-special $p$-groups.
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## 1 Introduction

A Kodaira fibration is a smooth, connected holomorphic fibration $f_{1}: S \longrightarrow B_{1}$, where $S$ is a compact complex surface and $B_{1}$ is a compact complex curve, which is not isotrivial (this means that not all its fibres are biholomorphic to each others). The genus $b_{1}:=g\left(B_{1}\right)$ is called the base genus of the fibration, whereas the genus $g:=g(F)$, where $F$ is any fibre, is called the fibre genus. If a surface $S$ is the total space of a Kodaira fibration, we will call it a Kodaira fibred surface; it is possible to prove that every such a surface is minimal and of general type.

Examples of Kodaira fibrations were originally constructed in [1, 11] in order to show that, unlike the topological Euler characteristic, the signature $\sigma$ of a real manifold is not multiplicative for fibre bundles. In fact, every Kodaira fibred surface $S$ satisfies $\sigma(S)>0$, see for example the introduction of [12], whereas $\sigma\left(B_{1}\right)=$ $\sigma(F)=0$, and so $\sigma(S) \neq \sigma\left(B_{1}\right) \sigma(F)$.

[^12]A double Kodaira surface is a compact complex surface $S$, endowed with a double Kodaira fibration, namely a surjective, holomorphic map $f: S \longrightarrow B_{1} \times$ $B_{2}$ yielding, by composition with the natural projections, two Kodaira fibrations $f_{i}: S \longrightarrow B_{i}, i=1,2$.

In [5] the author (in collaboration with A. Causin) introduced a new topological method to construct double Kodaira fibrations, based on the so-called Heisenberg covers of $\Sigma_{b} \times \Sigma_{b}$, where $\Sigma_{b}$ denotes a real, closed, connected, orientable surface of genus $b$ (from now on, we will simply write "a real surface of genus $b$ "). These are finite Galois covers $S \longrightarrow \Sigma_{b} \times \Sigma_{b}$, whose branch locus is the diagonal $\Delta \subset \Sigma_{b} \times \Sigma_{b}$ and whose Galois group is isomorphic to a finite Heisenberg group. In this note we rephrase the group-cohomological methods of [5] in a purely algebraic way, by introducing the so-called diagonal double Kodaira structures on a finite group $G$, see Definition 2.1. These are special systems of generators of $G$, whose existence is equivalent to the fact that $G$ is a good quotient of some higher genus pure braid group on two strands, where "good" means that the natural braid called $A_{12}$ in [6] has non-trivial image under the quotient map. The existence of diagonal double Kodaira structures yields in turn the existence of some special double Kodaira fibrations, that we call of diagonal type, see Definition 4.2.

With this new and compact terminology, we give a short account of some of the main results contained in [5], namely

- the existence of (double) Kodaira fibrations over every curve of genus $b$ (and not only over special curves with extra automorphisms) and the proof that the number of such fibrations over a fixed base can be arbitrarily large, see Theorem 4.5;
- the first "double solution" to a problem, posed by Geoff Mess, from Kirby's problem list in low-dimensional topology, see Theorem 4.6;
- the existence of an infinite family of (double) Kodaira fibrations with slope strictly higher than $3+1 / 3$, see Theorem 4.8 and Remark 4.9.

This paper also contains some new results, namely

- the construction of diagonal double Kodaira structures on extra-special p-groups of any exponent, see Theorems 3.7 and 3.10. This extends the equivalent statements for extra-special $p$-groups of exponent $p$ proved in [5];
- an explicit upper bound for the slope of a diagonal double Kodaira fibration, see Proposition 4.12 and Remark 4.13.

An intriguing problem is the existence of diagonal double Kodaira structures on finite groups that are not extra-special or, more generally, on finite groups whose nilpotency class is at least 3 , cf. Remark 2.4. However, we will not develop this point here, hoping to come back on it in a sequel to this paper.

Notation and Conventions The order of a finite group $G$ is denoted by $|G|$. If $x \in G$, the order of $x$ is denoted by $o(x)$. The subgroup generated by $x_{1}, \ldots, x_{n} \in G$ is denoted by $\left\langle x_{1}, \ldots, x_{n}\right\rangle$. The center of $G$ is denoted by $Z(G)$. If $x, y \in G$, their commutator is defined as $[x, y]=x y x^{-1} y^{-1}$. We denote both the cyclic group of order $p$ and the field with $p$ elements by $\mathbb{Z}_{p}$.

## 2 Diagonal Double Kodaira Structures

Let $G$ be a finite group and let $b, n \geq 2$ be two positive integers.
Definition 2.1 A diagonal double Kodaira structure of type ( $b, n$ ) on $G$ is an ordered set of $4 b+1$ generators

$$
\mathfrak{S}=\left(\mathbf{r}_{11}, \mathrm{t}_{11}, \ldots, \mathrm{r}_{1 b}, \mathrm{t}_{1 b}, \mathrm{r}_{21}, \mathrm{t}_{21}, \ldots, \mathrm{r}_{2 b}, \mathrm{t}_{2 b}, \mathbf{z}\right),
$$

with $o(z)=n$, such that the following relations are satisfied. We systematically use the commutator notation in order to indicate the conjugacy action, writing for instance $[x, y]=z y^{-1}$ instead of $x y x^{-1}=z$.

- Surface relations

$$
\begin{aligned}
& {\left[\mathrm{r}_{1 b}^{-1}, \mathrm{t}_{1 b}^{-1}\right] \mathrm{t}_{1 b}^{-1}\left[\mathrm{r}_{1 b-1}^{-1}, \mathrm{t}_{1 b-1}^{-1}\right] \mathrm{t}_{1 b-1}^{-1} \cdots\left[\mathrm{r}_{11}^{-1}, \mathrm{t}_{11}^{-1}\right] \mathrm{t}_{11}^{-1}\left(\mathrm{t}_{11} \mathrm{t}_{12} \cdots \mathrm{t}_{1 b}\right)=\mathrm{z}} \\
& {\left[\mathrm{r}_{21}^{-1}, \mathrm{t}_{21}\right] \mathrm{t}_{21}\left[\mathrm{r}_{22}^{-1}, \mathrm{t}_{22}\right] \mathrm{t}_{22} \cdots\left[\mathrm{r}_{2 b}^{-1}, \mathrm{t}_{2 b}\right] \mathrm{t}_{2 b}\left(\mathrm{t}_{2 b}^{-1} \mathrm{t}_{2 b-1}^{-1} \cdots \mathrm{t}_{21}^{-1}\right)=\mathrm{z}^{-1}}
\end{aligned}
$$

- Conjugacy action of $\mathrm{r}_{1 j}$

$$
\begin{align*}
{\left[\mathrm{r}_{1 j}, \mathrm{r}_{2 k}\right] } & =1 & & \text { if } j<k  \tag{2.1}\\
{\left[\mathrm{r}_{1 j}, \mathrm{r}_{2 j}\right] } & =1 & & \\
{\left[\mathrm{r}_{1 j}, \mathrm{r}_{2 k}\right] } & =\mathrm{z}^{-1} \mathrm{r}_{2 k} \mathrm{r}_{2 j}^{-1} \mathbf{z} \mathrm{r}_{2 j} \mathrm{r}_{2 k}^{-1} & & \text { if } j>k \\
{\left[\mathrm{r}_{1 j}, \mathrm{t}_{2 k}\right] } & =1 & & \text { if } j<k \\
{\left[\mathrm{r}_{1 j}, \mathrm{t}_{2 j}\right] } & =\mathrm{z}^{-1} & & \\
{\left[\mathrm{r}_{1 j}, \mathrm{t}_{2 k}\right] } & =\left[\mathrm{z}^{-1}, \mathrm{t}_{2 k}\right] & & \text { if } j>k
\end{align*}
$$

- Conjugacy action of $\mathrm{t}_{1 j}$

$$
\begin{array}{rlrl}
{\left[\mathrm{t}_{1 j}, \mathrm{r}_{2 k}\right]} & =1 & \text { if } j<k \\
{\left[\mathrm{t}_{1 j}, \mathrm{r}_{2 j}\right]} & =\mathrm{t}_{2 j}^{-1} \mathrm{z} \mathrm{t}_{2 j} & & \\
{\left[\mathrm{t}_{1 j}, \mathrm{r}_{2 k}\right]} & =\left[\mathrm{t}_{2 j}^{-1}, \mathrm{z}\right] & \text { if } j>k \\
{\left[\mathrm{t}_{1 j}, \mathrm{t}_{2 k}\right]} & =1 & \text { if } j<k \\
{\left[\mathrm{t}_{1 j}, \mathrm{t}_{2 j}\right]} & =\left[\mathrm{t}_{2 j}^{-1}, \mathrm{z}\right] & & \\
{\left[\mathrm{t}_{1 j}, \mathrm{t}_{2 k}\right]} & =\mathrm{t}_{2 j}^{-1} \mathrm{z} \mathrm{t}_{2 j} \mathrm{z}^{-1} \mathrm{t}_{2 k} \mathbf{z} \mathrm{t}_{2 j}^{-1} \mathrm{z}^{-1} \mathrm{t}_{2 j} \mathrm{t}_{2 k}^{-1} & \text { if } j>k \\
{\left[\mathrm{t}_{1 j}, \mathrm{z}\right]} & =\left[\mathrm{t}_{2 j}^{-1}, \mathrm{z}\right] &
\end{array}
$$

Remark 2.2 From (2.1) and (2.2) we can deduce the corresponding conjugacy actions of $\mathrm{r}_{1 j}^{-1}$ and $\mathrm{t}_{1 j}^{-1}$. We leave the cumbersome but standard computations to the reader.

Remark 2.3 Abelian groups admit no diagonal double Kodaira structures. Indeed, the relation $\left[\mathrm{r}_{1 j}, \mathrm{t}_{2 j}\right]=\mathbf{z}^{-1}$ in (2.1) provides a non-trivial commutator in $G$, because $o(\mathbf{z})=n$.

Remark 2.4 Assume that the commutator subgroup $[G, G]$ is contained in the center $Z(G)$, i.e., that $G / Z(G)$ is abelian (being $G$ non-abelian, this is equivalent to the fact that $G$ has nilpotency class 2 , see [9, p. 22]). Then the relations defining a diagonal double Kodaira structure on $G$ assume the following simplified form.

- Relations expressing the centrality of $\mathbf{z}$

$$
\begin{equation*}
\left[\mathbf{r}_{1 j}, \mathbf{z}\right]=\left[\mathrm{t}_{1 j}, \mathrm{z}\right]=\left[\mathrm{r}_{2 j}, \mathrm{z}\right]=\left[\mathrm{t}_{2 j}, \mathbf{z}\right]=1 \tag{2.3}
\end{equation*}
$$

- Surface relations

$$
\begin{align*}
& {\left[\mathrm{r}_{1 b}^{-1}, \mathrm{t}_{1 b}^{-1}\right]\left[\mathrm{r}_{1 b-1}^{-1}, \mathrm{t}_{1 b-1}^{-1}\right] \cdots\left[\mathrm{r}_{11}^{-1}, \mathrm{t}_{11}^{-1}\right]=\mathrm{z}}  \tag{2.4}\\
& {\left[\mathrm{r}_{21}^{-1}, \mathrm{t}_{21}\right]\left[\mathrm{r}_{22}^{-1}, \mathrm{t}_{22}\right] \cdots\left[\mathrm{r}_{2 b}^{-1}, \mathrm{t}_{2 b}\right]=\mathrm{z}^{-1}}
\end{align*}
$$

- Conjugacy action of $\mathrm{r}_{1 j}$

$$
\begin{array}{ll}
{\left[\mathrm{r}_{1 j}, \mathrm{r}_{2 k}\right]=1} & \text { for all } j, k  \tag{2.5}\\
{\left[\mathrm{r}_{1 j}, \mathrm{t}_{2 k}\right]=\mathrm{z}^{-\delta_{j k}}} &
\end{array}
$$

- Conjugacy action of $\mathrm{t}_{1 j}$

$$
\begin{align*}
& {\left[\mathrm{t}_{1 j}, \mathrm{r}_{2 k}\right]=\mathbf{z}^{\delta_{j k}}}  \tag{2.6}\\
& {\left[\mathrm{t}_{1 j}, \mathrm{t}_{2 k}\right]=1 \quad \text { for } \text { all } j, k}
\end{align*}
$$

where $\delta_{j k}$ stands for the Kronecker symbol.
If $\mathfrak{S}$ is a diagonal double Kodaira structure of type $(b, n)$ on $G$, then the subgroup

$$
K_{2}:=\left\langle\mathbf{r}_{21}, \mathrm{t}_{21}, \ldots, \mathrm{r}_{2 b}, \mathrm{t}_{2 b}, \mathrm{z}\right\rangle
$$

is normal in $G$ and so there is a short exact sequence

$$
1 \longrightarrow K_{2} \longrightarrow G \longrightarrow Q_{1} \longrightarrow 1,
$$

where the elements $\mathrm{r}_{11}, \mathrm{t}_{11}, \ldots, \mathrm{r}_{1 b}, \mathrm{t}_{1 b}$ yield a complete set of representatives for $Q_{1}$. On the other hand, the set of relations defining $\mathfrak{S}$ is invariant under the substitutions

$$
\mathrm{z} \longleftrightarrow \mathrm{z}^{-1}, \quad \mathrm{t}_{1 j} \longleftrightarrow \mathrm{t}_{2}^{-1} b+1-j, \quad \mathrm{r}_{1 j} \longleftrightarrow \mathrm{r}_{2} b+1-j
$$

hence we can also see $G$ as the middle term of a short exact sequence

$$
1 \longrightarrow K_{1} \longrightarrow G \longrightarrow Q_{2} \longrightarrow 1,
$$

where

$$
K_{1}:=\left\langle\mathrm{r}_{11}, \mathrm{t}_{11}, \ldots, \mathrm{r}_{1 b}, \mathrm{t}_{1 b}, \mathrm{z}\right\rangle
$$

and $\mathrm{r}_{21}, \mathrm{t}_{21}, \ldots, \mathrm{r}_{2 b}, \mathrm{t}_{2 b}$ yield a complete set of representatives for $Q_{2}$.
Definition 2.5 A diagonal double Kodaira structure $\mathfrak{S}$ as above will be called of strong type $(b, n)$ if $K_{1}=K_{2}=G$. Otherwise, it will be called of non-strong type ( $b, n$ ).

Sometimes we will not specify the pair $(b, n)$, and we will simply say that $\mathfrak{S}$ is "of strong type" or "of non-strong type", respectively.

## 3 The Case of Extra-Special p-Groups

The following classical definition can be found, for instance, in [7, p. 183] and [9, p. 123].

Definition 3.1 Let $p$ be a prime number. A finite $p$-group $G$ is called extra-special if its center $Z(G)$ is cyclic of order $p$ and the quotient $V=G / Z(G)$ is a non-trivial, elementary abelian $p$-group.

An elementary abelian $p$-group is a finite-dimensional vector space over the field $\mathbb{Z}_{p}$, hence it is of the form $V=\left(\mathbb{Z}_{p}\right)^{\operatorname{dim} V}$ and $G$ fits into a short exact sequence

$$
\begin{equation*}
1 \longrightarrow \mathbb{Z}_{p} \longrightarrow G \longrightarrow V \longrightarrow 1 . \tag{3.1}
\end{equation*}
$$

Note that, $V$ being abelian, we must have $[G, G]=\mathbb{Z}_{p}$, namely the commutator subgroup of $G$ coincides with its center. Furthermore, since the extension (3.1) is central, it cannot be split, otherwise $G$ would be isomorphic to the direct product of the two abelian groups $\mathbb{Z}_{p}$ and $V$, which is impossible because $G$ is non-abelian. It can be also proved that, if $G$ is extra-special, then $\operatorname{dim} V$ is even, so $|G|=p^{\operatorname{dim} V+1}$ is an odd power of $p$.

For every prime number $p$, there are precisely two isomorphism classes $M(p)$, $N(p)$ of non-abelian groups of order $p^{3}$, namely

$$
\begin{aligned}
& M(p)=\left\langle\mathrm{r}, \mathrm{t}, \mathrm{z} \mid \mathrm{r}^{p}=\mathrm{t}^{p}=1, \mathrm{z}^{p}=1,[\mathrm{r}, \mathrm{z}]=[\mathrm{t}, \mathrm{z}]=1,[\mathrm{r}, \mathrm{t}]=\mathrm{z}^{-1}\right\rangle \\
& N(p)=\left\langle\mathrm{r}, \mathrm{t}, \mathrm{z} \mid \mathrm{r}^{p}=\mathrm{t}^{p}=\mathrm{z}, \mathrm{z}^{p}=1,[\mathrm{r}, \mathrm{z}]=[\mathrm{t}, \mathrm{z}]=1,[\mathrm{r}, \mathrm{t}]=\mathrm{z}^{-1}\right\rangle
\end{aligned}
$$

and both of them are in fact extra-special, see [7, Theorem 5.1 of Chapter 5].
If $p$ is odd, then the groups $M(p)$ and $N(p)$ are distinguished by their exponent, which equals $p$ and $p^{2}$, respectively. If $p=2$, the group $M(p)$ is isomorphic to the dihedral group $D_{8}$, whereas $N(p)$ is isomorphic to the quaternion group $Q_{8}$.

The classification of extra-special $p$-groups is provided by the result below, see [7, Section 5 of Chapter 5].

Proposition 3.2 If $b \geq 2$ is a positive integer and $p$ is a prime number, there are exactly two isomorphism classes of extra-special p-groups of order $p^{2 b+1}$, that can be described as follows.

- The central product $\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ of b copies of $M(p)$, having presentation

$$
\begin{gathered}
\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)=\left\langle\mathrm{r}_{1}, \mathrm{t}_{1}, \ldots, \mathrm{r}_{b}, \mathrm{t}_{b}, \mathbf{z}\right| \mathrm{r}_{j}^{p}=\mathrm{t}_{j}^{p}=\mathbf{z}^{p}=1, \\
{\left[\mathrm{r}_{j}, \mathrm{z}\right]=\left[\mathrm{t}_{j}, \mathrm{z}\right]=1,} \\
{\left[\mathrm{r}_{j}, \mathrm{r}_{k}\right]=\left[\mathrm{t}_{j}, \mathrm{t}_{k}\right]=1,} \\
\left.\left[\mathrm{r}_{j}, \mathrm{t}_{k}\right]=\mathbf{z}^{-\delta_{j k}}\right\rangle .
\end{gathered}
$$

If $p$ is odd, this group has exponent $p$.

- The central product $\mathrm{G}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ of $b-1$ copies of $M(p)$ and one copy of $N(p)$, having presentation

$$
\begin{aligned}
\mathbf{G}_{2 b+1}\left(\mathbb{Z}_{p}\right)= & \left\langle\mathrm{r}_{1}, \mathrm{t}_{1}, \ldots, \mathrm{r}_{b}, \mathrm{t}_{b}, \mathbf{z}\right| \mathrm{r}_{b}^{p}=\mathrm{t}_{b}^{p}=\mathbf{z}, \\
& \mathrm{r}_{1}^{p}=\mathrm{t}_{1}^{p}=\ldots=\mathrm{r}_{b-1}^{p}=\mathrm{t}_{b-1}^{p}=\mathbf{z}^{p}=1, \\
& {\left[\mathrm{r}_{j}, \mathrm{z}\right]=\left[\mathrm{t}_{j}, \mathrm{z}\right]=1, } \\
& {\left[\mathrm{r}_{j}, \mathrm{r}_{k}\right]=\left[\mathrm{t}_{j}, \mathrm{t}_{k}\right]=1, } \\
& {\left.\left[\mathrm{r}_{j}, \mathrm{t}_{k}\right]=\mathbf{z}^{-\delta_{j k}}\right\rangle . }
\end{aligned}
$$

If $p$ is odd, this group has exponent $p^{2}$.
Remark 3.3 In both cases, from the relations above we deduce

$$
\begin{equation*}
\left[r_{j}^{-1}, \mathrm{t}_{k}\right]=\mathrm{z}^{\delta_{j k}}, \quad\left[\mathrm{r}_{j}^{-1}, \mathrm{t}_{k}^{-1}\right]=\mathrm{z}^{-\delta_{j k}} \tag{3.2}
\end{equation*}
$$

Remark 3.4 For both groups $\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ and $\mathrm{G}_{2 b+1}\left(\mathbb{Z}_{p}\right)$, the center is $\langle\mathbf{Z}\rangle \simeq \mathbb{Z}_{p}$.

Remark 3.5 If $p=2$, we can distinguish the two groups $\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ and $\mathrm{G}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ by counting the number of elements of order 4.

Remark 3.6 The group $\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ is isomorphic to the matrix Heisenberg group of order $p^{2 b+1}$, that is, the subgroup of $\mathrm{GL}_{b+2}\left(\mathbb{Z}_{p}\right)$ consisting of matrices with 1 along the diagonal and 0 elsewhere, except for the top row and rightmost column, namely

$$
\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)=\left\{\left.\left(\begin{array}{ccc}
1 & \mathbf{x} & z \\
\mathbf{t} \mathbf{0} & I_{b} & \mathbf{y} \\
0 & \mathbf{0} & 1
\end{array}\right) \right\rvert\, \mathbf{x}, \mathbf{y} \in\left(\mathbb{Z}_{p}\right)^{b}, z \in \mathbb{Z}_{p}\right\} .
$$

With this identification, calling $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{b}\right\}$ the standard basis of $\left(\mathbb{Z}_{p}\right)^{b}$, we have that:
$-\mathbf{r}_{j}$ corresponds to the matrix with $\mathbf{x}=\mathbf{0}, \mathbf{y}=\mathbf{e}_{j}, z=0$;

- $\mathrm{t}_{j}$ corresponds to the matrix with $\mathbf{x}=\mathbf{e}_{j}, \mathbf{y}=\mathbf{0}, z=0$;
- $\mathbf{Z}$ corresponds to the matrix with $\mathbf{x}=\mathbf{0}, \mathbf{y}=\mathbf{0}, z=1$.

Here is our first main result, cf. [5, Section 3].
Theorem 3.7 Let $b \geq 2$ be a positive integer and let $p$ be a prime number. If $p$ divides $b+1$, then every extra-special p-group $G$ of order $p^{2 b+1}$ admits a diagonal double Kodaira structure of strong type $(b, p)$.

Proof In both cases $G=\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ and $G=\mathrm{G}_{2 b+1}\left(\mathbb{Z}_{p}\right)$, set

$$
\mathrm{r}_{1 j}=\mathrm{r}_{2 j}:=\mathrm{r}_{j}, \quad \mathrm{t}_{1 j}=\mathrm{t}_{2 j}:=\mathrm{t}_{j}
$$

and define

$$
\mathfrak{S}=\left(\mathrm{r}_{11}, \mathrm{t}_{11}, \ldots, \mathrm{r}_{1 b}, \mathrm{t}_{1 b}, \mathrm{r}_{21}, \mathrm{t}_{21}, \ldots, \mathrm{r}_{2 b}, \mathrm{t}_{2 b}, \mathrm{z}\right) .
$$

Since every extra-special $p$-group $G$ satisfies $[G, G]=Z(G)$, it suffices to check the simplified set of relations given in Remark 2.4. Verifying (2.3), (2.5) and (2.6) is immediate from the presentation of $G$ (see Proposition 3.2), whereas the surface relations (2.4) follow from (3.2) because, by assumption, we have $b=-1$ in $\mathbb{Z}_{p}$. Thus $\mathfrak{S}$ provides a diagonal double Kodaira structure on $G$, that is of strong type by construction.

Our next goal is to show that, if in Theorem (3.7) we drop the condition that $p$ divides $b+1$, we can still obtain some diagonal double Kodaira structures of nonstrong type on extra-special $p$-groups of (bigger) order $p^{4 b+1}$. Let us first show a couple of technical lemmas.

Lemma 3.8 If $b \geq 2$ is an integer and $p \geq 5$ is a prime number, we can find non-zero elements

$$
\lambda_{1}, \ldots, \lambda_{b}, \mu_{1}, \ldots, \mu_{b} \in \mathbb{Z}_{p}
$$

such that

$$
\begin{equation*}
\sum_{j=1}^{b} \lambda_{j}=\sum_{j=1}^{b} \mu_{j}=1 \tag{3.3}
\end{equation*}
$$

and $\lambda_{j} \mu_{j} \neq 1$ for all $j \in\{1, \ldots, b\}$.
Proof The following simple argument is borrowed from [5, proof of Proposition 2.16]. Choose arbitrarily $\lambda_{j}$, with $j \in\{1, \ldots, b-1\}$, and $\mu_{j}$, with $j \in$ $\{1, \ldots, b-2\}$, such that $\lambda_{j} \mu_{j} \neq 1$ for all $j \in\{1, \ldots, b-2\}$. Then $\lambda_{b}$ is uniquely determined by $\lambda_{b}=1-\sum_{j=1}^{b-1} \lambda_{j}$, whereas $\mu_{b-1}$ and $\mu_{b}$ are subject to the following conditions:

- $\mu_{b-1}+\mu_{b}$ is equal to a constant $c=1-\sum_{j=1}^{b-2} \mu_{j}$
- $\mu_{b-1} \neq \lambda_{b-1}^{-1}, \mu_{b} \neq \lambda_{b}^{-1}$.

These requirements are in turn equivalent to $\mu_{b-1} \notin\left\{\lambda_{b-1}^{-1}, c-\lambda_{b}^{-1}\right\}$. If $p \geq 5$ this can be clearly satisfied, because there are more than two non-zero elements in $\mathbb{Z}_{p}$.
Now, take any anti-symmetrix matrix $A=\left(a_{j k}\right)$ of order $2 n$ over $\mathbb{Z}_{p}$, and consider the finitely presented groups

$$
\begin{gather*}
\mathrm{H}(A)=\left\langle\mathrm{x}_{1}, \ldots, \mathrm{x}_{2 n}, \mathrm{z}\right| \mathrm{x}_{1}^{p}=\ldots=\mathrm{x}_{2 n}^{p}=\mathbf{z}^{p}=1, \\
{\left[\mathrm{x}_{1}, \mathrm{z}\right]=\ldots=\left[\mathrm{x}_{2 n}, \mathrm{z}\right]=1,}  \tag{3.4}\\
\left.\left[\mathrm{x}_{j}, \mathrm{x}_{k}\right]=\mathrm{z}^{a_{j k}}\right\rangle, \\
\mathrm{G}(A)=\left\langle\mathrm{x}_{1}, \ldots, \mathrm{x}_{2 n}, \mathrm{z}\right| \mathrm{x}_{1}^{p}=\ldots=\mathrm{x}_{2 n-2}^{p}=\mathbf{z}^{p}=1, \\
\mathrm{x}_{2 n-1}^{p}=\mathrm{x}_{2 n}^{p}=\mathrm{z}, \\
{\left[\mathrm{x}_{1}, \mathrm{z}\right]=\ldots=\left[\mathrm{x}_{2 n}, \mathrm{z}\right]=1,} \\
\left.\left[\mathrm{x}_{j}, \mathbf{x}_{k}\right]=\mathbf{z}^{a_{j k}}\right\rangle,
\end{gather*}
$$

where the exponent in $\mathbf{z}^{a_{j k}}$ stands for any representative in $\mathbb{Z}$ of $a_{j k} \in \mathbb{Z}_{p}$.
Recall that, given three elements $a, b, c$ in a group $G$, we have the commutator relation $[a, b c]=[a, b] b[a, c] b^{-1}$. Since all commutators in $\mathrm{H}(A)$ are central, we get

$$
\begin{equation*}
[a, b c]=[a, b][a, c] \quad \text { for all } a, b, c \in \mathrm{H}(A) \tag{3.5}
\end{equation*}
$$

and similarly for $\mathrm{G}(A)$.

Lemma 3.9 If $\operatorname{det} A \neq 0$, then the following holds:

- $\mathrm{H}(A)$ is an extra-special p-group of order $p^{2 n+1}$ and exponent $p$. In particular, it is isomorphic to $\mathrm{H}_{2 n+1}\left(\mathbb{Z}_{p}\right)$;
- $\mathrm{G}(A)$ is an extra-special p-group of order $p^{2 n+1}$ and exponent $p^{2}$. In particular, it is isomorphic to $\mathrm{G}_{2 n+1}\left(\mathbb{Z}_{p}\right)$.

Proof We prove only the first point, the second being similar. The commutator relations in (3.4) show that every element of $\mathrm{H}(A)$ can be written in the form $\mathbf{x}_{1}^{t_{1}} \ldots \mathbf{x}_{2 n}^{t_{2 n}}$, with $t_{1}, \ldots, t_{2 n} \in \mathbb{Z}$. Since $\mathbf{x}_{j}$ has order $p$ and $\left[\mathbf{x}_{j}, \mathbf{x}_{k}\right]$ is central, it follows that $\mathrm{H}(A)$ has exponent $p$.

The quotient of $\mathrm{H}(A)$ by the central subgroup $\langle\mathrm{z}\rangle$ is an elementary abelian $p$ group of order $p^{2 n}$. Therefore the only remaining issue is check that the center of $\mathrm{H}(A)$ is precisely $\langle\mathrm{z}\rangle$, and no larger. To this purpose, it suffices to check that an element of the form $\mathbf{x}_{1}^{t_{1}} \ldots \mathbf{x}_{2 n}^{t_{2} n}$ is central if and only if all the $t_{j}$ are zero. By using (3.4) and (3.5), we get

$$
\begin{aligned}
\mathbf{x}_{k}, \mathbf{x}_{1}^{t_{1}} \ldots \mathrm{x}_{2 n}^{t_{2 n}} t & =\left[\mathbf{x}_{k}, \mathbf{x}_{1}\right]^{t_{1}} \ldots\left[\mathbf{x}_{k}, \mathbf{x}_{2 n}\right]^{t_{2 n}} \\
& =\mathbf{z}^{a_{k 1} t_{1}+\ldots+a_{k 2 n} t_{2 n}}
\end{aligned}
$$

It follows that $\mathbf{x}_{1}^{t_{1}} \ldots \mathbf{x}_{2 n}^{t_{2 n}}$ is central if and only if we have

$$
a_{k 1} t_{1}+\ldots+a_{k 2 n} t_{2 n}=0, \quad k=1, \ldots, 2 n .
$$

This is a homogeneous system of linear equations in the variables $t_{1}, \ldots, t_{2 n}$ and whose coefficient matrix is $A$. Being $A$ non-singular by assumption, there is only the trivial solution $t_{1}=\ldots=t_{2 n}=0$.

We are now in a position to prove our second main result, cf. [5, Section 2].
Theorem 3.10 If $b \geq 2$ is a positive integer and $p \geq 5$ is a prime number, then every extra-special p-group $G$ of order $p^{4 b+1}$ admits a diagonal double Kodaira structure of non-strong type $(b, p)$.

Proof Again, we treat in detail the case $G=\mathrm{H}_{4 b+1}\left(\mathbb{Z}_{p}\right)$; the proof for $G=$ $\mathrm{G}_{4 b+1}\left(\mathbb{Z}_{p}\right)$ is similar. Let us consider the anti-symmetric matrix

$$
\Omega_{b}=\left(\begin{array}{cc}
L_{b} & J_{b} \\
J_{b} & M_{b}
\end{array}\right) \in \operatorname{Mat}_{4 b}\left(\mathbb{Z}_{p}\right),
$$

where the blocks are the elements of $\operatorname{Mat}_{2 b}\left(\mathbb{Z}_{p}\right)$ given by

$$
\left.\begin{array}{cc}
L_{b}=\left(\begin{array}{ccccc}
0 & \lambda_{1} & & & 0 \\
-\lambda_{1} & 0 & & & \\
& & \ddots & \\
& & & 0 & \lambda_{b} \\
0 & & & -\lambda_{b} & 0
\end{array}\right) \quad M_{b}=\left(\begin{array}{ccccc}
0 & \mu_{1} & & 0 \\
-\mu_{1} & 0 & & 0 \\
& & \ddots & \\
& & & 0 & \mu_{b} \\
0 & & & -\mu_{b} & 0
\end{array}\right) \\
& J_{b}=\left(\begin{array}{cccc}
0 & -1 & & 0 \\
1 & 0 & & \\
& & \ddots & \\
& & & 0
\end{array}\right) \\
0 & \\
& 1
\end{array}\right)
$$

and $\lambda_{1}, \ldots, \lambda_{b}, \mu_{1}, \ldots, \mu_{b}$ are as in Lemma 3.8. We have

$$
\operatorname{det} \Omega_{b}=\left(1-\lambda_{1} \mu_{1}\right)^{2}\left(1-\lambda_{2} \mu_{2}\right)^{2} \cdots\left(1-\lambda_{b} \mu_{b}\right)^{2} \neq 0
$$

and so, by Lemma 3.9, we infer that $\mathrm{H}\left(\Omega_{b}\right)$ is isomorphic to $\mathrm{H}_{4 b+1}\left(\mathbb{Z}_{p}\right)$. By definition, the group $\mathrm{H}\left(\Omega_{b}\right)$ is generated by a set of $4 b+1$ elements

$$
\mathfrak{S}=\left\{\mathrm{r}_{11}, \mathrm{t}_{11}, \ldots, \mathrm{r}_{1 b}, \mathrm{t}_{1 b}, \mathrm{r}_{21}, \mathrm{t}_{21}, \ldots, \mathrm{r}_{2 b}, \mathrm{t}_{2 b}, \mathrm{z}\right\}
$$

subject to the relations

$$
\begin{aligned}
\mathrm{r}_{1 j}^{p} & =\mathrm{t}_{1 j}^{p}=\mathrm{r}_{2 j}^{p}=\mathrm{t}_{2 j}^{p}=\mathbf{z}^{p}=1, \\
{\left[\mathrm{r}_{1 j}, \mathrm{z}\right] } & =\left[\mathrm{t}_{1 j}, \mathrm{z}\right]=\left[\mathrm{r}_{2 j}, \mathrm{z}\right]=\left[\mathrm{t}_{2 j}, \mathrm{z}\right]=1, \\
{\left[\mathrm{r}_{1 j}, \mathrm{r}_{1 k}\right] } & =\left[\mathrm{t}_{1 j}, \mathrm{t}_{1 k}\right]=1, \\
{\left[\mathrm{r}_{1 j}, \mathrm{r}_{2 k}\right] } & =\left[\mathrm{t}_{1 j}, \mathrm{t}_{2 k}\right]=1, \\
{\left[\mathrm{r}_{2 j}, \mathrm{r}_{2 k}\right] } & =\left[\mathrm{t}_{2 j}, \mathrm{t}_{2 k}\right]=1, \\
{\left[\mathrm{r}_{1 j}, \mathrm{t}_{1 k}\right] } & =\mathbf{z}^{\delta_{j k} \lambda_{j}}, \\
{\left[\mathrm{r}_{2 j}, \mathrm{t}_{2 k}\right] } & =\mathbf{z}^{\delta_{j k} \mu_{j}}, \\
{\left[\mathrm{r}_{1 j}, \mathrm{t}_{2 k}\right] } & =\left[\mathrm{r}_{2 j}, \mathrm{t}_{1 k}\right]=\mathbf{z}^{-\delta_{j k}} .
\end{aligned}
$$

Using (3.3), we can check that the two surface relations (2.4) are satisfied. Since the remaining relations (2.3), (2.5) and (2.6) clearly hold, it follows that $\mathfrak{S}$ provides a diagonal double Kodaira structure of type $(b, p)$ on $\mathrm{H}\left(\Omega_{b}\right)$, and so a diagonal double Kodaira structure of the same type on the isomorphic group $\mathrm{H}_{4 b+1}\left(\mathbb{Z}_{p}\right)$. Such a structure is not strong, because the two subgroups $K_{1}=\left\langle\mathbf{r}_{11}, \mathrm{t}_{11}, \ldots, \mathrm{r}_{1 b}, \mathrm{t}_{1 b}, \mathbf{z}\right\rangle$
and $K_{2}=\left\langle\mathbf{r}_{21}, \mathrm{t}_{21}, \ldots, \mathrm{r}_{2 b}, \mathrm{t}_{2 b}, \mathrm{z}\right\rangle$ are isomorphic to $\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)$, hence they both have index $p^{2 b}$ in $G$.

Remark 3.11 The conclusion of Lemma 3.8 is false when $p \leq 3$. If $p=2$, this follows immediately from the fact that there exists a unique non-zero element in $\mathbb{Z}_{2}$. If $p=3$, two non-zero elements $\lambda_{i}, \mu_{i} \in \mathbb{Z}_{3}$ satisfy $\lambda_{i} \mu_{i} \neq 1$ if and only if $\lambda_{i}=-\mu_{i}$, so (3.3) cannot hold. This shows that, if Theorem 3.10 is also true for $p \leq 3$, then it must be proved in a different way.

Remark 3.12 The existence of a diagonal double Kodaira structure of non-strong type on $\mathrm{H}_{4 b+1}\left(\mathbb{Z}_{p}\right)$ was first showed in [5, Section 2], although we did not use this terminology; the original proof relies on some group-cohomological results related to the structure the cohomology algebra $H^{*}\left(\Sigma_{b} \times \Sigma_{b}-\Delta, \mathbb{Z}_{p}\right)$, where $\Sigma_{b}$ is a real surface of genus $b$ and $\Delta \subset \Sigma_{b} \times \Sigma_{b}$ is the diagonal. Besides, such a proof does not use Lemma 3.9, but an equivalent statement coming from the identification of $\mathrm{H}_{4 b+1}\left(\mathbb{Z}_{p}\right)$ with the so-called symplectic Heisenberg group $\operatorname{Heis}(V, \omega)$, where $V=H_{1}\left(\Sigma_{b} \times \Sigma_{b}-\Delta, \mathbb{Z}_{p}\right) \simeq\left(\mathbb{Z}_{p}\right)^{4 b}$ and $\omega$ is any symplectic form on $V$.

Then, assuming that $p$ divides $b+1$, in [5, Section 3] we deduced the existence of a diagonal double Kodaira structure of strong type on $\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ by setting

$$
\lambda_{1}=\ldots=\lambda_{b}=\mu_{1}=\ldots=\mu_{b}=-1 .
$$

Indeed, this yields a diagonal double Kodaira structure on a "degenerate" Heisenberg group of order $p^{4 b+1}$ (in this case $\operatorname{det} \Omega_{b}=0$ ), admitting the group $\mathrm{H}_{2 b+1}\left(\mathbb{Z}_{p}\right)$ as a quotient.

In this note we adopted, instead, a purely group-theoretical approach; it is less geometric but shorter than the original one and it naturally yields new results, namely the existence of diagonal double Kodaira structures on the extra-special $p$ groups of exponent $p^{2}$.

## 4 Geometric Interpretation: From Diagonal Double Kodaira Structures to Diagonal Double Kodaira Fibrations

For more details on the basic definitions and results of this section, we refer the reader to the Introduction and to [5], especially Sects. 1 and 3. Recall that a Kodaira fibration is a smooth, connected holomorphic fibration $f_{1}: S \longrightarrow B_{1}$, where $S$ is a compact complex surface and $B_{1}$ is a compact complex curve, which is not isotrivial. The genus $b_{1}:=g\left(B_{1}\right)$ is called the base genus of the fibration, whereas the genus $g:=g(F)$, where $F$ is any fibre, is called the fibre genus.

Definition 4.1 A double Kodaira surface is a compact complex surface $S$, endowed with a double Kodaira fibration, namely a surjective, holomorphic map $f: S \longrightarrow$ $B_{1} \times B_{2}$ yielding, by composition with the natural projections, two Kodaira fibrations $f_{i}: S \longrightarrow B_{i}, i=1,2$.

The aim of this section is to show how the existence of diagonal double Kodaira structures is equivalent to the existence of some special double Kodaira fibrations, that we call diagonal double Kodaira fibrations. Looking at Gonçalves-Guaschi's presentation of surface pure braid groups, see [6, Theorem 7] and [5, Theorem 1.7], we see that a finite group $G$ admits a diagonal double Kodaira structure $\mathfrak{S}$ of type $(b, n)$ if and only if there is a surjective group homomorphism

$$
\begin{equation*}
\varphi: \mathrm{P}_{2}\left(\Sigma_{b}\right) \longrightarrow G \tag{4.1}
\end{equation*}
$$

such that $\mathbf{z}:=\varphi\left(A_{12}\right)$ has order $n$. Here $\mathrm{P}_{2}\left(\Sigma_{b}\right)$ is the pure braid group of genus $b$ on two strands, which is isomorphic to the fundamental group $\pi_{1}\left(\Sigma_{b} \times \Sigma_{b}-\right.$ $\left.\Delta,\left(p_{1}, p_{2}\right)\right)$ of the configuration space of two ordered points on a real surface of genus $b$, and the generator $A_{12}$ is the homotopy class in $\Sigma_{b} \times \Sigma_{b}-\Delta$ of a loop in $\Sigma_{b} \times \Sigma_{b}$ that "winds once" around the diagonal $\Delta$.

With a slight abuse of notation, in the sequel we will use the symbol $\Sigma_{b}$ to indicate both a smooth complex curve of genus $b$ and its underlying real surface. By using Grauert-Remmert's extension theorem together with Serre's GAGA, the group epimorphism $\varphi$ gives the existence of a smooth, complex, projective surface $S$ endowed with a Galois cover

$$
\mathbf{f}: S \longrightarrow \Sigma_{b} \times \Sigma_{b}
$$

with Galois group $G$ and branched precisely over $\Delta$ with branching order $n$, see [5, Proposition 3.4].

The braid group $P_{2}\left(\Sigma_{b}\right)$ is the middle term of two short exact sequences

$$
\begin{equation*}
1 \longrightarrow \pi_{1}\left(\Sigma_{b}-\left\{p_{i}\right\}, p_{j}\right) \longrightarrow P_{2}\left(\Sigma_{b}\right) \longrightarrow \pi_{1}\left(\Sigma_{b}, p_{i}\right) \longrightarrow 1, \tag{4.2}
\end{equation*}
$$

where $\{i, j\}=\{1,2\}$, induced by the two natural projections of pointed topological spaces $\left(\Sigma_{b} \times \Sigma_{b}-\Delta,\left(p_{1}, p_{2}\right)\right) \longrightarrow\left(\Sigma_{b}, p_{i}\right)$. Composing the left homomorphism in (4.2) with $\varphi: \mathrm{P}_{2}\left(\Sigma_{b}\right) \longrightarrow G$, we get two homomorphisms

$$
\varphi_{1}: \pi_{1}\left(\Sigma_{b}-\left\{p_{2}\right\}, p_{1}\right) \longrightarrow G, \quad \varphi_{2}: \pi_{1}\left(\Sigma_{b}-\left\{p_{1}\right\}, p_{2}\right) \longrightarrow G
$$

whose image equals $K_{1}$ and $K_{2}$, respectively. By construction, these are the homomorphisms induced by the restrictions $\mathbf{f}_{i}: \Gamma_{i} \longrightarrow \Sigma_{b}$ of the Galois cover $\mathbf{f}: S \longrightarrow \Sigma_{b} \times \Sigma_{b}$ to the fibres of the two natural projections $\pi_{i}: \Sigma_{b} \times \Sigma_{b} \longrightarrow \Sigma_{b}$. Since $\Delta$ intersects transversally at a single point all the fibres of the natural projections, it follows that both such restrictions are branched at precisely one point, and the number of connected components of the smooth curve $\Gamma_{i} \subset S$ equals the index $m_{i}:=\left[G: K_{i}\right]$ of $K_{i}$ in $G$.

So, taking the Stein factorizations of the compositions $\pi_{i} \circ \mathbf{f}: S \longrightarrow \Sigma_{b}$ as in the diagram below

we obtain two distinct Kodaira fibrations $f_{i}: S \longrightarrow \Sigma_{b_{i}}$, hence a double Kodaira fibration by considering the product morphism

$$
f=f_{1} \times f_{2}: S \longrightarrow \Sigma_{b_{1}} \times \Sigma_{b_{2}}
$$

Definition 4.2 We call $f: S \longrightarrow \Sigma_{b_{1}} \times \Sigma_{b_{2}}$ the diagonal double Kodaira fibration associated with the diagonal double Kodaira structure $\mathfrak{S}$ on the finite group $G$. Conversely, we will say that a double Kodaira fibration $f: S \longrightarrow \Sigma_{b_{1}} \times \Sigma_{b_{2}}$ is of diagonal type $(b, n)$ if there exists a finite group $G$ and a diagonal double Kodaira structure $\mathfrak{S}$ of type $(b, n)$ on it such that $f$ is associated with $\mathfrak{S}$.

One can wonder whether all double Kodaira fibrations are of diagonal type; the answer is negative, as we will show in Example 4.11, see also Proposition 4.12 and Remark 4.13.

Since the morphism $\theta_{i}: \Sigma_{b_{i}} \longrightarrow \Sigma_{b}$ is étale of degree $m_{i}$, by using the Hurwitz formula we obtain

$$
\begin{equation*}
b_{1}-1=m_{1}(b-1), \quad b_{2}-1=m_{2}(b-1) . \tag{4.4}
\end{equation*}
$$

Moreover, the fibre genera $g_{1}, g_{2}$ of the Kodaira fibrations $f_{1}: S \longrightarrow \Sigma_{b_{1}}$, $f_{2}: S \longrightarrow \Sigma_{b_{2}}$ are computed by the formulae

$$
2 g_{1}-2=\frac{|G|}{m_{1}}(2 b-2+\mathfrak{n}), \quad 2 g_{2}-2=\frac{|G|}{m_{2}}(2 b-2+\mathfrak{n}),
$$

where $\mathfrak{n}:=1-1 / n$. Finally, the surface $S$ fits into a diagram

so that the diagonal double Kodaira fibration $f: S \longrightarrow \Sigma_{b_{1}} \times \Sigma_{b_{2}}$ is a finite cover of degree $\frac{|G|}{m_{1} m_{2}}$, branched precisely over the curve

$$
\left(\theta_{1} \times \theta_{2}\right)^{-1}(\Delta)=\Sigma_{b_{1}} \times \Sigma_{b} \Sigma_{b_{2}} .
$$

Such a curve is always smooth, being the preimage of a smooth divisor via an étale morphism. However, it is reducible in general, see [5, Proposition 3.11]. The invariants of $S$ can be now computed as follows, see [5, Proposition 3.8].

Proposition 4.3 Let $f: S \longrightarrow \Sigma_{b_{1}} \times \Sigma_{b_{2}}$ be the diagonal double Kodaira fibration associated with a diagonal double Kodaira structure $\mathfrak{S}$ of type $(b, n)$ on a finite group G. Then we have

$$
\begin{aligned}
& c_{1}^{2}(S)=|G|(2 b-2)\left(4 b-4+4 \mathfrak{n}-\mathfrak{n}^{2}\right) \\
& c_{2}(S)=|G|(2 b-2)(2 b-2+\mathfrak{n})
\end{aligned}
$$

As a consequence, the slope and the signature of $S$ can be expressed as

$$
\begin{aligned}
& v(S)=\frac{c_{1}^{2}(S)}{c_{2}(S)}=2+\frac{2 \mathfrak{n}-\mathfrak{n}^{2}}{2 b-2+\mathfrak{n}} \\
& \sigma(S)=\frac{1}{3}\left(c_{1}^{2}(S)-2 c_{2}(S)\right)=\frac{1}{3}|G|(2 b-2)\left(2 \mathfrak{n}-\mathfrak{n}^{2}\right),
\end{aligned}
$$

where $\mathfrak{n}=1-1 / n$.
Remark 4.4 By definition, $\mathfrak{S}$ is a diagonal double Kodaira structure of strong type if and only if $m_{1}=m_{2}=1$, that in turn implies $b_{1}=b_{2}=b$, i.e., $f=\mathbf{f}$. In other words, $\mathfrak{S}$ is of strong type if and only if no Stein factorization as in (4.3) is needed or, equivalently, if and only if the Galois cover $\mathbf{f}: S \longrightarrow \Sigma_{b} \times \Sigma_{b}$ induced by (4.1) is already a double Kodaira fibration, branched on the diagonal $\Delta \subset \Sigma_{b} \times \Sigma_{b}$.

We can now specialize the previous results, by taking as $G$ an extra-special $p$ group and using what we have proved in Sect. 3. Let $\omega: \mathbb{N} \longrightarrow \mathbb{N}$ be the arithmetic function counting the number of distinct prime factors of a positive integer, see [8, p.335]. The following is [5, Corollary 3.18].

Theorem 4.5 Let $\Sigma_{b}$ be any smooth curve of genus $b$. Then there exists a double Kodaira fibration $f: S \longrightarrow \Sigma_{b} \times \Sigma_{b}$. Moreover, denoting by $\kappa(b)$ the number of such fibrations, we have

$$
\kappa(b) \geq \boldsymbol{\omega}(b+1)
$$

In particular,

$$
\limsup _{b \rightarrow+\infty} \kappa(b)=+\infty
$$

Proof Given a prime number $p$ dividing $b+1$, every extra-special $p$-group $G$ of order $p^{2 b+1}$ admits a diagonal double Kodaira structure of strong type $(b, p)$, see Theorem 3.7, and this gives in turn a diagonal double Kodaira fibration $f: S \longrightarrow$ $\Sigma_{b} \times \Sigma_{b}$, see Remark 4.4. Two different prime divisors of $b+1$ give rise to two
non-homeomorphic double Kodaira surfaces, because the corresponding signatures are different (use the last equality in Proposition (4.3) with $n=p$ and note that, for fixed $b$, the function expressing $\sigma(S)$ is strictly increasing in $p$ ). Since the number of distinct prime factors of $b+1$ can be arbitrarily large when $b$ goes to infinity, the last statement follows.

The case $b=2, p=3$ is particularly interesting. In fact, it provides (to our knowledge) the first "double solution" to a problem (posed by Geoff Mess) from Kirby's problem list in low-dimensional topology ([10, Problem 2.18A]), asking what is the smallest number $b$ for which there exists a real surface bundle over a surface with base genus $b$ and non-zero signature, see [5, Proposition 3.19].

Theorem 4.6 Let $S$ be the diagonal double Kodaira surface associated with a diagonal double Kodaira structure of strong type $(2,3)$ on an extra-special 3-group $G$ of order $3^{5}$. Then the real manifold $X$ underlying $S$ is a closed, orientable 4manifold of signature 144 that can be realized as a real surface bundle over a surface of genus 2 , with fibre genus 325 , in two different ways.

This naturally leads to the following interesting problem, see [5, Question 3.20].
Question 4.7 What are the minimal possible fibre genus $f_{\min }$ and the minimum possible signature $\sigma_{\min }$ for a double Kodaira fibration $S \longrightarrow \Sigma_{2} \times \Sigma_{2}$ ?

Note that Theorem 4.6 implies $f_{\min } \leq 325$ and $\sigma_{\min } \leq 144$.
Let us show now how to use our methods in order to obtain double Kodaira fibrations with slope strictly higher than $2+1 / 3$. Fix $b=2$ and let $p \geq 5$ be a prime number. Then every extra-special $p$-group $G$ of order $p^{4 b+1}=p^{9}$ admits a diagonal double Kodaira structure $\mathfrak{S}$ of non-strong type ( $2, p$ ) and such that $m_{1}=$ $m_{2}=p^{2 b}$, see Theorem 3.10. Setting $b^{\prime}:=p^{4}+1$, cf. Eq. (4.4), and using also Proposition 4.3, we obtain the following particular case of [5, Proposition 3.12].

Theorem 4.8 Let $f: S_{2, p} \longrightarrow \Sigma_{b^{\prime}} \times \Sigma_{b^{\prime}}$ be the diagonal double Kodaira fibration associated with a diagonal double Kodaira structure of non-strong type ( $2, p$ ) on an extra-special p-group $G$ of order $p^{9}$. Then the maximum slope $\nu\left(S_{2, p}\right)$ is attained for precisely two values of $p$, namely

$$
v\left(S_{2,5}\right)=v\left(S_{2,7}\right)=2+\frac{12}{35}
$$

Furthermore, $v\left(S_{2, p}\right)>2+1 / 3$ for all $p \geq 5$. More precisely, if $p \geq 7$ the function $\nu\left(S_{2, p}\right)$ is strictly decreasing and

$$
\lim _{p \rightarrow+\infty} v\left(S_{2, p}\right)=2+\frac{1}{3} .
$$

Remark 4.9 The original examples by Atiyah, Hirzebruch and Kodaira have slope lying in the interval ( $2,2+1 / 3$ ], see [3, p. 221]. Our construction provides an infinite family of Kodaira fibred surfaces such that $2+1 / 3<\nu(S) \leq 2+12 / 35$, maintaining
at the same time a complete control on both the base genus and the signature. By contrast, the "tautological construction" used in [4] yields a higher slope than ours, namely $2+2 / 3$, but it involves an étale pullback "of sufficiently large degree", that completely loses control on the other quantities.

Remark 4.10 By Liu's inequality (see [13]), every Kodaira fibred surface $S$ satisfies $v(S)<3$. The value $v=2+2 / 3$ is the current record for the slope, in particular it is unknown whether the slope of a Kodaira fibred surface can be arbitrarily close to 3 .

Finally, let us show that there exist double Kodaira fibrations that are not of diagonal type.

Example 4.11 Take any double Kodaira fibration $f: S \longrightarrow \Sigma_{b_{1}} \times \Sigma_{b_{2}}$ with $b_{2}=2$ and $\nu(S)=2+1 / 2$, see for instance [12, Examples 6.3 and 6.6 of Table 3]. We claim that such a $f$ cannot be of diagonal type. In fact, assume by contradiction that $f$ is associated with a diagonal double Kodaira structure of type $(b, n)$ on a finite group $G$. Then, by using the second equation in (4.4), we obtain $2-1=m_{2}(b-1)$, hence $b=2$. Substituting in the slope expression provided by Proposition 4.3, we get

$$
\frac{1}{2}=\frac{2 \mathfrak{n}-\mathfrak{n}^{2}}{2+\mathfrak{n}}
$$

or, equivalently, $n^{2}-n+2=0$, that has no integer solutions.
In fact, Example 4.11 is an instance of the following, more general result.
Proposition 4.12 Let $f: S \longrightarrow \Sigma_{b_{1}} \times \Sigma_{b_{2}}$ be a double Kodaira fibration of diagonal type $(b, n)$. Then we have $v(S)=2+s$, where $s$ is a strictly positive rational number such that $(s+2)^{2}-8 b s$ is a perfect square in $\mathbb{Q}$. As a consequence, we obtain $s<6-4 \sqrt{2}$.

Proof By definition $v(S)$ is a rational number, and moreover $v(S)>2$ because of Arakelov inequality, see [2]. So we can write $v(S)=2+s$, with $s>0$. Since we are assuming that $S$ is associated with a diagonal double Kodaira structure of type $(b, n)$, the slope identity in Proposition 4.3 yields

$$
s=\frac{2 \mathfrak{n}-\mathfrak{n}^{2}}{2 b-2+\mathfrak{n}}
$$

or, equivalently,

$$
(2 b s-s-1) n^{2}-s n+1=0
$$

The discriminant of this quadratic equation is $(s+2)^{2}-8 b s$, and this quantity must be a perfect square in $\mathbb{Q}$ because $n$ is an integer number. In particular, we have $(s+2)^{2} \geq 8 b s$, that is,

$$
2 \leq b \leq \frac{(s+2)^{2}}{8 s}
$$

From this we deduce the inequality $(s+2)^{2}-16 s \geq 0$; since Remark 4.10 gives $s<1$, we infer $s<6-4 \sqrt{2}$.
Remark 4.13 Since $6-4 \sqrt{2}=0.3431 \ldots$ and $12 / 35=0.3428 \ldots$, we see that the surfaces $S_{2,5}$ and $S_{2,7}$, described in Theorem 4.8, "almost maximize" the slope of a double Kodaira fibration of diagonal type. In fact, the upper bound $s<6-4 \sqrt{2}$ shows that high slope examples, like Catanese-Rollenske's one for which $s=2 / 3$, are out of reach of the methods of this paper.
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## 1 Hitchin Components for Orbifold Fundamental Groups

### 1.1 Compact Orbi-Surfaces of Negative Euler Characteristic

An orbifold is a kind of space that generalises the notion of a manifold (be it a topological, differentiable or analytic one). For instance, a differentiable orbifold is a type of space that locally looks like the quotient of an open set $U \subset \mathbb{R}^{n}$ by a finite group of diffeomorphisms $\Gamma \subset \operatorname{Diff}(U)$. What is meant here by quotient depends a lot on how one understands the expression a type of space. For us, it will be sufficient to consider (topological, differentiable or analytic) stacks as our notion of space. Such a stack is then called an orbifold if it admits a covering by open substacks of the form $[U / \Gamma]$, parameterising families of $\Gamma$-orbits in $U$, where $U$ is

[^13]the local model for representable stacks (i.e. manifolds) and $\Gamma$ is a finite subgroup of the automorphism group of $U$. A fundamental example of orbifold is the stack $\mathcal{X}:=[M / \pi]$, where $\pi$ is a discrete group acting (effectively and) properly on a manifold $M$.

A coarse moduli space (CMS) for an orbifold $\mathcal{X}$ is a manifold $X$ equipped with a morphism $p: \mathcal{X} \longrightarrow X$ that satisfies the following universal property for all manifolds $M$ :


In the first part of the paper, we will work only with (effective) differentiable orbifolds. Then, up to real dimension 2 , it suffices to enlarge the category of manifolds slightly and accommodate manifolds with corners, to ensure that coarse moduli spaces always exist. This is convenient because it allows us to think of an orbi-surface (or even an orbi-surface with boundary) as an ordinary surface with an extra structure, namely some "special points", all of whose open neighbourhoods are of the form $[U / \Gamma]$ with non-trivial $\Gamma$. As a matter of fact, since we are in the $\mathcal{C}^{\infty}$ setting and $\Gamma$ is finite, we can always assume that it acts on the open set $U \subset \mathbb{R}^{2}$ preserving a positive-definite metric. The classification of linear isometries of the Euclidean plane then tells that a point in the coarse moduli space $U / \Gamma$ is of one of the following three types:

1. A cone point, which admits an open neighbourhood of the form $D(0 ; \varepsilon) / \mathrm{C}_{m}$, where $\mathrm{C}_{m} \simeq \mathbb{Z} / m \mathbb{Z}$ is a finite cyclic group of order $m$, acting on the open disk $D(0 ; \varepsilon)$ by rotation. Such a cone point is said to have order $m$.
2. A dihedral point (or corner reflector), which admits an open neighbourhood of the form $D(0 ; \varepsilon) / \mathrm{D}_{m}$, where $\mathrm{D}_{m} \simeq \mathrm{C}_{m} \rtimes \mathbb{Z} / 2 \mathbb{Z}$ is the dihedral group of order $2 m$. Such a dihedral point is said to have order $m$.
3. A mirror point, which admits an open neighbourhood of the from $D(0 ; \varepsilon) / \mathbb{Z} / 2 \mathbb{Z}$, where $\mathbb{Z} / 2 \mathbb{Z}$ acts on $D(0 ; \varepsilon)$ by reflection through a diameter.

For instance, a 2-dimensional orbifold could have a triangle for a coarse moduli space: the edges are mirror points, while the vertices are dihedral points. Another good thing about (compact) orbi-surfaces is that they admit an orbifold Euler characteristic, computable explicitly from the coarse moduli space through the following formula (in which $k$ is the number of cone points, $\ell$ the number of dihedral points, $m_{i}$ is the order of the $i$-th cone point and $n_{j}$ is the order of the $j$-th dihedral point):

$$
\begin{equation*}
\chi(\mathcal{X})=\chi(X)-\sum_{i=1}^{k}\left(1-\frac{1}{m_{i}}\right)-\frac{1}{2} \sum_{j=1}^{\ell}\left(1-\frac{1}{n_{j}}\right) \in \mathbb{Q} . \tag{1.1}
\end{equation*}
$$

In the so-called orientable case, the quantity $\chi(\mathcal{X})$ is negative if and only if the coarse moduli space $X$ is a closed surface of genus at least 2 , or a torus with at least one cone point, or a sphere with at least three cone points. For a more complete treatment of the fundamental properties of orbifolds, we refer for instance to [4, 5 , $15,17]$ and for the stacky point of view, we refer to [3, 9].

### 1.2 Fundamental Group and Hyperbolic Structures

A cover of an orbifold $\mathcal{X}$ is a morphism $\mathcal{Y} \longrightarrow \mathcal{X}$ which, in orbifold charts, is conjugate to a morphism of the form $\amalg_{i \in I}\left[U / \Gamma_{i}\right] \longrightarrow[U / \Gamma]$, where each $\Gamma_{i}$ is a subgroup of $\Gamma$. In particular, the canonical map $U \longrightarrow[U / \Gamma]$ is an orbifold cover. A more concrete example is given as follows: the "flattening" of a sphere with 3 cone points is a 2 -to- 1 cover of a triangle, the cone points upstairs being mapped to dihedral points of the same order downstairs. There is an orbifold structure on the inverse limit of all connected covers and the latter is called the universal cover of $\mathcal{X}$. The fundamental group of $\mathcal{X}$ is the automorphism group of the universal cover (whose total space may or may not be a manifold). We denote by $\pi_{1} \mathcal{X}$ the fundamental group of $\mathcal{X}$. For instance, if $M$ is a simply connected manifold and $\pi$ is a discrete group acting properly on $M$, then $\pi_{1}([M / \pi]) \simeq \pi$. If one is careful about base points, connected covers of an orbifold $\mathcal{X}$ correspond bijectively to subgroups of $\pi_{1} \mathcal{X}$.

A hyperbolic structure on a differentiable orbifold $\mathcal{X}$ is a covering by open substacks of the form $[U / \Gamma]$ in which $U \subset \mathbf{H}^{2}$ is an open subspace of the (real) hyperbolic plane and $\Gamma \subset \operatorname{Isom}\left(\mathbf{H}^{2}\right) \simeq \mathbf{P G L}(2 ; \mathbb{R})$ is a finite subgroup of the isometry group of $\mathbf{H}^{2}$ that leaves $U$ invariant. If $\chi(\mathcal{X})<0$, then $\mathcal{X}$ admits hyperbolic structures and its universal cover is isomorphic to $\mathbf{H}^{2}$. The deformation space of hyperbolic structures on $\mathcal{X}$ is identified, via the space of holonomy representations of such structures, to a connected component of the topological space

$$
\operatorname{Hom}\left(\pi_{1} \mathcal{X} ; \mathbf{P G L}(2 ; \mathbb{R})\right) / \mathbf{P G L}(2 ; \mathbb{R})
$$

Namely, it is the space of discrete and faithful representations $\varrho: \pi_{1} \mathcal{X} \longrightarrow$ $\operatorname{PGL}(2 ; \mathbb{R})$. Thus, if $\chi(\mathcal{X})<0$, it is always possible to identify $\pi_{1} \mathcal{X}$ with a discrete subgroup of PGL( $2 ; \mathbb{R}$ ), i.e. a Fuchsian group. If the orbifold $\mathcal{X}$ is orientable (which in dimension 2 amounts to saying that the CMS $X$ is an orientable surface and that all groups $\Gamma$ appearing in the orbifold charts contain only orientationpreserving transformations), then the fundamental group of $\mathcal{X}$ admits the following presentation:

$$
\begin{align*}
\pi_{1} \mathcal{X} & \simeq\left\langle\left(a_{i}, b_{i}\right)_{1 \leqslant i \leqslant g},\left(c_{j}\right)_{1 \leqslant j \leqslant k}\right| \prod_{1 \leqslant i \leqslant g}\left[a_{i}, b_{i}\right] \prod_{1 \leqslant j \leqslant k} c_{j}=1 \\
& \left.=c_{1}^{m_{1}}=\ldots=c_{k}^{m_{k}}\right\rangle=: \pi_{g,\left(m_{1}, \ldots, m_{k}\right)} . \tag{1.2}
\end{align*}
$$

The space of discrete and faithful representations of $\pi_{1} \mathcal{X}$ in $\operatorname{PGL}(2 ; \mathbb{R})$ will be called the Teichmüller space of $\mathcal{X}$ and denoted by $\mathcal{T}(\mathcal{X})$. It is homeomorphic to a real vector space of dimension $-3 \chi(X)+2 k+\ell$. In particular, it is reduced to a point if $\mathcal{X}$ is a (quotient of a) sphere with three cone points (see for instance [4] for a full account on this, including for the more refined notion of orbifold with boundary).

### 1.3 Hitchin Components

Let $\mathfrak{g}_{\mathbb{C}}$ be a simple complex Lie algebra. The adjoint group $G_{\mathbb{C}}:=\operatorname{Int}\left(\mathfrak{g}_{\mathbb{C}}\right)$ is the neutral component, in the Lie group topology, of $\operatorname{Aut}\left(\mathfrak{g}_{\mathbb{C}}\right)$, and it is a complex Lie group with trivial centre, whose Lie algebra is isomorphic to $\mathfrak{g}_{\mathbb{C}}$. Given a real form $\mathfrak{g}$ of $\mathfrak{g}_{\mathbb{C}}$, there is an associated anti-holomorphic involution $\theta$ of $G_{\mathbb{C}}$, whose fixed-point set we denote by $G$. It consists of interior automorphisms of $\mathfrak{g}$ that commute with $\theta$. The neutral component of $G$ is $\operatorname{Int}(\mathfrak{g})$. In particular, $G$ is not necessarily connected. For instance, if we choose $\mathfrak{g}=\mathfrak{s l}(n ; \mathbb{R})$, then $G \simeq \operatorname{PGL}(n ; \mathbb{R})$, which is connected if $n$ is odd and has two connected components if $n$ is even. In what follows, we shall always assume that $\mathfrak{g}$ is the split real form of the Lie algebra $\mathfrak{g}_{\mathbb{C}}$.

In [8], N. Hitchin studies representations of surface groups into $G$ and shows that the representation space $\operatorname{Hom}\left(\pi_{1} X ; G\right) / G$ has a contractible connected component. His definition of that component rests on the notion of Fuchsian representation, which itself depends on the choice of a so-called principal morphism $\kappa$ : $\operatorname{PGL}(2 ; \mathbb{R}) \longrightarrow G$, first introduced by B. Kostant [11]. When $G=\mathbf{P G L}(n ; \mathbb{R})$, this morphism is induced by the linear action of $\mathbf{G L}(2 ; \mathbb{R})$ on the space $V_{n}$ of homogeneous polynomials of degree $n-1$ in two variables $x, y$. Hitchin's definition, extended to the orbifold case, is then the following. Given an orbi-surface $\mathcal{X}$ of negative Euler characteristic and a principal morphism $\kappa$ from $\mathbf{P G L}(2 ; \mathbb{R})$ to the split real form $G$ of $\operatorname{Int}\left(\mathfrak{g}_{\mathbb{C}}\right)$, a representation $\varrho: \pi_{1} \mathcal{X} \longrightarrow G$ is called Fuchsian if it lifts to a discrete and faithful representation $h: \pi_{1} \mathcal{X} \longrightarrow \mathbf{P G L}(2 ; \mathbb{R})$, in the sense that the following diagram becomes commutative:


This defines a map $\mathcal{T}(\mathcal{X}) \longrightarrow \operatorname{Hom}\left(\pi_{1} \mathcal{X} ; G\right) / G$ whose image is called the Fuchsian locus. As the Teichmüller space $\mathcal{T}(\mathcal{X})$ is connected, this map picks out a single connected component of the representation space $\operatorname{Hom}\left(\pi_{1} \mathcal{X} ; G\right) / G$, called the Hitchin component and denoted by $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; G\right)$. When $G=\mathbf{P G L}(2 ; \mathbb{R})$, we have $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; \mathbf{P G L}(2 ; R)\right) \simeq \mathcal{T}(\mathcal{X})$, by definition. For split real groups $G$ of higher rank, Hitchin components form a family of so-called Higher Teichmüller
spaces [18]. Indeed, Hitchin representations are discrete and faithful [6, 12]. In the surface group case, Hitchin has proved that $\operatorname{Hit}\left(\pi_{1} X, G\right)$ has a trivial topology:

Theorem 1.1 (Hitchin, [8]) Let X be a closed orientable surface of negative Euler characteristic and let $G$ be the split real form of $\operatorname{Int}\left(\mathfrak{g}_{\mathbb{C}}\right)$, where $\mathfrak{g}_{\mathbb{C}}$ is a simple complex Lie algebra. Then $\operatorname{Hit}\left(\pi_{1} X ; G\right)$ is homeomorphic to a real vector space of dimension $-\chi(X) \operatorname{dim} G$.

This formula cannot be generalised directly to the orbifold case, as $\chi(\mathcal{X})$ is not an integer in general. However, for $G=\mathbf{P G L}(3 ; \mathbb{R}), \mathrm{S}$. Choi and W. Goldman have proved the following formula.

Theorem 1.2 (Choi and Goldman, [4]) Let $\mathcal{X}$ be a closed orbi-surface of negative Euler characteristic and with coarse moduli space $X$. Then $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; \mathbf{P G L}(3 ; \mathbb{R})\right)$ is homeomorphic to a real vector space of dimension $-8 \chi(X)+\left(6 k-2 k_{2}\right)+(3 \ell-$ $\ell_{2}$ ), where $k_{2}$ (respectively, $\ell_{2}$ ) is the number of cone points (respectively, dihedral points) of order 2 of $\mathcal{X}$.

In collaboration with D. Alessandrini and G.S. Lee, we have been looking at Hitchin components for orbifold groups and we have obtained the following common generalisation of the two results above. For the sake of clarity, we will present it here for the group $G=\mathbf{P G L}(n ; \mathbb{R})$ only, but our results hold for split real forms of all adjoint groups of simple complex Lie algebras (e.g. $\mathbf{P O}(m, m+1)$ or $\left.\mathbf{P O}^{ \pm}(m, m)\right)$.

Theorem 1.3 ([2]) Let $\mathcal{X}$ be a closed orbi-surface of negative Euler characteristic and with coarse moduli space $X$. Then $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; \mathbf{P G L}(n ; \mathbb{R})\right)$ is homeomorphic to a real vector space of dimension

$$
-\left(n^{2}-1\right) \chi(X)+\sum_{d=2}^{n}\left(2 \sum_{i=1}^{k} R\left(d, m_{i}\right)+\sum_{j=1}^{\ell} R\left(d, n_{j}\right)\right)
$$

where $m_{i}$ (respectively, $n_{j}$ ) is the order of the $i$-th cone point (respectively, the $j$ th dihedral point) of $\mathcal{X}$ and $R(d, m):=\left\lfloor d-\frac{d}{m}\right\rfloor$ is the integral part of the real number $\left(d-\frac{d}{m}\right)$.

As a matter of fact, like Choi and Goldman in [4], we can also deal with the case of orbifolds with boundary. We also note that, when $Y$ has only mirror points as orbifold singularities (no cone or dihedral points), then $\chi(\mathcal{X})=\chi(X)$ and Hitchin's formula holds without modifications. There is another way of writing the formula in Theorem 1.3, which resembles more that of Theorem 1.2, and we refer to [2] for it. We get for instance

$$
\operatorname{dim} \operatorname{Hit}\left(\pi_{1} \mathcal{X} ; \mathbf{P G L}(4 ; \mathbb{R})\right)=-15 \chi(X)+\left(12 k-4 k_{2}-2 k_{3}\right)+\left(6 \ell-2 \ell_{2}-\ell_{3}\right),
$$

where again $k_{i}$ (respectively, $\ell_{i}$ ) is the number of cone points (respectively, dihedral points) of order $i$ of $\mathcal{X}$. We see that this dimension may vanish for certain orbifolds $\mathcal{X}$ and that such orbifolds form an infinite family, containing for instance all spheres
with three cone points of order $(2,3, r)$ for all $r \geqslant 7$. This has applications to the rigidity of projective structures on Seifert-fibered spaces with base $\mathcal{X}$ (see [2] for details).

The methods of proof for Theorems 1.1 and 1.2 are quite different. Hitchin uses tools from analytic and differential geometry (namely, Higgs bundles and the NonAbelian Hodge Correspondence), while Choi and Goldman's methods are based on the interpretation of $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; G\right)$ as the deformation space of convex projective structures on $\mathcal{X}$. In the absence of such a geometric interpretation for general $G$, our approach in [2] consists in adapting Hitchin's method to our setting. Thanks to an orbifold version of the Non-Abelian Hodge Correspondence, we show that the Hitchin component is homeomorphic to a space of symmetric differentials on an analytic orbi-curve, the dimension of which we can compute using the orbifold Riemann-Roch theorem, similarly to Hitchin's proof in the surface group case. We explain this in greater detail in the next section.

## 2 Analytic Parameterisation of Hitchin Components

### 2.1 Analytic Orbi-Curves

A complex analytic orbifold is an analytic stack $\mathcal{X}$ (over complex analytic manifolds) that admits a covering by open substacks of the form $[U / \Gamma]$, where $U \subset \mathbb{C}^{n}$ is an open subset and $\Gamma \subset \operatorname{Aut}(U)$ is a finite group of holomorphic transformations of $U$. If the open sets $U$ are all of complex dimension 1, we say that $\mathcal{X}$ is an orbicurve or an orbi-Riemann surface. The only possible orbifold points in this case are cone points and it is a remarkable fact that there always exist coarse moduli spaces: an orbi-Riemann surface always has an "underlying" Riemann surface, because if $\Gamma \simeq \mathrm{C}_{m}$ acts by rotation of angle $\frac{2 \pi}{m}$ on the open disk $D(0 ; \varepsilon)$ then the map $z \longmapsto z^{m}$ induces a holomorphic chart $D(0 ; \varepsilon) / \mathrm{C}_{m} \simeq D\left(0 ; \varepsilon^{m}\right)$. In fact, the whole theory of complex analytic orbi-curves can be phrased in terms of Riemann surfaces with signature, where the signature is the map $X \longrightarrow \mathbb{N}$ taking a point to its order (so the map is constant equal to 1 , except possibly over a finite set of points in $X$ ). We prefer to work, however, in the orbifold setting. In particular, subgroups of the orbifold fundamental group (1.2) correspond to connected analytic covers of the compact orbi-curve $\mathcal{X}:=\left[\mathbf{H}^{2} / \pi_{g,\left(m_{1}, \ldots, m_{k}\right)}\right]$.

To prove Theorem 1.3, complex analytic orbi-curves will not be quite enough if we want to include the case of non-orientable differentiable orbi-surfaces. To deal with those, we need to consider also orbi-curves which are defined over the real numbers. This essentially means complex analytic orbi-curves $\mathcal{X}^{+}$equipped with an anti-analytic involution $\sigma: \mathcal{X}^{+} \longrightarrow \mathcal{X}^{+}$given, in local charts, by a $\Gamma$ equivariant anti-holomorphic involution $\sigma: U \longrightarrow U^{\prime}$. In particular, the orders of the points $x$ and $\sigma(x)$ have to coincide for all $x$. More intrinsically perhaps, one could consider dianalytic orbifolds, for which local models are quotient stacks
$[U / \Gamma]$, where $U \subset \mathbb{C}^{n}$ is an open subset but the finite group $\Gamma \subset \operatorname{Aut}^{ \pm}(U)$ is now allowed to also contain anti-holomorphic transformations of $U$. If we consider such a dianalytic orbifold $\mathcal{X}$, its fundamental group $\pi:=\pi_{1} \mathcal{X}$ has a subgroup $\pi^{+}$, of index at most 2 , consisting of transformations that preserve the orientation of the universal cover $\tilde{\mathcal{X}}$, the latter being necessarily complex analytic: the quotient orbifold $\mathcal{X}^{+}:=\left[\tilde{\mathcal{X}} / \pi^{+}\right]$is a complex analytic orbifold which is a cover, of degree at most 2 , of $\mathcal{X}$. If $\pi^{+} \neq \pi$, then $\pi / \pi^{+}$acts on $\mathcal{X}^{+}$via an anti-holomorphic involution $\sigma$ and $\mathcal{X} \simeq\left[\mathcal{X}^{+} /\langle\sigma\rangle\right]$. In this case, there is a short exact sequence

$$
1 \longrightarrow \pi_{1} \mathcal{X}^{+} \longrightarrow \pi_{1} \mathcal{X} \longrightarrow\{ \pm 1\} \longrightarrow 1
$$

Note that $\mathcal{X}^{+}$has two cone points $x$ and $\sigma(x)$ (of the same order) for each cone point of $\mathcal{X}$, and one cone point which is fixed by $\sigma$ for each dihedral point of $\mathcal{X}$. Consider for instance the fundamental group of a triangle $\mathcal{X}$ with vertices of respective orders ( $p, q, r$ ). The double cover $\mathcal{X}^{+}$is a sphere with three cone points, of respective orders $(p, q, r)$. The fundamental group of $\mathcal{X}^{+}$is the Von Dyck group

$$
\pi_{0,(p, q, r)} \simeq\left\langle a, b, c \mid a^{p}=b^{q}=c^{r}=a b c=1\right\rangle
$$

of (1.2), while that of $\mathcal{X}$ is the Coxeter (triangle) group with presentation

$$
\begin{equation*}
T_{(p, q, r)}:=\left\langle x, y, z \mid x^{2}=y^{2}=z^{2}=(x y)^{p}=(y z)^{q}=(z x)^{r}=1\right\rangle . \tag{2.1}
\end{equation*}
$$

The covering (flattening map) $\mathcal{X}^{+} \longrightarrow \mathcal{X}$ induces the injective group morphism $\pi_{0,(p, q, r)} \longrightarrow T_{(p, q, r)}$ defined by $a \longmapsto x y, b \longmapsto y z, c \longmapsto z x$, and the quotient map $T_{(p, q, r)} \longrightarrow\{ \pm 1\}$ is given by the reduced word length modulo 2 .

When $\mathcal{X}$ is a compact orbi-curve of negative Euler characteristic, the fundamental group $\pi_{1} \mathcal{X}$ is a finitely generated group that embeds onto a discrete subgroup of PGL( $2 ; \mathbb{R}$ ). Therefore, by Selberg's lemma, it contains a finite index normal subgroup which is torsion-free [16]. Geometrically, this means that there exists a compact Riemann surface $Y$ and a finite Galois cover $Y \longrightarrow \mathcal{X}$. If we denote by $\pi$ the automorphism group of that cover, we therefore have an isomorphism of orbifolds $[Y / \pi] \simeq \mathcal{X}$, and a short exact sequence

$$
1 \longrightarrow \pi_{1} Y \longrightarrow \pi_{1} \mathcal{X} \longrightarrow \pi \longrightarrow 1
$$

### 2.2 The Riemann-Roch Formula

An orbifold line bundle $\mathfrak{L}$ over $\mathcal{X}$ is a morphism of stacks $\mathfrak{L} \longrightarrow \mathcal{X}$ which is locally conjugate, in the orbifold chart $[U / \Gamma]$ about $x$, to the orbifold $[(U \times \mathbb{C}) / \Gamma]$, where $\Gamma$ acts on $U \times \mathbb{C}$ via a linear representation $\varrho_{\Gamma}: \Gamma \longrightarrow \mathbf{G L}(1, \mathbb{C})$. When the finite group $\Gamma$ is cyclic of order $m$, the morphism $\varrho_{\Gamma}$ sends a generator of $\Gamma$ to
an $m$-th root of unity. If we choose a generator $\gamma$ of $\Gamma$ and a primitive $m$-th root of unity $\zeta$, then $\varrho_{\Gamma}(\gamma)=\zeta^{a}$ for a certain $a \in\{0 ; \ldots ; m-1\}$ which does not depend on the choices just made and is sometimes called the isotropy at the point $x$. When $\Gamma$ is a dihedral group, we write $\Gamma \simeq \mathrm{C}_{m} \rtimes \mathbb{Z} / 2 \mathbb{Z}$, where $\mathbb{Z} / 2 \mathbb{Z}$ acts on the cyclic group $\mathrm{C}_{m}$ by inversion, and think of $\varrho_{\Gamma}: \Gamma \longrightarrow \mathbb{C}^{*}$ as a morphism $\varrho_{\mathrm{C}_{m}}: \mathrm{C}_{m} \longrightarrow \mathbb{C}^{*}$ as before, which in addition is $\mathbb{Z} / 2 \mathbb{Z}$-equivariant with respect to complex conjugation on $\mathbb{C}^{*}$. In particular, the number $a \in\{0 ; \ldots ; m-1\}$ again completely determines the morphism $\varrho_{\Gamma}$. Given a cone or dihedral point $x$ of order $m$, the quantity $\frac{a}{m}$, where $a \in\{0 ; \ldots ; m-1\}$ is defined as above, will be called the age of the orbifold line bundle $\mathfrak{L}$ at $x$ and denoted by age ${ }_{x}(\mathfrak{L})$. Consider for instance the canonical line bundle $K_{\mathcal{X}}$ of an analytic orbi-curve $\mathcal{X}$. The age of the tangent bundle at a cone point of order $m$ is $\frac{1}{m}$ (the action of $\mathrm{C}_{m}$ on tangent vectors being multiplication by a primitive root of unity) and, since the canonical bundle is the dual of the tangent bundle in this case, the group $\Gamma \simeq \mathrm{C}_{m}$ acts on tangent covectors at a point via multiplication by $\zeta^{-1}$, so the age of $K_{\mathcal{X}}$ at a cone point of order $m$ is $\frac{m-1}{m}$. If we now look at tensor powers of $K_{\mathcal{X}}$, then the action of $\mathrm{C}_{m}$ on homogeneous polynomial functions of degree $d$ over the tangent space at a cone point is given by multiplication by $\zeta^{d(m-1)}$, so the age of $K_{\mathcal{X}}^{d}$ at a cone point is

$$
\frac{d(m-1) \bmod m}{m}=\frac{d(m-1)}{m}-\left\lfloor\frac{d(m-1)}{m}\right\rfloor .
$$

We will see in Sect. 2.3 below that this is the origin of the term $R(d, m):=$ $\left\lfloor\frac{d(m-1)}{m}\right\rfloor$ in Theorem 1.3.

Let us denote by $\mathfrak{L}$ the sheaf of local sections of $\mathfrak{L}$. There are associated cohomology groups $\mathrm{H}^{0}(\mathcal{X} ; \underline{\mathfrak{L}})$ and $\mathrm{H}^{1}(\mathcal{X} ; \underline{\mathfrak{L}})$, which are finite-dimensional complex or real vector spaces (depending on the field of definition of $\mathcal{X}$ ). The Euler characteristic of $\underline{\mathfrak{L}}$ is the integer $\chi(\mathcal{X} ; \mathfrak{L}):=\operatorname{dim} \mathrm{H}^{0}(\mathcal{X} ; \underline{\mathfrak{L}})-\operatorname{dim} \mathrm{H}^{1}(\mathcal{X} ; \underline{\mathfrak{L}})$. The Riemann-Roch formula computes this quantity by comparing it to the Euler characteristic of the structure sheaf $O_{\mathcal{X}}$. To state the result, we still need the notion of degree of an orbifold line bundle, of which we recall the following two definitions (in the complex case). When $\mathcal{X} \simeq[Y / \pi]$, where $Y$ is a compact Riemann surface and $\pi$ is a finite group of analytic transformations of $Y$, an orbifold line bundle $\mathfrak{L} \longrightarrow \mathcal{X}$ pulls back to a $\Gamma$-equivariant analytic line bundle $\mathcal{E} \longrightarrow Y$ and we can define the degree of $\mathfrak{L}$ as $\frac{\operatorname{deg}(\mathcal{E})}{|\pi|} \in \mathbb{Q}$, since this quantity is independent of the choice of the finite Galois cover $Y \longrightarrow \mathcal{X}$. Equivalently, if we denote by $p: \mathcal{X} \longrightarrow X$ the coarse moduli space of $\mathcal{X}$, then, given an orbifold line bundle $\mathfrak{L} \longrightarrow \mathcal{X}$, there exists a unique analytic line bundle $L \longrightarrow X$ and for each cone point $x_{i}$ of $\mathcal{X}$ a well-defined integer $a_{i} \in\left\{0 ; \ldots ; m_{i}-1\right\}$ such that

$$
\mathfrak{L} \simeq p^{*} L \otimes O_{\mathcal{X}}\left(\sum_{i=1}^{k} a_{i} x_{i}\right)
$$

We then have $\operatorname{age}_{x_{i}}(\mathfrak{L})=\frac{a_{i}}{m_{i}}$ and $\operatorname{deg}(\mathfrak{L}):=\operatorname{deg}(L)+\sum_{i=1}^{k} \frac{a_{i}}{m_{i}}$, where $m_{i}$ is the order of the cone point $x_{i}$. For instance, when $\mathfrak{L}=K_{\mathcal{X}}^{d} \simeq\left[K_{Y}^{d} / \pi\right]$, one can check that
$K_{\mathcal{X}}^{d} \simeq p^{*}\left[K_{X}^{d} \otimes O_{X}\left(\sum_{i=1}^{k} R\left(d, m_{i}\right) p\left(x_{i}\right)\right)\right] \otimes O_{\mathcal{X}}\left(\sum_{i=1}^{k}\left(d\left(m_{i}-1\right) \bmod m_{i}\right) x_{i}\right)$
so, using (1.1),

$$
\begin{align*}
\operatorname{deg}\left(K_{\mathcal{X}}^{d}\right) & =d(2 g-2)+\sum_{i=1}^{k} R\left(d, m_{i}\right)+\sum_{i=1}^{k} \frac{d\left(m_{i}-1\right) \bmod m_{i}}{m_{i}}=-d \chi(\mathcal{X}) \\
& =-d \frac{\chi(Y)}{|\pi|}=\frac{\operatorname{deg}\left(K_{Y}^{d}\right)}{|\pi|} \tag{2.2}
\end{align*}
$$

where $g:=\operatorname{dim} \mathrm{H}^{1}\left(\mathcal{X} ; O_{\mathcal{X}}\right)$ is the genus of $\mathcal{X}$. Indeed, $\pi$-invariant holomorphic sections of $K_{Y}^{d}$ correspond bijectively to meromorphic sections of $K_{X}^{d}$ with poles of order at most $R\left(d, m_{i}\right)$ at $x_{i}$, for all $i \in\{1 ; \ldots ; k\}$. More generally, for $j=0,1$, there are isomorphisms $\mathrm{H}^{j}(\mathcal{X} ; \underline{\mathfrak{L}}) \simeq \mathrm{Fix}_{\pi} \mathrm{H}^{j}(Y ; \underline{\mathcal{E}}) \simeq \mathrm{H}^{j}(X ; \underline{L})$, from which one can deduce the following orbifold Riemann-Roch formula (see for instance [1, 14] or [13] for an exposition; the theorem itself is due to Kawasaki, [10]).

Theorem 2.1 (Orbifold Riemann-Roch, [10]) Let $\mathcal{X}$ be a compact complex analytic orbi-curve and denote its cone points by $\left(x_{i}\right)_{1 \leqslant i \leqslant k}$. Let $\mathfrak{L}$ be an analytic line bundle over $\mathcal{X}$. Then

$$
\chi(\mathcal{X} ; \underline{\mathfrak{L}})=\chi\left(\mathcal{X} ; O_{\mathcal{X}}\right)+\operatorname{deg} \mathfrak{L}-\sum_{i=1}^{k} \operatorname{age}_{x_{i}}(\mathfrak{L}) .
$$

For instance, $\chi\left(\mathcal{X} ; \underline{K_{\mathcal{X}}}\right)=g-1$ and $\chi\left(\mathcal{X} ; K_{\mathcal{X}}^{2}\right)=3(g-1)+k$. When $\mathcal{X}$ is defined over $\mathbb{R}$, we can deduce the appropriate version of the RiemannRoch formula from the complex case, by applying Theorem 2.1 to the complex analytic orbifold $\mathcal{X}^{+}$. Indeed, the real structure $\sigma: \mathcal{X}^{+} \longrightarrow \mathcal{X}^{+}$induces a $\mathbb{C}$ antilinear involution $\sigma$ of the complex vector spaces $\mathrm{H}^{j}\left(\mathcal{X}^{+} ; \underline{\mathfrak{L}^{+}}\right)$, in such a way that $\mathrm{H}^{j}(\mathcal{X} ; \underline{\mathfrak{L}}) \simeq \operatorname{Fix}_{\sigma} \mathrm{H}^{j}\left(\mathcal{X}^{+} ; \underline{\mathfrak{L}^{+}}\right)$, so $\operatorname{dim}_{\mathbb{R}} \mathrm{H}^{j}(\mathcal{X} ; \underline{\mathfrak{L}})=\operatorname{dim}_{\mathbb{C}} \mathrm{H}^{j}\left(\mathcal{X}^{+} ; \underline{\mathfrak{L}^{+}}\right)$and $\chi(\mathcal{X} ; \underline{\mathfrak{L}})=\chi\left(\mathcal{X}^{+} ; \mathfrak{L}^{+}\right)$. Setting $\operatorname{deg} \mathfrak{L}:=\operatorname{deg} \mathfrak{L}^{+}$, one gets:

$$
\chi(\mathcal{X} ; \underline{L})=\chi(\mathcal{X} ; O \mathcal{X})+\operatorname{deg}(\mathfrak{L})-2 \sum_{i=1}^{k} \operatorname{age}_{x_{i}}(\mathfrak{L})-\sum_{j=1}^{\ell} \operatorname{age}_{y_{j}}(\mathfrak{L})
$$

where the $\left(x_{i}\right)_{1 \leqslant i \leqslant k}$ and the $\left(y_{j}\right)_{1 \leqslant j \leqslant \ell}$ are respectively the cone points and dihedral points of $\mathcal{X}$. In particular, $\chi\left(\mathcal{X} ; K_{\mathcal{X}}^{2}\right)=3\left(g_{X}-1\right)+2 k+\ell$, where again $g:=$ $\operatorname{dim} \mathrm{H}^{1}\left(\mathcal{X} ; O_{\mathcal{X}}\right)$ is the genus of $\mathcal{X}$.

### 2.3 Spaces of Symmetric Differentials

As we saw in Sect. 2.2, if $\mathcal{X}$ is a compact analytic orbi-curve, then $\chi\left(\mathcal{X} ; K_{\mathcal{X}}^{2}\right)=$ $\operatorname{dim} \mathcal{T}(\mathcal{X})$ (this is a complex dimension if $\mathcal{X}$ is defined over $\mathbb{C}$ and a real dimension
if $\mathcal{X}$ is defined over $\mathbb{R}$ ). While this result is well-known, it is also the $n=2$ case of the Hitchin parameterisation of $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; \mathbf{P G L}(n ; \mathbb{R})\right)$, as we shall see momentarily. Let us first recall Hitchin's result in the surface group case [8]: If $Y$ is a closed orientable surface of negative Euler characteristic, the choice of a complex analytic structure on $Y$ induces a homeomorphism

$$
\operatorname{Hit}\left(\pi_{1} Y ; \mathbf{P G L}(n ; \mathbb{R})\right) \simeq \bigoplus_{d=2}^{n} \mathrm{H}^{0}\left(Y ; K_{Y}^{d}\right)
$$

The main result of [2] is the following extension of Hitchin's result to the orbifold case.

Theorem 2.2 ([2]) Let $\mathcal{X}$ be a compact differentiable orbi-surface of negative Euler characteristic. Then the choice of an analytic structure on $\mathcal{X}$ induces a homeomorphism

$$
\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; \mathbf{P G L}(n ; \mathbb{R})\right) \simeq \bigoplus_{d=2}^{n} \mathrm{H}^{0}\left(\mathcal{X} ; K_{\mathcal{X}}^{d}\right)
$$

Here, choosing an analytic structure on $\mathcal{X}$ reduces to choosing a finite Galois cover by a closed orientable surface $Y \longrightarrow \mathcal{X}$ and a complex analytic structure on $Y$ which is preserved by the automorphism group of that cover. As we have seen, the fact that such a cover always exists is a consequence of Selberg's lemma. Note that we are considering at the same time the case where the differentiable orbifold $\mathcal{X}$ is orientable (so admits a complex analytic structure, i.e. the finite group $\pi:=\operatorname{Aut}_{X}(Y)$ acts holomorphically on $Y$ ) and the case where it is not (here $Y$ is still a closed orientable surface but $\pi$ will contain orientation-reversing transformation; as a consequence, the coarse moduli space $X$ of $\mathcal{X} \simeq[Y / \pi]$ will be a differentiable surface with corners that has non-empty boundary or is non-orientable or both).

The proof of Theorem 2.2 consists in adapting Hitchin's proof to the orbifold case. The main tool is the orbifold version of the Non-Abelian Hodge Correspondence (NAHC). In [2], we took a largely equivariant approach to the latter, making the resulting formulation of the NAHC dependent on the choice of a presentation $\mathcal{X} \simeq[Y / \pi]$. Equivalently, we can rephrase this in terms of $\mathcal{G}$-Higgs bundles on $\mathcal{X}$, where $G$ is a real reductive group and $\mathcal{G}$ is the orbifold group bundle $\left[(\tilde{\mathcal{X}} \times G) / \pi_{1} \mathcal{X}\right]$. But in any case, the point is that, if $G$ is the split real form of the adjoint group $\operatorname{Int}\left(\mathfrak{g}_{\mathbb{C}}\right)$, where $\mathfrak{g}_{\mathbb{C}}$ is a simple complex Lie algebra, then the Hitchin component $\operatorname{Hit}\left(\pi_{1} X ; G\right)$ embeds into the moduli space of $\mathcal{G}$-Higgs bundles, denoted by $\mathcal{M}_{\mathcal{X}}(G)$.


In [2], we showed that the Hitchin fibration, which is a morphism from the moduli space $\mathcal{M}_{\mathcal{X}}(G)$ to a vector space $\mathcal{B}_{\mathcal{X}}(\mathfrak{g})$ called the Hitchin base, first constructed by Hitchin in the surface group case [7], was well-defined in the orbifold case. For $\mathfrak{g}=\mathfrak{s l}(n ; \mathbb{R})$, the Hitchin base is $\bigoplus_{d=2}^{n} \mathrm{H}^{0}\left(\mathcal{X} ; K_{\mathcal{X}}^{d}\right)$, as in Diagram (2.3). Then we extended Hitchin's construction of a section of that fibration: The image of that section being exactly the embedded copy of $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; G\right)$ in $\mathcal{M}_{\mathcal{X}}(G)$, thus proving Theorem 2.2.

This shows that $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; \operatorname{PGL}(n ; \mathbb{R})\right)$ is homeomorphic to the vector space $\mathcal{B} \mathcal{X}(\mathfrak{s l}(n ; \mathbb{R}))$, which is a complex vector space if $\mathcal{X}$ is complex and a real vector space if $\mathcal{X}$ is real. Using Theorem 2.1, we can compute the dimension of that vector space. Since we already know how to deduce the result in the real case from the result in the complex case, we will present the proof in the latter case only. From (2.2), we get that, for all $d \in\{2 ; \ldots ; n\}$,

$$
\chi\left(\mathcal{X} ; K_{\mathcal{X}}^{d}\right)=(2 d-1)(g-1)+\sum_{i=1}^{k} R\left(d, m_{i}\right) .
$$

But for $d \geqslant 2$, one has $\operatorname{deg} K_{\mathcal{X}}^{d}=d \operatorname{deg} K_{\mathcal{X}}>\operatorname{deg} K_{\mathcal{X}}$, so $\mathrm{H}^{1}\left(\mathcal{X} ; K_{\mathcal{X}}^{d}\right)=0$ and $\chi\left(\mathcal{X} ; K_{\mathcal{X}}\right)=\operatorname{dim} \mathrm{H}^{0}\left(\mathcal{X} ; K_{\mathcal{X}}^{d}\right)$. Thus, when $\mathcal{X}$ is complex analytic, $\mathcal{B}_{\mathcal{X}}(\mathfrak{g})$ is a complex vector space of dimension

$$
\begin{aligned}
(g-1) \sum_{d=2}^{n}(2 d-1)+\sum_{d=2}^{n} \sum_{i=1}^{k} R\left(d, m_{i}\right)= & (g-1)\left(n^{2}-1\right) \\
& +\sum_{d=2}^{n} \sum_{i=1}^{k} R\left(d, m_{i}\right)
\end{aligned}
$$

The real dimension is twice as much, which indeed coincides with the formula in Theorem 1.3 (for $\ell=0$ ).

Let us denote $\operatorname{PGL}(n ; \mathbb{R})$ simply by $G$. A consequence of Theorem 2.2 is that, given an analytic orbi-curve $\mathcal{X}$, we can embed the Hitchin component $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; G\right)$ into the Hitchin component $\operatorname{Hit}\left(\pi_{1} \mathcal{Y} ; G\right)$ associated to any Galois cover $\mathcal{Y} \longrightarrow$ $\mathcal{X}$. More precisely, given a Galois cover $\mathcal{Y} \longrightarrow \mathcal{X}$ with automorphism group $\pi$, consider the short exact sequence

$$
1 \longrightarrow \pi_{1} \mathcal{Y} \longrightarrow \pi_{1} \mathcal{X} \longrightarrow \pi \longrightarrow 1,
$$

the induced morphism $\pi \longrightarrow \operatorname{Out}\left(\pi_{1} \mathcal{Y}\right)$ and the associated action of $\pi$ on $\operatorname{Hit}\left(\pi_{1} \mathcal{Y} ; G\right)$. Then, the map taking a representation $\varrho: \pi_{1} \mathcal{X} \longrightarrow G$ to its restriction $\left.\varrho\right|_{\pi_{1} \mathcal{Y}}$ induces a homeomorphism $\operatorname{Hit}\left(\pi_{1} \mathcal{X} ; G\right) \simeq \operatorname{Fix}_{\pi} \operatorname{Hit}\left(\pi_{1} \mathcal{Y} ; G\right)$, since $\mathcal{X} \simeq$ $[\mathcal{Y} / \pi]$ implies that $\mathrm{H}^{0}\left(\mathcal{X} ; K_{\mathcal{X}}^{d}\right)=\operatorname{Fix}_{\pi} \mathrm{H}^{0}\left(\mathcal{Y} ; K_{\mathcal{Y}}^{d}\right)$. As an example of this, consider the Coxeter triangle group $T_{(2,3,7)}$ of (2.1). It is the orbifold fundamental group of a hyperbolic triangle with vertices of respective orders 2,3 and 7 , which can be obtained as the quotient of the Klein quartic $\mathcal{K}$ by its full automorphism group. As $\operatorname{Hit}\left(T_{(2,3,7)} ; \mathbf{P G L}(6 ; \mathbb{R})\right)$ is of (real) dimension 1 by Theorem 1.3, it defines a one-parameter family of Hitchin representations in $\operatorname{Hit}\left(\pi_{1} \mathcal{K} ; \mathbf{P G L}(6 ; \mathbb{R})\right)$, the latter being, by Hitchin's result for the closed orientable surface $\mathcal{K}$ (of genus 3 ), of real dimension 140.
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#### Abstract

In the paper we obtain estimates of the maximums of products of generalized inner radii of mutually non-overlapping polycylindrical domains in $\mathbb{C}^{n}$. The main theorems of the paper generalize and strengthening known results in the theory of non-overlapping domains with free poles on the unit circle onto the case of $n$-dimensional complex space.
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## 1 Preliminaries

The goal of the present work is the study of the problems of a products of the generalized inner radii of polycylindrical non-overlapping domains with poles on the boundary of a polydisk. The spatial analogs of a number of known results concerning the non-overlapping domains on a plane were obtained in [1], where a generalization of the notion of inner radius was given. Namely, the notion of harmonic radius of the spatial domain $B \subset \mathbb{R}^{n}$ relative to some internal point was introduced. Work [1] was the essential break-through in the consideration of nonoverlapping domains in the spatial case. Then, work [2] advanced an approach that allowed the transfer of some results known in the case of a complex plane onto $\mathbb{C}^{n}$. At the same time, the problems of non-overlapping domains in the case of a complex plane represent a sufficiently well-developed trend of the geometric theory of functions of complex variable (see, e.g., [1-14]).

[^14]In this paper, we have obtained analogs of estimates of the maximums of products of inner radii of domains for the case of multidimensional complex spaces, which can be applied to coverage theorems, distortion theorems, and estimates of the coefficients of univalent functions, also in holomorphic dynamics for study of the number of critical points in parabolic basins.

Let $\mathbb{N}, \mathbb{R}$, and $\mathbb{C}$ be the sets of natural, real, and complex numbers, respectively, and $\mathbb{R}^{+}=(0, \infty)$. Let $\overline{\mathbb{C}}$ be a Riemann sphere (extended complex plane). It is well known that $\mathbb{C}^{n}=\underbrace{(\mathbb{C} \times \mathbb{C} \times \ldots \times \mathbb{C}}_{n \text {-times }}), n \in \mathbb{N} . \overline{\mathbb{C}}^{n}=\underbrace{(\overline{\mathbb{C}} \times \overline{\mathbb{C}} \times \ldots \times \overline{\mathbb{C}})}_{n \text {-times }}$ is a compactification of the space $\mathbb{C}^{n}$ (see, e.g., [3-5]), where the set of infinitely remote points has the complex dimension $n-1$. Let $[D]^{n}$ (Cartesian degree of a domain $D \subset \overline{\mathbb{C}}$ ) denote the Cartesian product $\underbrace{D \times D \times \ldots \times D}_{n \text {-times }}$, and let $[d]^{n}$ (Cartesian degree of a point $d \in \overline{\mathbb{C}}$ ) denote the point with $\overline{\mathbb{C}}^{n}$, which have the coordinates $\underbrace{(d, \ldots, d)}_{n \text {-times }}$. It is clear that $\mathbb{C}^{1}=\mathbb{C}, \overline{\mathbb{C}}^{1}=\overline{\mathbb{C}}$. The topology in $\overline{\mathbb{C}}^{n}$ is introduced like
in a Cartesian product of topological spaces. In this topology, $\overline{\mathbb{C}}^{n}$ is compact (see [3-5]).
Definition 1.1 The domain $\mathbb{B}=B_{1} \times B_{2} \times \ldots \times B_{n} \subset \overline{\mathbb{C}}^{n}$, where each domain $B_{k} \subset \overline{\mathbb{C}}, k=\overline{1, n}$, is called a polycylindrical domain in $\overline{\mathbb{C}}^{n}$ (see, e.g., [3]). The domains $B_{k}, k=\overline{1, n}$, are called coordinate domains of the domain $\mathbb{B}$.

Definition 1.2 Let $B$ be a domain from $\overline{\mathbb{C}}$. Let

$$
g_{B}(z, a)=h_{B, a}(z)+\log \frac{1}{|z-a|}
$$

be a generalized Green's function of the domain $B$ relative to the point $a \in B$. If $a \rightarrow \infty$, then

$$
g_{B}(z, \infty)=h_{B, \infty}(z)+\log \frac{1}{|z|}
$$

The quantity $r(B, a):=\exp \left(h_{B, a}(a)\right)$ means the inner radius of the domain $B \subset \overline{\mathbb{C}}$ relative to the point $a \in B$ (see [6-11]).

Definition 1.3 The generalized inner radius of the polycylindrical domain $\mathbb{B}$ relative to the point $\mathbb{A}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \mathbb{B}, a_{k} \in B_{k}, k=\overline{1, n}$, is

$$
R(\mathbb{B}, \mathbb{A}):=\prod_{k=1}^{n} r\left(B_{k}, a_{k}\right),
$$

where the quantities $r\left(B_{k}, a_{k}\right), k=\overline{1, n}$, mean the inner radii of the coordinate domains $B_{k}$ relative to $a_{k}$. For $n=1$, the quantity $R(\mathbb{B}, \mathbb{A})$ is the ordinary inner radius of the domain $\mathbb{B} \subset \overline{\mathbb{C}}$ relative to the point $\mathbb{A}$.

Let $\mathbb{U}^{n}=[U]^{n}$, where $U=\{z \in \mathbb{C}:|z|<1\}$ (unit disk in the complex plane $\mathbb{C}$ ). By $\Gamma_{n}$ we denote the skeleton (distinguished boundary) of the polydisk $\mathbb{U}^{n}$ (see $[7,8])$, i.e., the set of points $\mathbb{A}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \subset \mathbb{C}^{n},\left|a_{s}\right|=1, s=\overline{1, n}$.
Definition 1.4 The system $\left\{\mathbb{B}_{k}\right\}_{k=1}^{m}\left(\mathbb{B}_{k}=B_{1}^{(k)} \times \ldots \times B_{n}^{(k)}, k=\overline{1, m}\right)$ is called a system of non-overlapping polycylindrical domains, if, for every fixed $p_{0}, p_{0}=$ $\overline{1, n}$, the system of domains $\left\{B_{p_{0}}^{(k)}\right\}, k=\overline{1, m}$, is a system of non-overlapping domains on $\overline{\mathbb{C}}$.

Further, we will consider the systems of points in the space $\mathbb{C}^{n}$ of the form

$$
\begin{gather*}
\left\{\mathbb{A}_{k}\right\}_{k=1}^{m}, \mathbb{A}_{k}=\left(a_{1}^{(k)}, a_{2}^{(k)}, \ldots, a_{n}^{(k)}\right) \in \mathbb{C}^{n}, \\
k=\overline{1, m}, \quad a_{p_{0}}^{(1)}>0, \quad p_{0}=\overline{1, n},  \tag{1.1}\\
\arg a_{p_{0}}^{(k)}<\arg a_{p_{0}}^{(k+1)}, \quad k=\overline{1, m-1}, \quad \arg a_{p_{0}}^{(m)}<2 \pi .
\end{gather*}
$$

## 2 Main Results

In the above posed notations, we establish the following results.
Theorem 2.1 Let $m, n \in \mathbb{N}, m \geq 2, \gamma \in(0, m]$. Then, for any system of different points of the form (1.1) $\left\{\mathbb{A}_{k}\right\}_{k=1}^{m}=\left\{a_{p}^{(k)}\right\}_{k=1}^{m} \in \overline{\mathbb{C}}^{n}, p=\overline{1, n}$, such that $\mathbb{A}_{k} \in$ $\Gamma_{n}, k=\overline{1, m}$, and for any collection of mutually non-overlapping polycylindrical domains $\mathbb{B}_{0}, \mathbb{B}_{k}, \mathbb{A}_{0}=[0]^{n} \in \mathbb{B}_{0} \subset \overline{\mathbb{C}}^{n}, \mathbb{A}_{k} \in \mathbb{B}_{k} \subset \overline{\mathbb{C}}^{n}, k=\overline{1, m}$, the inequality

$$
\begin{equation*}
R^{\gamma}\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right) \leq m^{-\frac{\gamma n}{2}}\left(\frac{4}{m}\right)^{n(m-\gamma)} \tag{2.1}
\end{equation*}
$$

holds.
Proof We make the transformation

$$
\begin{gather*}
R^{\gamma}\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right)=\left[\prod_{p=1}^{n} r\left(B_{p}^{(0)}, 0\right)\right]^{\gamma} \prod_{k=1}^{m}\left[\prod_{p=1}^{n} r\left(B_{p}^{(k)}, a_{p}^{(k)}\right)\right]= \\
=\prod_{p=1}^{n}\left[r^{\gamma}\left(B_{p}^{(0)}, 0\right) \prod_{k=1}^{m} r\left(B_{p}^{(k)}, a_{p}^{(k)}\right)\right] \tag{2.2}
\end{gather*}
$$

Then, for a fixed $p=\overline{1, n}$ the domains $B_{p}^{(k)}, k=\overline{0, m}$, form a system of pairwise non-overlapping domains on the complex plane $\overline{\mathbb{C}}$. Further, we will consider the following product

$$
r^{\gamma}\left(D_{0}, 0\right) \prod_{k=1}^{m} r\left(D_{k}, a_{k}\right),
$$

where $\gamma \in(0, m], D_{0}, D_{1}, D_{2}, \ldots, D_{m}, m \geq 2$, are mutually non-overlapping domains in $\overline{\mathbb{C}}, a_{0}=0,\left|a_{k}\right|=1, k=\overline{1, m}, a_{k} \in D_{k} \subset \overline{\mathbb{C}}, k=\overline{0, m}$.

Let $d(E)$ be the transfinite diameter of a compact set $E \subset \mathbb{C}$. Then the following relation holds

$$
\begin{equation*}
r\left(D_{0}, 0\right)=r\left(D_{0}^{+}, \infty\right)=\frac{1}{d\left(\overline{\mathbb{C}} \backslash D_{0}^{+}\right)} \leq \frac{1}{d\left(\bigcup_{k=1}^{m} \bar{D}_{k}^{+}\right)} \tag{2.3}
\end{equation*}
$$

where $D^{+}=\left\{z: \frac{1}{z} \in D\right\}$. Using the well-known Polya theorem [8, p. 34] and [13, p. 28] the inequality

$$
\mu E \leq \pi d^{2}(E)
$$

where $\mu E$ denotes the Lebesgue measure of a compact set $E$, is valid. From whence, we get

$$
d(E) \geq\left(\frac{1}{\pi} \mu E\right)^{\frac{1}{2}}
$$

Then from (2.3) we have

$$
\begin{equation*}
r\left(D_{0}, 0\right) \leq \frac{1}{d\left(\bigcup_{k=1}^{m} \bar{D}_{k}^{+}\right)} \leq \frac{1}{\sqrt{\frac{1}{\pi} \mu\left(\bigcup_{k=1}^{m} \bar{D}_{k}^{+}\right)}}=\left(\frac{1}{\pi} \sum_{k=1}^{m} \mu \bar{D}_{k}^{+}\right)^{-\frac{1}{2}} \tag{2.4}
\end{equation*}
$$

From the theorem of minimization of an area [8, p. 34], we obtain

$$
\mu(D) \geq \pi r^{2}(D, a) .
$$

Inequality (2.4) implies directly that

$$
r\left(D_{0}, 0\right) \leq\left(\frac{1}{\pi} \sum_{k=1}^{m} \mu \bar{D}_{k}^{+}\right)^{-\frac{1}{2}} \leq\left(\frac{1}{\pi} \sum_{k=1}^{m} \mu D_{k}^{+}\right)^{-\frac{1}{2}} \leq\left(\sum_{k=1}^{m} r^{2}\left(D_{k}^{+}, a_{k}^{+}\right)\right)^{-\frac{1}{2}} .
$$

Using conformal invariance of the Green function, we have

$$
g_{D_{k}}\left(z, a_{k}\right)=g_{D_{k}^{+}}\left(w^{+}, a_{k}^{+}\right), \quad w^{+}=\frac{1}{z} .
$$

Then, using relation

$$
g_{D_{k}^{+}}\left(w^{+}, a_{k}^{+}\right)=g_{D_{k}^{+}}\left(\frac{1}{z}, \frac{1}{a_{k}}\right)=\ln \frac{1}{\left|\frac{1}{z}-a_{k}^{+}\right|}+\ln r\left(D_{k}^{+}, a_{k}^{+}\right)+o(1)
$$

we obtain

$$
r\left(D_{k}^{+}, a_{k}^{+}\right)=\frac{r\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{2}} .
$$

Thus,

$$
r\left(D_{0}, 0\right) \leq\left(\sum_{k=1}^{m} \frac{r^{2}\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{4}}\right)^{-\frac{1}{2}} .
$$

This result yields the relation

$$
r^{\gamma}\left(D_{0}, 0\right) \prod_{k=1}^{m} r\left(D_{k}, a_{k}\right) \leq \frac{\prod_{k=1}^{m} r\left(D_{k}, a_{k}\right)}{\left(\sum_{k=1}^{m} \frac{r^{2}\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{4}}\right)^{\frac{\gamma}{2}}}
$$

The Cauchy inequality yields automatically the inequality

$$
\frac{1}{m} \sum_{k=1}^{m} \frac{r^{2}\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{4}} \geq\left(\prod_{k=1}^{m} \frac{r^{2}\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{4}}\right)^{\frac{1}{m}}
$$

Then we get easily

$$
\left(\sum_{k=1}^{m} \frac{r^{2}\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{4}}\right)^{\frac{\gamma}{2}} \geq\left(m\left(\prod_{k=1}^{m} \frac{r^{2}\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{4}}\right)^{\frac{1}{m}}\right)^{\frac{\gamma}{2}} \geq m^{\frac{\gamma}{2}}\left(\prod_{k=1}^{m} \frac{r\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{2}}\right)^{\frac{\gamma}{m}}
$$

In this way, using condition $\left|a_{k}\right|=1, k=\overline{1, m}$, we obtain

$$
r^{\gamma}\left(D_{0}, 0\right) \prod_{k=1}^{m} r\left(D_{k}, a_{k}\right) \leq \frac{\prod_{k=1}^{m} r\left(D_{k}, a_{k}\right)}{m^{\frac{\gamma}{2}}\left(\prod_{k=1}^{m} r\left(D_{k}, a_{k}\right)\right)^{\frac{\gamma}{m}}}=m^{-\frac{\gamma}{2}}\left(\prod_{k=1}^{m} r\left(D_{k}, a_{k}\right)\right)^{1-\frac{\gamma}{m}}
$$

In [11, Theorem 6.11] for any different points $a_{k}$ on the circle $\left|a_{k}\right|=1, k=\overline{1, m}$ ( $m \geq 2$ ), and any pairwise non-overlapping domains $D_{k} \subset \overline{\mathbb{C}}$ such that $a_{k} \in D_{k}$, $k=\overline{1, m}$, the inequality

$$
\prod_{k=1}^{m} r\left(D_{k}, a_{k}\right) \leq\left(\frac{4}{m}\right)^{m}
$$

is proved. Thus,

$$
r^{\gamma}\left(D_{0}, 0\right) \prod_{k=1}^{m} r\left(D_{k}, a_{k}\right) \leq m^{-\frac{\gamma}{2}}\left(\frac{4}{m}\right)^{m-\gamma}
$$

Finally, upon combining (2.2) and the last inequality, we easily see that, the following relation

$$
R^{\gamma}\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right) \leq \prod_{p=1}^{n}\left[m^{-\frac{\gamma}{2}}\left(\frac{4}{m}\right)^{m-\gamma}\right]=m^{-\frac{\gamma n}{2}}\left(\frac{4}{m}\right)^{n(m-\gamma)}
$$

holds. Thus, Theorem 2.1 is proved.
Remark 2.2 If $\gamma=m$, then under all conditions of above posed Theorem 2.1, the inequality

$$
R^{m}\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right) \leq m^{-\frac{m n}{2}}
$$

holds.
Theorem 2.3 Let $m, n \in \mathbb{N}, m \geq 2, \gamma \in(0, m]$. Then, for any system of different points of the form (1.1) $\left\{\mathbb{A}_{k}\right\}_{k=1}^{m}=\left\{a_{p}^{(k)}\right\}_{k=1}^{m} \in \overline{\mathbb{C}}^{n}, p=\overline{1, n}$, such that $\mathbb{A}_{k} \in$ $\Gamma_{n}, k=\overline{1, m}$, and for any collection of mutually non-overlapping polycylindrical domains $\mathbb{B}_{0}, \mathbb{B}_{k}, \mathbb{A}_{0}=[0]^{n} \in \mathbb{B}_{0} \subset \overline{\mathbb{C}}^{n}, \mathbb{A}_{k} \in \mathbb{B}_{k} \subset \overline{\mathbb{C}}^{n}, k=\overline{1, m}$, and $\mathbb{B}_{k}$, $k=\overline{1, m}$, are mirror-symmetric relative to $\Gamma_{n}$, the inequality (2.1) holds.

The proof of Theorem 2.3 is similar to that of Theorem 2.1, so we have chosen to omit the analogous details.

Theorem 2.4 Let $m, n \in \mathbb{N}, m \geq 2, \gamma \in\left(0, \frac{m+2}{2}\right]$. Then, for any system of different points of the form (1.1) $\left\{\mathbb{A}_{k}\right\}_{k=1}^{m}=\left\{a_{p}^{(k)}\right\}_{k=1}^{m} \in \overline{\mathbb{C}}^{n}, p=\overline{1, n}$, such that $\mathbb{A}_{k} \in$ $\Gamma_{n}, k=\overline{1, m}$, and for any collection of mutually non-overlapping polycylindrical domains $\mathbb{B}_{0}, \mathbb{B}_{\infty}, \mathbb{B}_{k}, \mathbb{A}_{0}=[0]^{n} \in \mathbb{B}_{0} \subset \overline{\mathbb{C}}^{n}, \mathbb{A}_{\infty}=[\infty]^{n} \in \mathbb{B}_{\infty} \subset \overline{\mathbb{C}}^{n}, \mathbb{A}_{k} \in$ $\mathbb{B}_{k} \subset \overline{\mathbb{C}}^{n}, k=\overline{1, m}$, the inequality

$$
\left(R\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) R\left(\mathbb{B}_{\infty}, \mathbb{A}_{\infty}\right)\right)^{\gamma} \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right) \leq(m+1)^{-\gamma \frac{n(m+1)}{m+2}}\left(\frac{4}{m}\right)^{m n\left(1-\frac{2 \gamma}{m+2}\right)}
$$

holds.
Proof The proof of Theorem 2.4 is based on constructions given in proof of the Theorem 2.1. First, let us consider the following product

$$
J_{m}(\gamma)=\left(r\left(D_{0}, 0\right) r\left(D_{\infty}, \infty\right)\right)^{\gamma} \prod_{k=1}^{m} r\left(D_{k}, a_{k}\right),
$$

where $\gamma \in\left(0, \frac{m+2}{2}\right], D_{0}, D_{\infty}, D_{1}, D_{2}, \ldots, D_{m}, m \geq 2$, are mutually nonoverlapping domains in $\overline{\mathbb{C}}, a_{0}=0,\left|a_{k}\right|=1, k=\overline{1, m}, 0 \in D_{0} \subset \overline{\mathbb{C}}, \infty \in D_{\infty} \subset \overline{\mathbb{C}}$, $a_{k} \in D_{k} \subset \overline{\mathbb{C}}, k=\overline{1, m}$. Using inequalities (2.3) and (2.4), we have

$$
\begin{aligned}
& r\left(D_{0}, 0\right) \leq\left[r^{2}\left(D_{\infty}, \infty\right)+\sum_{k=1}^{m} \frac{r^{2}\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{4}}\right]^{-\frac{1}{2}} \\
& r\left(D_{\infty}, \infty\right) \leq\left[r^{2}\left(D_{0}, 0\right)+\sum_{k=1}^{m} r^{2}\left(D_{k}, a_{k}\right)\right]^{-\frac{1}{2}}
\end{aligned}
$$

Taking into account the Cauchy inequality

$$
\left(r^{2}\left(D_{\infty}, \infty\right)+\sum_{k=1}^{m} \frac{r^{2}\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{4}}\right)^{\frac{1}{2}} \geq(m+1)^{\frac{1}{2}}\left[r\left(D_{\infty}, \infty\right) \prod_{k=1}^{m} \frac{r\left(D_{k}, a_{k}\right)}{\left|a_{k}\right|^{2}}\right]^{\frac{1}{m+1}}
$$

and

$$
\left(r^{2}\left(D_{0}, 0\right)+\sum_{k=1}^{m} r^{2}\left(D_{k}, a_{k}\right)\right)^{\frac{1}{2}} \geq(m+1)^{\frac{1}{2}}\left[r\left(D_{0}, 0\right) \prod_{k=1}^{m} r\left(D_{k}, a_{k}\right)\right]^{\frac{1}{m+1}} .
$$

Upon combining two previous inequalities we easily see that

$$
r\left(D_{0}, 0\right) r\left(D_{\infty}, \infty\right) \leq \frac{\left(\prod_{k=1}^{m}\left|a_{k}\right|\right)^{\frac{2}{m+2}}}{(m+1)^{\frac{m+1}{m+2}}\left(\prod_{k=1}^{m} r\left(D_{k}, a_{k}\right)\right)^{\frac{2}{m+2}}}
$$

And we thus find that

$$
J_{m}(\gamma) \leq(m+1)^{-\gamma \frac{m+1}{m+2}}\left(\prod_{k=1}^{m} r\left(D_{k}, a_{k}\right)\right)^{1-\frac{2 \gamma}{m+2}}\left(\prod_{k=1}^{m}\left|a_{k}\right|\right)^{\frac{2 \gamma}{m+2}} .
$$

By the virtue of $\left[11\right.$, Theorem 6.11] and condition $\left|a_{k}\right|=1, k=\overline{1, m}$, we conclude that

$$
J_{m}(\gamma) \leq(m+1)^{-\gamma \frac{m+1}{m+2}}\left(\frac{4}{m}\right)^{m\left(1-\frac{2 \gamma}{m+2}\right)}
$$

Thus, using the fact that

$$
\begin{gathered}
\left(R\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) R\left(\mathbb{B}_{\infty}, \mathbb{A}_{\infty}\right)\right)^{\gamma} \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right)= \\
=\prod_{p=1}^{n}\left[\left(r\left(B_{p}^{(0)}, 0\right) r\left(B_{p}^{(\infty)}, \infty\right)\right)^{\gamma} \prod_{k=1}^{m} r\left(B_{p}^{(k)}, a_{p}^{(k)}\right)\right]
\end{gathered}
$$

and for a fixed $p=\overline{1, n}$ the domains $B_{p}^{(0)}, B_{p}^{(\infty)}, B_{p}^{(k)}, k=\overline{1, m}$, form a system of pairwise non-overlapping domains on the complex plane $\overline{\mathbb{C}}$, it is easy to see that

$$
\left(R\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) R\left(\mathbb{B}_{\infty}, \mathbb{A}_{\infty}\right)\right)^{\gamma} \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right) \leq(m+1)^{-\gamma \frac{n(m+1)}{m+2}}\left(\frac{4}{m}\right)^{m n\left(1-\frac{2 \gamma}{m+2}\right)}
$$

Theorem 2.4 is proved.
Remark 2.5 If $\gamma=\frac{m+2}{2}$, then under all conditions of above posed Theorem 2.4, the inequality holds

$$
\left(R\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) R\left(\mathbb{B}_{\infty}, \mathbb{A}_{\infty}\right)\right)^{\frac{m+2}{2}} \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right) \leq(m+1)^{-\frac{n(m+1)}{2}}
$$

From Theorem 2.4 (see also, [11, p. 176]), we obtain the following result.

Theorem 2.6 Let $m, n \in \mathbb{N}, m \geq 2, \gamma \in\left(0, \frac{m+2}{2}\right]$ and $\mathbb{B}_{0} \subset \mathbb{U}^{n}$. Then, for any system of different points of the form (1.1) $\left\{\mathbb{A}_{k}\right\}_{k=1}^{m}=\left\{a_{p}^{(k)}\right\}_{k=1}^{m} \in \overline{\mathbb{C}}^{n}, p=\overline{1, n}$, such that $\mathbb{A}_{k} \in \Gamma_{n}, k=\overline{1, m}$, and for any collection of mutually non-overlapping polycylindrical domains $\mathbb{B}_{0}, \mathbb{B}_{k}, \mathbb{A}_{0}=[0]^{n} \in \mathbb{B}_{0} \subset \overline{\mathbb{C}}^{n}, \mathbb{A}_{k} \in \mathbb{B}_{k} \subset \overline{\mathbb{C}}^{n}, k=\overline{1, m}$, and $\mathbb{B}_{k}, k=\overline{1, m}$, are mirror-symmetric relative to $\Gamma_{n}$, the following inequality holds

$$
R^{2 \gamma}\left(\mathbb{B}_{0}, \mathbb{A}_{0}\right) \prod_{k=1}^{m} R\left(\mathbb{B}_{k}, \mathbb{A}_{k}\right) \leq(m+1)^{-\gamma \frac{n(m+1)}{m+2}}\left(\frac{4}{m}\right)^{m n\left(1-\frac{2 \gamma}{m+2}\right)}
$$
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# Some Properties of the Solutions Space of Irregular Elliptic Systems 
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#### Abstract

In this paper we prove Liouville theorem for the irregular nonhomogeneous Cauchy-Riemann equation depended on parameters and we show that qualitative properties of generalized analytic vectors strongly depend on the asymptotic parameters. We give an explicit formula for the solutions of the special type elliptic system of two unknown functions by the spectrum of the corresponding matrix. This result is a revision of the similarity principle for the elliptic system in a whole complex plane.
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## 1 Introduction and Motivation

A matrix elliptic system of the form

$$
\begin{equation*}
\partial_{\bar{z}} W(z, \bar{z})=V(z, \bar{z}) W(z, \bar{z})+U(z, \bar{z}) \overline{W(z, \bar{z})} \tag{1.1}
\end{equation*}
$$

on the domain $D \subset \mathbf{C}_{(z, \bar{z})}$, where $V(z, \bar{z})$ and $U(z, \bar{z})$ are the matrix functions, given on $D$ and $W(z, \bar{z})$ is an unknown vector function, is the generalization of the Carleman-Bers-Vekua equation

$$
\begin{equation*}
\partial_{\bar{z}} \omega+A \omega+B \bar{\omega}=0, \tag{1.2}
\end{equation*}
$$

[^15]where $A$ and $B$ is a pair of regular coefficients (functions) on a complex plane $\mathbf{C}$ and $\partial_{\bar{z}}$ is an operator of partial derivation with respect to the independent variable $\bar{z}$ in generalized (Sobolev) sense [16]. We call the Eq. (1.2) regular on $\mathbf{C}$ if the coefficients $A$ and $B$ are regular. It means that both $A$ and $B$ belong to the space $L_{p, 2}, p>2$. By the definition $L_{p, 2}, p>2$ consists of all functions $g$ defined on the whole plane satisfying the conditions
$$
\iint_{D}|g(\xi)|^{p} d D<\infty, \quad \iint_{D} \frac{1}{|z|^{2 p}}\left|g\left(\frac{1}{z}\right)\right|^{p} d D<\infty
$$
where $D=\{|z| \leq 1\}$ is a unit disc (see $[1,3,6]$ ). Similarly, the system (1.1) is called regular if the entries of the matrix functions $V$ and $W$ are regular. Hence, we call (1.1) or (1.2) irregular, if at least one coefficient is not regular.

The generalized solutions of the system (1.1) and Eq.(1.2) are called the generalized analytic vectors [3] and generalized analytic functions respectively [16]. General representation of generalized analytic functions by the analytic functions is the strongest tool in order to investigate the solutions of the Eq. (1.2). In particular, the following takes place

$$
\begin{equation*}
\omega=f \exp (T) \tag{1.3}
\end{equation*}
$$

where $f$ is an arbitrary entire function and the function $T=T(z)$ is evaluated by the formula

$$
T(z)=\frac{1}{\pi} \iint_{D}\left(A(\xi)+B(\xi) \frac{\overline{\omega(\xi)}}{\omega(\xi)}\right) \frac{1}{\xi-z} d D_{\xi}
$$

Obtained representation of the solution by means of the entire function is crucial for the solutions of (1.2) in order to get the analogue of the Liouville classical theorem. Due to the regularity of the coefficients of equation, the factor $\exp (T)$ is continuous on the whole plane, never equals zero and $\exp (T) \rightarrow 1, z \rightarrow \infty$. Such representation of the solution of the Eq. (1.2) is known as the main lemma [16] or the similarity principle [2] in theory of generalized analytic or pseudo-analytic functions theory.

Respectively, if the coefficients of the Eq. (1.2) are regular, solution $\omega$ is bounded and is zero at some point of the plane then it is identically zero. Thus, every bounded solution of the Eq. (1.2) with regular coefficients has exactly the same property as the entire function of a complex variable; in particular, there is an alternative: either the solution is not zero anywhere or is identically zero. At the same time one principal difference should be mentioned. The bounded entire function is constant, whereas the bounded solution of the Eq. (1.2) except of some special cases, is not constant. This makes difficult describe effectively the solutions of the Eq. (1.2) with $O\left(z^{N}\right)$ asymptotic at infinity, in particular to obtain representation of type (1.3).

The Liouville theorem, which we will use below, has the following form:
Theorem 1.1 (J. Liouville) Let $w$ be classical (of class $C^{1}$ ) solution of the equation $\partial_{\bar{z}} \omega=0$ on the whole complex plane $\mathbf{C}$, for which there exists nonnegative integer number $N$, such that

$$
\begin{equation*}
\omega(z)=O\left(z^{N}\right), \quad z \rightarrow \infty . \tag{1.4}
\end{equation*}
$$

Then

$$
w(z)=a_{0}+a_{1} z+\ldots+a_{N} z^{N}
$$

where $a_{0}, a_{1}, \ldots, a_{N}$ are complex numbers.
From this it follows that if we denote by $\Omega(N)$ the solutions space of equation $\partial_{\bar{z}} \omega=0$ with properties (1.4), then $\operatorname{dim}_{\mathbf{C}} \Omega(N)=N+1$. Finiteness of the dimensions of the solution space of the system of type (1.1), which follows from the Liouville theorem, guarantees successful application of algebraic-topological methods for the investigation of the space of holomorphic sections or deformation of complex structures of the vector bundle $[4,7,8]$.

Many fundamental works and monographs (see [3,5, 6, 11, 14-17]) are dedicated to the generalization of Theorem 1.1 for the solutions spaces of the Eqs. (1.1) and (1.2). As it was mentioned above for the solution of the Eq. (1.2), obtained analogue of Liouville classical theorem is essentially based on the principal limitation for the coefficients $A$ and $B$ of the Eq.(1.2)-they must be regular. Theoretically (also for the analysis of applied problems) the largest interest is attracted to find the analogues of Liouville classical theorem for the Eq. (1.2) when these coefficients are not regular. Recent research [10, 12] shows that irregular systems of type (1.1) arise from the problems of mathematical physics. For such equations the Liouville type theorems are obtained in the works of several authors [11, 17]. It seems to be most notable the simplest case of the coefficients $A=$ const $\neq 0, B=$ const $\neq 0$. Exactly, for these coefficients the most important results related with the Liouville type theorem has been obtained in [17]. In general, for the regular system of type (1.1) the Liouville theorem is not valid (see [6]).

In the next section we consider irregular elliptic system of type $\partial_{\bar{z}} W(z, \bar{z})=$ $V(z, \bar{z}) W(z, \bar{z})$ and investigate solutions space of such system in the case of two equations in detail.

## 2 Main Theorem

Let $m \in \mathbf{N}$ and $a_{k p}, b_{k p} 1 \leq k, p \leq m$ be given real valued functions on the domain $D \subset \mathbf{R}_{(x, y)}^{2}$. Consider the first order elliptic system

$$
\begin{equation*}
\frac{\partial u_{k}}{\partial x}+\sum_{p=1}^{m} a_{k p} \frac{\partial u_{p}}{\partial y}=\sum_{p=1}^{m} b_{k p} u_{p} \tag{2.1}
\end{equation*}
$$

with unknown vector function $\left(u_{1}, \ldots, u_{m}\right)$. From the ellipticity if follows that the equation $\operatorname{det}\left(\left(a_{j k}(x, y)\right)_{j, k=1}^{m}-\lambda \mathbf{I}\right)=0$ has only complex solutions for every $(x, y) \in D$, where $\mathbf{I}$ is identity matrix.

Below we consider special case of the system (2.1) which in complex notation $\omega_{k}=u_{2 k-1}+i u_{2 k}, \quad k=1,2, \ldots, n, n=\frac{m}{2}$, has the form

$$
\begin{equation*}
\partial_{\bar{z}} \omega_{k}=\sum_{p=1}^{n} \tau_{k p} \omega_{p}, \quad 1 \leq k \leq n, \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{k p}=\gamma \alpha_{k p}, \quad 1 \leq k, p \leq n, \tag{2.3}
\end{equation*}
$$

where $\alpha_{k p}$ are complex numbers and $\gamma$ is a complex valued continous function on the whole complex plane.

We call that the continous function $\left(\omega_{1}, \ldots, \omega_{n}\right)$ is the solution of the system (2.2), if it satisfies (2.2) at all points of $\mathbf{C}$.

In the following lemma we give an effective formula for the solutions of the system (2.2) with assumption (2.3) by the spectrum of constant matrix $\left(\alpha_{i j}\right)_{i, j=1}^{n}$. We give the formulation and the proof of this lemma for the system of two equations. Note that, the theorem is true for an arbitrary $n$.

Consider now the elliptic system of the equations

$$
\begin{equation*}
\partial_{\bar{z}} \omega_{1}=\tau_{11} \omega_{1}+\tau_{12} \omega_{2}, \quad \partial_{\bar{z}} \omega_{2}=\tau_{21} \omega_{1}+\tau_{22} \omega_{2}, \tag{2.4}
\end{equation*}
$$

where the functions $\tau_{k p}$ satisfy the conditions (2.3). Suppose $\lambda_{1}$ and $\lambda_{2}$ are eigenvalues of the matrix $\left(\alpha_{i j}\right)_{i, j=1}^{2}$ and $H=\left(h_{1}, h_{2}\right), G=\left(g_{1}, g_{2}\right)$ are the corresponding eigenvectors.

Lemma 2.1 The general solutions of the system (2.4) are

$$
\begin{equation*}
\omega_{1}=\Phi_{1} h_{1} e^{\lambda_{1} \Gamma}+\Phi_{2} g_{1} e^{\lambda_{2} \Gamma}, \quad \omega_{2}=\Phi_{1} h_{2} e^{\lambda_{1} \Gamma}+\Phi_{2} g_{2} e^{\lambda_{2} \Gamma} . \tag{2.5}
\end{equation*}
$$

Here $\Phi_{1}$ and $\Phi_{2}$ are arbitrary entire functions, $\Gamma$ is some $\partial_{\bar{z}}$-primitive of the continuous function $\gamma$.

Proof Indeed, direct computations show that (2.5) satisfy the Eq. (2.4). Assume that $\omega_{1}$ and $\omega_{2}$ are defined on the whole complex plane and satisfy (2.4). We have to prove that they have the form (2.5). Fix some point $z$ on complex plane and for the pair of complex numbers $\Phi_{1}(z), \Phi_{2}(z)$ consider the system of algebraic equations

$$
\begin{aligned}
& h_{1} e^{\lambda_{1} \Gamma(z)} \Phi_{1}(z)+g_{1} e^{\lambda_{2} \Gamma(z)} \Phi_{2}(z)=\omega_{1}(z), \\
& h_{2} e^{\lambda_{1} \Gamma(z)} \Phi_{1}(z)+g_{2} e^{\lambda_{2} \Gamma(z)} \Phi_{2}(z)=\omega_{2}(z) .
\end{aligned}
$$

The matrix of this system

$$
K=\left(\begin{array}{ll}
h_{1} e^{\lambda_{1} \Gamma(z)} & g_{1} e^{\lambda_{2} \Gamma(z)} \\
h_{2} e^{\lambda_{1} \Gamma(z)} & g_{2} e^{\lambda_{2} \Gamma(z)}
\end{array}\right)
$$

is nondegenerate, because the vectors $H$ and $G$ are linearly independent and therefore $s=h_{1} g_{2}-h_{2} g_{1} \neq 0$. From the identity

$$
s\binom{\Phi_{1}(z)}{\Phi_{2}(z)}=K^{-1}\binom{\omega_{1}(z)}{\omega_{2}(z)}
$$

it follows that

$$
s \partial_{\bar{z}}\binom{\Phi_{1}}{\Phi_{2}}=\partial_{\bar{z}}\left(K^{-1}\binom{\omega_{1}}{\omega_{2}}\right)=\gamma T,
$$

where

$$
T=\binom{e^{-\lambda_{1} \Gamma(z)}\left(-\lambda_{1} g_{2}+\alpha_{11} g_{2}-\alpha_{21} g_{1}\right) e^{-\lambda_{2} \Gamma(z)}\left(\lambda_{1} g_{1}+\alpha_{12} g_{2}-\alpha_{22} g_{1}\right)}{e^{-\lambda_{1} \Gamma(z)}\left(-\lambda_{2} h_{2}-\alpha_{11} h_{2}-\alpha_{21} h_{1}\right) e^{\lambda_{2} \Gamma(z)}\left(-\lambda_{2} h_{1}-\alpha_{12} h_{2}+\alpha_{22} h_{1}\right)} .
$$

Since $\lambda_{1}+\lambda_{2}=\alpha_{11}+\alpha_{22}$, we obtain that

$$
\partial_{\bar{z}} \Phi_{1} \equiv \partial_{\bar{z}} \Phi_{2} \equiv 0
$$

The lemma is proved.
Remark 2.2 Here we assume the existence of $\partial_{\bar{z}}$-primitive of continous function $\gamma$. For the irregular equations of type (1.2), difference from regular case, existence of primitive distinct non-trivial problem (see [9]).

Get back to (2.3) and suppose that the function $\gamma$ has a specific form:

$$
\gamma_{\nu, \mu}=\left\{\begin{array}{cc}
0, & \text { if } \quad z=0, \\
|z|^{\nu} \exp (i \mu \varphi), & \text { if } \quad z \neq 0 .
\end{array}\right.
$$

Here $\varphi=\arg z, v>0$ is a real number and $\mu$ is a nonnegative integer.
To find explicitly $\partial_{\bar{z}}$-primitive of $\gamma_{\nu, \mu}$ rewrite it in the form

$$
\gamma_{v, \mu}=z^{\frac{v+\mu}{2}} \frac{v-\mu}{2} .
$$

After the formal integration with respect to $\bar{z}$ we obtain

$$
\int \gamma_{v, \mu} d \bar{z}=\frac{2 \bar{z}}{v-\mu+2} \gamma_{v, \mu}
$$

It means that, when the parameters $v, \mu$ satisfy the inequality $v-\mu+2 \neq 0$, all $\partial_{\bar{z}}$-primitives $\Gamma_{\mu, \nu}$ of the continuous function $\gamma_{\mu, \nu}$ have the form

$$
\Gamma_{v, \mu}=\frac{2 \bar{z}}{v-\mu+2} \gamma_{v, \mu}+\Phi(z)
$$

where $\Phi$ is an arbitrary entire function. Indeed, to prove the identity $\partial_{\bar{z}} \Gamma_{\nu, \mu}=$ $\gamma_{\nu, \mu}(z), \quad z \in \mathbf{C}$ it is sufficient to rewrite $\partial_{\bar{z}}$ operator in polar coordinates.

Let $N$ be a nonnegative integer and $\delta$ be a nonnegative real number. Denote by $\Omega(N, \delta)$ such ( $\omega_{1}, \omega_{2}$ ) solutions of system (2.4), with $\gamma=\gamma_{\nu, \mu}$, which at infinity satisfy the condition

$$
\begin{equation*}
\max _{1 \leq k \leq 2}\left|\omega_{k}(z)\right|=O\left(z^{N} \exp \left(\delta|z|^{\nu+1}\right), \quad z \rightarrow \infty\right. \tag{2.6}
\end{equation*}
$$

It is clear that $\Omega(N, \delta)$ is the vector space over $\mathbf{C}$.
Theorem 2.3 (The Liouville Theorem with Parameters) If the parameters $v, \mu$ of the irregular equation

$$
\begin{equation*}
\partial_{\bar{z}} \omega=\lambda|z|^{\nu} \exp (i \mu \varphi) \omega \tag{2.7}
\end{equation*}
$$

satisfy the condition

$$
\begin{equation*}
|\mu-1|>2(v+1), \tag{2.8}
\end{equation*}
$$

then the solution space $\Omega(N, \delta)$ of (2.7) with condition (2.6) has finite dimension and $\operatorname{dim}_{\mathbf{C}} \Omega(N, \delta)=N+1$, where $\delta=\frac{|\lambda|}{|\mu-\nu+2|}$ and $\lambda \in \mathbf{C}$ defined form (2.3), when $n=1$.

Proof The proof of the theorem bases on the explicit representation of the solutions of Eq. (2.7) and the application of Phragmén-Lindelöf principle for such solution.

The solution of (2.7) has form

$$
\begin{equation*}
\omega(z)=\Phi(z) \exp \left\{\frac{2 \lambda}{v-\mu+2}|z|^{\nu+1}\right\} \exp \{i(\mu-1) \varphi\}, \quad \varphi=\arg z \tag{2.9}
\end{equation*}
$$

where $\Phi(z)$ is an arbitrary entire function. From this follows that along all ray

$$
\Gamma_{\varphi_{*}}=\left\{z: z=r e^{i \varphi_{*}}\right\}, \quad r>0,(\mu-1) \varphi_{*}=2 \pi k, k=0, \pm 1, \pm 2, \ldots,
$$

$\Phi(z)$ satisfies the condition $\Phi(z)=O\left(z^{N}\right), z \rightarrow \infty, \quad z \in \Gamma_{\varphi_{*}}$. Therefore, $\Phi(z)=O\left(z^{N}\right), z \rightarrow \infty$. It means that $\operatorname{dim}_{\mathbf{C}} \Omega(N, \delta)=N+1$. The theorem is proved.

In the Lemma 2.1 we additionally required that the eigenvalues $\lambda_{1}$ and $\lambda_{2}$ of elliptic system (2.4) satisfy the condition $\left|\lambda_{1}\right|=\left|\lambda_{2}\right|$.

Proposition 2.4 Let $\gamma=\gamma_{\nu, \mu}$ and $\left|\lambda_{1}\right|=\left|\lambda_{2}\right|=\lambda_{0}$ in the system (2.4) satisfy the inequality (2.8), then

$$
\begin{equation*}
\operatorname{dim}_{\mathbf{C}} \Omega\left(N, \frac{2 \lambda_{0}}{|\mu-v+2|}\right)=2(N+1) \tag{2.10}
\end{equation*}
$$

for every nonnegative integer $N$.
The basis of $\Omega\left(N, \frac{2 \lambda_{0}}{|\nu-\mu+2|}\right)$ is the system of vectors

$$
\tilde{H}, z \tilde{H}, z^{2} \tilde{H}, \ldots, z^{N} \tilde{H}, \quad \tilde{G}, z \tilde{G}, z^{2} \tilde{G}, \ldots, z^{N} \tilde{G}
$$

where $\tilde{H}=e^{\lambda_{1} \Gamma_{v, \mu}} H, \tilde{G}=e^{\lambda_{2} \Gamma_{v, \mu}} G$ and $H=\left(h_{1}, h_{2}\right), G=\left(g_{1}, g_{2}\right)$ are the eigenvectors corresponding to the eigenvalues $\lambda_{1}, \lambda_{2}$.

Proof By Lemma 2.1 the general solutions of the system (2.4) are expressed by the pair of eigenvalues and arbitrary entire functions. On the other hand by the Theorem 2.3 numbers of independent solutions of scalar equation satisfying condition (2.8) equal to $N+1$. Hence for the system of two equations the dimension of the vector space of the solutions of the system (2.4) satisfying the condition (2.8) will be $2(N+$ $1)$. The proposition is proved.

Note that if the inequality (2.8) is not fulfilled, then in general the equality (2.10) is not valid. In particular, if

$$
\begin{equation*}
|\mu-1|<2(\nu+1), \tag{2.11}
\end{equation*}
$$

then

$$
\operatorname{dim}_{\mathbf{C}} \Omega\left(N, \frac{2 \lambda_{0}}{|\mu-v+2|}\right)=\infty
$$

Example Let $\mu=-v$, then for such $\mu$ and $\nu$ the relation (2.11) is valid and $\mid \mu-$ $v+2 \mid \neq 0$. The corresponding function $\gamma_{v,-v}$ has the form $\gamma_{v,-v}=\bar{z}^{\nu}$. Consider the equation

$$
\begin{equation*}
\partial_{\bar{z}} \omega=\lambda_{0} \bar{z}^{v} \omega, \tag{2.12}
\end{equation*}
$$

where $\lambda_{0} \neq 0$ and $v$ nonnegative integer as above. The solutions of (2.12) are the functions

$$
\begin{equation*}
\omega=\Psi(z) \exp \left(\lambda_{0} \frac{\bar{z}^{v+1}}{v+1}\right) \tag{2.13}
\end{equation*}
$$

where $\Psi(z)$ is arbitrary entire function. $\omega \in \Omega(N, \delta)$ if and only if

$$
\begin{equation*}
|\omega|=|\Psi(z)|\left|\exp \left(\frac{\lambda_{0}}{v+1} \bar{z}^{\nu+1}\right)\right| \leq M|z|^{N} \exp \left(\frac{\left|\lambda_{0}\right|}{v+1}|z|^{\nu+1}\right) . \tag{2.14}
\end{equation*}
$$

Denote by $f(z)=\Psi(z) e^{\frac{\bar{\lambda}_{0}}{v+1} z^{v+1}}$. Then from (2.14) we have the estimation

$$
\begin{gathered}
|\Psi(z)|\left|\exp \left(\frac{\bar{\lambda}_{0}}{v+1} z^{v+1}\right) \exp \left(\frac{\lambda_{0}}{v+1} \bar{z}^{v+1}-\frac{\bar{\lambda}_{0}}{v+1} z^{v+1}\right)\right|= \\
|f(z)|\left|\exp \left(\frac{\lambda_{0}}{v+1} \bar{z}^{v+1}-\frac{\bar{\lambda}_{0}}{v+1} z^{v+1}\right)\right| \leq M|z|^{N} \exp \left(\frac{\left|\lambda_{0}\right|}{v+1}|z|^{v+1}\right) .
\end{gathered}
$$

Therefore

$$
|f(z)| \leq M|z|^{N} \exp \left(\frac{\left|\lambda_{0}\right|}{v+1}|z|^{v+1}\right)
$$

The space of entire functions satisfying the last inequality have infinite dimension.
Remark 2.5 Denote $W=\left(\omega_{1}, \omega_{2}\right)$ and by $T=\left(\tau_{i, j}\right)_{i, j=1}^{2}$. Then the system (2.4) obtains the form $\partial_{\bar{z}} W=T W$. Let $C$ be an invertible analytic matrix function. Then the systems $\partial_{\bar{z}} W=T W$ and $\partial_{\bar{z}} W_{1}=T_{1} W_{1}$, where $T_{1}=C T C^{-1}$ are equivalent (see Sect. 1) and therefore Lemma 2.1 and Proposition 2.4 are true for such systems also.

Acknowledgments This work is supported by Shota Rustaveli National Science Foundation grant N FR17-96.

## References

1. G. Akhalaia, G. Giorgadze, V. Jikia, N. Kaldani, G. Makatsaria, N. Manjavidze, Elliptic systems on Riemann surface. Lect. Notes of TICMI, 13, (2012)
2. L. Bers, Theory of Pseudo-Analytic Functions (New York University of Institute Mathematics Mechanics, New York, 1953)
3. B. Bojarski, Theory of generalized analytic vectors. Ann. Polon. Math. 17, 281-320 (1966)
4. B. Bojarski, G. Giorgadze, Some analytical and geometric aspect of the stable partial indices. Proc. I. Vekua Inst. Appl. Math. 61-62, 14-32 (2012)
5. A. Douglis, A function-theoretic approach to elliptic systems of equations in two variables. Commun. Pure Appl. Math. 6, 259-289 (1953)
6. R. Gilbert, J. Buchanan, First Order Elliptic Systems: A Function Theoretic Approach (Academic Press, Cambridge, 1983)
7. G. Giorgadze, Geometric aspects of generalized analytic functions, in Topics in Analysis and its Applications, ed. by H. Begehr, G. Barsegian. NATO Science Series, vol. 147 (Springer, Berlin, 2004), pp. 69-81
8. G. Giorgadze, Moduli space of complex structures. J. Math. Sci. 160, 697-716 (2009)
9. G. Giorgadze, V. Jikia, On some properties of generalized analytic functions induced from irregular Carleman-Bers-Vekua equations. J. Complex Variables Elliptic Equ. Int. J. 58(9), 1183-194 (2013)
10. P. Grinevich, R. Novikov, Moutard transform for generalized analytic functions. J. Geom. Anal. 26(4), 2984-2995 (2016)
11. G. Makatsaria, Liouville-type theorems for generalized analytic functions. Bull. Acad. Sci. Georgian SSR 113(3), 485-488 (1984)
12. A. Meziani, Representation of solutions of a singular Cauchy-Riemann equation in the plane. J. Complex Var. Elliptic Equ. Int. J. 53(12), 1111-1130 (2008)
13. R. Novikov, I. Taimanov, Mourand type transformation for matrix generalized analytic functions and gauge transformations. Russ. Math. Surv. 71(5), 179-180 (2016)
14. A. Soldatov, Hyperanalytic functions and their applications. J. Math. Sci. 132, 827-882 (2006)
15. Z.D. Usmanov, Generalized Cauchy-Riemann Systems with a Singular Point (Longman, Harlow, 1997)
16. I.N. Vekua, Generalized Analytic Functions (Pergamon, Oxford, 1962)
17. V.S. Vinogradov, Liouville's theorem for generalized analytic functions. Dokl. Akad. Nauk SSSR 183, 503-508 (1968)

# Bases in Commutative Algebras of the Second Rank and Monogenic Functions Related to Some Cases of Plane Orthotropy 

S. V. Gryshchuk


#### Abstract

Among all two-dimensional commutative associative algebras of the second rank with unity over the field of complex numbers we want to find all pairs $\left(\mathbb{B}_{*},\left\{e_{1}, e_{2}\right\}\right)$, where $\mathbb{B}_{*}$ is an algebra and $\left\{e_{1}, e_{2}\right\}$ are its bases such that $e_{1}^{4}+2 p e_{1}^{2} e_{2}^{2}+e_{2}^{4}=0$ for every fixed $p,-1<p<1$. This problem is solved in an explicit form. An approach of $\mathbb{B}_{*}$-valued "analytic" functions $\Phi\left(x e_{1}+y e_{2}\right)$ ( $\left\{e_{1}, e_{2}\right\}$ is fixed, $x$ and $y$ are real variables), such that their real-valued functionscomponents satisfy the equation on finding the stress function in certain cases of orthotropic plane deformations, is developing.
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## 1 Statement of the Problem

Let $p$ be an arbitrary fixed number such that $-1<p<1$. We assume that a model of an elastic anisotropic medium occupied a bounded domain $D$ of the Cartesian plane $x O y$ is a homogeneous (cf., e.g., [1, p. 25]) plane orthotropic (cf., e.g., [1, p. 35]) body, therefore, it physically obeys Hooke's generalized law (to be more exact, an element of the class of Hooke's generalized laws including the

[^16]corresponding parameters $p$ and $a_{12}$ ) of the form
\[

\left($$
\begin{array}{c}
\sigma_{x}  \tag{1.1}\\
\tau_{x y} \\
\sigma_{y}
\end{array}
$$\right)=\left($$
\begin{array}{ccc}
\frac{1}{1-\left(a_{12}\right)^{2}} & 0 & -\frac{a_{12}}{1-\left(a_{12}\right)^{2}} \\
0 & \frac{1}{2\left(p-a_{12}\right)} & 0 \\
-\frac{1}{1-\left(a_{12}\right)^{2}} & 0 & \frac{1}{1-\left(a_{12}\right)^{2}}
\end{array}
$$\right)\left($$
\begin{array}{c}
\varepsilon_{x} \\
\gamma_{x y} \\
\varepsilon_{y}
\end{array}
$$\right)
\]

or, the inverse equivalent form:

$$
\begin{equation*}
\varepsilon_{x}=\sigma_{x}+a_{12} \sigma_{y}, \gamma_{x y}=2\left(p-a_{12}\right) \tau_{x y}, \varepsilon_{y}=a_{12} \sigma_{x}+\sigma_{y} \tag{1.2}
\end{equation*}
$$

where $\sigma_{x}, \tau_{x y}, \sigma_{y}$ and $\varepsilon_{x}, \frac{\gamma_{x y}}{2}, \varepsilon_{y}$ are components of the stress tensor [1] and the strain tensor [1], respectively, and the number $a_{12}$ satisfies the relation $-1<a_{12}<$ $p$. The physical meaning of the parameters $p$ and $a_{12}$ is given in [2], and the case $p>1$ is considered in [3,4] (in this case, $-1<a_{12}<1$ ).

The equation of the stress function $u(x, y)\left(\sigma_{x}\left(x_{0}, y_{0}\right)=\frac{\partial^{2} u}{\partial y^{2}}\left(x_{0}, y_{0}\right)\right.$, $\sigma_{y}\left(x_{0}, y_{0}\right)=\frac{\partial^{2} u}{\partial x^{2}}\left(x_{0}, y_{0}\right), \tau_{x y}\left(x_{0}, y_{0}\right)=-\frac{\partial^{2} u}{\partial x \partial y}\left(x_{0}, y_{0}\right)$ for all $\left.\left(x_{0}, y_{0}\right) \in D\right)$ in the absence of body forces has a form (cf., e.g., [1, 5])

$$
\begin{equation*}
\tilde{l}_{p} u(x, y):=\left(\frac{\partial^{4}}{\partial x^{4}}+2 p \frac{\partial^{4}}{\partial x^{2} \partial y^{2}}+\frac{\partial^{4}}{\partial y^{4}}\right) u(x, y)=0 \forall(x, y) \in D . \tag{1.3}
\end{equation*}
$$

By the same conditions a system of equilibrium equations for displacements known also as the "Lamé system of equilibrium equations" has the following form (see, e.g., $[1,5,6])$ for all $(x, y) \in D$ :

$$
\left\{\begin{array}{l}
B_{11} \frac{\partial^{2} u(x, y)}{\partial x^{2}}+B_{12} \frac{\partial^{2} u(x, y)}{\partial y^{2}}+\frac{\partial^{2} v(x, y)}{\partial x \partial y}=0,  \tag{1.4}\\
B_{21} \frac{\partial^{2} v(x, y)}{\partial^{2} x^{2}}+B_{22} \frac{\partial^{2} v(x, y)}{\partial y^{2}}+\frac{\partial^{2} u(x, y)}{\partial x \partial y}=0,
\end{array}\right.
$$

where

$$
\begin{equation*}
B_{11}=B_{22}:=\frac{2\left(p-a_{12}\right)}{\left(a_{12}\right)^{2}-2 p a_{12}+1}, B_{12}=B_{21}:=\frac{1-\left(a_{12}\right)^{2}}{\left(a_{12}\right)^{2}-2 p a_{12}+1} . \tag{1.5}
\end{equation*}
$$

Let $B_{*}$ denote a two-dimensional commutative associative algebra with unity $e$ over the complex field $\mathbb{C}$ which has a basis $\left\{e_{1}, e_{2}\right\}$ satisfying the condition

$$
\begin{equation*}
\mathcal{L}_{p}\left(e_{1}, e_{2}\right):=e_{1}^{4}+2 p e_{1}^{2} e_{2}^{2}+e_{2}^{4}=0 \tag{1.6}
\end{equation*}
$$

We assume also that every nonzero element $h \in \mu_{e_{1}, e_{2}}:=\left\{x e_{1}+y e_{2}:(x, y) \in \mathbb{R}\right\}$ is invertible (i.e., there exists the inverse element $h^{-1} \in \mathbb{B}_{*}$ such that $h h^{-1}=e$ ), here $\mathbb{R}$ is a field of real numbers.

For any complex numbers $c_{1}$ and $c_{2}$ we introduce the notation

$$
\begin{equation*}
l_{p}\left(c_{1}, c_{2}\right):=c_{1}^{4}+2 p c_{1}^{2} c_{2}^{2}+c_{2}^{4} \tag{1.7}
\end{equation*}
$$

The characteristic equation of the Eq. (1.3) has a form

$$
\begin{equation*}
l_{p}(s, 1) \equiv s^{4}+2 p s^{2}+1=0, s \in \mathbb{C} \tag{1.8}
\end{equation*}
$$

a set of its roots is

$$
\begin{equation*}
\left\{s_{1}, s_{2}, \overline{s_{1}}, \overline{s_{2}}\right\}=: \operatorname{ker} l_{p}(s, 1) \tag{1.9}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{1}=\frac{\sqrt{2(1-p)}}{2}-\frac{\sqrt{2(1+p)}}{2} i, s_{2}=-\frac{\sqrt{2(1-p)}}{2}+\frac{\sqrt{2(1+p)}}{2} i \tag{1.10}
\end{equation*}
$$

$\overline{x+i y}:=x-i y \equiv \operatorname{Re} z-i \operatorname{Im} z, x, y \in \mathbb{R}, z=x+i y, i$ is the imaginary complex unity. Thus, the relation (1.6) is generated by the Eq. (1.8).

In what follows, $(x, y) \in D, \zeta=x e_{1}+y e_{2} \in D_{\zeta}:=\left\{\zeta=x e_{1}+y e_{2}:(x, y) \in\right.$ $D\} \subset \mu_{e_{1}, e_{2}}$.

An arbitrary function $\Phi: D_{\zeta} \longrightarrow \mathbb{B}$ can be presented in the form

$$
\begin{equation*}
\Phi(\zeta)=U_{1}(x, y) e_{1}+U_{2}(x, y) i e_{1}+U_{3}(x, y) e_{2}+U_{4}(x, y) i e_{2} \forall(x, y) \in D \tag{1.11}
\end{equation*}
$$

where $U_{k}: D \longrightarrow \mathbb{R}, k=\overline{1,4}$, are real-valued functions.
We call the function $\Phi$ monogenic if there exists a finite (in the sense of a norm) limit at every point $\zeta \in D_{\zeta}$ :

$$
\begin{equation*}
\Phi^{\prime}(\zeta):=\lim _{h \rightarrow 0, h \in \mu_{e_{1}, e_{2}}}(\Phi(\zeta+h)-\Phi(\zeta)) h^{-1} \tag{1.12}
\end{equation*}
$$

We call $\Phi^{\prime}(\zeta)$ the derivative of a function $\Phi$ at the point $\zeta \in D_{\zeta}$.
A problem of our consideration in the present work is to find all pairs $\left(\mathbb{B}_{*}, \mathcal{B}_{p}\right)$, where $\mathcal{B}_{p}$ is a totality of all required bases $\left\{e_{1}, e_{2}\right\}$, and, to deliver a procedures of finding solutions of Eq. (1.3) and the system (1.4) via monogenic functions $\Phi: D_{\zeta} \longrightarrow \mathbb{B}_{*}$.

Note, that a similar problem is solved in [7-9] for $p=1$, and in [3, 4] for $p>1$.

## 2 Two-Dimensional Algebras Over the Field of Complex Numbers and Their Bases Related to Plane Orthotropy

As it is well known (see, e.g., [10]), there exist (to within an isomorphism) two associative commutative algebras of the second rank with unity $e$ over the field of complex numbers. Those algebras are generated by the bases $\{e, \rho\}$ and $\{e, \omega\}$, respectively:

$$
\begin{align*}
& \mathbb{B}:=\left\{c_{1} e+c_{2} \rho: c_{k} \in \mathbb{C}, k=1,2\right\}, \rho^{2}=0  \tag{2.1}\\
& \mathbb{B}_{0}:=\left\{c_{1} e+c_{2} \omega: c_{k} \in \mathbb{C}, k=1,2\right\}, \omega^{2}=e \tag{2.2}
\end{align*}
$$

It is obvious that the algebra $\mathbb{B}_{0}$ is semisimple and has the basis composed of orthogonal idempotents $\left\{\mathcal{I}_{1}, \mathcal{I}_{2}\right\}$, where

$$
\begin{equation*}
\mathcal{I}_{1}=\frac{1}{2}(e+\omega), \mathcal{I}_{2}=\frac{1}{2}(e-\omega), \mathcal{I}_{1} \mathcal{I}_{2}=0 \tag{2.3}
\end{equation*}
$$

It is obvious that

$$
\begin{equation*}
\mathcal{I}_{1}+\mathcal{I}_{2}=e, \mathcal{I}_{1}-\mathcal{I}_{2}=\omega \tag{2.4}
\end{equation*}
$$

It is clear that if

$$
\begin{equation*}
e_{1}=\alpha_{1} \mathcal{I}_{1}+\alpha_{2} \mathcal{I}_{2}, e_{2}=\beta_{1} \mathcal{I}_{1}+\beta_{2} \mathcal{I}_{2}, \alpha_{k}, \beta_{k} \in \mathbb{C}, k=1,2, \tag{2.5}
\end{equation*}
$$

are basis elements of the algebra (2.2) satisfying condition (1.6), then

$$
e_{1}=\beta_{1} \mathcal{I}_{1}+\beta_{2} \mathcal{I}_{2}, e_{2}=\alpha_{1} \mathcal{I}_{1}+\alpha_{2} \mathcal{I}_{2}
$$

are also basis elements of the algebra (2.2) satisfying condition (1.6).Combining these two cases, we say that relation (2.5) specifies the basis $\left\{e_{1}, e_{2}\right\}$ of $\mathbb{B}_{0}$ satisfying condition (1.6) to within permutations.

Lemma 2.1 The algebra $\mathbb{B}$ does not contain any basis $\left\{e_{1}, e_{2}\right\}$ satisfying condition (1.6).

All bases of the algebra $\mathbb{B}_{0}$ satisfying condition (1.6) to within permutations can be represented in the form

$$
e_{1}=\alpha_{1} \mathcal{I}_{1}+\alpha_{2} \mathcal{I}_{2}, e_{2}=\beta_{1} \mathcal{I}_{1}+\beta_{2} \mathcal{I}_{2}
$$

where the complex numbers $\alpha_{k} \neq 0, \beta_{k} \neq 0, k=1,2$, satisfy one of the following two conditions:
(a) $\beta_{k}=\widetilde{s}_{k} \alpha_{k}, k=1,2$;
(b) $\beta_{1}=\widehat{s}_{1} \alpha_{1}, \beta_{2}=\frac{1}{s_{2}} \alpha_{2}$,
where $\widetilde{s}_{1}$ and $\widetilde{s}_{2}$ are arbitrary distinct elements from $\operatorname{ker} l_{p}(s, 1) ; \widehat{s}_{k} \in \operatorname{ker} l_{p}(s, 1)$, $k=1,2$, such that

$$
\begin{equation*}
\overline{s_{2}} \neq \widehat{s_{1}} . \tag{2.6}
\end{equation*}
$$

Proof Seeking a basis $\left\{e_{1}, e_{2}\right\}$ of the algebra $\mathbb{B}_{0}$ of the form (2.5), we get the condition: $\mathcal{L}_{p}\left(e_{1}, e_{2}\right)=l_{p}\left(\alpha_{1}, \beta_{1}\right) \mathcal{I}_{1}+l_{p}\left(\alpha_{2}, \beta_{1}\right) \mathcal{I}_{2}$. Modifying a method of the prove of [3, Theorem 1] to our case $-1<p<1$, we obtain the validity of all statements of Lemma 2.1.

Using (1.10) we get relations $\frac{1}{s_{k}}=\overline{s_{k}}, k=1,2$, which yield a fact, that a set of pairs ( $\left(\widetilde{s}_{1}, \widetilde{s}_{2}\right)$ is equal to the set of pairs $\left(\widehat{s_{1}}, \frac{1}{s_{2}}\right)$. Thus, a set of bases $\left\{e_{1}, e_{2}\right\}$ generated by the case (b) of Lemma 2.1 is a subset of the totality of bases $\left\{e_{1}, e_{2}\right\}$ generated by the case (a) of Lemma 2.1, and Lemma 2.1 turns into the following form.

Theorem 2.2 The algebra $\mathbb{B}$ does not contain any basis $\left\{e_{1}, e_{2}\right\}$ satisfying condition (1.6).

All bases of the algebra $\mathbb{B}_{0}$ satisfying condition (1.6) can be represented in the form

$$
\begin{equation*}
e_{1}=\alpha \mathcal{I}_{1}+\beta \mathcal{I}_{2}, e_{2}=\widetilde{s}_{1} \alpha \mathcal{I}_{1}+\widetilde{s}_{2} \beta \mathcal{I}_{2} \tag{2.7}
\end{equation*}
$$

where $\alpha$ and $\beta$ are arbitrary complex numbers such that $\alpha \neq 0, \beta \neq 0, \widetilde{s}_{1}$ and $\widetilde{s}_{2}$ are arbitrary distinct elements from $\operatorname{ker} l_{p}(s, 1)$.

By $\mathcal{B}_{p, 1}$ we denote the totality of bases (2.7) with $e_{1}=e$. The symbol $\mathcal{E}$ we use for a set of all invertible elements $\left\{e_{1}=a_{1} \mathcal{I}_{1}+a_{2} \mathcal{I}_{2} \in \mathbb{B}_{0}: a_{k} \in \mathbb{C} \backslash\{0\}, k=1,2\right\}$. The product of sets $E_{k} \subset B_{0}, k=1,2$, is defined as the set $E \equiv E_{1} E_{2}:=\left\{x_{1} x_{2}\right.$ : $\left.x_{k} \in E_{k}, k=1,2\right\}$.

A relationship between the sets $\mathcal{B}_{p}$ and $\mathcal{B}_{p, 1}$ is obtained similar to [3, Lemma 1].
Lemma 2.3 The equality of sets $\mathcal{B}_{p}=\mathcal{E} \mathcal{B}_{p, 1}$ is true.

## 3 Monogenic Functions in the Plane Generated by a Basis Satisfying Condition (1.6)

Consider monogenic functions $\Phi: D_{\zeta} \longrightarrow \mathbb{B}_{0}, D_{\zeta} \subset \mu_{e_{1}, e_{2}}$, where a basis $\left\{e_{1}, e_{2}\right\}$ is chosen in (2.7). It easy to verify that any element $e_{k}, k=1,2$, in (2.7) is invertible. Every non-zero element in $\mu_{e_{1}, e_{2}}$ is invertible too.

Analogously to the corresponding result in [11], we can prove that the a function of the type $\Phi: D_{\zeta} \longrightarrow \mathbb{B}_{0}$ is monogenic iff its components $U_{k}, k=\overline{1,4}$, (in (1.11)) are differentiable in the domain $D$ and the following analog of the Cauchy-Riemann conditions holds:

$$
\begin{equation*}
\frac{\partial \Phi(\zeta)}{\partial y} e_{1}=\frac{\partial \Phi(\zeta)}{\partial x} e_{2} \equiv \Phi^{\prime}(\zeta) e_{1} e_{2} \quad \forall \zeta \in D_{\zeta} \tag{3.1}
\end{equation*}
$$

In a similar way to corresponding result of the paragraph 5 in [3], we obtain that the functional algebra of monogenic functions of the variable $\zeta_{*}=x e_{1}+y e_{2}$ is isomorphic to the functional algebra of monogenic functions of the variable $\zeta=$ $x e+y e_{2}$.

Thus, the investigation of monogenic functions in domains lying in $\mu_{e_{1}, e_{2}}$ with $e_{1} \neq e$, is equivalent to the investigation of monogenic functions in domains lying in $\mu_{e_{1}, e_{2}}$ with $e_{1}=e$.

By this reason, here and below we assume that $e_{1}=e$ in (2.7), i.e.,

$$
\begin{equation*}
e_{1}=\mathcal{I}_{1}+\mathcal{I}_{2}, e_{2}=\widetilde{s}_{1} \mathcal{I}_{1}+\widetilde{s}_{2} \mathcal{I}_{2} \tag{3.2}
\end{equation*}
$$

For the variable $\zeta=x e_{1}+y e_{2}$ we introduce complex variables $Z_{k} \subset \mathbb{C}$ and their domains $D_{Z_{k}} \subset \mathbb{C}, k=1,2$, by the formulas

$$
Z_{k}:=x+\widetilde{s}_{k} y, D_{Z_{k}}:=\left\{Z_{k}=x+\widetilde{s}_{k} y: x e_{1}+y e_{2} \in D_{\zeta}\right\}, k=1,2,
$$

here $\widetilde{s}_{k}, k=1,2$, are the same as in (3.2). Then we can represent the variable $\zeta$ in the form $\zeta=Z_{1} \mathcal{I}_{1}+Z_{2} \mathcal{I}_{2}$.

Analogous to [3, Theorem 3] we obtain the following statement: the function $\Phi: D_{\zeta} \longrightarrow \mathbb{B}_{0}$ is monogenic in $D_{\zeta}$ if and only if the following equality is true

$$
\begin{equation*}
\Phi(\zeta)=F_{1}\left(Z_{1}\right) \mathcal{I}_{1}+F_{2}\left(Z_{2}\right) \mathcal{I}_{2} \forall \zeta \in D_{\zeta} \tag{3.3}
\end{equation*}
$$

where $F_{k}: D_{Z_{k}} \longrightarrow \mathbb{C}, k \in\{1,2\}$, is a holomorphic function.
Note that a relation between continuous and differentiable in the sense of Gateaux functions considered in [12,13] and monogenic functions (3.3) is the same as the similar relation for $p>1$ (see remarks after Theorem 3 in [3]), i.e., these two notions coincide.

The equalities (3.2) yield relations

$$
\mathcal{I}_{1}=\frac{\widetilde{s}_{2}}{\widetilde{s}_{2}-\widetilde{s}_{1}} e-\frac{e_{2}}{\widetilde{s}_{2}-\widetilde{s}_{1}}, \mathcal{I}_{2}=-\frac{\widetilde{s}_{1}}{\widetilde{s}_{2}-\widetilde{s}_{1}} e+\frac{e_{2}}{\widetilde{s}_{2}-\widetilde{s}_{1}}
$$

Without loss of generality we replace $F_{1}\left(Z_{1}\right)$ onto $\frac{\widetilde{S}_{2}}{\widetilde{s}_{2}-\widetilde{S}_{1}} F_{1}\left(Z_{1}\right)$ and $F_{2}\left(Z_{2}\right)$ onto $\left(-\frac{\widetilde{s}_{1}}{s_{2}-\tilde{s}_{1}}\right) F_{2}\left(Z_{1}\right)$, then (3.3) turns onto

$$
\begin{equation*}
\Phi(\zeta)=\left(F_{1}\left(Z_{1}\right)+F_{2}\left(Z_{2}\right)\right) e_{1}-\left(\frac{1}{\widetilde{s}_{2}} F_{1}\left(Z_{1}\right)+\frac{1}{\widetilde{s}_{1}} F_{2}\left(Z_{2}\right)\right) e_{2} \forall \zeta \in D_{\zeta}, e_{1}=e . \tag{3.4}
\end{equation*}
$$

## 4 Monogenic Functions Related to Eq. (1.3) and System (1.4)

It follows from (3.1) and (3.3) that every monogenic functions has derivatives $\Phi^{(n)}$ of any order $n=1,2, \ldots$ Then each component

$$
\mathrm{U}_{k}[\Phi(\zeta)]:=U_{k}(x, y) \forall \zeta \in D_{\zeta}, k=\overline{1,4},
$$

of monogenic function $\Phi$ in (1.11) satisfies Eq. (1.3) due to equalities

$$
\tilde{l}_{p} \Phi(\zeta)=\mathcal{L}_{p}\left(e_{1}, e_{2}\right) \Phi^{(4)(\zeta)} \equiv 0
$$

Here and below we restrict our attention on the case $\widetilde{s}_{k}, k=1,2,\left(\widetilde{s}_{1} \neq \widetilde{s}_{2}\right)$ such that

$$
\widetilde{s_{2}} \neq \widetilde{s_{1}} .
$$

Let us assume now that the domain $D$ is bounded and simply connected.
It is known (see, e.g., [1, 5, 14]) that the general solution of Eq. (1.3) takes the form

$$
\begin{equation*}
u(x, y)=\operatorname{Re}\left(F_{1}\left(Z_{1}\right)+F_{2}\left(Z_{2}\right)\right) \forall(x, y) \in D, \tag{4.1}
\end{equation*}
$$

here $F_{k}: D_{Z_{k}} \longrightarrow \mathbb{C}, k=1,2$, are any holomorphic functions of the corresponding complex variables.

A fixed solution $u$ of (1.3) satisfies the equality

$$
\begin{equation*}
u(x, y)=\mathrm{U}_{1}\left[\Phi_{u}(\zeta)\right] \forall \zeta \in D_{\zeta} \tag{4.2}
\end{equation*}
$$

where $\Phi_{u}: D_{\zeta} \longrightarrow \mathbb{B}_{0}$ is a monogenic function which has the same $F_{k}, k=1,2$, in the equality (3.4) for $\Phi:=\Phi_{u}$ as in (4.1) for $u$. Denote by $\Phi_{1,0}$ a function which is monogenic in $D_{\zeta}$ such that $\mathrm{U}_{1}\left[\Phi_{1,0}\right] \equiv 0$.

Lemma 4.1 Let $D$ be a bounded and simply connected domain of the Cartesian plane $x O y$. Then all monogenic functions $\Phi: D_{\zeta} \longrightarrow \mathbb{B}_{0}$ satisfying the equality (4.2) can be presented in the form

$$
\begin{equation*}
\Phi(\zeta)=\Phi_{u}(\zeta)+\Phi_{1,0}(\zeta) \forall \zeta \in D_{\zeta} . \tag{4.3}
\end{equation*}
$$

Note that the equality (4.3) is found in the explicit form (the explicit formula for $\Phi_{1,0}$ ) in [2] for a case when $\widetilde{s}_{k}:=s_{k}, k=1,2$.

Now, let us assume that $\widetilde{s}_{k}=s_{k}, k=1,2$. In this case a procedure for building solutions of the system (1.4) by means of components $U_{k}=\mathrm{U}_{k}[\Phi]$ of the monogenic in $D_{\zeta}$ function $\Phi$ is found in [6, Theorem 5.1]

Theorem 4.2 Let $\Phi: D_{\zeta} \longrightarrow \mathbb{B}_{0}$ be a monogenic function, $\alpha_{k}, k=\overline{1,4}$, be any real numbers, and let the numbers $\beta_{k}, k=\overline{1,4}$, be connected with them by the linear relations

$$
\left\{\begin{array}{l}
\beta_{1}=\left(p B_{11}-B_{12}\right) \alpha_{3}-\sqrt{1-p^{2}} B_{11} \alpha_{4}  \tag{4.4}\\
\beta_{2}=\sqrt{1-p^{2}} B_{11} \alpha_{3}+\left(p B_{11}-B_{12}\right) \alpha_{4} \\
\beta_{3}=\left(p B_{12}-B_{11}\right) \alpha_{1}+\sqrt{1-p^{2}} B_{12} \alpha_{2} \\
\beta_{4}=-\sqrt{1-p^{2}} B_{12} \alpha_{1}+\left(p B_{12}-B_{11}\right) \alpha_{2}
\end{array}\right.
$$

In addition, let the functions $u$ and $v$ be linear combinations of the components $U_{k}=U_{k}[\Phi], k=\overline{1,4}$, of the form

$$
\begin{equation*}
u(x, y)=\sum_{k=1}^{4} \alpha_{k} U_{k}(x, y), v(x, y)=\sum_{k=1}^{4} \beta_{k} U_{k}(x, y) \forall(x, y) \in D \tag{4.5}
\end{equation*}
$$

Then the pair of functions $(u, v)$ satisfies the system (1.4) in D.
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We study the behavior at infinity of ring $Q$-homeomorphisms with respect to $p$-modulus for $p>n$.
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## 1 Introduction

Let us recall some definitions, see [1]. Let $\Gamma$ be a family of curves $\gamma$ in $\mathbb{R}^{n}, n \geqslant 2$. A Borel measurable function $\rho: \mathbb{R}^{n} \rightarrow[0, \infty]$ is called admissible for $\Gamma$, (abbr. $\rho \in \operatorname{adm} \Gamma$ ), if

$$
\int_{\gamma} \rho(x) d s \geqslant 1
$$

for any curve $\gamma \in \Gamma$. Let $p \in(1, \infty)$.
The quantity

$$
M_{p}(\Gamma)=\inf _{\rho \in \operatorname{adm} \Gamma} \int_{\mathbb{R}^{n}} \rho^{p}(x) d m(x)
$$

is called $p$-modulus of the family $\Gamma$.

[^17]For arbitrary sets $E, F$ and $G$ of $\mathbb{R}^{n}$ we denote by $\Delta(E, F, G)$ a set of all continuous curves $\gamma:[a, b] \rightarrow \mathbb{R}^{n}$ that connect $E$ and $F$ in $G$, i.e., such that $\gamma(a) \in E, \gamma(b) \in F$ and $\gamma(t) \in G$ for $a<t<b$.

Let $D$ be a domain in $\mathbb{R}^{n}, n \geqslant 2, x_{0} \in D$ and $d_{0}=\operatorname{dist}\left(x_{0}, \partial D\right)$. Set

$$
\begin{gathered}
\mathbb{A}\left(x_{0}, r_{1}, r_{2}\right)=\left\{x \in \mathbb{R}^{n}: r_{1}<\left|x-x_{0}\right|<r_{2}\right\}, \\
S_{i}=S\left(x_{0}, r_{i}\right)=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|=r_{i}\right\}, \quad i=1,2 .
\end{gathered}
$$

Let a function $Q: D \rightarrow[0, \infty]$ be Lebesgue measurable. We say that a homeomorphism $f: D \rightarrow \mathbb{R}^{n}$ is ring $Q$-homeomorphism with respect to $p$ modulus at $x_{0} \in D$ if the inequality

$$
M_{p}\left(\Delta\left(f S_{1}, f S_{2}, f D\right)\right) \leqslant \int_{\mathbb{A}} Q(x) \eta^{p}\left(\left|x-x_{0}\right|\right) d m(x)
$$

holds for any ring $\mathbb{A}=\mathbb{A}\left(x_{0}, r_{1}, r_{2}\right), 0<r_{1}<r_{2}<d_{0}, d_{0}=\operatorname{dist}\left(x_{0}, \partial D\right)$, and for any measurable function $\eta:\left(r_{1}, r_{2}\right) \rightarrow[0, \infty]$ such that

$$
\int_{r_{1}}^{r_{2}} \eta(r) d r=1
$$

The theory of $Q$-homeomorphisms for $p=n$ was studied in works [2-6] , for $1<p<n$ in works [7-14] and for $p>n$ in works [15-19], see also [20, 21].

Denote by $\omega_{n-1}$ the area of the unit sphere $\mathbb{S}^{n-1}=\left\{x \in \mathbb{R}^{n}:|x|=1\right\}$ in $\mathbb{R}^{n}$ and by $q_{x_{0}}(r)=\frac{1}{\omega_{n-1} r^{n-1}} \int_{S\left(x_{0}, r\right)} Q(x) d \mathcal{A}$ the integral mean over the sphere $S\left(x_{0}, r\right)=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|=r\right\}$, here $d \mathcal{A}$ is the element of the surface area.

Now we formulate a criterion which guarantees for a homeomorphism to be ring $Q$-homeomorphism with respect to $p$-modulus for $p>1$ in $\mathbb{R}^{n}, n \geqslant 2$.

Proposition 1 Let $D$ be a domain in $\mathbb{R}^{n}, n \geqslant 2$, and let $Q: D \rightarrow[0, \infty]$ be a Lebesgue measurable function such that $q_{x_{0}}(r) \neq \infty$ for a.e. $r \in\left(0, d_{0}\right), d_{0}=$ $\operatorname{dist}\left(x_{0}, \partial D\right)$. A homeomorphism $f: D \rightarrow \mathbb{R}^{n}$ is ring $Q$-homeomorphism with respect to p-modulus at a point $x_{0} \in D$ if and only if the inequality

$$
M_{p}\left(\Delta\left(f S_{1}, f S_{2}, f \mathbb{A}\right)\right) \leqslant \frac{\omega_{n-1}}{\left(\int_{r_{1}}^{r_{2}} \frac{d r}{r^{\frac{n-1}{p-1}} q_{x_{0}}^{\frac{1}{p-1}(r)}}\right)^{p-1}}
$$

holds for any $0<r_{1}<r_{2}<d_{0}$ (see [12], Theorem 2.3).

Following the paper [22], a pair $\mathcal{E}=(A, C)$ where $A \subset \mathbb{R}^{n}$ is an open set and $C$ is a nonempty compact set contained in $A$, is called condenser. We say that a condenser $\mathcal{E}=(A, C)$ lies in a domain $D$ if $A \subset D$. Clearly, if $f: D \rightarrow \mathbb{R}^{n}$ is a homeomorphism and $\mathcal{E}=(A, C)$ is a condenser in $D$ then $(f A, f C)$ is also condenser in $f D$. Further, we denote $f \mathcal{E}=(f A, f C)$.

Let $\mathcal{E}=(A, C)$ be a condenser. Denote by $\mathcal{C}_{0}(A)$ a set of continuous functions $u$ : $A \rightarrow \mathbb{R}^{1}$ with compact support. Let $\mathcal{W}_{0}(\mathcal{E})=\mathcal{W}_{0}(A, C)$ be a family of nonnegative functions $u: A \rightarrow \mathbb{R}^{1}$ such that 1) $u \in \mathcal{C}_{0}(A)$, 2) $u(x) \geqslant 1$ for $x \in C$ and 3) $u$ belongs to the class ACL and

$$
|\nabla u|=\left(\sum_{i=1}^{n}\left(\frac{\partial u}{\partial x_{i}}\right)^{2}\right)^{\frac{1}{2}}
$$

For $p \geqslant 1$ the quantity

$$
\operatorname{cap}_{p} \mathcal{E}=\operatorname{cap}_{p}(A, C)=\inf _{u \in \mathcal{W}_{0}(\mathcal{E})} \int_{A}|\nabla u|^{p} d m(x)
$$

is called $p$-capacity of the condenser $\mathcal{E}$. It is known that for $p>1$

$$
\begin{equation*}
\operatorname{cap}_{p} \mathcal{E}=M_{p}(\Delta(\partial A, \partial C ; A \backslash C)) \tag{1.1}
\end{equation*}
$$

see in ([23], Theorem 1). For $p>n$ the inequality

$$
\begin{equation*}
\operatorname{cap}_{p}(A, C) \geqslant n \Omega_{n}^{\frac{p}{n}}\left(\frac{p-n}{p-1}\right)^{p-1}\left[m^{\frac{p-n}{n(p-1)}}(A)-m^{\frac{p-n}{n(p-1)}}(C)\right]^{1-p} \tag{1.2}
\end{equation*}
$$

holds where $\Omega_{n}$ is a volume of the unit ball in $\mathbb{R}^{n}$ (see, e.g., the inequality 8.7 in [24]).

## 2 Main Results

Now we present the main result of our paper on the behavior at infinity of ring $Q$-homeomorphisms with respect to $p$-modulus for $p>n$. The case $p=n$ was studied in the work [25]. Let

$$
L\left(x_{0}, f, R\right)=\sup _{\left|x-x_{0}\right| \leqslant R}\left|f(x)-f\left(x_{0}\right)\right| .
$$

Theorem 2.1 (Main Theorem) Suppose that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a ring $Q$ homeomorphism with respect to $p$-modulus at a point $x_{0}$ with $p>n$ where $x_{0}$
is some point in $\mathbb{R}^{n}$ and for some numbers $r_{0}>0, K>0$ the condition

$$
\begin{equation*}
q_{x_{0}}(t) \leqslant K t^{\alpha} \tag{2.1}
\end{equation*}
$$

holds for a.a. $t \in\left[r_{0},+\infty\right)$. If $\alpha \in[0, p-n)$ then

$$
\varliminf_{R \rightarrow \infty} \frac{L\left(x_{0}, f, R\right)}{R^{\frac{p-n-\alpha}{p-n}}} \geqslant K^{\frac{1}{n-p}}\left(\frac{p-n}{p-n-\alpha}\right)^{\frac{p-1}{p-n}}>0
$$

If $\alpha=p-n$ then

$$
\varliminf_{R \rightarrow \infty} \frac{L\left(x_{0}, f, R\right)}{(\ln R)^{\frac{p-1}{p-n}}} \geqslant K^{\frac{1}{n-p}}\left(\frac{p-n}{p-1}\right)^{\frac{p-1}{p-n}}>0
$$

Proof Consider a condenser $\mathcal{E}=(A, C)$ in $\mathbb{R}^{n}$, where $A=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<\right.$ $R\}, C=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right| \leqslant r_{0}\right\}, 0<R<r_{0}<\infty$. Then $f \mathcal{E}=(f A, f C)$ is a ringlike condenser in $\mathbb{R}^{n}$, and by (1.1) we have equality

$$
\operatorname{cap}_{p} f \mathcal{E}=\mathrm{M}_{p}(\Delta(\partial f A, \partial f C ; f(A \backslash C))) .
$$

Due to the inequality (1.2),

$$
\operatorname{cap}_{p}(f A, f C) \geqslant n \Omega_{n}^{\frac{p}{n}}\left(\frac{p-n}{p-1}\right)^{p-1}\left[m^{\frac{p-n}{n(p-1)}}(f A)-m^{\frac{p-n}{n(p-1)}}(f C)\right]^{1-p}
$$

we obtain

$$
\begin{equation*}
\operatorname{cap}_{p}(f A, f C) \geqslant n \Omega_{n}^{\frac{p}{n}}\left(\frac{p-n}{p-1}\right)^{p-1}[m(f A)]^{\frac{n-p}{n}} . \tag{2.2}
\end{equation*}
$$

On the other hand, by Proposition 1, one gets

$$
\begin{equation*}
\operatorname{cap}_{p}(f A, f C) \leqslant \frac{\omega_{n-1}}{\left(\int_{r_{0}}^{R} \frac{d t}{t^{\frac{n-1}{p-1}} \frac{1}{q_{x_{0}}^{p-1}(t)}}\right)^{p-1}} . \tag{2.3}
\end{equation*}
$$

Combining the inequalities (2.2) and (2.3), we obtain

$$
n \Omega_{n}^{\frac{p}{n}}\left(\frac{p-n}{p-1}\right)^{p-1}[m(f A)]^{\frac{n-p}{n}} \leqslant \frac{\omega_{n-1}}{\left(\int_{r_{0}}^{R} \frac{d t}{t^{\frac{n-1}{p-1}} q_{x_{0}}^{\frac{1}{p-1}(t)}}\right)^{p-1}}
$$

Due to $\omega_{n-1}=n \Omega_{n}$, the last inequality can be rewritten as

$$
\begin{equation*}
\Omega_{n}^{\frac{p}{n}-1}\left(\frac{p-n}{p-1}\right)^{p-1}[m(f A)]^{\frac{n-p}{n}} \leqslant\left(\int_{r_{0}}^{R} \frac{d t}{t^{\frac{n-1}{p-1}} q_{x_{0}}^{\frac{1}{p-1}}(t)}\right)^{1-p} . \tag{2.4}
\end{equation*}
$$

Consider the case $\alpha \in[0, p-n)$. Then from the condition (2.1) the estimate

$$
\Omega_{n}^{\frac{p}{n}-1}\left(\frac{p-n}{p-1}\right)^{p-1}[m(f A)]^{\frac{n-p}{n}} \leqslant K\left(\frac{p-n-\alpha}{p-1}\right)^{p-1}\left(R^{\frac{p-n-\alpha}{p-1}}-r_{0}^{\frac{p-n-\alpha}{p-1}}\right)^{1-p}
$$

holds. Therefore,

$$
\begin{equation*}
m\left(f B\left(x_{0}, R\right)\right) \geqslant \Omega_{n} K^{\frac{n}{n-p}}\left(\frac{p-n}{p-n-\alpha}\right)^{\frac{n(p-1)}{p-n}}\left(R^{\frac{p-n-\alpha}{p-1}}-r_{0}^{\frac{p-n-\alpha}{p-1}}\right)^{\frac{n(p-1)}{p-n}} . \tag{2.5}
\end{equation*}
$$

Due to

$$
\begin{equation*}
m\left(f B\left(x_{0}, R\right)\right) \leqslant \Omega_{n} L^{n}\left(x_{0}, f, R\right), \tag{2.6}
\end{equation*}
$$

from the inequality (2.5) we have

$$
L\left(x_{0}, f, R\right) \geqslant K^{\frac{1}{n-p}}\left(\frac{p-n}{p-n-\alpha}\right)^{\frac{p-1}{p-n}}\left(R^{\frac{p-n-\alpha}{p-1}}-r_{0}^{\frac{p-n-\alpha}{p-1}}\right)^{\frac{p-1}{p-n}} .
$$

Dividing the last inequality by $R^{\frac{p-n-\alpha}{p-n}}$ and taking the lower limit for $R \rightarrow \infty$, we conclude

$$
\varliminf_{R \rightarrow \infty} \frac{L\left(x_{0}, f, R\right)}{R^{\frac{p-n-\alpha}{p-n}}} \geqslant K^{\frac{1}{n-p}}\left(\frac{p-n}{p-n-\alpha}\right)^{\frac{p-1}{p-n}}
$$

Now we consider the case $\alpha=p-n$. Then from (2.4) we get

$$
\Omega_{n}^{\frac{p}{n}-1}\left(\frac{p-n}{p-1}\right)^{p-1}[m(f A)]^{\frac{n-p}{n}} \leqslant K\left(\ln \frac{R}{r_{0}}\right)^{1-p} .
$$

Therefore,

$$
m\left(f B\left(x_{0}, R\right)\right) \geqslant \Omega_{n} K^{\frac{n}{n-p}}\left(\frac{p-n}{p-1}\right)^{\frac{n(p-1)}{p-n}}\left(\ln \frac{R}{r_{0}}\right)^{\frac{n(p-1)}{p-n}} .
$$

Due to the estimate (2.6) we obtain

$$
L\left(x_{0}, f, R\right) \geqslant K^{\frac{1}{n-p}}\left(\frac{p-n}{p-1}\right)^{\frac{p-1}{p-n}}\left(\ln \frac{R}{r_{0}}\right)^{\frac{p-1}{p-n}}
$$

Finally, dividing the last inequality by $(\ln R)^{\frac{p-1}{p-n}}$ and taking the lower limit for $R \rightarrow$ $\infty$, we conclude

$$
\varliminf_{R \rightarrow \infty} \frac{L\left(x_{0}, f, R\right)}{(\ln R)^{\frac{p-1}{p-n}}} \geqslant K^{\frac{1}{n-p}}\left(\frac{p-n}{p-1}\right)^{\frac{p-1}{p-n}}
$$

This completes the proof of Main Theorem.
Let us consider some examples.
Example 2.1 Let $f_{1}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, where

$$
f_{1}(x)= \begin{cases}K^{\frac{1}{n-p}}\left(\frac{p-n}{p-n-\alpha}\right)^{\frac{p-1}{p-n}}|x|^{\frac{p-n-\alpha}{p-n}} \frac{x}{|x|}, & x \neq 0 \\ 0, & x=0\end{cases}
$$

It can be easily seen that $\lim _{x \rightarrow \infty} \frac{|f(x)|}{|x|^{\frac{p-n-\alpha}{p-n}}}=K^{\frac{1}{n-p}}\left(\frac{p-n}{p-n-\alpha}\right)^{\frac{p-1}{p-n}}$. Let us show that the mapping $f_{1}$ is a ring $Q$-homeomorphism with respect to $p$-modulus with the function $Q(x)=K|x|^{\alpha}$ at the point $x_{0}=0$. Clearly, $q_{x_{0}}(t)=K t^{\alpha}$. Consider a ring $\mathbb{A}\left(0, r_{1}, r_{2}\right), 0<r_{\sim}<r_{2}<\infty$. Note that the mapping $f_{1}$ maps the ring $\mathbb{A}\left(0, r_{1}, r_{2}\right)$ onto the ring $\widetilde{\mathbb{A}}\left(0, \widetilde{r}_{1}, \widetilde{r}_{2}\right)$, where

$$
\widetilde{r}_{i}=K^{\frac{1}{n-p}}\left(\frac{p-n}{p-n-\alpha}\right)^{\frac{p-1}{p-n}} r_{i}^{\frac{p-n-\alpha}{p-n}}, \quad i=1,2
$$

Denote by $\Gamma$ a set of all curves that join the spheres $S\left(0, r_{1}\right)$ and $S\left(0, r_{2}\right)$ in the ring $\mathbb{A}\left(0, r_{1}, r_{2}\right)$. Then one can calculate $p$-modulus of the family of curves $f_{1} \Gamma$ in an implicit form:

$$
\mathrm{M}_{p}\left(f_{1} \Gamma\right)=\omega_{n-1}\left(\frac{p-n}{p-1}\right)^{p-1}\left(\widetilde{r}_{2}^{\frac{p-n}{p-1}}-\widetilde{r}_{1}^{\frac{p-n}{p-1}}\right)^{1-p}
$$

(see, e.g., the relation (2) in [26]). Substituting in the above equality the values $\widetilde{r}_{1}$ and $\widetilde{r}_{2}$, defined above, one gets

$$
\mathbf{M}_{p}\left(f_{1} \Gamma\right)=\omega_{n-1} K\left(\frac{p-n-\alpha}{p-1}\right)^{p-1}\left(r_{2}^{\frac{p-n-\alpha}{p-1}}-r_{1}^{\frac{p-n-\alpha}{p-1}}\right)^{1-p}
$$

Note that the last equality can be written by

$$
\mathbf{M}_{p}\left(f_{1} \Gamma\right)=\frac{\omega_{n-1}}{\left(\int_{r_{1}}^{r_{2}} \frac{d t}{t^{\frac{n-1}{p-1}} q_{x_{0}}^{\frac{1}{p-1}(t)}}\right)^{p-1}}
$$

where $q_{x_{0}}(t)=K t^{\alpha}$.
Hence, by Proposition 1, the homeomorphism $f_{1}$ is a ring $Q$-homeomorphism with respect to $p$-modulus for $p>n$ with the function $Q(x)=K|x|^{\alpha}$ at the point $x_{0}=0$.

Example 2.2 Let $\alpha=p-n$ and $f_{2}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, where

$$
f_{2}(x)= \begin{cases}K^{\frac{1}{n-p}}\left(\frac{p-n}{p-1}\right)^{\frac{p-1}{p-n}}(\ln |x|)^{\frac{p-1}{p-n}} \frac{x}{|x|}, & x \neq 0 \\ 0, & x=0\end{cases}
$$

It can be easily seen that $\lim _{x \rightarrow \infty} \frac{|f(x)|}{(\ln |x|)^{\frac{p-1}{p-n}}}=K^{\frac{1}{n-p}}\left(\frac{p-n}{p-1}\right)^{\frac{p-1}{p-n}}$. By analogy to
Example 2.1, we can show that the mapping $f_{2}$ is a ring $Q$-homeomorphism with respect to $p$-modulus with the function $Q(x)=K|x|^{p-n}$.

Remark 2.1 Examples 2.1 and 2.2 show that the estimates in Main Theorem are sharp, i.e. the bounds are attained on the above mappings.
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#### Abstract

We prove that the solution of the periodic Dirichlet problem for the Laplace equation depends real analytically on a suitable parametrization of the shape of the domain, on the periodicity parameters, and on the Dirichlet datum.


Keywords Laplace operator • Periodically perforated domains • Domain perturbation • Real analyticity • Shape analysis • Integral equations method

Mathematics Subject Classification (2010). Primary 35J25; Secondary 45A05
31B10 35J05 35B20

## 1 Introduction

In this paper we study the dependence of the solution of the periodic Dirichlet problem for the Laplace equation in $\mathbb{R}^{n}$ upon joint perturbation of the shape of the domain, of the periodicity structure, and of the Dirichlet datum. The shape of the domain is determined by the image of a fixed domain through a map $\phi$ in a suitable class of diffeomorphisms and the periodicity cell is a box of edges of length $q_{11}, \ldots, q_{n n}$. As a main result, we prove that the solution of the problem depends real analytically on the 'periodicity-domain-Dirichlet datum' triple $\left(\left(q_{11}, \ldots, q_{n n}\right), \phi, g\right)$. Our method is based on a periodic version of potential theory which has already revealed to be a powerful tool to analyze boundary value problems for elliptic differential equations in periodic domains.

[^18]Many authors have exploited potential theory to analyze perturbation problems. In the non-periodic setting, Potthast [20] and Potthast and Stratis [21] have proved a Fréchet differentiability result for layer potentials associated to the Helmholtz operator, with an application to inverse problems in scattering theory. Lanza de Cristoforis and Preciso [15] have shown that the Cauchy integral depends real analytically on domain perturbations. Lanza de Cristoforis and Rossi [16] have considered the case of layer potentials associated to the Laplace operator and have obtained real analyticity results. Later on, Lanza de Cristoforis [11, 12] has exploited these results to prove that the solutions of boundary value problems for the Laplace and Poisson equations depend real analytically upon domain perturbation. Then, these results have been extended to singular perturbation problems and to systems of partial differential equations (see, e.g., Dalla Riva and Lanza de Cristoforis [4] for the Lamé equations and Dalla Riva [3] for the Stokes' system). Moreover, analyticity results for domain perturbation problems for eigenvalues and eigenfunctions have been obtained for example for the Laplace equation by Lanza de Cristoforis and Lamberti [10] and for the biharmonic operator by Buoso [2]. We mention also Keldysh [9], Henry [8] and Sokolowski and Zolésio [22] for elliptic domain perturbation problems.

Now, we introduce our problem. We fix once for all $n \in \mathbb{N} \backslash\{0,1\}$. If $\left.\left(q_{11}, \ldots, q_{n n}\right) \in\right] 0,+\infty\left[{ }^{n}\right.$ we introduce a periodicity cell $Q$ and a matrix $q \in$ $\mathbb{D}_{n}^{+}(\mathbb{R})$ by setting

$$
\left.Q \equiv \prod_{j=1}^{n}\right] 0, q_{j j}\left[, \quad q \equiv\left(\begin{array}{cccc}
q_{11} & 0 & \cdots & 0 \\
0 & q_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & q_{n n}
\end{array}\right),\right.
$$

where $\mathbb{D}_{n}(\mathbb{R})$ is the space of $n \times n$ diagonal matrices with real entries and $\mathbb{D}_{n}^{+}(\mathbb{R})$ is the set of elements of $\mathbb{D}_{n}(\mathbb{R})$ with diagonal entries in $] 0,+\infty[$. We also denote by $|Q|_{n}$ the $n$-dimensional measure of the cell $Q$, by $\nu_{Q}$ the outward unit normal to $\partial Q$, where it exists, and by $q^{-1}$ the inverse matrix of $q$. Clearly $q \mathbb{Z}^{n}$ is the set of vertices of a periodic subdivision of $\mathbb{R}^{n}$ corresponding to the fundamental cell $Q$. Moreover, we find convenient to set

$$
\widetilde{Q} \equiv] 0,1\left[^{n}, \quad \tilde{q} \equiv I_{n} \equiv\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right)\right.
$$

Then we take

$$
\begin{align*}
& \alpha \in] 0,1\left[\text { and a bounded open connected subset } \Omega \text { of } \mathbb{R}^{n}\right. \\
& \text { of class } C^{1, \alpha} \text { such that } \mathbb{R}^{n} \backslash \bar{\Omega} \text { is connected. } \tag{1.1}
\end{align*}
$$

The symbol $\because `$ denotes the closure of a set. For the definition of sets and functions of the Schauder class $C^{1, \alpha}$ we refer, e.g., to Gilbarg and Trudinger [7]. Then we consider a class of diffeomorphisms $\mathcal{A}_{\partial \Omega}^{\widetilde{Q}}$ from $\partial \Omega$ into their images contained in $\widetilde{Q}$ (see (2.1) below). If $\phi \in \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}$, the Jordan-Leray separation theorem ensures that $\mathbb{R}^{n} \backslash \phi(\partial \Omega)$ has exactly two open connected components (see, e.g, Deimling [6, Thm. 5.2, p. 26] ), and we denote by $\mathbb{I}[\phi]$ the bounded open connected component of $\mathbb{R}^{n} \backslash \phi(\partial \Omega)$. Since $\phi(\partial \Omega) \subseteq \widetilde{Q}$, a simple topological argument shows that $\widetilde{Q} \backslash \overline{\mathbb{I}}[\phi]$ is also connected. Then we consider the following two periodic domains:

$$
\left.\mathbb{S}_{q}[q \mathbb{I}[\phi]] \equiv \bigcup_{z \in \mathbb{Z}^{n}}(q z+q \mathbb{I}[\phi]), \quad \mathbb{S}_{q}[q \mathbb{I}[\phi]]^{-} \equiv \mathbb{R}^{n} \backslash \overline{\mathbb{S}_{q}[q \mathbb{I}[\phi]}\right]
$$

Now, we take $g \in C^{1, \alpha}(\partial \Omega)$ and we consider the following periodic Dirichlet problem for the Laplace equation:

$$
\begin{cases}\Delta u=0 & \text { in } \mathbb{S}_{q}[q \mathbb{\mathbb { L }}[\phi]]^{-},  \tag{1.2}\\ u(x+q z)=u(x) & \forall x \in \overline{\mathbb{S}_{q}[q \mathbb{\mathbb { }}[\phi]]^{-}}, \forall z \in \mathbb{Z}^{n}, \\ u(x)=g \circ \phi^{(-1)}\left(q^{-1} x\right) & \forall x \in \partial q \mathbb{I}[\phi] .\end{cases}
$$

If $\phi \in C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}$, then the solution of problem (1.2) in the space $C_{q}^{1, \alpha}\left(\overline{\mathbb{S}_{q}[q \mathbb{I}[\phi]]^{-}}\right)$of $q$-periodic functions in $\overline{\mathbb{S}_{q}[q \mathbb{I}[\phi]]^{-}}$of class $C^{1, \alpha}$ exists and is unique and we denote it by $u[q, \phi, g]$. Then we pose the following question:

What can be said on the regularity of the map $(q, \phi, g) \mapsto u[q, \phi, g]$ ?
Our work stems from Lanza de Cristoforis [11, 12] where the author proved the real analytic dependence of the solution of the Dirichlet problem for the Laplace and Poisson equations upon domain perturbations. Moreover, it can be thought as a continuation of [18] where the authors proved a real analyticity result for the periodic layer potentials upon variation of the periodicity, of the shape of the support of integration, and of the density. We note that this paper generalizes a part of [17] where the authors proved an analyticity result for the longitudinal flow along a periodic array of cylinders.

In this work, we answer to the question in (1.3) by proving that the map $(q, \phi, g) \mapsto u[q, \phi, g]$ is real analytic between suitable Banach spaces (see Theorem 3.6). Such a result implies that if $\delta_{0}>0$ and we have a family of triples $\left\{\left(q_{\delta}, \phi_{\delta}, g_{\delta}\right)\right\}_{\delta \in]-\delta_{0}, \delta_{0}[ }$ in a suitable Banach space such that the map $\delta \mapsto$ ( $q_{\delta}, \phi_{\delta}, g_{\delta}$ ) is real analytic, then, if $x$ belongs to the domain of $u\left[q_{\delta}, \phi_{\delta}, g_{\delta}\right]$ for all $\delta \in]-\delta_{0}, \delta_{0}\left[\right.$, we can deduce the possibility to expand $u\left[q_{\delta}, \phi_{\delta}, g_{\delta}\right](x)$ as a power series in $\delta$, i.e.,

$$
\begin{equation*}
u\left[q_{\delta}, \phi_{\delta}, g_{\delta}\right](x)=\sum_{k=0}^{\infty} c_{k} \delta^{k} \tag{1.4}
\end{equation*}
$$

for $\delta$ close to zero. Moreover, the coefficients $\left(c_{k}\right)_{k \in \mathbb{N}}$ in (1.4) can be constructively determined by exploiting the method developed in [5].

## 2 Preliminary Results

In order to consider shape perturbations, we introduce a class of diffeomorphisms. Let $\Omega$ be as in (1.1). We denote by $\mathcal{A}_{\partial \Omega}$ the set of functions of class $C^{1}\left(\partial \Omega, \mathbb{R}^{n}\right)$ which are injective and whose differential is injective at all points of $\partial \Omega$. One can verify that $\mathcal{A}_{\partial \Omega}$ is open in $C^{1}\left(\partial \Omega, \mathbb{R}^{n}\right)$ (see, e.g., Lanza de Cristoforis and Rossi [16, Lem. 2.5, p. 143]). Then we set

$$
\begin{equation*}
\mathcal{A}_{\partial \Omega}^{\widetilde{Q}} \equiv\left\{\phi \in \mathcal{A}_{\partial \Omega}: \phi(\partial \Omega) \subseteq \widetilde{Q}\right\} \tag{2.1}
\end{equation*}
$$

Our method is based on a periodic version of classical potential theory. Therefore, to introduce layer potentials, we replace the fundamental solution of the Laplace operator by a $q$-periodic tempered distribution $S_{q, n}$ such that $\Delta S_{q, n}=\sum_{z \in \mathbb{Z}^{n}} \delta_{q z}-$ $\frac{1}{\left.\varrho Q\right|_{n}}$, where $\delta_{q z}$ is the Dirac measure with mass in $q z$ (see e.g., [13, p. 84]). The distribution $S_{q, n}$ is determined up to an additive constant, and we can take

$$
S_{q, n}(x)=-\sum_{z \in \mathbb{Z}^{n} \backslash\{0\}} \frac{1}{|Q|_{n} 4 \pi^{2}\left|q^{-1} z\right|^{2}} e^{2 \pi i\left(q^{-1} z\right) \cdot x}
$$

in the sense of distributions in $\mathbb{R}^{n}$ (see e.g., Ammari and Kang [1, p. 53] and [13, §3]). Moreover, $S_{q, n}$ is even, real analytic in $\mathbb{R}^{n} \backslash q \mathbb{Z}^{n}$, and locally integrable in $\mathbb{R}^{n}$ (see e.g., $[13, \S 3]$ ). We now introduce the periodic double layer potential. Let $\Omega_{Q}$ be a bounded open subset of $\mathbb{R}^{n}$ of class $C^{1, \alpha}$ for some $\left.\alpha \in\right] 0,1\left[\right.$ such that $\overline{\Omega_{Q}} \subseteq Q$. Then we consider the following two periodic domains:

$$
\mathbb{S}_{q}\left[\Omega_{Q}\right] \equiv \bigcup_{z \in \mathbb{Z}^{n}}\left(q z+\Omega_{Q}\right), \quad \mathbb{S}_{q}\left[\Omega_{Q}\right]^{-} \equiv \mathbb{R}^{n} \backslash \overline{\mathbb{S}_{q}\left[\Omega_{Q}\right]}
$$

We set

$$
w_{q}\left[\partial \Omega_{Q}, \mu\right](x) \equiv-\int_{\partial \Omega_{Q}} \nu_{\Omega_{Q}}(y) \cdot D S_{q, n}(x-y) \mu(y) d \sigma_{y} \quad \forall x \in \mathbb{R}^{n}
$$

for all $\mu \in L^{2}\left(\partial \Omega_{Q}\right)$. The symbol $\nu_{\Omega_{Q}}$ denotes the outward unit normal field to $\partial \Omega_{Q}, d \sigma$ denotes the area element on $\partial \Omega_{Q}$, and $D S_{q, n}(\xi)$ denotes the gradient of $S_{q, n}$ computed at the point $\xi \in \mathbb{R}^{n} \backslash q \mathbb{Z}^{n}$. The function $w_{q}\left[\partial \Omega_{Q}, \mu\right]$ is called the $q$-periodic double layer potential. As is well known, if $\mu \in C^{0}\left(\partial \Omega_{Q}\right)$ then $w_{q}\left[\partial \Omega_{Q}, \mu\right]_{\mathbb{S}_{q}\left[\Omega_{Q}\right]}$ admits a continuous extension to $\overline{\mathbb{S}_{q}\left[\Omega_{Q}\right]}$, which we denote by $w_{q}^{+}\left[\partial \Omega_{Q}, \mu\right]$ and $w_{q}\left[\partial \Omega_{Q}, \mu\right]_{\mid \mathbb{S}_{q}\left[\Omega_{Q}\right]^{-}}$admits a continuous extension to $\overline{\mathbb{S}_{q}\left[\Omega_{Q}\right]^{-}}$,
which we denote by $w_{q}^{-}\left[\partial \Omega_{Q}, \mu\right]$ (cf. e.g., [13, §3]). We also need the following lemma about the real analyticity upon the diffeomorphism $\phi$ of some maps related to the change of variables in the integrals and to the outer normal field (for a proof, see Lanza de Cristoforis and Rossi [16, p. 166]).

Lemma 2.1 Let $\alpha, \Omega$ be as in (1.1). Then the following statements hold.
(i) For each $\phi \in C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}$, there exists a unique $\tilde{\sigma}[\phi] \in C^{0, \alpha}(\partial \Omega)$ such that $\tilde{\sigma}[\phi]>0$ and

$$
\int_{\phi(\partial \Omega)} w(s) d \sigma_{s}=\int_{\partial \Omega} w \circ \phi(y) \tilde{\sigma}[\phi](y) d \sigma_{y}, \quad \forall w \in L^{1}(\phi(\partial \Omega)) .
$$

Moreover, the map $\tilde{\sigma}[\cdot]$ from $C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}$ to $C^{0, \alpha}(\partial \Omega)$ is real analytic.
(ii) The map from $C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}$ to $C^{0, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right)$ which takes $\phi$ to $\nu_{\mathbb{I}[\phi]} \circ \phi$ is real analytic.

## 3 Analyticity of the Solution

As we shall see, we will reduce the analysis of the solution $u[q, \phi, g]$ of problem (1.2) to that of a related integral equation. To do so, we start with a result on a boundary integral operator, which is proved in [19, Prop. A.3].
Lemma 3.1 Let $q \in \mathbb{D}_{n}^{+}(\mathbb{R})$. Let $\alpha, \Omega$ be as in (1.1). Let $\phi \in C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}$. Let $N$ be the map from $C^{1, \alpha}(\partial q \mathbb{I}[\phi])$ to itself, defined by

$$
N[\mu] \equiv-\frac{1}{2} \mu+w_{q}[\partial q \mathbb{I}[\phi], \mu] \quad \forall \mu \in C^{1, \alpha}(\partial q \mathbb{I}[\phi]) .
$$

Then $N$ is a linear homeomorphism from $C^{1, \alpha}(\partial q \mathbb{I}[\phi])$ to $C^{1, \alpha}(\partial q \mathbb{I}[\phi])$.
Now we are able to establish a correspondence between the solution of our Dirichlet problem and the solution of an integral equation in the proposition below, whose proof follows from a straightforward modification of the proof of [18, Prop. 5.2].
Proposition 3.2 Let $q \in \mathbb{D}_{n}^{+}(\mathbb{R})$. Let $\alpha, \Omega$ be as in (1.1). Let $\phi \in C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap$ $\mathcal{A}_{\partial \Omega}^{\widetilde{Q}}$. Let $g \in C^{1, \alpha}(\partial \Omega)$. Then the boundary value problem

$$
\begin{cases}\Delta u=0 & \text { in } \mathbb{S}_{q}[q \mathbb{\mathbb { }}[\phi]]^{-}, \\ u(x+q z)=u(x) & \forall x \in \overline{\mathbb{S}_{q}[q \mathbb{I}[\phi]]^{-}}, \forall z \in \mathbb{Z}^{n}, \\ u(x)=g \circ \phi^{(-1)}\left(q^{-1} x\right) & \forall x \in \partial q \mathbb{I}[\phi]\end{cases}
$$

has a unique solution $u[q, \phi, g]$ in $C_{q}^{1, \alpha}\left(\overline{\mathbb{S}_{q}[q \mathbb{I}[\phi]]^{-}}\right)$. Moreover,

$$
u[q, \phi, g](x)=w_{q}^{-}[\partial q \mathbb{I}[\phi], \mu](x) \quad \forall x \in \overline{\mathbb{S}_{q}[q \mathbb{I}[\phi]]^{-}}
$$

where $\mu$ is the unique solution in $C^{1, \alpha}(\partial q \mathbb{I}[\phi])$ of the integral equation

$$
\begin{equation*}
-\frac{1}{2} \mu(x)+w_{q}[\partial q \mathbb{I}[\phi], \mu](x)=g \circ \phi^{(-1)}\left(q^{-1} x\right) \quad \forall x \in \partial q \mathbb{I}[\phi] . \tag{3.1}
\end{equation*}
$$

Next, we analyze the dependence of the solution of (3.1) upon $(q, \phi, g)$. Since Eq. (3.1) is defined on the ( $q, \phi$ )-dependent domain $\partial q \mathbb{I}[\phi]$, the first step is to provide a reformulation on a fixed domain. More precisely, we have the following lemma. The proof follows by a change of variable and by Lemma 3.1 (cf. [19, Lem. 3.4]).

Lemma 3.3 Let $q \in \mathbb{D}_{n}^{+}(\mathbb{R})$. Let $\alpha$, $\Omega$ be as in (1.1). Let $\phi \in C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}$. Let $g \in C^{1, \alpha}(\partial \Omega)$. Then the function $\theta \in C^{1, \alpha}(\partial \Omega)$ solves the equation

$$
\begin{array}{r}
-\frac{1}{2} \theta(t)-\int_{q \phi(\partial \Omega)} v_{q \mathbb{M}[\phi]}(s) \cdot D S_{q, n}(q \phi(t)-s)\left(\theta \circ \phi^{(-1)}\right)\left(q^{-1} s\right) d \sigma_{s}=g(t) \\
\forall t \in \partial \Omega \tag{3.2}
\end{array}
$$

if and only if the function $\mu \in C^{1, \alpha}(\partial q \mathbb{I}[\phi])$, with $\mu$ delivered by

$$
\mu(x)=\left(\theta \circ \phi^{(-1)}\right)\left(q^{-1} x\right) \quad \forall x \in \partial q \mathbb{\mathbb { L }}[\phi]
$$

solves the equation

$$
-\frac{1}{2} \mu(x)+w_{q}[\partial q \mathbb{I}[\phi], \mu](x)=g \circ \phi^{(-1)}\left(q^{-1} x\right) \quad \forall x \in \partial q \mathbb{I}[\phi] .
$$

Moreover, Eq. (3.2) has a unique solution $\theta$ in $C^{1, \alpha}(\partial \Omega)$.
Now, our aim is to prove the analyticity upon $(q, \phi, g)$ of the function $\theta$ which solves Eq. (3.2). Inspired by Lemma 3.3, we introduce the map $\Lambda$ from $\mathbb{D}_{n}^{+}(\mathbb{R}) \times$ $\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times\left(C^{1, \alpha}(\partial \Omega)\right)^{2}$ to $C^{1, \alpha}(\partial \Omega)$ by setting

$$
\begin{aligned}
& \Lambda[q, \phi, g, \theta](t) \equiv-\frac{1}{2} \theta(t) \\
& \quad-\int_{q \phi(\partial \Omega)} v_{q \mathbb{I}[\phi]}(s) \cdot D S_{q, n}(q \phi(t)-s)\left(\theta \circ \phi^{(-1)}\right)\left(q^{-1} s\right) d \sigma_{s}-g(t) \quad \forall t \in \partial \Omega,
\end{aligned}
$$

for all $(q, \phi, g, \theta) \in \mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times\left(C^{1, \alpha}(\partial \Omega)\right)^{2}$. Next, we apply the implicit function theorem to the equation $\Lambda[q, \phi, g, \theta]=0$.

Proposition 3.4 Let $\alpha, \Omega$ be as in (1.1). Then the following statements hold.
(i) $\Lambda$ is real analytic.
(ii) For each $(q, \phi, g) \in \mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)$, there exists a unique $\theta$ in $C^{1, \alpha}(\partial \Omega)$ such that

$$
\Lambda[q, \phi, g, \theta]=0 \quad \text { on } \partial \Omega
$$

and we denote such a function by $\theta[q, \phi, g]$.
(iii) The map $\theta[\cdot, \cdot, \cdot]$ from $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)$ to $C^{1, \alpha}(\partial \Omega)$ which takes $(q, \phi, g)$ to $\theta[q, \phi, g]$ is real analytic.

Proof Statement (i) follows from [18, Thm. 3.2 (ii)], while (ii) is a consequence of Lemma 3.3. Next we consider (iii). Since the analyticity is a local property, we fix $\left(q_{0}, \phi_{0}, g_{0}\right)$ in $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)$ and we show that $\theta[\cdot, \cdot, \cdot]$ is real analytic in a neighborhood of $\left(q_{0}, \phi_{0}, g_{0}\right)$ in the product space $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)$. By standard calculus in normed spaces, the partial differential $\partial_{\theta} \Lambda\left[q_{0}, \phi_{0}, g_{0}, \theta\left[q_{0}, \phi_{0}, g_{0}\right]\right]$ of $\Lambda$ at ( $q_{0}, \phi_{0}, g_{0}, \theta\left[q_{0}, \phi_{0}, g_{0}\right]$ ) with respect to the variable $\theta$ is delivered by
$\partial_{\theta} \Lambda\left[q_{0}, \phi_{0}, g_{0}, \theta\left[q_{0}, \phi_{0}, g_{0}\right]\right](\psi)(t)$

$$
=-\frac{1}{2} \psi(t)-\int_{q_{0} \phi_{0}(\partial \Omega)} v_{q_{0} \Psi\left[\phi_{0}\right]}(s) \cdot D S_{q_{0}, n}\left(q_{0} \phi_{0}(t)-s\right)\left(\psi \circ \phi_{0}^{(-1)}\right)\left(q_{0}^{-1} s\right) d \sigma_{s}
$$

$$
\forall t \in \partial \Omega,
$$

for all $\psi \in C^{1, \alpha}(\partial \Omega)$. By Lemma 3.1, $\partial_{\theta} \Lambda\left[q_{0}, \phi_{0}, g_{0}, \theta\left[q_{0}, \phi_{0}, g_{0}\right]\right]$ is a linear homeomorphism from $C^{1, \alpha}(\partial \Omega)$ onto $C^{1, \alpha}(\partial \Omega)$. Then the implicit function theorem for real analytic maps in Banach spaces (see, e.g., Deimling [6, Thm. 15.3]) implies that $\theta[\cdot, \cdot, \cdot]$ is real analytic in a neighborhood of $\left(q_{0}, \phi_{0}, g_{0}\right)$ in $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)$.
Remark 3.5 By Lemma 2.1, Propositions 3.2 and 3.4, the solution $u[q, \phi, g]$ of problem (1.2) can be written as

$$
\begin{array}{r}
u[q, \phi, g](x)=-\int_{\partial \Omega} v_{q \mathbb{I}[\phi]}(q \phi(s)) \cdot D S_{q, n}(x-q \phi(s)) \theta[q, \phi, g](s) \tilde{\sigma}[q \phi](s) d \sigma_{s} \\
\forall x \in \mathbb{S}_{q}[q \mathbb{I}[\phi]]^{-},
\end{array}
$$

for all $(q, \phi, g) \in \mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)$.

We are now able to deduce our main result, which answers to (1.3).
Theorem 3.6 Let $\alpha, \Omega$ be as in (1.1). Let

$$
\left(q_{0}, \phi_{0}, g_{0}\right) \in \mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)
$$

Let $U$ be a bounded open subset of $\mathbb{R}^{n}$ such that $\bar{U} \subseteq \mathbb{S}_{q_{0}}\left[q_{0} \mathbb{I}\left[\phi_{0}\right]\right]^{-}$. Then there exists an open neighborhood $\mathcal{U}$ of $\left(q_{0}, \phi_{0}, g_{0}\right)$ in

$$
\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\tilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)
$$

such that the following statements hold.
(i) $\bar{U} \subseteq \mathbb{S}_{q}[q \mathbb{I}[\phi]]^{-}$for all $(q, \phi, g) \in \mathcal{U}$.
(ii) Let $k \in \mathbb{N}$. Then the map of $\mathcal{U}$ to $C^{k}(\bar{U})$ which takes $(q, \phi, g)$ to the restriction $u[q, \phi, g]_{\mid \bar{U}}$ of $u[q, \phi, g]$ to $\bar{U}$ is real analytic.
Proof By taking $\mathcal{U}$ small enough, we can deduce the validity of statement (i). Statement (ii) follows from the representation formula of Remark 3.5 together with Lemma 2.1, Proposition 3.4 and standard properties of integral operators with real analytic kernels and with no singularity (cf. [14]).

Remark 3.7 We considered the periodic Dirichlet problem for the Laplace equation. Our method can be used for other periodic problems. For example, one can consider the Dirichlet problem

$$
\begin{cases}\Delta v=1 & \text { in } \mathbb{S}_{q}[q \mathbb{\mathbb { M }}[\phi]]^{-},  \tag{3.3}\\ v(x+q z)=v(x) & \forall x \in \mathbb{S}_{q}[q \mathbb{\mathbb { L }}[\phi]]^{-}, \forall z \in \mathbb{Z}^{n}, \\ v(x)=0 & \forall x \in \partial q \mathbb{I}[\phi]\end{cases}
$$

which generalizes the one considered in [17]. Then, if we denote by $v[q, \phi]$ the solution to problem (3.3), by exploiting the periodic volume potential we can prove that the map from $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right)$ to $\mathbb{R}$

$$
(q, \phi) \mapsto \int_{Q \backslash q \mathbb{I}[\phi]} v[q, \phi](x) d x
$$

is real analytic. Moreover, one can replace the right-hand side in the first equation of problem (3.3) by a more general sufficiently regular periodic function.
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# Real Analyticity of Periodic Layer Potentials Upon Perturbation of the Periodicity Parameters and of the Support 
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#### Abstract

We prove that the periodic layer potentials for the Laplace operator depend real analytically on the density function, on the supporting hypersurface, and on the periodicity parameters.
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## 1 Introduction

This paper is devoted to the study of the dependence of the periodic simple and double layer potentials upon perturbation of the periodicity cell and of the support of the integration. A periodic version of potential theory has revealed to be a powerful tool to analyze boundary value problems for elliptic differential equations in spatially periodic domains. If one is interested into studying the behavior of the solutions of boundary value problems for the Laplacian in a periodic domain upon

[^19]perturbation of the periodicity cell and of the shape of the domain, then one faces the problem of studying the behavior of the corresponding layer potentials upon the same perturbations.

In view of such an application, several authors have studied the dependence of the layer potentials upon domain perturbations. Potthast $[15,16]$ has obtained Fréchet differentiability results for the dependence of the layer potentials. Costabel and Le Louër [2] have analyzed the Fréchet differentiability of a class of boundary integral operators with pseudohomogeneous hypersingular and weakly singular kernels in the framework of Sobolev spaces. For elastic obstacle scattering, we mention Le Louër [13]. Also, Lanza de Cristoforis and collaborators have developed a method based on potential theory with the aim of proving real analyticity results in the framework of Schauder spaces for the dependence of the solutions of boundary value problems upon domain perturbations. In order to apply such a method, one has to verify the real analytic dependence of the layer potentials on both variation of the support of integration and on data. In [11, 12], Lanza de Cristoforis and Rossi have considered the layer potentials associated with the Laplace and the Helmholtz operators. In [5], instead, Dalla Riva and Lanza de Cristoforis have studied the case of layer potentials associated to a family of second order differential operators with constant coefficients. In Dalla Riva [3, 4] the author has considered the single layer potential corresponding to the fundamental solution of a given elliptic partial differential operator of order $2 k$ with constant coefficients.

In order to introduce the problem, we fix $n \in \mathbb{N} \backslash\{0,1\}$. If $\left(q_{11}, \ldots, q_{n n}\right) \in$ $] 0,+\infty\left[{ }^{n}\right.$ we introduce a periodicity cell $Q$ and a matrix $q$ by setting

$$
\left.Q \equiv \prod_{j=1}^{n}\right] 0, q_{j j}\left[, \quad q \equiv\left(\begin{array}{cccc}
q_{11} & 0 & \ldots & 0 \\
0 & q_{22} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & q_{n n}
\end{array}\right) .\right.
$$

We also denote by $|Q|_{n}$ the $n$-dimensional measure of the fundamental cell $Q$, by $v_{Q}$ the outward unit normal to $\partial Q$, where it exists, and by $q^{-1}$ the inverse matrix of $q$. Clearly, $q \mathbb{Z}^{n} \equiv\left\{q z: z \in \mathbb{Z}^{n}\right\}$ is the set of vertices of a periodic subdivision of $\mathbb{R}^{n}$ corresponding to the fundamental cell $Q$. In order to construct periodic layer potentials, we replace the fundamental solution of the Laplace operator by a $q$ periodic tempered distribution $S_{q, n}$ such that

$$
\Delta S_{q, n}=\sum_{z \in \mathbb{Z}^{n}} \delta_{q z}-\frac{1}{|Q|_{n}},
$$

where $\delta_{q z}$ denotes the Dirac measure with mass in $q z$ (see e.g., [8, p. 84]). The distribution $S_{q, n}$ is determined up to an additive constant, and we can take

$$
S_{q, n}(x)=-\sum_{z \in \mathbb{Z}^{n} \backslash\{0\}} \frac{1}{|Q|_{n} 4 \pi^{2}\left|q^{-1} z\right|^{2}} e^{2 \pi i\left(q^{-1} z\right) \cdot x}
$$

in the sense of distributions in $\mathbb{R}^{n}$ (see e.g., Ammari and Kang [1, p. 53], [8, §3]). Moreover, $S_{q, n}$ is even, real analytic in $\mathbb{R}^{n} \backslash q \mathbb{Z}^{n}$, and locally integrable in $\mathbb{R}^{n}$ (see e.g., $[8, \S 3]$ ). We now introduce the periodic layer potentials. We take a bounded open subset $\Omega_{Q}$ of $\mathbb{R}^{n}$ of class $C^{1, \alpha}$ for some $\left.\alpha \in\right] 0,1\left[\right.$ such that $\overline{\Omega_{Q}} \subseteq Q$. For the definition of sets and functions of the Schauder class $C^{k, \alpha}(k \in \mathbb{N})$ we refer, e.g., to Gilbarg and Trudinger [7]. We set

$$
\begin{aligned}
v_{q}\left[\partial \Omega_{Q}, \mu\right](x) & \equiv \int_{\partial \Omega_{Q}} S_{q, n}(x-y) \mu(y) d \sigma_{y} \quad \forall x \in \mathbb{R}^{n}, \\
w_{q}\left[\partial \Omega_{Q}, \mu\right](x) & \equiv-\int_{\partial \Omega_{Q}} D S_{q, n}(x-y) \cdot v_{\Omega_{Q}}(y) \mu(y) d \sigma_{y} \quad \forall x \in \mathbb{R}^{n}, \\
w_{q, *}\left[\partial \Omega_{Q}, \mu\right](x) & \equiv \int_{\partial \Omega_{Q}} D S_{q, n}(x-y) \cdot v_{\Omega_{Q}}(x) \mu(y) d \sigma_{y} \quad \forall x \in \partial \Omega_{Q},
\end{aligned}
$$

for all $\mu \in L^{2}\left(\partial \Omega_{Q}\right)$. Here above, the symbol $\nu_{\Omega_{Q}}$ denotes the outward unit normal field to $\partial \Omega_{Q}, d \sigma$ denotes the area element on $\partial \Omega_{Q}$, and $D S_{q, n}(\xi)$ denotes the gradient of $S_{q, n}$ computed at the point $\xi \in \mathbb{R}^{n} \backslash q \mathbb{Z}^{n}$. The functions $v_{q}\left[\partial \Omega_{Q}, \mu\right]$ and $w_{q}\left[\partial \Omega_{Q}, \mu\right]$ are called the $q$-periodic simple (or single) and double layer potentials, respectively.

In order to consider the dependence of periodic layer potentials under shape perturbations, we need to introduce some notation. First, we find convenient to set $\widetilde{Q} \equiv] 0,1\left[{ }^{n}\right.$ and to set $\tilde{q}$ equal to the $n \times n$ identity matrix. Then we take
$\alpha \in] 0,1\left[\right.$ and a bounded open connected subset $\Omega$ of $\mathbb{R}^{n}$ of class $C^{1, \alpha}$ such that $\mathbb{R}^{n} \backslash \bar{\Omega}$ is connected.

The symbol ${ }^{\bullet} \nsim$ denotes the closure. Then we consider a class of diffeomorphisms $\mathcal{A}_{\partial \Omega}^{\widetilde{Q}}$ from $\partial \Omega$ into their images contained in $\widetilde{Q}$ (see (1.2)). To define such a class, we take $\Omega$ as in (1.1) and a bounded open connected subset $\Omega^{\prime}$ of $\mathbb{R}^{n}$ of class $C^{1, \alpha}$. We denote by $\mathcal{A}_{\partial \Omega}$ and by $\mathcal{A}_{\overline{\Omega^{\prime}}}$ the sets of functions of class $C^{1}\left(\partial \Omega, \mathbb{R}^{n}\right)$ and of class $C^{1}\left(\overline{\Omega^{\prime}}, \mathbb{R}^{n}\right)$ which are injective and whose differential is injective at all points of $\partial \Omega$ and of $\overline{\Omega^{\prime}}$, respectively. One can verify that $\mathcal{A}_{\partial \Omega}$ and $\mathcal{A}_{\Omega^{\prime}}$ are open in $C^{1}\left(\partial \Omega, \mathbb{R}^{n}\right)$ and $C^{1}\left(\overline{\Omega^{\prime}}, \mathbb{R}^{n}\right)$, respectively (see, e.g., Lanza de Cristoforis and Rossi [12, Lem. 2.2, p. 197] and [11, Lem. 2.5, p. 143]). Then we set

$$
\begin{equation*}
\mathcal{A}_{\partial \Omega}^{\widetilde{Q}} \equiv\left\{\phi \in \mathcal{A}_{\partial \Omega}: \phi(\partial \Omega) \subseteq \widetilde{Q}\right\}, \quad \mathcal{A} \overline{\widetilde{\Omega^{\prime}}} \equiv\left\{\Phi \in \mathcal{A}_{\overline{\Omega^{\prime}}}: \Phi\left(\overline{\Omega^{\prime}}\right) \subseteq \widetilde{Q}\right\} \tag{1.2}
\end{equation*}
$$

If $\phi \in \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}$, the Jordan-Leray separation theorem ensures that $\mathbb{R}^{n} \backslash \phi(\partial \Omega)$ has exactly two open connected components (see, e.g., Deimling [6, Thm. 5.2, p. 26]), and we denote by $\mathbb{I}[\phi]$ the bounded open connected component of $\mathbb{R}^{n} \backslash \phi(\partial \Omega)$.

We denote by $\mathbb{D}_{n}(\mathbb{R})$ the space of $n \times n$ diagonal matrices with real entries and by $\mathbb{D}_{n}^{+}(\mathbb{R})$ the set of elements of $\mathbb{D}_{n}(\mathbb{R})$ with diagonal entries in $] 0,+\infty[$.

Then for each triple $(q, \phi, \theta)$ in $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{0, \alpha}(\partial \Omega)$ we denote by $V[q, \phi, \theta]$ the function in $C^{1, \alpha}(\partial \Omega)$ defined by

$$
V[q, \phi, \theta](x) \equiv \int_{q \phi(\partial \Omega)} S_{q, n}(q \phi(x)-s)\left(\theta \circ \phi^{(-1)}\right)\left(q^{-1} s\right) d \sigma_{s} \quad \forall x \in \partial \Omega
$$

and by $W_{*}[q, \phi, \theta]$ the function in $C^{0, \alpha}(\partial \Omega)$ defined by

$$
W_{*}[q, \phi, \theta](x) \equiv \int_{q \phi(\partial \Omega)} D S_{q, n}(q \phi(x)-s) \cdot v_{q \mathbb{L} \phi]}(q \phi(x))\left(\theta \circ \phi^{(-1)}\right)\left(q^{-1} s\right) d \sigma_{s}
$$

$$
\forall x \in \partial \Omega
$$

Similarly, for each triple $(q, \phi, \theta)$ in $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)$ we denote by $W[q, \phi, \theta]$ the function in $C^{1, \alpha}(\partial \Omega)$ defined by

$$
\begin{array}{r}
W[q, \phi, \theta](x) \equiv-\int_{q \phi(\partial \Omega)} D S_{q, n}(q \phi(x)-s) \cdot v_{q \mathbb{M} \phi]}(s)\left(\theta \circ \phi^{(-1)}\right)\left(q^{-1} s\right) d \sigma_{s} \\
\forall x \in \partial \Omega .
\end{array}
$$

The functions $V[q, \phi, \theta]$ and $W[q, \phi, \theta]$ are associated with the $q \phi$-pull backs on $\partial \Omega$ of the periodic simple layer potential and of the periodic double layer potential, respectively. The function $W_{*}[q, \phi, \theta]$, instead, is associated with the $q \phi$-pull back on $\partial \Omega$ of the normal derivative of the periodic simple layer potential. These functions are well known to intervene in the integral equations associated with periodic boundary value problems. We are interested in understanding the dependence of $V[q, \phi, \theta], W[q, \phi, \theta]$, and $W_{*}[q, \phi, \theta]$ upon perturbation of $(q, \phi, \theta)$, i.e., of the periodicity matrix, the support of integration, and the density function. Hence, we pose the following question:

What can be said on the regularity of the maps $(q, \phi, \theta) \mapsto V[q, \phi, \theta]$,

$$
\begin{equation*}
(q, \phi, \theta) \mapsto W[q, \phi, \theta], \text { and }(q, \phi, \theta) \mapsto W_{*}[q, \phi, \theta] ? \tag{1.3}
\end{equation*}
$$

Our work stems from that of Lanza de Cristoforis and Preciso [10] for the Cauchy integral operator, from that of Lanza de Cristoforis and Rossi [11, 12] for the Laplace and for the Helmholtz operator, and from that of Dalla Riva and Lanza de Cristoforis [5] for second order elliptic operators. Moreover this work can be seen as complement of [8], where it has been shown that periodic layer potentials associated with parameter dependent analytic families of fundamental solutions of second order differential operators with constant coefficients depend real analytically upon the density function and on a suitable parametrization of the
supporting hypersurface and on the parameter. Furthermore, it generalizes a part of [14] where the authors have proven analyticity results for the double layer potential in dimension two for a specific perturbation of the periodicity cell, in order to study the longitudinal flow through a periodic array of cylinders.

In this paper, we answer to the question (1.3) by proving that the maps in (1.3) are real analytic (see Theorem 3.2).

## 2 Preliminary Technical Results

To prove the analyticity of the operators $V[\cdot, \cdot, \cdot], W[\cdot, \cdot, \cdot]$, and $W_{*}[\cdot, \cdot, \cdot]$, we need the following results from Lanza de Cristoforis and Rossi [12, §2].
Lemma 2.1 Let $\alpha, \Omega$ be as in (1.1). Then there exists $\beta \in C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right)$ such that $|\beta(x)|=1$ and $\beta(x) \cdot v_{\Omega}(x)>1 / 2$ for all $x \in \partial \Omega$.

Lemma 2.2 Let $\alpha, \Omega$ be as in (1.1). Let $\beta$ be as in Lemma 2.1. Then the following statements hold.
(i) There exists $\left.\delta_{\Omega} \in\right] 0,+\infty[$ such that the sets

$$
\begin{aligned}
& \Omega_{\beta, \delta} \equiv\{x+t \beta(x): x \in \partial \Omega, t \in]-\delta, \delta[ \}, \\
& \Omega_{\beta, \delta}^{+} \equiv\{x+t \beta(x): x \in \partial \Omega, t \in]-\delta, 0[ \},
\end{aligned}
$$

are connected and of class $C^{1, \alpha}$, and

$$
\begin{aligned}
& \partial \Omega_{\beta, \delta}=\{x+t \beta(x): x \in \partial \Omega, t \in\{-\delta, \delta\}\}, \\
& \partial \Omega_{\beta, \delta}^{+}=\{x+t \beta(x): x \in \partial \Omega, t \in\{-\delta, 0\}\},
\end{aligned}
$$

and $\Omega_{\beta, \delta}^{+} \subseteq \Omega$ for all $\left.\delta \in\right] 0, \delta_{\Omega}[$.
(ii) Let $\delta \in] 0, \delta_{\Omega}\left[\right.$. If $\Phi \in \mathcal{A} \overline{\Omega_{\beta, \delta}}$, then $\Phi_{\mid \partial \Omega} \in \mathcal{A}_{\partial \Omega}$.
(iii) If $\delta \in] 0, \delta_{\Omega}[$, then the set

$$
\mathcal{A}_{\overline{\Omega_{\beta, \delta}}}^{\prime} \equiv\left\{\Phi \in \mathcal{A}_{\overline{\Omega_{\beta, \delta}}}: \Phi\left(\Omega_{\beta, \delta}^{+}\right) \subseteq \mathbb{I}\left[\Phi_{\mid \partial \Omega}\right]\right\}
$$

is open in $\mathcal{A}_{\overline{\Omega_{\beta, \delta}}}$.
(iv) If $\delta \in] 0, \delta_{\Omega}\left[\right.$ and $\Phi \in C^{1, \alpha}\left(\overline{\Omega_{\beta, \delta}}, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\overline{\Omega_{\beta, \delta}}}^{\prime}$, then $\Phi\left(\Omega_{\beta, \delta}^{+}\right)$is an open set of class $C^{1, \alpha}$ and $\partial \Phi\left(\Omega_{\beta, \delta}^{+}\right)=\Phi\left(\partial \Omega_{\beta, \delta}^{+}\right)$.

## 3 Analyticity of the Integral Operators Associated with Layer Potentials

In this section, we prove our main result on the analyticity of the maps in (1.3). We first need to prove the following lemma which represents an intermediate step.

Lemma 3.1 Let $\alpha, \Omega$ be as in (1.1). Let $\beta$ and $\delta_{\Omega}$ be as in Lemma 2.2. Let

$$
\left.\mathcal{A}_{\overline{\Omega_{\beta, \delta}}}^{\prime} \equiv \mathcal{A}_{\overline{\Omega_{\beta, \delta}}}^{\prime} \cap \mathcal{A} \frac{\widetilde{Q}}{\Omega_{\beta, \delta}} \quad \forall \delta \in\right] 0, \delta_{\Omega}[.
$$

Let $\eta \in] 0,1\left[\right.$. Then there exists $\left.\delta_{\eta} \in\right] 0, \delta_{\Omega}[$ such that for all $\delta \in] 0, \delta_{\eta}[$ the map which takes

$$
(q, \Phi, \theta) \in \mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\overline{\Omega_{\beta, \delta}}, \mathbb{R}^{n}\right) \cap \mathcal{A}^{\prime} \frac{\widetilde{Q}}{\Omega_{\beta, \delta}}\right) \times C^{0, \alpha}(\partial \Omega)
$$

to the function $V^{+}[q, \Phi, \theta]$, which is defined as

$$
V^{+}[q, \Phi, \mu](x) \equiv \int_{q \Phi(\partial \Omega)} S_{q, n}(q \Phi(x)-s)\left(\mu \circ \Phi^{(-1)}\right)\left(q^{-1} s\right) d \sigma_{s} \quad \forall x \in \overline{\Omega_{\beta, \delta}^{+}}
$$

is real analytic from $\mathcal{O}(\eta) \times \mathcal{U}_{\eta, \delta} \times C^{0, \alpha}(\partial \Omega)$ to $C^{1, \alpha}\left(\overline{\Omega_{\beta, \delta}^{+}}\right)$, where

$$
\begin{gathered}
\mathcal{O}(\eta) \equiv\left\{q \in \mathbb{D}_{n}^{+}(\mathbb{R}): \inf _{\xi \in \mathbb{R}^{n},|\xi|=1}\left\{\sum_{j=1}^{n}\left(q_{j j}\right)^{-2} \xi_{j}^{2}\right\}>\eta, \max \left\{\left(q_{j j}\right)^{-2}: j=1, \ldots, n\right\}<\eta^{-1}\right\}, \\
\mathcal{U}_{\eta, \delta} \equiv\left\{\Phi \in \mathcal{A}_{\bar{\Omega} \bar{Q}_{\beta, \delta}}^{\widetilde{\widetilde{ }}} \cap C^{1, \alpha}\left(\overline{\Omega_{\beta, \delta}}, \mathbb{R}^{n}\right): \sup _{\Omega_{\beta, \delta}}|\operatorname{det}(D \Phi)|<\eta^{-1}\right\} .
\end{gathered}
$$

Proof Let $\delta \in] 0, \delta_{\Omega}[$. Next, we note that if

$$
(q, \Phi) \in \mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\overline{\Omega_{\beta, \delta}}, \mathbb{R}^{n}\right) \cap \mathcal{A}^{\prime} \widetilde{\Omega_{\beta, \delta}}\right)
$$

then

$$
\begin{aligned}
& V^{+}[q, \Phi, \mu](x)=\int_{q \Phi(\partial \Omega)} S_{q, n}(q \Phi(x)-s)\left(\mu \circ \Phi^{(-1)}\right)\left(q^{-1} s\right) d \sigma_{s} \\
& =\int_{\Phi(\partial \Omega)} S_{q, n}(q(\Phi(x)-y))\left(\mu \circ \Phi^{(-1)}\right)(y) \mid \operatorname{det} q \| q^{-1} \cdot v_{\mathbb{I}\left[\Phi_{\mid \partial \Omega]}(y) \mid d \sigma_{y}\right.}
\end{aligned}
$$

for all $\mu \in C^{0, \alpha}(\partial \Omega)$ and for all $x \in \Omega_{\beta, \delta}^{+}$. Then we set

$$
\tilde{S}_{n}(q, x) \equiv \operatorname{det} q S_{q, n}(q x) \quad \forall x \in \mathbb{R}^{n} \backslash \mathbb{Z}^{n}
$$

We note that the $\tilde{q}$-periodic function $\tilde{S}_{n}(q, \cdot)$ is a $\tilde{q}$-periodic $\{0\}$-analog of the fundamental solution of the operator $\sum_{j=1}^{n} \frac{1}{\left(q_{j j}\right)^{2}} \frac{\partial^{2}}{\partial x_{j}^{2}}$, i.e., a $\tilde{q}$-periodic tempered distribution such that

$$
\sum_{j=1}^{n} \frac{1}{\left(q_{j j}\right)^{2}} \frac{\partial^{2}}{\partial x_{j}^{2}} \tilde{S}_{n}(q, \cdot)=\sum_{z \in \mathbb{Z}^{n}} \delta_{z}-1,
$$

in the sense of distributions (see $[8, \S 1]$ ). Then, if we set

$$
\sigma_{\#}[q, \Phi](s) \equiv\left|q^{-1} \cdot\left(v_{\mathbb{I}\left[\Phi_{\mid \partial \Omega]}\right.} \circ \Phi\right)(s)\right| \quad \forall s \in \partial \Omega
$$

for all $(q, \Phi) \in \mathbb{D}_{n}^{+}(\mathbb{R}) \times \mathcal{U}_{\eta, \delta}$, we can write

$$
\begin{aligned}
& \int_{\Phi(\partial \Omega)} S_{q, n}(q(\Phi(x)-y))\left(\mu \circ \Phi^{(-1)}\right)(y)\left|\operatorname{det} q \| q^{-1} \cdot v_{\mathbb{I}\left[\Phi_{\mid \partial \Omega}\right]}(y)\right| d \sigma_{y} \\
& \quad=\int_{\Phi(\partial \Omega)} \tilde{S}_{n}(q, \Phi(x)-y)\left(\mu \circ \Phi^{(-1)}\right)(y) \sigma_{\#}[q, \Phi] \circ \Phi^{(-1)}(y) d \sigma_{y} \\
& \equiv \tilde{V}_{\tilde{q}}^{+}[q, \Phi, \mu](x) \quad \forall x \in \overline{\Omega_{\beta, \delta}^{+}},
\end{aligned}
$$

for all $(q, \Phi, \mu) \in \mathbb{D}_{n}^{+}(\mathbb{R}) \times \mathcal{U}_{\eta, \delta} \times C^{0, \alpha}(\partial \Omega)$. By Lanza de Cristoforis and Rossi [11, Lem. 3.3 and p. 166] and standard calculus in Banach spaces, we have that the map from $\mathbb{D}_{n}^{+}(\mathbb{R}) \times \mathcal{U}_{\eta, \delta}$ to $C^{0, \alpha}(\partial \Omega)$ which takes a pair $(q, \Phi)$ to $\sigma_{\#}[q, \Phi]$ is real analytic. Now we note that by Lanza de Cristoforis and Musolino [9, Thm. 7] and $[8, \S 3]$ the map from $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(\mathbb{R}^{n} \backslash \mathbb{Z}^{n}\right)$ to $\mathbb{R}$ which takes the pair $(q, x)$ to $\tilde{S}_{n}(q, x)$ is real analytic. Moreover, as noted above, for all $q \in \mathbb{D}_{n}^{+}(\mathbb{R})$, the map $\tilde{S}_{n}(q, \cdot)$ is a $\tilde{q}$-periodic function in $L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ such that $\sum_{j=1}^{n} \frac{1}{\left(q_{j j}\right)^{2}} \frac{\partial^{2}}{\partial x_{j}^{2}} \tilde{S}_{n}(q, \cdot)=\sum_{z \in \mathbb{Z}^{n}} \delta_{z}-1$ in the sense of distributions. Accordingly, one can readily verify that the assumptions (1.8) of [8, pp. 78, 79] are satisfied and thus we can apply the results of [8]. Hence, [8, Prop. 5.6, pp. 105, 106] implies that there exists $\left.\delta_{\eta} \in\right] 0, \delta_{\Omega}$ [ such that for all $\delta \in] 0, \delta_{\eta}\left[\right.$ the map $\widetilde{V}_{\tilde{q}}^{+}[\cdot, \cdot, \cdot]$ is real analytic from $\mathcal{O}(\eta) \times \mathcal{U}_{\eta, \delta} \times C^{0, \alpha}(\partial \Omega)$ to $C^{1, \alpha}\left(\overline{\Omega_{\beta, \delta}^{+}}\right)$, and thus the proof is complete.

We can now deduce our main theorem on the analyticity of the periodic layer potentials upon the periodicity parameter, the shape, and the density. The proof follows the strategy exploited in Lanza de Cristoforis and Rossi [11, Thm. 3.12] and in [8, Thm. 5.10].

## Theorem 3.2 Let $\alpha$, $\Omega$ be as in (1.1). Then the following statements hold.

(i) The map from $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{0, \alpha}(\partial \Omega)$ to $C^{1, \alpha}(\partial \Omega)$ which takes a triple $(q, \phi, \theta)$ to the function $V[q, \phi, \theta]$ is real analytic.
(ii) The map from $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{1, \alpha}(\partial \Omega)$ to $C^{1, \alpha}(\partial \Omega)$ which takes a triple $(q, \phi, \theta)$ to the function $W[q, \phi, \theta]$ is real analytic.
(iii) The map from $\mathbb{D}_{n}^{+}(\mathbb{R}) \times\left(C^{1, \alpha}\left(\partial \Omega, \mathbb{R}^{n}\right) \cap \mathcal{A}_{\partial \Omega}^{\widetilde{Q}}\right) \times C^{0, \alpha}(\partial \Omega)$ to $C^{0, \alpha}(\partial \Omega)$ which takes a triple $(q, \phi, \theta)$ to the function $W_{*}[q, \phi, \theta]$ is real analytic.
Proof To prove statements (i) and (iii), it suffices to argue as in the proof of [8, Thm. 5.10] and to replace [8, Prop. 5.6] by Lemma 3.1. Instead, the proof of statement (ii), follows by the same argument as the one of the proof of [14, Lem. 4.2], with the combination of the proof of [14, Lem. 4.1] and Lemma 3.1.
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#### Abstract

The focus of this paper is to present a characterization of bicomplex holomorphic function in terms of the directional derivatives over the idempotent planes. Moreover we give an equivalence between bicomplex holomorphy and the Stolz's condition. We have considered different representation of bicomplex numbers and applying tools of complex analysis.


Keywords Bicomplex Holomorphic functions • Stolz condition
Mathematics Subject Classification (2010) 30G30, 32A10

## 1 Introduction

Bicomplex numbers are generated by two imaginary units in a similar way that quaternions but bicomplex numbers are commutative respect to the product and with zero divisors. The study of this set was started by J. Cockle in [1] under the name of tessarines and recently there has been an increasing interest about this.

The bicomplex analysis has a hybrid behavior between the one complex analysis and the analysis of several complex variables. So, many results from the theory of one complex variable-that can be consulted in [2, 3]-, have a natural extension into the bicomplex space. In the other hand, several results in several complex variables specifically in two variables,-where the fundamental reference is [4]have a corresponding result in Bicomplex Holomorphic theory.

[^20]Section 2, contains a brief compiled of the main tools of bicomplex holomorphic functions analysis that we applied in this work, for a complete development of this subject the featured references are [5-8].

Observe that the definition of bicomplex holomorphy evade the zero divisors. So the main results are presented in Sect.3, where we give the relationships between bicomplex holomorphy with the directional derivatives over the idempotent planes $\mathbf{e}$ and $\mathbf{e}^{\dagger}$. Then we show that the Stolz condition for a complex holomorphic function is extended for the bicomplex case.

## 2 Some Basic Results on Bicomplex Holomorphic Theory

We present several common facts about bicomplex numbers and bicomplex holomorphic functions. We will be free to use results and notation of [6].

The set of bicomplex numbers $\mathbb{B} \mathbb{C}$ is defined as

$$
\mathbb{B C}:=\left\{z_{1}+\mathbf{j} z_{2}: z_{1}, z_{2} \in \mathbb{C}(i), \mathbf{j}^{2}=-1\right\}
$$

Sum and product of bicomplex numbers are made in the expected way. We write all the bicomplex numbers $Z=z_{1}+\mathbf{j} z_{2}$, with $z_{l}=x_{l}+i y_{l} \in \mathbb{C}(\mathbf{i})$, in theirs $\mathbb{C}(\mathbf{i})$-idempotent form, that is

$$
\begin{equation*}
Z=\beta_{1} \mathbf{e}+\beta_{2} \mathbf{e}^{\dagger} \tag{2.1}
\end{equation*}
$$

where

$$
\beta_{1}=z_{1}-\mathbf{i} z_{2} \quad \text { and } \quad \beta_{2}=z_{1}+\mathbf{i} z_{2}
$$

and

$$
\mathbf{e}:=\frac{1+\mathbf{i} \mathbf{j}}{2} \quad \text { and } \quad \mathbf{e}^{\dagger}:=\frac{1-\mathbf{i} \mathbf{j}}{2} .
$$

Observe that $\mathbf{e} \mathbf{e}^{\dagger}=0 ; 1=\mathbf{e}+\mathbf{e}^{\dagger}$ or more general $\lambda=\lambda\left(\mathbf{e}+\mathbf{e}^{\dagger}\right)$ with $\lambda \in \mathbb{C}(\mathbf{i})$.
A bicomplex valued function $F: X \rightarrow \mathbb{B C}$ is completely determined by its component functions $F_{1}, F_{2}: X \rightarrow \mathbb{C}(i)$ such that for every $x \in X$,

$$
F(x)=F_{1}(x)+\mathbf{j} F_{2}(x)
$$

Or we can consider the idempotent representation of $F$ as

$$
F(x)=G_{1}(x) \mathbf{e}+G_{2}(x) \mathbf{e}^{\dagger},
$$

where the functions $G_{1}, G_{2}: X \rightarrow \mathbb{B C}$ are the idempotent components and these are related with $F_{1}$ and $F_{2}$ by 2.1.

Let $\Omega$ be a domain in $\mathbb{B C}$ and $F: \Omega \rightarrow \mathbb{B} \mathbb{C}$ a $\mathbb{B C}$-holomorphic function in $\Omega$, that means that for every $Z_{0} \in \Omega$ exists the limit

$$
F^{\prime}\left(Z_{0}\right)=\lim _{Z \rightarrow Z_{0}} \frac{F(Z)-F\left(Z_{0}\right)}{Z-Z_{0}}, \quad Z \in \Omega
$$

and such that $H=Z-Z_{0}$ is an invertible bicomplex number, that is

$$
Z-Z_{0} \notin\left\{\beta \mathbf{e}+0 \mathbf{e}^{\dagger}\right\} \cup\left\{0 \mathbf{e}+\beta \mathbf{e}^{\dagger}\right\}, \quad \beta \in \mathbb{C}(i)
$$

If $F$ is derivable for all $Z \in \Omega$ we say that is a bicomplex holomorphic function in $\Omega$.

Like in the one complex variable case, the bicomplex holomorphic functions fulfill with a Cauchy-Riemann type system

$$
\begin{equation*}
\frac{\partial F_{1}}{\partial z_{1}}=\frac{\partial F_{2}}{\partial z_{2}} \quad \text { and } \quad \frac{\partial F_{1}}{\partial z_{2}}=-\frac{\partial F_{2}}{\partial z_{1}} . \tag{2.2}
\end{equation*}
$$

As a consequence of this system we have the following essential result in the theory of bicomplex holomorphic functions [5].

Theorem 2.1 Let $\Omega \subset \mathbb{B} \mathbb{C}$ be a domain. A bicomplex function $F: \Omega \rightarrow \mathbb{B} \mathbb{C}$ of class $\mathcal{C}^{1}$ and idempotent decomposition

$$
F=G_{1} \mathbf{e}+G_{2} \mathbf{e}^{\dagger}
$$

is $\mathbb{B C}$-holomorphic if and only if, the following two conditions hold:
(a) The component $G_{1}$, seen as a $\mathbb{C}(\mathbf{i})$-valued function of the complex variables ( $\beta_{1}, \beta_{2}$ ) is holomorphic; moreover does not depend on the variable $\beta_{2}$ and thus $G_{1}$ is a holomorphic function of the variable $\beta_{1}$.
(b) The component $G_{2}$, seen as a $\mathbb{C}(\mathbf{i})$-valued function of the complex variables $\left(\beta_{1}, \beta_{2}\right)$ is holomorhic; moreover does not depend on the variable $\beta_{1}$ and thus $G_{2}$ is a holomorphic function of the variable $\beta_{2}$.

Therefore applying this result, the rules of derivability are the same like usual ones and the derivatives of higher order are given by

$$
\begin{equation*}
F^{(n)}(Z)=G_{1}^{(n)}\left(\beta_{1}\right) \mathbf{e}+G_{2}^{(n)}\left(\beta_{2}\right) \mathbf{e}^{\dagger}, \quad n=0,1,2 \ldots \tag{2.3}
\end{equation*}
$$

Observe that as a straightforward result of this idempotent representation, we get the following inverse mapping theorem.

Theorem 2.2 Let $\Omega$ be a domain in $\mathbb{B C}$ and $F=F_{1}+\mathbf{j} F_{2}: \Omega \rightarrow \mathbb{B C}$ a $\mathbb{B C}$ holomorphic function in $\Omega$. Then if $F^{\prime}\left(Z_{0}\right)$ is not a zero divisor, then the function
$F$ is locally invertible and the inverse function $F^{-1}$ is $\mathbb{B C}$-holomorphic at $W_{0}=$ $F\left(Z_{0}\right)$ with

$$
\left(F^{-1}\right)^{\prime}\left(W_{0}\right)=\frac{1}{F^{\prime}\left(Z_{0}\right)} .
$$

Proof If we consider the idempotent decomposition

$$
F(Z)=G_{1}\left(\beta_{1}\right) \mathbf{e}+G_{2}(\beta) \mathbf{e}^{\dagger}
$$

As $G_{1}^{\prime}\left(\beta_{1}^{0}\right) \neq 0 \neq G_{2}^{\prime}\left(\beta_{2}^{0}\right)$, then $G_{1}$ and $G_{2}$ are locally invertibles. Thus $F$ results locally invertible in a neighboorhood of $Z_{0}$. If $W_{0}=F\left(Z_{0}\right)$ then

$$
F^{\prime}\left(W_{0}\right)=\frac{1}{G_{1}^{\prime}\left(\beta_{1}^{0}\right)} \mathbf{e}+\frac{1}{G_{2}^{\prime}\left(\beta^{0}\right)} \mathbf{e}^{\dagger}=\frac{1}{F^{\prime}\left(Z_{0}\right)} .
$$

Suppose that $\Omega_{1}, \Omega_{2} \subset \mathbb{C}(\mathbf{i})$ are domains of holomorphy for $G_{1}, G_{2}$ respectively, that is, $G_{1}$ and $G_{2}$ can not be holomorphically extended to any bigger open set in $\mathbb{C}(\mathbf{i})$. Then the bicomplex function $F=G_{1} \mathbf{e}+G_{2} \mathbf{e}^{\dagger}$ defined on $\Omega=\Omega_{1} \mathbf{e}+\Omega_{2} \mathbf{e}^{\dagger}$ can not be $\mathbb{B} \mathbb{C}$-holomorphically extended to any open set containing $\Omega$, thus $\Omega$ is a domain of bicomplex holomorphy for $F$. This fact represent an important difference between the concept of Domains of Holomorphy in Several Complex Variables and the Bicomplex Holomorphic Theory: Domains of holomorphy in Bicomplex Theory are just product domains. While, for instance, the euclidian ball in $C^{2}$ is a domain of holomorphy in Two Complex Variables Theory but not in Bicomplex Holomorphic Theory.

## 3 The Stolz Condition

Observe that $\left\{\beta \mathbf{e}+0 \mathbf{e}^{\dagger}\right\}$ and $\left\{0 \mathbf{e}+\beta \mathbf{e}^{\dagger}\right\}$ are fields isomorphic to $\mathbb{C}$, where the inverse of $\beta \mathbf{e}$ and $\beta \mathbf{e}^{\dagger}$ are $\beta^{-1} \mathbf{e}$ and $\beta^{-1} \mathbf{e}^{\dagger}$, respectively, for $\beta \neq 0$.

Let $Z^{0}=\beta_{1}^{0} \mathbf{e}+\beta_{2}^{0} \mathbf{e}^{\dagger}, Z=\beta_{1}^{0} \mathbf{e}+\beta_{2} \mathbf{e}^{\dagger} \in \Omega$ and $\Delta Z=Z-Z_{0}=0 \mathbf{e}+\left(\beta_{2}-\right.$ $\left.\beta_{2}^{0}\right) \mathbf{e}^{\dagger}$. Note that $\Delta Z$ is an increment in the $\mathbf{e}^{\dagger}$ direction. If $F$ is $\mathbb{B} \mathbb{C}$-holomorphic in $Z^{0}$, then

$$
\begin{aligned}
F(Z) & =G_{1}\left(\beta_{1}^{0}\right) \mathbf{e}+G_{2}\left(\beta_{2}\right) \mathbf{e}^{\dagger} \\
F\left(Z^{0}\right) & =G_{1}\left(\beta_{1}^{0}\right) \mathbf{e}+G_{2}\left(\beta_{2}^{0}\right) \mathbf{e}^{\dagger} \\
F^{\prime}\left(Z^{0}\right) & =G_{1}^{\prime}\left(\beta_{1}^{0}\right) \mathbf{e}+G_{2}^{\prime}\left(\beta_{2}^{0}\right) \mathbf{e}^{\dagger} .
\end{aligned}
$$

As $G_{2}\left(\beta_{2}\right)$ is a holomorphic function in $\beta_{2}$, and if $\Delta Z \rightarrow 0$, then $\beta_{2} \rightarrow \beta_{2}^{0}$. By Stolz condition in the complex case

$$
\begin{aligned}
\Delta F(Z) & =F(Z)-F\left(Z^{0}\right)=G_{1}\left(\beta_{1}^{0}\right) \mathbf{e}+G_{2}\left(\beta_{2}\right) \mathbf{e}^{\dagger}-\left(G_{1}\left(\beta_{1}^{0}\right) \mathbf{e}+G_{2}\left(\beta_{2}^{0}\right) \mathbf{e}^{\dagger}\right) \\
& =0 \mathbf{e}+\left(G_{2}\left(\beta_{2}\right)-G_{2}\left(\beta_{2}^{0}\right)\right) \mathbf{e}^{\dagger} \\
& =0 \mathbf{e}+\left(G_{2}^{\prime}\left(\beta_{2}^{0}\right)\left(\beta_{2}-\beta_{2}^{0}\right)+\alpha_{2}\left(\beta_{2}, \beta_{2}^{0}\right)\left(\beta_{2}-\beta_{2}^{0}\right)\right) \mathbf{e}^{\dagger} \\
& =0 \mathbf{e}+\left(G_{2}^{\prime}\left(\beta_{2}^{0}\right)+\alpha_{2}\left(\beta_{2}, \beta_{2}^{0}\right)\right)\left(\beta_{2}-\beta_{2}^{0}\right) \mathbf{e}^{\dagger}
\end{aligned}
$$

where

$$
\lim _{\beta_{2} \rightarrow \beta_{2}^{0}} \alpha_{2}\left(\beta_{2}, \beta_{2}^{0}\right)=0
$$

The complex number $\beta_{2}-\beta_{2}^{0} \in \mathbb{C}(\mathbf{i})$ is invertible in $\mathbb{C}(\mathbf{i})$.If we multiply the previous expression by the bicomplex number $0 \mathbf{e}+\left(\beta_{2}-\beta_{2}^{0}\right)^{-1} \mathbf{e}^{\dagger}$, thus

$$
0 \mathbf{e}+\left(G_{2}\left(\beta_{2}\right)-G_{2}\left(\beta_{2}^{0}\right)\right)\left(\beta_{2}-\beta_{2}^{0}\right)^{-1} \mathbf{e}^{\dagger}=0 \mathbf{e}+\left(G_{2}^{\prime}\left(\beta_{2}^{0}\right)+\alpha_{2}\left(\beta_{2}, \beta_{2}^{0}\right)\right) \mathbf{e}^{\dagger}
$$

As $G_{2}$ is holomorphic at $\beta_{2}^{0}$, if $\beta_{2} \rightarrow \beta_{2}^{0}$ we get

$$
0 \mathbf{e}+G_{2}^{\prime}\left(\beta_{2}^{0}\right) \mathbf{e}^{\dagger}=0 \mathbf{e}+\left(G_{2}^{\prime}\left(\beta_{2}^{0}\right)+\lim _{\beta_{2} \rightarrow \beta_{2}^{0}} \alpha_{2}\left(\beta_{2}, \beta_{2}^{0}\right)\right) \mathbf{e}^{\dagger}
$$

Thus, by Stolz criterium for the one complex case, there exists the directional derivative $F_{\mathbf{e}^{\dagger}}^{\prime}\left(Z^{0}\right)$ and

$$
F_{\mathbf{e}^{\dagger}}^{\prime}\left(Z^{0}\right)=0 \mathbf{e}+G_{2}^{\prime}\left(\beta_{2}^{0}\right) \mathbf{e}^{\dagger}
$$

In the same way, we obtain

$$
F_{\mathbf{e}}^{\prime}\left(Z^{0}\right)=G_{1}^{\prime}\left(\beta_{1}^{0}\right) \mathbf{e}+0 \mathbf{e}^{\dagger} .
$$

Thus we have obtained the next result
Theorem 3.1 Let $F(Z)=G_{1}\left(\beta_{1}\right) \mathbf{e}+G_{2}\left(\beta_{2}\right) \mathbf{e}^{\dagger}$ be a $\mathbb{B} \mathbb{C}$-holomorphic function in a domain $\Omega \subset \mathbb{B C}$. If $Z^{0}=\beta_{1}^{0} \mathbf{e}+\beta_{2}^{0} \mathbf{e}^{\dagger}$ then

- The directional derivatives $F_{\mathbf{e}}^{\prime}\left(Z^{0}\right), F_{\mathbf{e}^{\dagger}}^{\prime}\left(Z^{0}\right)$ exist and

$$
\begin{aligned}
F_{\mathbf{e}}^{\prime}\left(Z^{0}\right) & =G_{1}^{\prime}\left(\beta_{1}^{0}\right) \mathbf{e}+0 \mathbf{e}^{\dagger} . \\
F_{\mathbf{e}^{\dagger}}^{\prime}\left(Z^{0}\right) & =0 \mathbf{e}+G_{2}^{\prime}\left(\beta_{2}^{0}\right) \mathbf{e}^{\dagger}
\end{aligned}
$$

$$
F^{\prime}\left(Z^{0}\right)=F_{\mathbf{e}}^{\prime}\left(Z^{0}\right) \mathbf{e}+F_{\mathbf{e}^{\star}}^{\prime}\left(Z^{0}\right) \mathbf{e}^{\dagger} .
$$

- The tangent space at the point $\left(Z^{0}, F\left(Z^{0}\right)\right)$ is given by

$$
W=F\left(Z^{0}\right)+F^{\prime}\left(Z^{0}\right)\left(Z-Z^{0}\right) .
$$

As Corollary of the previous proof and Theorem 7.6.3 in [5], we obtain the following result.

Corollary 3.2 Let $\Omega \subset \mathbb{B C}$ be a domain and let $F: \Omega \rightarrow \mathbb{B C}$ be a bicomplex function given by $F(Z)=G_{1}\left(\beta_{1}\right) \mathbf{e}+G_{2}\left(\beta_{2}\right) \mathbf{e}^{\dagger}$. If the directional derivatives $F_{\mathbf{e}^{\prime}}^{\prime}\left(Z^{0}\right), F_{\mathbf{e}^{\dagger}}^{\prime}\left(Z^{0}\right)$ exist for all $Z^{0} \in \Omega$ then $F$ is a bicomplex holomorphic function with derivative $F^{\prime}\left(Z^{0}\right)=F_{\mathbf{e}}^{\prime}\left(Z^{0}\right) \mathbf{e}+F_{\mathbf{e}^{\dagger}}^{\prime}\left(Z^{0}\right) \mathbf{e}^{\dagger}$.

Theorem 3.3 Let $\Omega \subset \mathbb{B C}$ be a domain and let $F: \Omega \rightarrow \mathbb{B C}$ be a bicomplex function. Then $F$ is a bicomplex holomorphic function on $\Omega$ if and only if, $F$ is $\mathbb{B C}$ Stolz differentiable on $\Omega$, that is
$F(Z+H)=F(Z)+A_{Z} H+\alpha(H) H, \quad$ with $A_{Z} \in \mathbb{B C} \quad$ and $\quad \lim _{H \rightarrow 0} \alpha(H)=0$.

Proof If $F$ satisfies the Stolz condition (3.1) and if $H$ is a non zero divisor, we have for $Z \in \Omega$

$$
F^{\prime}(Z)=\lim _{H \rightarrow 0} \frac{F(Z+H)-F(Z)}{H}=\lim _{H \rightarrow 0}\left(A_{Z}+\alpha(H)\right)=A_{Z}
$$

Reciprocally, if $F=G_{1} \mathbf{e}+G_{2} \mathbf{e}^{\dagger}$ is a $\mathbb{B C}$ holomorphic function at $Z^{0} \in \Omega$, $Z^{0}=\beta_{1}^{0} \mathbf{e}+\beta_{2}^{0} \mathbf{e}^{\dagger}$, by the Stolz condition for $G_{1}, G_{2}$ we have

$$
\begin{aligned}
\Delta F(Z) & =F(Z)-F\left(Z^{0}\right) \\
& =\left(G_{1}\left(\beta_{1}\right)-G_{1}\left(\beta_{1}^{0}\right)\right) \mathbf{e}+\left(G_{2}\left(\beta_{2}\right)-\left(G_{2}\left(\beta_{2}^{0}\right)\right) \mathbf{e}^{\dagger}\right. \\
& =\left(G_{1}^{\prime}\left(\beta_{1}^{0}\right)\left(\beta_{1}-\beta_{1}^{0}\right)+\alpha_{1}\left(\beta_{1}, \beta_{1}^{0}\right)\left(\beta_{1}-\beta_{1}^{0}\right)\right) \mathbf{e} \\
& +\left(G_{2}^{\prime}\left(\beta_{2}^{0}\right)\left(\beta_{2}-\beta_{2}^{0}\right)+\alpha_{2}\left(\beta_{2}, \beta_{2}^{0}\right)\left(\beta_{2}-\beta_{2}^{0}\right)\right) \mathbf{e}^{\dagger}
\end{aligned}
$$

with

$$
\lim _{\beta_{1} \rightarrow \beta_{1}^{0}} \alpha_{1}\left(\beta_{1}, \beta_{1}^{0}\right)=0 \quad \text { and } \quad \lim _{\beta_{2} \rightarrow \beta_{2}^{0}} \alpha_{2}\left(\beta_{2}, \beta_{2}^{0}\right)=0
$$

## Define

$$
\alpha\left(Z, Z^{0}\right)=\alpha_{1}\left(\beta_{1}, \beta_{1}^{0}\right) \mathbf{e}+\alpha_{2}\left(\beta_{2}, \beta_{2}^{0}\right) \mathbf{e}^{\dagger}
$$

then it follows $\lim _{Z \rightarrow Z^{0}} \alpha\left(Z, Z^{0}\right)=0$.
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#### Abstract

This paper is devoted the optimization of application to determine the flux around closely spaced nonoverlapping disks on the conductive plane. This method is based on successive approximations applied to the functional equations. This paper is concerned on influence of checking diagrams on convergence fast Poincaré series method. This can be used to solve Laplace's equation on a conductive plane with nonoverlapping inclusions. The initial stream is composed from set of two-point functions which are dependent on the graph which represents connection between nearest neighbours circles.


Keywords Fast Poincaré series • Laplace's equation • Voronoi diagram • Delaunay triangulation

Mathematics Subject Classification (2010) Primary 99Z99; Secondary 00A00

## 1 Introduction

The steady state heat distribution or electrical flux on the plane can be modelled by two dimensional Laplace's equation. Such a model can describe the phenomenon of the flow perpendicular to the fibres embedded in matrix [1, 2].

[^21]Fig. 1 Four disks and the multiply connected region $\mathbb{D}$


In many case we can compute the satisfied solution by the standard numerical methods. One of most recently used method is finite element method FEM. Numerical solutions are accurate but provides solutions of the local fields.

One can find papers devoted to the issue of boundary conditions with a large number of inclusions. They usually relate to cases when the distances between inclusions are relatively large [3, 4]

On the other hand the specific geometry of boundary conditions causes that the numerical algorithm sometimes deliver poor results.

This paper is devoted to the analytical method of solution Laplace's equation with Dirichlet boundary conditions. The geometry of the system shown in Fig. 1.

It is convenient to go to the complex variables $z=x+i y$. Then introduce proper definitions:

## Definition 1.1

$\mathbb{D}_{k}=\left\{z \in \mathbb{C}:\left|z-a_{k}\right|<r_{k}\right\}(k=1,2, \ldots) \quad$ nonoverlapping open disks, $\partial \mathbb{D}_{k}\{z \in$ $\left.\mathbb{C}:\left|z-a_{k}\right|=r_{k}\right\}(k=1,2, \ldots)$,
$\mathbb{D}$ complement of the closest disks to the extended complex plane $\mathbb{C} \cup\{\infty\}$
Physical problem is defined as follows: we are looking the flux $\nabla u$ which is a gradient of potential $u(x, y)$. Function $u(x, y)$ is defined on plane $\mathbb{D}$ and satisfies Laplace's equation $\Delta u=0$ with Dirichlet boundary conditions on the closure $\partial \mathbb{D}$.

In this paper we restrict the Dirichlet boundary condition to the constants defined on the $\partial \mathbb{D}_{k}$ :

$$
\begin{equation*}
u(t)=u_{k}, \quad\left|t-a_{k}\right|=r_{k}, k=1,2, \ldots, 4 \tag{1.1}
\end{equation*}
$$

This problem can be reduced to the Riemann-Hilbert problem [5] by introduce the complex potential function $\psi(z)=u_{x}-i u_{y}$. Then we can rewrite the boundary condition (1.1) in the form:

$$
\begin{equation*}
\operatorname{Im} \psi(t):=\operatorname{Im}\left[\frac{t-a_{k}}{r_{k}} \psi(t)\right]=0, \quad\left|t-a_{k}\right|=r_{k}, k=1 \ldots, 4, \tag{1.2}
\end{equation*}
$$

The function $\varphi(z)$ which is a primitive integral of $\psi(z)$ satisfies the equation (1.3)

$$
\begin{equation*}
\operatorname{Re} \varphi(t)=u_{k}, \quad\left|t-a_{k}\right|=r_{k}, k=1,2, \ldots, \mathcal{N}, \tag{1.3}
\end{equation*}
$$

where the function $\varphi(t)$ is analytic in $\mathbb{D}$.

## 2 Description of the Fast Poincaré Series Method

The fast series method is based on algorithm published in [6]
Introduce the inersion with respect to the $k$-circle:

$$
\begin{equation*}
z_{(k)}^{*}=\frac{r_{k}^{2}}{\overline{z-a_{k}}}+a_{k} \tag{2.1}
\end{equation*}
$$

As we know, the analytical solution for the flux between two circles is known [7]:

$$
\begin{equation*}
\Psi(z)=\frac{1}{z-z_{12}}-\frac{1}{z-z_{21}} \tag{2.2}
\end{equation*}
$$

where $\Psi(z)=\varphi^{\prime}(z)$.
The function $\Psi(z)$ describes the flux for the known difference $u_{1}-u_{2}$ and the $z_{12}, z_{21}$ satisfy the quadratic equation $z_{(1)}^{*}=z_{(2)}^{*}$. This function can be used as the zero-th approximation for the fast algorithm.

Define the analytic function [6]:

$$
f_{k m}(z):=\left\{\begin{array}{l}
0, \quad k=m,  \tag{2.3}\\
\sum_{\ell \in J_{m} ; \ell \neq k} \Psi(z ; m, \ell)(z), \quad k \in J_{m}, \\
\sum_{\ell \in J_{m}} \Psi(z ; m, \ell)(z), \quad k \in J_{m}^{*},
\end{array}\right.
$$

where $J_{m}^{*}$ is the complement of $J_{m} \cup\{m\}$ to $\{1,2, \ldots, n\}$.
The following algorithm can be applied. First, we compute auxiliary functions $\psi_{k}(z)$ by the following iterations:

$$
\begin{gather*}
\psi_{k}^{(0)}(z)=f_{k m}(z)  \tag{2.4}\\
\psi_{k}^{(p)}(z)=\sum_{m \neq k}\left(\frac{r_{m}}{z-a_{m}}\right)^{2} \frac{\psi_{m}^{(p-1)}\left(z_{(m)}^{*}\right)}{}+f_{k m}(z), p=1,2, \ldots \tag{2.5}
\end{gather*}
$$


$G 3$
Fig. 2 Diagrams for settings $J_{m}$ and $J_{m}^{*}$ files

The $p$-th approximation of the complex flux $\psi(z)=\varphi^{\prime}(z)$ is calculated by formula

$$
\begin{equation*}
\psi^{(p)}(z)=\sum_{m=1}^{n}\left(\frac{r_{m}}{z-a_{m}}\right)^{2} \overline{\psi_{m}^{(p)}\left(z_{(m)}^{*}\right)}+\psi_{\delta}(z), \quad z \in \mathbb{D} \tag{2.6}
\end{equation*}
$$

where $\psi_{\delta}(z)=\sum_{\ell \in J_{m}} \Psi(z ; m, \ell)$.
The potential $\varphi(z)$ is obtained by integration of $\psi(z)$.
The main goal of this paper is studying the effect the selection of set $J_{m}$ on convergence speed of algorithm (2.6). The crucial point is that to determine which circles are closest neighbours. The well known method of solutions this problem is Delaunay triangulation. Disadvantage of this approach is that the Delaunay triangulation takes into account only the centres of the circles. In our case the most important parameter is the gap between closest circles (see the $\delta$ in the Fig. 1).

In this article three types of diagram $(G 1, G 2, G 3)$ were taken into account (see Fig. 2). The first of them represents the nonplanar graph where interaction between each of vertex with all other were allowed. The second graph were constructed only from the least gaps. Third is the classic Delaunay triangulation (Figs. 3, 4 and 5).

Calculations were made for the following geometry properties:

$$
[-1,-i, 1.1,1.2 i] \text {-the vector of the circle centres (see Fig. 1) }
$$



Fig. 3 Dependence of $U_{e r r}$ on number of iterations(left) and on graph (right) for parameters: $\delta=0.98, b=1, k=1$


Fig. 4 Dependence of $U_{\text {err }}$ on number of iterations for two graph G2 and G3. Parameters: $\delta=$ $0.98, b=1, k=1$


Fig. 5 Dependence of $U_{e r r}$ on number of iterations for different $\delta$. Parameters: graph $G 2, b=1$, $k=1$
$r=\frac{\sqrt{2}}{2} \delta$-the radius (all of the circles has the same $r$ )
The limit case $\delta=1$ yields tangent circles $\mathbb{D}_{1}$ and $\mathbb{D}_{2}$.
As is known [8] there is three ( $n-1$ in general case) linear independent functions $\psi^{(p)}(z)(2.6)$. These functions form three-dimensional basis. In previous formulas basis index were omitted for transparency.

Table 1 Calculation for $\delta=0.98$

| Iterations | $U_{\text {err }} \quad G 2$ | $U_{\text {err }} \quad$ | $G 3$ |
| :--- | :--- | :--- | :--- |
| 0 | 0.159 | 0.413 |  |
| 1 | 0.123 | 0.376 |  |
| 2 | 0.063 | 0.172 |  |
| 3 | 0.0513 | 0.158 |  |
| 4 | 0.0297 | 0.090 |  |
| 5 | 0.0239 | 0.075 |  |
| 6 | 0.0152 | 0.047 |  |
| 7 | 0.0117 | 0.037 |  |
| 8 | 0.00781 | 0.025 |  |

Thus, the procedure of error computation is defined as follows:
$U_{e r r}^{b, k}=\max \left(\operatorname{Re} \varphi_{b}(t)\right)-\min \left(\operatorname{Re} \varphi_{b}(t)\right)$ where $t \in \partial \mathbb{D}_{k}$ and $b$ denotes the basis number.

Then as the total error $U_{e r r}$ assumed:

$$
\begin{equation*}
U_{e r r}=\operatorname{Max}\left\{U_{e r r}^{b, k} \quad b=1 \ldots 3, k=1 \ldots 4\right\} \tag{2.7}
\end{equation*}
$$

The potential $\varphi_{b}(z)$ was obtained by analytical integration of the flux $\psi(z)$.
During the computation it turn out that the maximum error exists on the circles 1 and 2 for basis number 1 and 2 (Table 1).

## 3 Conclusions

The procedure to obtain the potential from the flux requires integration of the long algebraic expressions. The analytical integration procedure requires a lot of time and it is possible at most for the $8-9$ iterations. Accordingly, optimal way to set the starting point functions for fast series method is the most important point of computation.

The results presented in this paper show that the best choice to construct the $J_{m}$ files is diagram $G 2$. In this case the files $J_{m}$ are equal:

$$
\begin{array}{lll}
J_{1}=\{2,4\} & J_{1}^{*}=\{3\} \quad, J_{2}=\{1,3\} & J_{2}^{*}=\{4\} \\
J_{3}=\{2,4\} & J_{3}^{*}=\{1\} \quad, \\
J_{4}=\{1,3\} & J_{4}^{*}=\{2\}
\end{array}
$$

The proper choice of diagram decreases the boundary condition error about three times in comparison with the other.
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#### Abstract

This work covers an analysis of the complex flux along a domain surface D. The flux function is analytic in D surface and determined by different boundary values. The boundary components of the surface are determined by a method of functional equations. The flux distribution behaviours for different conditions were investigated. This work is a follow up for the paper: local stationary heat fields in fibrous composites.
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## 1 Introduction

The complex flux along a domain D filled by non-overlapping discs depend on many factors that affect the flux flow and therefore the distribution of temperature. The goal of this work is to estimate the complex flux. In the present paper, we applied analytical approximate formula of complex potentials [2] to describe the flux in two-

[^22]dimensional composites. As any function in a connected surface, the distribution of the flow could be expressed as the real part of the flux function in the domain $[3,4]$, the distribution is expressed through the real part of the complex potential $u(z)=\operatorname{Re} \varphi(z)$

## 2 Methodology

Let $z=x_{1}+i x_{2}$ denote a complex variable in the extended complex plane $\widehat{\mathbb{C}}=\mathbb{C} \cup$ $\{\infty\}$. Consider non-overlapping disks $\left|z-a_{k}\right|<r(k=1,2, \ldots, n)$, and the domain $D$, the complement of all the disks $\left|z-a_{k}\right| \leq r$ to $\widehat{\mathbb{C}}$. The potentials $u(z)$ is harmonic in $D$ except at infinity where $u(z) \sim x_{1}=\operatorname{Re} z$ and continuously differentiable in the closures of the considered domain. The singularity of $u(z)$ determine the external flux applied at infinity.

The distribution of temperature $u(z) \equiv u\left(x_{1}, x_{2}\right)$ is expressed through the real part of the complex potential [3, 4]

$$
\begin{equation*}
u(z)=\operatorname{Re} \varphi(z), \quad z \in D, \tag{2.1}
\end{equation*}
$$

where $\varphi(z)=u(z)+i v(z)$ is analytic in $D$ except at infinity where $\varphi(z) \sim z$, and continuously differentiable in the closures of the considered domain. For definiteness, we assume that the disks $\left|z-a_{k}\right|<r(k=1,2, \ldots, n)$ are filled by a conductor with non-vanishing conductivity. It is worth noting that in this case the function $\varphi(z)$ is single-valued in the multiply connected domain $D$ and does not contain logarithmic terms [4]. It follows from the fact that the divergence of the normal flux through every boundary component vanishes

$$
\begin{equation*}
\int_{\left|z-a_{k}\right|=r} \frac{\partial u}{\partial \mathbf{n}}(z) d s=\int_{\left|z-a_{k}\right|=r} \frac{\partial v}{\partial \mathbf{s}}(z) d s=[v]_{\left|z-a_{k}\right|=r}=0, k=1,2, \ldots, n . \tag{2.2}
\end{equation*}
$$

Here, $\frac{\partial}{\partial \mathbf{n}}$ denotes the outward unit normal derivative $\frac{\partial}{\partial \mathbf{s}}$ the tangent derivative to $\left|z-a_{k}\right|=r$, respectively, $[v]_{\left|z-a_{k}\right|=r}$ the increment of the function $v(z)$ along the circle $\left|z-a_{k}\right|=r$.

The gradient of $u(z)$ is related to the heat flux [3] and can be calculated by formula

$$
\begin{equation*}
\psi(z)=\frac{\partial u}{\partial x}-i \frac{\partial u}{\partial y} \tag{2.3}
\end{equation*}
$$

where $\psi(z)=\varphi^{\prime}(z)$ in the closure of $D$.

The perfect contact condition between the components is expressed by two real relations

$$
\begin{equation*}
u_{k}(z)=u(z), \quad \lambda \frac{\partial u_{k}}{\partial \mathbf{n}}(z)=\frac{\partial u}{\partial \mathbf{n}}(z), \quad\left|z-a_{k}\right|=r(k=1,2, \ldots, n), \tag{2.4}
\end{equation*}
$$

where the conductivity of matrix is normalized to unity and the conductivity of inclusions is equal to $\lambda$. Introduce the contrast parameter

$$
\begin{equation*}
\varrho=\frac{\lambda-1}{\lambda+1} . \tag{2.5}
\end{equation*}
$$

Two real equations (2.4) are reduced to the $\mathbb{R}$-linear complex condition [3]

$$
\begin{equation*}
\varphi(z)=\varphi_{k}(z)-\varrho \overline{\varphi_{k}(z)}, \quad\left|z-a_{k}\right|=r(k=1,2, \ldots, n) \tag{2.6}
\end{equation*}
$$

where $\varphi_{k}(z)$ are analytic in $\left|z-a_{k}\right|<r$, respectively, and continuously differentiable in the closures of the considered disks. The harmonic and analytic functions are related by the equalities

$$
\begin{equation*}
u_{k}(z)=\frac{2}{\lambda+1} \operatorname{Re} \varphi_{k}(z), \quad\left|z-a_{k}\right| \leq r . \tag{2.7}
\end{equation*}
$$

Consider Schottky group of inversions and their compositions with respect to the circles $\left|z-a_{k}\right|=r, k=1,2, \ldots, n$ (plus the identity element)

$$
\begin{equation*}
z_{(k)}^{*}=\frac{r^{2}}{\overline{z-a_{k}}}+a_{k}, z_{\left(k_{1} k_{2} \ldots, k_{m}\right)}^{*}:=\left(z_{\left(k_{2} \ldots, k_{m-1}\right)}^{*}\right)_{k_{1}}^{*}, \quad\left(k_{j+1} \neq k_{j}\right) . \tag{2.8}
\end{equation*}
$$

Exact solution of the considered problem for any $|\varrho|<1$ was found in the form of the absolutely and uniformly convergent Poincaré type series [3, formula (2.3.100)] up to an additive constant

$$
\begin{equation*}
\varphi_{k}(z)=z+\varrho \sum_{k_{1} \neq k} \overline{z_{\left(k_{1}\right)}^{*}}+\varrho^{2} \sum_{k_{1} \neq k} \sum_{k_{2} \neq k_{1}} z_{\left(k_{2} k_{1}\right)}^{*}+\varrho^{3} \sum_{k_{1} \neq k} \sum_{k_{2} \neq k_{1}} \sum_{k_{3} \neq k_{2}} \overline{z_{\left(k_{3} k_{2} k_{1}\right)}^{*}}+\cdots \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi(z)=z+\varrho \sum_{k=1}^{n} \overline{z_{(k)}^{*}}+\varrho^{2} \sum_{k=1}^{n} \sum_{k_{1} \neq k} z_{\left(k_{1} k\right)}^{*}+\varrho^{3} \sum_{k=1}^{n} \sum_{k_{1} \neq k} \sum_{k_{2} \neq k_{1}} \overline{z_{\left(k_{2} k_{1} k\right)}^{*}}+\cdots \tag{2.10}
\end{equation*}
$$

It is worth noting that our formulae (2.9)-(2.10) have simpler form than [3, formula (2.3.100)] because the restriction $|\varrho|<1$ is supposed. The functions $\varphi_{k}(z)$ and $\varphi(z)$ in the limit case $\varrho=1$ have more complicated structure, since it is represented by a uniformly and not necessary absolutely convergent Poincaré type series [3].

Below, we consider this, the most difficult in computations, case. The relation $\varrho=1$ means that inclusions are filled by a perfectly conducting materials when $\lambda$ tends to infinity. Formally, the $\mathbb{R}$-linear problem (2.6) does not hold in this case and has to be written as the modified Dirichlet problem [3]

$$
\begin{equation*}
u_{k}(z)=c_{k}, \quad\left|z-a_{k}\right|=r(k=1,2, \ldots, n), \tag{2.11}
\end{equation*}
$$

where $c_{k}$ are undetermined constants.
In the present paper, we do not consider the boundary value problem (2.11). We use the limit $\varrho \rightarrow 1$ in the final formulae for the local flux justified by uniform convergence of the corresponding series for $\varrho \leq 1$

Therefore, we may differentiate the corresponding uniformly convergent Poincaré type series (2.9)-(2.10) term by term and arrive at the uniformly convergent series

$$
\begin{align*}
& \quad \psi_{k}(z)=f(z)+\varrho \sum_{k_{1} \neq k} \frac{d}{d z} \overline{z_{\left(k_{1}\right)}^{*}}+\varrho^{2} \sum_{k_{1} \neq k} \sum_{k_{2} \neq k_{1}} \frac{d}{d z} z_{\left(k_{2} k_{1}\right)}^{*}  \tag{2.12}\\
& + \\
& \varrho^{3} \sum_{k_{1} \neq k} \sum_{k_{2} \neq k_{1}} \sum_{k_{3} \neq k_{2}} \frac{d}{d z} \overline{z_{\left(k_{3} k_{2} k_{1}\right)}^{*}}+\cdots, \quad z \in D_{k} \quad(k=1,2, \ldots, n)
\end{align*}
$$

and

$$
\begin{align*}
\psi(z)= & f(z)+\varrho \sum_{k=1}^{n} \frac{d}{d z} \overline{z_{(k)}^{*}}+\varrho^{2} \sum_{k=1}^{n} \sum_{k_{1} \neq k} \frac{d}{d z} z_{\left(k_{1} k\right)}^{*}  \tag{2.13}\\
& +\varrho^{3} \sum_{k=1}^{n} \sum_{k_{1} \neq k} \sum_{k_{2} \neq k_{1}} \frac{d}{d z} \overline{z_{\left(k_{2} k_{1} k\right)}^{*}}+\cdots, \quad z \in D .
\end{align*}
$$

It is worth noting that formula (2.13) is universal and takes place for $\varrho \leq 1$.

## 3 Numerical Examples

We can now compare a number of flux behaviours which shows the distribution of the flux in different conditions.

As any function in a connected surface, the distribution of the flow could be expressed as the real part of the flux function in the domain [3, 4], the distribution is expressed through the real part of the complex potential $u(z)=\operatorname{Re} \varphi(z)$.

In the first cases we considered the function $f(z)=1$ and applied that on a surface contains.

140 non-overlapped discs firstly with 0.828402 concentration and radiuses of 0.027448063 for all the discs, and secondly with reducing disc radius and concentration to 0.00178412 and 0.2 respectively.

The computation was executed and showed a linear flux in both cases. The results represented the complex flux in a standard way of a heat flowing and leaving through the surface.

With changing the function to an exponential function and applying that $f(z)=$ $z^{2}$, the flux flows in a continuous whirlpool towards the centre. We investigated a three cases of a surface with also 140 discs (firstly with a concentration of 0.828402 and radiuses: 0.027448063 for all discs. Secondly with a concentration of 0.3 and radiuses: 0.021851 , and the third with reducing the concentration to 0.1 and the radiuses: 0.0126157 .

In these cases, a big amount of the heat flux flows inside the surface instead of leaving the surface. And because we used the approximate functional equations for calculating the flux, then in reality, the flow leaving through the surface should be more than the shown whirlpool limits as well as more intertwined in the centre.

Even in the cases of using a various properties and keeping the exponential function is maintained, the bulk of the heat flow remains in vortex inward, as some heat flow out of the surface, and accordingly, the models of the fibrous composites are designed to reflect the heat flow functionality which serves the required technology.

Finally, with applying an inverse functionality $f(z)=1 / z+07(0.0126157$ radius, 0.1 concentration), and $f(z)=1 / z+0.7$ ( 0.021851 radius, 0.3 concentration) and also with (radius of 0.027448063 and concentration: 0.828402 ). All the cases were applied on the surface of 100 symmetric discs.

Although, the flux distribution is not perfectly anisotropic due to the distribution of the random discs and the boundary conditions, but when using an inverse values, the thermal behaviour will still reverses the flow towards the centre of the discs. However, choosing the linear or non-linear functions of $f(z)$ strongly affect the flux distribution and it is a main factor in heat flow technology of these composites (Figs. 1, 2, 3, 4, 5, 6, 7, and 8).


Fig. 1 Nawalaniec [5] Function: $f(z)=1$ Number of disks: 140 radius: 0.00178412 concentration: 0.2


Fig. 2 Nawalaniec [5] Function: $f(z)=1$ Number of disks: 140 radius: 0.027448063 concentration: 0.828402


Fig. 3 Nawalaniec [5] Function: $f(z)=z^{2}$ Number of disks: 140 radius: 0.027448063 concentration: 0.828402

## 4 Conclusion

The considered samples are a cluster of non-overlapping disks simulated randomly along a domain surface D. Numerical approximation solution was computed to discover the complex flux along a domain surface filled by non-overlapping discs. The simulation had been repeated several times with different complex conditions. It was clearly shown that changing the heat flow control for these models is highly dependent on the complex variable functions $f(z)$ and whether it is linear or nonlinear. The simulation was applied for different conditions and different multiple disks. On the basis of the result, it is possible to adjust and determine the flow performance characteristics to fulfil the required heat transfer technology and its applications on fibrous composites.


Fig. 4 Nawalaniec [5] Function: $f(z)=1 / z+0,7$ Number of disks: 140 radius: 0.027448063 concentration: 0.828402


Fig. 5 Czapla [1] Function: $f(z)=z^{2}$ Number of disks: 100 radius: 0.0126157 concentration: 0.1


Fig. 6 Czapla [1] Function: $f(z)=1 / z+07$ Number of disks: 100 radius: 0.0126157 concentration: 0.1


Fig. 7 Czapla [1] Function: $f(z)=z^{2}$ Number of disks: 100 radius: 0.021851 concentration: 0.3


Fig. 8 Czapla [1] Function: $f(z)=1 / z+0,7$ Number of disks: 100 radius: 0.021851 concentration: 0.3
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#### Abstract

This paper is a survey of our last results about bounded weak solutions to the Robin boundary and the Robin transmission problems for an elliptic quasilinear second-order equation with the variable $p(x)$-Laplacian in a conical bounded $n$-dimensional domain.
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## 1 Introduction

In this paper I present a survey of our last results [5-8] about bounded weak solutions to the Robin boundary and the Robin transmission problems for an elliptic quasi-linear second-order equation with the variable $p(x)$-Laplacian in a conical bounded $n$-dimensional domain. We consider the next problems:
(1) $L_{\infty}$-estimate of bounded weak solutions. (2) The behavior of weak solutions near the angular or conical point of the boundary. (3) Existence of bounded weak solutions. (4) Transmission Robin problem.

Boundary value problems for elliptic second order equations with a non-standard growth in function spaces with variable exponents have been an object of active investigation in recent years. Differential equations with variable exponents-growth conditions arise from the nonlinear elasticity theory, electrorheological fluids, etc. There are many essential differences between the variable exponent problems and the constant exponent problems. In the variable exponent problems, many singular phenomena occurred and many special questions were raised. V. Zhikov [14] has

[^23]given examples of the Lavrentiev phenomenon for the variational problems with variable exponent.

Most of the works devoted to the quasi-linear elliptic second-order equations with the variable $p(x)$-Laplacian refers to the Dirichlet problem (see [1, 11]). In $[2,3,10]$ the Robin problem for such equations has been considered, but in smooth domains only. What is more, in these works the lower order terms depend only on ( $x, u$ ) and do not depend on $|\nabla u|$. A problem with a lower order term that does not depend on $|\nabla u|$ in a non-smooth domain has been recently studied in [9]. Our recent works [5-8] are devoted to the Robin boundary and the Robin transmission problems in a cone for equations with a singular $p(x)$ - power gradient lower order term. We use the following standard notations:

- $\mathbb{C}$ : an open cone in $\mathbb{R}^{n}, n \geq 2$, with the vertex at the origin $\mathcal{O}$ and the angular opening of cone $\omega_{0} \in(0, \pi) ; B_{r}$ : an open ball with radius $r$ centered at $\mathcal{O}$;
- $S^{n-1}$ : a unit sphere in $\mathbb{R}^{n}$ centered at $\mathcal{O} ; \quad(r, \omega), \omega=\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)$ : the spherical coordinates of $x \in \mathbb{R}^{n}$ with pole $\mathcal{O}$ :
- $\Omega$ : a domain on the unit sphere $S^{n-1}$ with the smooth boundary $\partial \Omega$ obtained by the intersection of the cone $\mathbb{C}$ with the sphere $S^{n-1}$;
$\partial \Omega=\partial \mathbb{C} \cap S^{n-1} ;$
- $G_{0}^{d} \equiv \mathbb{C} \cap B_{d}=\{(r, \omega) \mid 0<r<d ; \omega \in \Omega\} ; G_{0}^{d}=G_{+}^{d} \cup G_{-}^{d}$ is divided into two subdomains $G_{ \pm}^{d}:=\left\{(r, \omega): 0<r<d, \omega \in \Omega_{ \pm}\right\}$by a
$\Sigma_{0}^{d}:=G_{0}^{d} \cap\left\{x_{n}=0\right\}$, where $\mathcal{O} \in \overline{\Sigma_{0}^{d}}$;
$\Omega_{+}=\Omega \cap\left\{x_{n}>0\right\}, \Omega_{-}=\Omega \cap\left\{x_{n}<0\right\} \Longrightarrow \Omega=\Omega_{+} \cup \Omega_{-} ;$
- $\Gamma_{0}^{d} \equiv \partial \mathbb{C} \cap B_{d}=\{(r, \omega) \mid 0<r<d ; \omega \in \partial \Omega\} ; \Gamma_{0}^{d}=\Gamma_{+}^{d} \cup \Gamma_{-}^{d}$,
$\Gamma_{ \pm}^{d}:=\left\{(r, \omega): 0<r<d, \omega \in \partial_{ \pm} \Omega\right\} ; \partial_{ \pm} \Omega=\overline{\Omega_{ \pm}} \cap \partial \mathcal{C} ;$
$\partial \Omega_{ \pm}=\partial_{ \pm} \Omega \cup \sigma_{0} ; \sigma_{0}=\overline{\Sigma_{0}^{d}} \cap \Omega_{d} ; \Omega_{d}=\overline{G_{0}^{d}} \cap\{|x|=d\}$.
- $u(x)=\left\{\begin{array}{ll}u_{+}(x), & x \in G_{+}^{d}, \\ u_{-}(x), & x \in G_{-}^{d} ;\end{array} \quad f(x)=\left\{\begin{array}{ll}f_{+}(x), & x \in G_{+}^{d}, \\ f_{-}(x), & x \in G_{-}^{d}\end{array} \quad\right.\right.$ etc.;
- $[u]_{\Sigma_{0}^{d}}$ denotes the saltus of the function $u(x)$ on crossing $\Sigma_{0}^{d}$, i.e.
$[u]_{\Sigma_{0}^{d}}=\left.u_{+}(x)\right|_{\Sigma_{0}^{d}}-\left.u_{-}(x)\right|_{\Sigma_{0}^{d}}$, where $\left.u_{ \pm}(x)\right|_{\Sigma_{0}^{d}}=\lim _{G_{ \pm}^{d} \ni y \rightarrow x \in \Sigma_{0}^{d}} u_{ \pm}(y) ;$
- $n_{i}=\cos \left(\vec{n}, x_{i}\right), \quad i=1,2$, where $\vec{n}$ denotes the unit outward vector with respect to $G_{+}^{d}$ (or $G_{0}^{d}$ ) normal to $\Sigma_{0}^{d}$ (respectively $\partial G_{0}^{d} \backslash \mathcal{O}$ ).
We shall investigate the bounded weak solutions of the Robin boundary problem:

$$
\left\{\begin{array}{cl}
-\Delta_{p(x)} u+a(x) u|u|^{p(x)-1}+b(u, \nabla u)=f(x), & x \in G,  \tag{RQL}\\
|\nabla u|^{p(x)-2} \frac{\partial u}{\partial \vec{n}}+\frac{\gamma}{|x|^{p(x)-1}} u|u|^{p(x)-2}=g(x), & x \in \partial G,
\end{array}\right.
$$

(here $G \in C^{0,1}$ is a bounded domain in $\mathbb{R}^{n}$ with the boundary $\partial G$, containing a conical point in the origin $\mathcal{O}$, and near $\mathcal{O}$ it is a conical surface) and of the Robin
transmission problem:

$$
\begin{cases}-\Delta_{p(x)} u+\left.a(x) u\right|^{p(x)-1}+b(u, \nabla u)=f(x), & x \in G_{0}^{d_{0}},  \tag{TRQL}\\ {[u]_{\Sigma_{0}^{d_{0}}}=0,} & \\ {\left[|\nabla u|^{p(x)-2} \frac{\partial u}{\partial \vec{n}}\right]_{\Sigma_{0}^{d_{0}}}+\frac{\beta}{|x|^{p(x)-1}} u|u|^{p(x)-2}=h(x, u),} & x \in \Sigma_{0}^{d_{0}}, \\ |\nabla u|^{p(x)-2} \frac{\partial u}{\partial \vec{n}}+\frac{\gamma}{|x|^{p(x)-1}} u|u|^{p(x)-2}=g(x, u), & x \in \Gamma_{0}^{d_{0}},\end{cases}
$$

where $0<d_{0} \ll 1\left(d_{0}\right.$ is fixed $) ; \quad \Delta_{p(x)} u \equiv \operatorname{div}\left(|\nabla u|^{p(x)-2} \nabla u\right)$;

$$
\begin{equation*}
1<p_{-} \leq p(x) \leq p_{+}=p(0)<n, \forall x \in \bar{G} \tag{1.1}
\end{equation*}
$$

We define the functions class $\mathfrak{N}_{-1, \infty}^{1, p(x)}(G)=\left\{u \mid u(x) \in L_{\infty}(G)\right.$ and $\left.\left.\left.\int_{G}\langle | x\right|^{-p(x)}|u|^{p(x)}+|u|^{-1}|\nabla u|^{p(x)}\right\rangle d x<\infty\right\}$. It is obvious that $\mathfrak{N}_{-1, \infty}^{1, p(x)}\left(G^{)} \subset W^{1, p(x)}(G)\right.$.

Remark 1.1 If $p(x)>n$, by the Sobolev imbedding theorem, we have $u \in C^{1-\frac{n}{p(0)}}(G)$. Therefore we investigate only $p(x) \in(1, n)$.

## $2 L_{\infty}$ : Estimate of Bounded Weak Solutions

Definition 2.1 The function $u$ is called a weak bounded solution of problem ( $R Q L$ ) provided that $u(x) \in \mathfrak{N}_{-1, \infty}^{1, p(x)}(G)$ and $u$ satisfies the integral identity

$$
\begin{align*}
& \left.Q(u, \eta):\left.\equiv \int_{G}\langle | \nabla u\right|^{p(x)-2} u_{x_{i}} \eta_{x_{i}}+a(x) u|u|^{p(x)-1} \eta(x)+b(u, \nabla u) \eta(x)\right\rangle d x \\
& +\gamma \int_{\partial G}|x|^{1-p(x)} u|u|^{p(x)-2} \eta(x) d s=\int_{\partial G} g(x) \eta(x) d s+\int_{G} f(x) \eta(x) d x . \tag{II}
\end{align*}
$$

for all $\eta(x) \in \mathfrak{N}_{-1, \infty}^{1, p(x)}(G)$.
Theorem 2.2 Let $u(x)$ be a weak bounded solution of $(R Q L)$. Assume that
(i) $p(x) \in C^{(0)}(\bar{G})$ and (1.1);
(ii) $0 \leq a_{0} \leq a(x) \leq$ const $\cdot|x|^{-p(x)} ; a_{0}=$ const $>0, \forall x \in \bar{G}$;
$b(u, \xi): \mathbb{R}^{n+1} \Rightarrow \mathbb{R}$ is a Carathéodory function satisfying for all $(u, \xi) \in \mathbb{R}^{n+1}$ the following inequalities:

$$
|b(u, \xi)| \leq \mu|u|^{-1}|\xi|^{p(x)}, \quad 0 \leq \mu<1, \forall x \in \bar{G}
$$

(iii)

$$
\begin{aligned}
& |f(x)| \leq f_{0}|x|^{\beta(x)}, \quad \beta(x) \geq \beta_{0}-\frac{n}{s} ; s>\frac{n}{p_{-}} ; f_{0} \geq 0, \beta_{0}>0, \quad \forall x \in \bar{G} \\
& |g(x)| \leq g_{0}|x|^{1-p(x)}, \quad g_{0} \geq 0, \forall x \in \partial G .
\end{aligned}
$$

Then there exists a constant $M_{0}>0$ depending only on meas $G, n, p_{ \pm}, s, \mu, f_{0}, g_{0}$, $a_{0}, \beta_{0}, \gamma$ such that $\quad\|u\|_{L_{\infty}(G)} \leq M_{0}$.

Remark 2.3 It is easy to verify that the assumptions (i)-(iii)) guarantee the existence of integrals over $G$ and $\partial G$ in the integral identity (II). Therefore, $Q(u, \eta)$ is well defined.

The proof of this Theorem is based on the well-known level method and the Stampacchia Lemma. Namely, we consider the set
$A(k)=\{x \in \bar{G}, \quad|u(x)|>k\}$. New is our presentation
$A(k)=A_{-}(k) \cup A_{+}(k)$, where $A_{-}(k)=A(k) \cap\{|\nabla u| \leq 1\}$,
$A_{+}(k)=A(k) \cap\{|\nabla u| \geq 1\}$ and the application of the inequalities
$|\nabla u|^{p_{+}} \leq|\nabla u|^{p(x)} \leq|\nabla u|^{p_{-}}$on $A_{-}(k) ;|\nabla u|^{p_{-}} \leq|\nabla u|^{p(x)} \leq|\nabla u|^{p_{+}}$on $A_{+}(k)$.
We note that prior to that the $L_{\infty}$-regularity of weak solutions for quasi-linear equations with $p(x)$-Laplacian was studied:

- in [1] for $b(u, \xi) \equiv 0$ (the Dirichlet problem),
- in $[2,3]$ for $b(u, \xi)$ not depending on $\xi$ (the Dirichlet and the Robin problems),
- in [12] for $|b(x, u, \xi)| \leq c_{1}|\xi|^{\alpha(x)}+c_{2}|u|^{r(x)-1}+c_{3} ; \alpha(x)=\frac{r(x)-1}{r(x)} p(x)$, $p(x) \leq r(x)<p^{*}(x)$, where $p^{*}(x)$ is the Sobolev embedding exponent of $p(x)$ (the Dirichlet problem).


## 3 The Behavior of Weak Solutions Near the Angular or Conical Point of the Boundary

Here we describe qualitatively the behavior of the weak solution near a conical point, namely, we derive the sharp estimate of the type $|u(x)|=O\left(|x|^{\chi}\right)$ for the weak solution modulus (for the solution decrease rate) of problem ( $R Q L$ ) near a conical boundary point. As well, we establish the comparison principle for weak solutions.

Theorem 3.1 Let $u(x)$ be a weak bounded solution of $(R Q L)$ in a cone
$G_{0}^{d} \subset G, 0<d \ll 1$ with the boundary condition with $g(x, u)$ instead of $g(x)$ on the lateral surface $\Gamma_{0}^{d}$ of the cone $G_{0}^{d}$ and $M_{0}=\sup _{x \in G_{0}^{d}}|u(x)|$. Assume that
(v) $p(x) \in C^{(0,1)}\left(\overline{G_{0}^{d}}\right)$ and $(1.1)$;
(iv) $b(u, \xi): \mathbb{R}^{n+1} \Rightarrow \mathbb{R}$ is a Carathéodory function satisfying for all $(u, \xi) \in \mathbb{R}^{n+1}$ the following inequalities:
$(\mathbf{i v})_{\mathbf{a}} \quad|b(u, \xi)| \leq \delta|u|^{-1}|\xi|^{p(x)}+b_{0}|u|^{p(x)-1}, \begin{cases}0 \leq \delta<\mu, & \text { if } \mu>0 ; \\ \delta \geq 0, & \text { if } \mu=0 ;\end{cases}$
$(\text { iv })_{\mathbf{b}} b(u, \xi) \operatorname{sign} u \geq v|u|^{-1}|\xi|^{p(x)}-b_{0}|u|^{p(x)-1}, \quad v>0 ; \quad$ if $\mu=0$;

$$
\begin{gathered}
(\mathbf{i v})_{\mathbf{c}} \sqrt{\sum_{i=1}^{n}\left|\frac{\partial b(u, \xi)}{\partial \xi_{i}}\right|^{2}} \leq b_{1}|u|^{-1}|\xi|^{p(x)-1} ; \quad \frac{\partial b(u, \xi)}{\partial u} \geq b_{2}|u|^{-2}|\xi|^{p(x)} ; \\
b_{0} \geq 0, \quad b_{1} \geq 0, \quad b_{2} \geq 0
\end{gathered}
$$

(vi) $0 \leq a_{0} \leq a(x) \leq$ const $\cdot|x|^{-p(x)}$;
(vii)

$$
|\overline{f(x)}| \leq f_{0}|x|^{\overline{\beta(x)}}, \quad f_{0} \geq 0, \quad \beta(x) \geq \frac{p_{+}-1}{p_{+}-1+\mu}(p(x)-1) \lambda-p(x)
$$

$\forall x \in \overline{G_{0}^{d_{0}}} ; 0 \leq \mu<1, \gamma=$ const $\geq 1$ and $\lambda$ is the least positive eigenvalue of problem

$$
\begin{cases}-d i v_{\omega}\left(\left(\lambda^{2} \psi^{2}+\left|\nabla_{\omega} \psi\right|^{2}\right)^{\left(p_{+}-2\right) / 2} \nabla_{\omega} \psi\right)= & \omega \in \Omega \\ \lambda\left(\lambda\left(p_{+}-1\right)+n-p_{+}\right)\left(\lambda^{2} \psi^{2}+\left|\nabla_{\omega} \psi\right|^{2}\right)^{\left(p_{+}-2\right) / 2} \psi, & \omega \in \partial \Omega \\ \left(\lambda^{2} \psi^{2}+\left|\nabla_{\omega} \psi\right|^{2}\right)^{\left(p_{+}-2\right) / 2} \frac{\partial \psi}{\partial \vec{v}}+\gamma\left(\frac{p_{+}-1+\mu}{p_{+}-1}\right)^{p_{+}-1} \cdot \psi|\psi|^{p_{+}-2}=0, & \omega \in{ }^{2},\end{cases}
$$

for $\psi(\omega) \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$, where $\left|\nabla_{\omega} \psi\right|$ denotes the projection of the vector $\nabla \psi$ onto the tangent plane to the unit sphere at the point $\omega$ and $\vec{v}$ denotes the exterior normal to $\partial \mathbb{C}$ at points of $\partial \Omega$;
(vv) $|g(x, u)| \leq g_{0}|x|^{1+\beta(x)} ; \forall u \in L_{\infty} ; \frac{\partial g(x, u)}{\partial u} \leq 0, g(x, 0) \equiv 0, x \in \Gamma_{0}^{d_{0}}$;
(vvv) the spherical region $\Omega \subset S^{n-1}$ is invariant with respect to rotations in $S^{n-2}$.
Then there exist $\tilde{d} \in(0, d)$ and a constant $C_{0}>0$ depending only on $\lambda, d, M_{0}$, $p_{+}, p_{-}, L, n,(\mu-\delta), v, b_{0}, f_{0}$ and such that

$$
|u(x)| \leq C_{0}|x|^{\varkappa}, \quad \varkappa=\frac{p_{+}-1}{p_{+}-1+\mu} \lambda ; \quad \forall x \in G_{0}^{\tilde{d}} .
$$

The proof of this Theorem is based on the our new comparison principle, adapted to the problem, and the construction of a barrier function

$$
w=w(r, \omega)=r^{\varkappa} \psi^{\varkappa / \lambda}(\omega), \quad \varkappa=\frac{p_{+}-1}{p_{+}-1+\mu} \lambda
$$

as a solution of the auxiliary problem:

$$
\left\{\begin{array}{cl}
-\Delta_{p_{+}} w=\mu w^{-1}|\nabla w|^{p_{+}}, & x \in G_{0}^{d} \\
|\nabla w|^{p_{+}-2} \frac{\partial w}{\partial \vec{n}}+\frac{\gamma}{|x|^{p_{+}-1}} w|w|^{p_{+}-2}=0, & x \in \Gamma_{0}^{d}
\end{array}\right.
$$

where $(\lambda, \psi(\omega))$ is the solution of the above eigenvalue problem.

## 4 Existence of Bounded Weak Solutions

Here we study the existence of bounded weak solutions of $(R Q L)$. We need the space $M(G)$ : it is the set of all measurable and bounded almost everywhere in $\bar{G}$ functions $u(x)$ with the norm

$$
\|u\|=\operatorname{vrai} \max _{x \in \bar{G}}|u(x)|=\inf _{\text {meas } E=0}\left\{\sup _{x \in \bar{G} \backslash E}|u(x)|\right\} \text {. }
$$

The convergence in $M(G)$ is the uniform convergence almost everywhere.
Theorem 4.1 Let suppositions (v), (vi) be satisfy and assume that
(w) $b(u, \xi): \mathbb{R}^{n+1} \Rightarrow \mathbb{R}$ is a Carathéodory function satisfying for all $(u, \xi) \in \mathbb{R}^{n+1}$ the following inequalities:

$$
\begin{array}{ll}
(\mathbf{w})_{\mathbf{a}} \quad & |b(u, \xi)| \leq b_{1}\left(|u(x)|^{q_{0}(x)}+|\xi|^{q_{1}(x)}\right), \quad \text { where } \quad b_{1}=\text { const } \geq 0, \\
& q_{0}(x)<p^{*}(x)-1, \quad q_{1}(x)<p(x)-1+\frac{p(x)}{n}, \quad p^{*}(x)=\frac{n p(x)}{n-p(x)} \\
& (\mathbf{w})_{\mathbf{b}} \quad u b(x, u, \xi) \geq|u|^{p(x)} \quad \text { for } \quad|u|>1 ;
\end{array}
$$

(ww) $\quad f \in L_{p^{\prime}(x)}(G), \quad \frac{1}{p^{\prime}(x)}+\frac{1}{p^{(x)}}=1 ; \quad g(x) \equiv 0$.
Then ( $R Q L$ ) has at least one bounded weak solution

$$
u \in V_{p(x)}(G) \equiv W^{1, p(x)}(G) \cap M(G)
$$

Proof For all $u, \eta \in V_{p(x)}(G)$ we define nonlinear operators

$$
J, B, \Gamma: V_{p(x)}(G) \rightarrow V_{p(x)}^{*}(G) \text { and an element } f^{*} \in V_{p(x)}^{*}(G)
$$

by

$$
\begin{aligned}
\langle J(u), \eta\rangle & =\int_{G}|\nabla u(x)|^{p(x)-2} \nabla u(x) \nabla \eta(x) d x, \\
\langle B(u), \eta\rangle & =\int_{G} \widetilde{b}(x, u(x), \nabla u(x)) \eta(x) d x \\
\langle\Gamma(u), \eta\rangle & =\int_{\partial G}|x|^{1-p(x)} u(x)|u(x)|^{p(x)-2} \eta(x) d S, \quad\left\langle f^{*}, \eta\right\rangle=\int_{G} f(x) \eta(x) d x .
\end{aligned}
$$

At first, we verify that operators $J, B, \Gamma, f^{*}$ are well defined. Next we put $T:=$ $J+B+\Gamma$. Then the operator equation $T(u)=f^{*}$ is equivalent to validity of the integral identity $(I I)$. This fact means that the solutions of this operator equation correspond one-to-one to the weak solutions of ( $R Q L$ ). Further, to prove that there is a solution of the operator equation we verify the assumptions of the Leray-Lions Theorem (see [13]).

## 5 Transmission Robin Problem

We investigate the behavior in a neighborhood of the origin $\mathcal{O}$ of solutions to the transmission Robin problem ( $T R Q L$ ). The same problems for $p(x)=p=$ const were studied in our monograph [4]. We suppose from Sect. 3 (iv), (vi), (vvv) and (vii) with $\lambda$ being the least positive eigenvalue of problem

$$
\left\{\begin{array}{l}
-\operatorname{div}_{\omega}\left(\left(\lambda^{2} \psi^{2}+\left|\nabla_{\omega} \psi\right|^{2}\right)^{\left(p_{+}-2\right) / 2} \nabla_{\omega} \psi\right) \\
\quad=\lambda\left(\lambda\left(p_{+}-1\right)+n-p_{+}\right)\left(\lambda^{2} \psi^{2}+\left|\nabla_{\omega} \psi\right|^{2}\right)^{\left(p_{+}-2\right) / 2} \psi, \quad \omega \in \Omega \\
{[\psi]_{\sigma_{0}}=0 ;} \\
{\left[\left(\lambda^{2} \psi^{2}+\left|\nabla_{\omega} \psi\right|^{2}\right)^{\left(p_{+}-2\right) / 2} \frac{\partial \psi}{\partial \vec{v}}\right]_{\sigma_{0}}+\left.\beta\left(\frac{p_{+}-1+\mu}{p_{+}-1}\right)^{p_{+}-1} \cdot \psi|\psi|^{p_{+}-2}\right|_{\sigma_{0}}=0} \\
\left(\lambda^{2} \psi^{2}+\left|\nabla_{\omega} \psi\right|^{2}\right)^{\left(p_{+}-2\right) / 2} \frac{\partial \psi}{\partial \vec{v}}+\gamma\left(\frac{p_{+}-1+\mu}{p_{+}-1}\right)^{p_{+}-1} \cdot \psi|\psi|^{p_{+}-2}=0, \omega \in \partial \Omega
\end{array}\right.
$$

and the following:
(1) $1<p_{-} \leq p(x) \leq p_{+}=p(0)<n ; \forall x \in \overline{G_{0}^{d_{0}}} ; \quad p(x) \in C^{0,1}\left(\overline{G_{0}^{d_{0}}}\right) \Longrightarrow$ $0 \leq p_{+}-p(x) \leq L|x|, \forall x \in \overline{G_{0}^{d_{0}}} ;$ where $L$ is the Lipschitz constant for $p(x)$;
(2) constants $\beta, \gamma$, are such that $\begin{cases}\beta \geq 2 \quad \text { and } \quad \gamma \geq \frac{1}{2} \beta, & \text { if } \quad p_{+} \geq 2 ; \\ 1 \leq \gamma \leq \frac{1}{2} \beta, & \text { if } \quad 1<p_{+} \leq 2 \text {; }\end{cases}$
(3)

$$
\begin{aligned}
& |h(x, u)| \leq h_{0}|x|^{1+\beta(x)} ; \forall u \in L_{\infty} ; \frac{\partial h(x, u)}{\partial u} \leq 0, h(x, 0) \equiv 0, x \in \Sigma_{0}^{d_{0}} \\
& |g(x, u)| \leq g_{0}|x|^{1+\beta(x)} ; \forall u \in L_{\infty} ; \frac{\partial g(x, u)}{\partial u} \leq 0, g(x, 0) \equiv 0, x \in \Gamma_{0}^{d_{0}}
\end{aligned}
$$

The main result is the following statement:
Theorem 5.1 Let u be a weak bounded solution of problem (TRQL), $M_{0}=$ sup $|u(x)|$ and above assumptions hold. Then there exist $\widetilde{d} \in\left(0, d_{0}\right)$ and a $x \in G_{0}^{d_{0}}$
constant $C_{0}>0$ depending only on $\lambda, d_{0}, M_{0}, p_{+}, p_{-}, L, n,(\mu-\delta), \nu, b_{0}, f_{0}$ such that

$$
|u(x)| \leq C_{0}|x|^{\varkappa}, \quad \varkappa=\frac{p_{+}-1}{p_{+}-1+\mu} \lambda ; \quad \forall x \in G_{0}^{\tilde{d}} .
$$

Proof As in the proof of the Theorem 3.1 we prove maximum and comparison principles and construct a barrier function

$$
w(r, \omega)=r^{\varkappa} \psi^{\varkappa / \lambda}(\omega), \quad \varkappa=\frac{p_{+}-1}{p_{+}-1+\mu} \lambda
$$

where $(\lambda, \psi(\omega))$ is the solution of the above eigenvalue problem. For details we refer to $[6,8]$.
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# Analysis of Distributions of Stadiums on the Plane Using $e$-Sums 

Roman Czapla


#### Abstract

The main goal of this paper is to discuss the method of characterization of distributions of geometric objects on the plane. The method is based on the structural sums performing the same role in description of image as the $n$-point correlation functions. In this paper we present applications of this theory to description of distributions of non-circular objects (stadiums) on the plane approximated by disks.
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## 1 Introduction

Description of geometry of images ${ }^{1}$ has fundamental meaning in different branches of science i.e. engineering materials, biology, medicine, astronomy etc. In addition to analyzing visible features from studied image it is very interesting to extract the hidden features-invisible to the human, but significant (for example isotropy of material). This problem can be reduced to the construction of set $G$ containing parameters describing geometry. More precisely, we can build structural sums feature vectors [13, 22]. Usually we use this representation for images containing non-overlapping disks, but in this paper we will extend the method to other shapes. Structural sums constitute a crucial part of the framework of modern computational material science $[13,14]$ forming a coherent whole with other contemporary results and applications in the field $[1,2,6-12,16,18,19,22,25-28,30]$.

[^24]
## 2 Structural Sums

Consider a lattice $\mathcal{Q}$ which is determined on the complex plane by two vectors $\omega_{1}$ i $\omega_{2}$ (for definiteness, it is assumed that $\left.\operatorname{Im}\left[\omega_{2} / \omega_{1}\right]>0\right)$. We introduce the cell $(0,0)$ as the parallelogram:

$$
Q_{(0,0)}:=\left\{z=s_{1} \omega_{1}+s_{2} \omega_{2}: \quad-\frac{1}{2}<s_{k}<\frac{1}{2}(k=1,2)\right\} .
$$

The lattice $\mathcal{Q}$ consists of the cells

$$
Q_{\left(m_{1}, m_{2}\right)}:=\left\{z \in \mathbb{C}: z-m_{1} \omega_{1}-m_{2} \omega_{2} \in Q_{(0,0)}\right\}
$$

where $m_{1}, m_{2}$ run over integer numbers. We will consider unit cell which include $N$ non-overlapping disks of radii $r_{k}(k=1,2, \ldots, N)$ (see Fig. 1). This distribution will be realized in the torus topology. We define concentration of disks by equals $v=\pi \sum_{k=1}^{N} r_{k}^{2}$. Let $R$ be the largest of the radii $r_{k}(k=1,2, \ldots, N)$ and introduce constants $v_{k}=\left(\frac{r_{k}}{R}\right)^{2}, k=1,2,3, \ldots, N$ describing polydispersity of disks.

Consider points $a_{k}=x_{k}+i y_{k}(k=1,2, \ldots, N)$ in the cell $Q_{(0,0)}$. Let $q$ be a natural number, $k_{0}, k_{1}, \ldots, k_{q}$ run over integer numbers from 1 to $N$, and $p_{j}>$ $1(j=1,2, \ldots, q)$ are integer numbers. The following sum was introduced by Mityushev [15]:

$$
\begin{align*}
& e_{p_{1}, p_{2}, \ldots, p_{q}}^{v_{1}, v_{2}, \ldots, v_{q}}=\frac{1}{\eta^{\delta+1}} \sum_{k_{0}, k_{1}, \ldots, k_{q}} v_{k_{0}}^{t_{0}} v_{k_{1}}^{t_{1}} v_{k_{2}}^{t_{2}} \cdots v_{k_{q}}^{t_{q}} E_{p_{1}}\left(a_{k_{0}}-a_{k_{1}}\right)  \tag{2.1}\\
& \times \overline{E_{p_{2}}\left(a_{k_{1}}-a_{k_{2}}\right)} E_{p_{3}}\left(a_{k_{2}}-a_{k_{3}}\right) \cdots \mathcal{C}^{q+1} E_{p_{q}}\left(a_{k_{q-1}}-a_{k_{q}}\right),
\end{align*}
$$

Fig. 1 Doubly periodic cell $Q_{(0,0)}$ with a configuration of non-overlapping disks

where $\eta=\sum_{j=1}^{n} v_{j}$ and $\delta=\frac{1}{2} \sum_{j=1}^{n} p_{j}$. Symbol $\mathcal{C}$ denote operator of complex conjugation. Superscripts $t_{j}(j=0,1, \ldots, n)$ are given by recurrence relations: $t_{0}=1, t_{j}=p_{j}-t_{j-1}, j=1,2, \ldots, n$. Functions $E_{m}(m=2,3, \ldots)$ are the Eisenstein functions corresponding to double periodic cell $Q_{(0,0)}$ (see [13] for more information). The sum (2.1) is called structural sum (or e-sum) of the multi-index $\boldsymbol{p}=\left(p_{1}, p_{2}, \ldots, p_{q}\right)$ and number $\delta$ is called the order of the structural sum.

Now we describe the connection of structural sums with the geometry of a set of disks distributed on a plane. It turns out that we can choose geometric parameters as the following set of structural sums:

$$
G=\left\{e_{\mathbf{m}}, \mathbf{m} \in \mathcal{M}_{e}\right\},
$$

where the set $\mathcal{M}_{e}$ is defined recursively in [20]. The justifications for this fact show latest research by Mityushev and Nawalaniec [17], in which structural sums were used in systematic studies of dynamically changing structures. We can consider the set $G$ as the parameters describe structural features of data represented by nonoverlapping disks. Because the set $\mathcal{M}_{e}$ is infinite, therefore practical applications require finite approximations in form of the structural sums feature vector $X_{q}$ of order $q$ defined in [22]. For example, the feature vector of order 5 has the following form:

$$
\begin{gathered}
X_{5}=\left\{e_{2}, e_{2,2}, e_{2,2,2}, e_{3,3}, e_{2,2,2,2}\right. \\
\left.e_{3,3,2}, e_{4,4}, e_{2,2,2,2,2}, e_{2,3,3,2}, e_{3,3,2,2}, e_{3,4,3}, e_{4,4,2}, e_{5,5}\right\}
\end{gathered}
$$

More detailed construction of $X_{q}$ is presented in [22] as well as in [13]. In next part of this paper we will consider selected sums from the vector $X_{5}$ i.e.: $e_{2,2}, e_{3,3}, e_{4,4}$, $e_{5,5}$.

## 3 Applications of Structural Sums in Description of the Geometry of Distributions of Stadiums

As we know application of basis sums in description of the geometry of two-phase image is justified for geometric objects being disks. However, any geometric object can be approximated by clusters of disks. In this section we focus on the study of the impact of choosing an approximation of a given geometric object by disk on the ability of distinguishing distributions of objects. We will study distributions of geometric objects called stadiums. The study of such distributions is related to the collective behavior of bacteria [3-5].

First, we introduce a formal definition of stadium. Let $R>0$ be a real number and $a, b \in \mathbb{C}$ be such that $a \neq b$. The stadium $\mathcal{S}((a, b), r) \subset \mathbb{C}$ is defined as follows

$$
\begin{aligned}
& \mathcal{S}((a, b), R):=\{z \in \mathbb{C}:|z-a| \leq r \\
& \vee|z-b| \leq r \vee(\operatorname{Im}[z-a] \cdot \operatorname{Im}[a-b] \\
& +\operatorname{Re}[z-a] \cdot \operatorname{Re}[a-b] \leq 0 \wedge \operatorname{Im}[z-b] \cdot \operatorname{Im}[a-b] \\
& +\operatorname{Re}[z-b] \cdot \operatorname{Re}[a-b] \geq 0 \wedge \mid \operatorname{Im}[(b-a) \cdot \operatorname{Re}[z] \\
& +(z-b) \cdot \operatorname{Re}[a]+(a-z) \cdot \operatorname{Re}[b]]|\leq R \cdot| a-b \mid)\},
\end{aligned}
$$

where $R$ is called its radius and the $(a, b)$ its centers (see Fig. 2).
Consider a lattice $\mathcal{Q}$ which is defined by two fundamental translation vectors $\omega_{1}=1$ and $\omega_{2}=i$ forming a square cell $Q_{(0,0)}$ (see Fig. 3). Consider $N$ nonoverlapping stadiums $\mathcal{S}_{k}=\mathcal{S}_{k}\left(\left(a_{k}, b_{k}\right), r\right)$ of radius $r$ with centers $a_{k}, b_{k} \in Q_{(0,0)}$ and such that $\left|a_{k}-b_{k}\right|=\mu=6 r$. Let $\nu_{\mathcal{S}}$ stands for the concentration of stadiums in the unit cell, i.e.

$$
v_{\mathcal{S}}=N\left(r^{2} \pi+2 r \mu\right) .
$$



Fig. 2 Stadium with centers $a$ and $b$, radius $r$ and distance between centers equal to $\mu$


Fig. 3 Doubly periodic unit cell $Q_{(0,0)}$ with a configuration of non-overlapping identical stadiums (a) and their approximations (b)

We will consider distributions of stadiums generated by two algorithms. First algorithm (A) is based on the RSA method - this algorithm is described in details in [4]. Second algorithm (B) generate distributions of stadiums with deterministically fixed orientations of objects (description of this algorithm can be found in [3]). In order to study the distributions obtained by algorithms A and B, we approximate stadiums by disks. Let's consider four types of such approximations with radii equal to the radius of the stadium:

- approximation by one disk with center in geometric center of stadium;
- approximation by two disks with centers in centers of stadium;
- approximation by three disks with centers in geometric center and centers of stadium;
- approximation by the chain of four disks (see Fig. 3b).

Using algorithms A and B we generated $M=50$ distributions containing $N=300$ stadiums for $\nu_{\mathcal{S}} \in\{0.15,0.25,0.35\}$. In the next step, we calculated the feature vector $X_{5}$ considered approximations. Selected results are presented in Figs. 4, 5, 6 and 7 show comparison of real parts of values $e_{2,2}, e_{3,3}, e_{4,4}$ and $e_{5,5}$ for two sets of 50 samples (M) drawn from distributions of stadiums. Black points denote distributions generated by algorithm A, gray points denote distributions generated by algorithm $B$.

## 4 Conclusions

By analysis of the obtained results one can notice the following remarks:

- approximation of stadiums (such that $\mu=6 r$ ) by one disk is insufficient to study their distributions;
- approximation of stadiums using two disks seems to be the best; moreover, for higher concentrations, approximation of stadiums by three or four disks may lead to less expressive distinction between the considered distributions;
- as the concentration increases, the distributions generated by the A and B algorithms are less and less distinguishable;
- the parameter $e_{4,4}$ seems to be the best for analyzing the considered distributions.

In order to calculate structural features, one can use the Python software package basicsums [23,24] providing high level of abstraction in the computation of structural sums using algorithms reported in [20] and [21].
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Fig. 7 Real parts of structural sums for stadiums approximated by two disks; $v_{\mathcal{S}}=0.35$
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# Boundary Value Problems and Their Applications to 2D Composites Theory 

Drygaś Piotr (1)


#### Abstract

Analytical effective formulas are derived separately for conductivity and for elasticity. We consider 2D material with circular inclusions with different radii and different properties ( $n$-phase material). We derive new analytical formulas determining the effective properties of such materials. They are connected by structural basic sum expressed through the Eisenstein and Natanzon functions.
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## 1 Introduction

Traditional computational methods for calculation of the effective properites of random composites are usually based on the repeated applications of the pure numerical schemes to simulated random structures [1]. Application of analytical methods reduces the computational expenses [2] and gives an effective possibility to study structures whose representative cells contains more than 1000 inclusions per cell [3-5].

In the present paper, we make the next step to reduce the computational expenses for a class of random composites. It was noted in $[2,6,7]$ that application of the Schwarz alternating method to multi-phase dispersed composites leads to a representation of the effective constants as a series in the concentration $f$ of inclusions with coefficients explicitly decomposed onto terms with physical properties of components and terms depending only on the location of inclusions. This yields a simple method for computation of the effective properties of random

[^25]composites [8-10]. It should be noted that research is also being conducted into analytical formulas for elliptic inclusions [11]. In the present paper, we apply this method to 2 D conducting composites with circular inclusions with the imperfect contact between the components. An analytic symbolic algorithm to solve the problem for random composites was proposed in [12]. The symbolic algorithm from [12] is developed in the present paper to deduce a decomposition formula for the effective conductivity of random composites. This decomposition yields explicitly the terms including the contrast parameter $\rho_{k}$ and the thermal resistance $\mathcal{R}_{k}$ on the $k$ th component of composite. When the distribution of $\rho_{k}$ and $\mathcal{R}_{k}$ does not depend on the geometry, one can replace the huge expressions with these parameters by their mathematical expectations. As a result, we obtain an analytical approximate formula for the effective conductivity of the considered class of random composites in terms of the series in $f$. The effective conductivti expression has many apllication to study heat flux and local field in composite materials [9, 10, 13-15]. Effective conductivity problems are also used for biological problems [16, 17] In these paper we use basic sums of the multi-orser $p$, which was hard study in [18-22]

It is considered that for random composite materials, it is imposible to obtain exact analytical solution for the elastic moduli. Exists only approximate expresions most of which are only for small concentyration [23]. Recently in works [24-26] this defect has been removed. In this paper, we present some results coincides effective conductivity and effective elastic properties.

Consider the square lattice $\mathcal{Q}$, the set of points $\mathbb{Z}[i]=\left\{m_{1}+i m_{2}: m_{1}, m_{2} \in \mathbb{Z}\right\}$, on the complex plane $\mathbb{C}$ determined by the pair of periods 1 and $i=\sqrt{-1}$. The zero-th square cell $Q$ is defined as

$$
Q=Q_{(0,0)}=\left\{z=z_{1}+i z_{2} \in \mathbb{C}:-\frac{1}{2}<t_{1}, t_{2}<\frac{1}{2}\right\} .
$$

Here, $\mathbb{Z}$ stands for the set of integer numbers. Introduce the cells $Q_{\left(m_{1}, m_{2}\right)}=$ $Q_{(0,0)}+m_{1}+i m_{2}$.

Consider $N$ non-overlapping equal disks $D_{k}=\left\{z \in \mathbb{C}:\left|z-a_{k}\right|<r\right\}$ of radius $r$ with the centers $a_{k} \in Q(k=1,2, \ldots, N)$. Let each circle $L_{k}=\{z \in$ $\left.\mathbb{C}:\left|z-a_{k}\right|=r\right\}$ leave $D_{k}$ to the left. Introduce the multiply connected domain $D=Q \backslash \cup_{k=1}^{N}\left(D_{k} \cup L_{k}\right)$, the complement of all the closures of $D_{k}$ to $Q$.

Introduce

$$
r^{2}=\frac{1}{N} \sum_{k=1}^{N} r_{k}^{2}
$$

which is proportional to concentration $f$, i.e.,

$$
r_{k}^{2}=R_{k} r^{2}
$$

where $R_{k}$ is the proportionality ratio.

## 2 General Formulae for Effective Conductivity

Consider a conducting infinite host medium of the normalized unit conductivity with the inclusions $D_{k}+m(m \in \mathbb{Z}[i])$ of conductivity $\lambda_{k}>0$, respectively.

The temperature distribution in the considered composite is expressed by the function

$$
u(z)=\left\{\begin{array}{l}
u_{0}(z), \quad z \in D,  \tag{2.1}\\
u_{k}(z), z \in D_{k},
\end{array}\right.
$$

harmonic in every component of the composite, continuously differentiable in the closures of $D$ and $D_{k}$. Let $\mathbf{n}=\left(n_{1}, n_{2}\right)$ denote the outward unit normal vector to the circle $L_{k}$ and $\frac{\partial}{\partial \mathbf{n}}$ the normal derivative. Introduce the Kapitza interface resistance $\mathcal{R}_{k}$ on $L_{k}$ [23]. The following conjugation conditions express the imperfect contact between the components

$$
\begin{gather*}
\frac{\partial u_{0}}{\partial \mathbf{n}}(t)=\lambda_{k} \frac{\partial u_{k}}{\partial \mathbf{n}}(t),  \tag{2.2}\\
\mathcal{R}_{k} r_{k} \frac{\partial u_{k}}{\partial \mathbf{n}}(t)+u_{k}(t)-u_{0}(t)=0, \quad t \in L_{k}(k=1,2, \ldots, N) . \tag{2.3}
\end{gather*}
$$

The relations (2.2)-(2.3) model the imperfect thermal contact between inclusion and matrix. Equation (2.2) expresses equality of the normal heat flux on $L_{k}$. Equation (2.3) describes a linear relation between the jump of the temperature across the boundary of inclusion and the normal heat flux on the interface. The case $\mathcal{R}_{k}=0$ corresponds to the perfect thermal contact between fiber and matrix, while $\mathcal{R}_{k}=+\infty$ corresponds to the perfect thermal insulator.

It is assumed that the external flux is applied in the $x$-direction and it is normalized in such a way that the function $u_{0}(z)-x$ is doubly periodic in the perforated domain $\mathcal{D}=\cup_{m \in \mathbb{Z}[i]}(D+m)$. The function $u_{0}(z)$ has the unit jump per a cell along the $x$-axis and is periodic along the $y$-axis

$$
\begin{equation*}
u_{0}(z+1)-u_{0}(z)=1, \quad u_{0}(z+i)-u_{0}(z)=0 . \tag{2.4}
\end{equation*}
$$

Introduce the complex potentials $\varphi_{k}(z)$ analytic in $D_{k}$ respectively, continuously differentiable in the closures of the considered domains. The harmonic and the analytic functions are related by the equalities

$$
\begin{equation*}
u_{0}(z)=\operatorname{Re} \varphi_{0}(z), z \in D, \quad u_{k}=\operatorname{Re} \varphi_{k}(z), z \in D_{k} . \tag{2.5}
\end{equation*}
$$

The heat flux $\nabla u(x, y)$ is determined by means of the complex potentials

$$
\begin{equation*}
\psi_{k}(z):=\frac{\partial \varphi_{k}}{\partial z}=\frac{\partial u_{k}}{\partial x}-i \frac{\partial u_{k}}{\partial y}, \quad z \in D_{k}, k=0,1, \ldots, n . \tag{2.6}
\end{equation*}
$$

The problem (2.2)-(2.3) is reducing to the followign boundary problem

$$
\begin{align*}
\psi^{-}(t)=\left(\frac{1}{1-\rho_{k}}+\frac{\mathcal{R}_{k}}{2}\right) & \psi_{k}(t)+\left(\frac{\rho_{k}}{1-\rho_{k}}-\frac{\mathcal{R}_{k}}{2}\right)\left(\frac{r_{k}}{t-a_{k}}\right)^{2} \overline{\psi_{k}(t)} \\
& +\frac{\mathcal{R}_{k}}{2}\left(t-a_{k}\right) \psi_{k}^{\prime}(t)-\frac{\mathcal{R}_{k}}{2} \frac{r_{k}^{4}}{\left(t-a_{k}\right)^{3}} \overline{\psi_{k}^{\prime}(t)} \tag{2.7}
\end{align*}
$$

where $\left|t-a_{k}\right|=r_{k}$.
Introduce the contrast parameter $\rho_{k}$ assigned to the $k$ th inclusion

$$
\begin{equation*}
\rho_{k}=\frac{\lambda_{k}-1}{\lambda_{k}+1} \tag{2.8}
\end{equation*}
$$

and the constant parameters

$$
\begin{equation*}
\Theta_{k}^{(l)}=\left(\frac{1}{1-\rho_{k}}+(l+1) \frac{\mathcal{R}_{k}}{2}\right)^{-1}, \quad \Omega_{k}^{(l)}=\frac{\rho_{k}}{1-\rho_{k}}-(l+1) \frac{\mathcal{R}_{k}}{2} \tag{2.9}
\end{equation*}
$$

for $k=1,2, \ldots, N$ and $l=0,1, \ldots$.. This problem (2.2)-(2.3) was solved in [12] by method of successive approximation for Taylor coefficients of potentials $\psi$.

In the case of macroscopically isotropic composites, the effective conductivity tensor becomes $\hat{\lambda}=\hat{\lambda} I$, where $\hat{\lambda}$ stands for the scalar effective conductivity and $I$ for the identity matrix. The following formula was deduced in [12]

$$
\begin{equation*}
\hat{\lambda}=1+2 \pi r^{2} \sum_{k=1}^{N} \Omega_{k}^{(0)} \psi_{k}\left(a_{k}\right) \tag{2.10}
\end{equation*}
$$

Such formulae were obtained and described in [12] for deterministic composites.
Let $f=N \pi r^{2}$ denote the concentration of inclusions in composite. Then, the effective conductivity (2.10) can be written in the form of series in $f$

$$
\begin{equation*}
\hat{\lambda}=1+2 f \sum_{p=0}^{\infty} \mathbf{A}_{p} f^{p} \tag{2.11}
\end{equation*}
$$

where the first few coefficients $\mathbf{A}_{p}$ have the form

$$
\begin{align*}
& \mathbf{A}_{0}=\frac{1}{N} \sum_{k=1}^{N} \tilde{\rho}_{k}^{(0)}, \quad \mathbf{A}_{1}=\frac{1}{\pi} g_{2}^{(0)}, \quad \mathbf{A}_{2}=\frac{1}{\pi^{2}} g_{22}^{(00)} \\
& \mathbf{A}_{3}=\frac{1}{\pi^{3}}\left[-2 g_{33}^{(10)}+g_{222}^{(000)}\right],  \tag{2.12}\\
& \mathbf{A}_{4}=\frac{1}{\pi^{4}}\left[3 g_{44}^{(20)}-2\left(g_{332}^{(100)}+g_{233}^{(010)}\right)+g_{2222}^{(0000)}\right]
\end{align*}
$$

where the multiple convolution sums is defined by

$$
\begin{align*}
& g_{m_{1}, \ldots, m_{q}}^{\left(l_{1}, \ldots, l_{q}\right)}=\frac{1}{N^{1+\frac{1}{2}\left(m_{1}+\cdots+m_{q}\right)}} \sum_{k_{0}, k_{1}, \ldots, k_{q}} \tilde{\rho}_{k_{0}}^{(0)} \tilde{\rho}_{k_{1}}^{\left(l_{1}\right)} \cdots \tilde{\rho}_{k_{q}}^{\left(l_{q}\right)} \times  \tag{2.13}\\
& E_{m_{1}}\left(a_{k_{0}}-a_{k_{1}}\right) \overline{E_{m_{2}}\left(a_{k_{1}}-a_{k_{2}}\right)} \ldots \mathbf{C}^{++1} E_{m_{q}}\left(a_{k_{q-1}}-a_{k_{q}}\right),
\end{align*}
$$

where $\mathbf{C}$ denote the operator of complex conjugation,

$$
\begin{gather*}
\tilde{\rho}_{k}^{(l)}=R_{k}^{l+1} \Omega_{k}^{(l)} \Theta_{k}^{(l)}=R_{k}^{l+1} \frac{\rho_{k}-\left(1-\rho_{k}\right)(l+1) \frac{\mathcal{R}_{k}}{2}}{1+\left(1-\rho_{k}\right)(l+1) \frac{\mathcal{R}_{k}}{2}},  \tag{2.14}\\
E_{2}(z)=\wp(z)+S_{2}
\end{gather*}
$$

and for $n>2$

$$
E_{n}(z)=\frac{(-1)^{n}}{(n-1)!} \frac{d^{n-2}}{d z^{n-2}} \wp(z)
$$

Properties of the Eisenstein functions are described in [18, 20, 21, 27, 28].
The next coefficients can be explicitly written by using of the symbolic computation code. The structure of $\mathbf{A}_{p}$ as linear combinations of $g_{m_{1}, \ldots, m_{q}}^{\left(l_{1}, \ldots, l_{q}\right)}$ follows form the iterative scheme. The obtained expressions can be considered as a decomposition of the effective conductivity on the "geometrical" and "physical" terms as follows. First, the formula (2.11) contains the sum of terms with the powers of the concentration $f$. The coefficients $\mathbf{A}_{p}$ are presented in (2.12) as linear combinations of the sums (2.13). The latter sums $g_{m_{1}, \ldots, m_{q}}^{\left(l_{1}, \ldots, l_{q}\right)}$ are decomposed onto the sum of pure geometric objects expressed by means of the Eisenstein functions with the pure physical multipliers $\tilde{\rho}_{k_{0}}^{(0)} \tilde{\rho}_{k_{1}}^{\left(l_{1}\right)} \cdots \tilde{\rho}_{k_{q}}^{\left(l_{q}\right)}$. Therefore, we have the explicit decomposition of the effective conductivity on the powers of $f$, the physical parameters $\tilde{\rho}_{k}$ and the geometrical parameters $E_{m}\left(a_{k}-a_{l}\right)$ calculated by the centers of inclusions.

## 3 General Formulae for Effective Shear Moduli

### 3.1 Statement the Problem

The component of the stress tensor can be determined by the KolosovMuskhelishvili formulae [29]

$$
\begin{align*}
& \sigma_{x x}+\sigma_{y y}=\left\{\begin{array}{l}
4 \operatorname{Re} \varphi_{k}^{\prime}(z), z \in D_{k}, \\
4 \operatorname{Re} \varphi_{0}^{\prime}(z), \quad z \in D,
\end{array}\right.  \tag{3.1}\\
& \sigma_{x x}-\sigma_{y y}+2 i \sigma_{x y}=\left\{\begin{array}{l}
-2\left[\overline{z \overline{\varphi_{k}^{\prime \prime}(z)}+\overline{\psi_{k}^{\prime}(z)}}-\overline{\psi^{\prime}}\right], \quad z \in D_{k}, \\
-2\left[\overline{\varphi_{0}^{\prime \prime}(z)}+\overline{\psi_{0}^{\prime}(z)}\right], \quad z \in D,
\end{array}\right.
\end{align*}
$$

where Re denotes the real part and the bar the complex conjugation. Let $\left(\begin{array}{cc}\sigma_{x x}^{\infty} & \sigma_{x y}^{\infty} \\ \sigma_{y x}^{\infty} & \sigma_{y y}^{\infty}\end{array}\right)$ be the stress tensor applied at infinity. Following [29] introduce the constants

$$
\begin{equation*}
B_{0}=\frac{\sigma_{x x}^{\infty}+\sigma_{y y}^{\infty}}{4}, \quad \Gamma_{0}=\frac{\sigma_{y y}^{\infty}-\sigma_{x x}^{\infty}+2 i \sigma_{x y}^{\infty}}{2} \tag{3.2}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\varphi_{0}(z)=B_{0} z+\varphi(z), \quad \psi_{0}(z)=\Gamma_{0} z+\psi(z) \tag{3.3}
\end{equation*}
$$

where $\varphi(z)$ and $\psi(z)$ are analytical in $D$ and bounded at infinity. The functions $\varphi_{k}(z)$ and $\psi_{k}(z)$ are analytical in $D_{k}$ and twice differentiable in the closures of the considered domains. The displacement $(u, v)$ are calculated by formulae [29]

$$
u+i v=\left\{\begin{array}{cc}
\frac{1}{2 G_{k}}\left(\kappa_{k} \varphi_{k}(t)-\overline{t \overline{\varphi_{k}^{\prime}(t)}}-\overline{\psi_{k}(t)}\right), & z \in D_{k}  \tag{3.4}\\
\frac{1}{2 G}\left(\kappa \varphi_{0}(t)-t \overline{\varphi_{0}^{\prime}(t)}-\overline{\psi_{0}(t)}\right), & z \in D
\end{array}\right.
$$

The perfect bonding at the matrix-inclusion interface present displacement and traction vectors continuity across the interface, can be expressed by two equations [29]

$$
\begin{array}{r}
\varphi_{k}(t)+\overline{t \overline{\varphi_{k}^{\prime}(t)}}+\overline{\psi_{k}(t)}=\varphi_{0}(t)+\overline{t \varphi_{0}^{\prime}(t)}+\overline{\psi_{0}(t)}, \\
\kappa_{k} \varphi_{k}(t)-\overline{t \varphi_{k}^{\prime}(t)}-\overline{\psi_{k}(t)}=\frac{G_{k}}{G}\left(\kappa \varphi_{0}(t)-t \overline{\varphi_{0}^{\prime}(t)}-\overline{\psi_{0}(t)}\right) . \tag{3.6}
\end{array}
$$

The problem (3.5)-(3.6) is the classic boundary value problem of the plane elasticity. It was discussed in many works by various methods [29]. Below, we concentrate our attention to its analytical solution. Introduce the following nondimensional contrast parameters

$$
\varrho_{1 k, m}=\frac{G_{m}-G}{G_{k}+\kappa_{k} G} \cdot \frac{G_{k}}{G_{m}}, \varrho_{2 k, m}=\frac{\kappa G_{m}-\kappa_{m} G}{\kappa G_{k}+G} \cdot \frac{G_{k}}{G_{m}}, \varrho_{3 k, m}=\frac{G_{m}-G}{\kappa G_{k}+G} \cdot \frac{G_{k}}{G_{m}} .
$$

In the case of $k=m$ for brevity we use notations $\varrho_{i k, k}=\varrho_{i k}(i=1,2,3)$.
The problem (3.5)-(3.6) was reduce to the system of functional equations and solved by method of successive approximation [26].

### 3.2 Effective Constants Up to $O\left(f^{\mathbf{3}}\right)$

The effective shear moduli is calculted from formula [26]

$$
\begin{equation*}
\frac{G_{e}}{G}=\frac{1+\operatorname{Re} A}{1-\kappa \operatorname{Re} A} . \tag{3.7}
\end{equation*}
$$

where

$$
A=\sum_{s=1}^{\infty} A^{(s)} f^{s}
$$

and

$$
\begin{equation*}
A^{(s)}=\frac{i}{n^{s} \pi^{s-1}} \sum_{k=1}^{n} R_{k} \frac{\varrho_{3 k}}{1+\varrho_{3 k}}\left(3 R_{k} \bar{\alpha}_{k, 3}^{(s-2)}+2 a_{k} \bar{\alpha}_{k, 2}^{(s-1)}+\bar{\beta}_{k, 1}^{(s-1)}\right) . \tag{3.8}
\end{equation*}
$$

The few initial coefficients o $A$ has the form

$$
\begin{aligned}
& A^{(1)}=\frac{1}{n} \sum_{k=1}^{n} R_{k} \varrho_{3 k}, A^{(2)}=-\frac{2}{n^{2} \pi} \sum_{k=1}^{n} \sum_{m=1}^{n} R_{k} R_{m} \varrho_{3 k} \varrho_{3 m} \overline{E_{3}^{(1)}\left(a_{k}-a_{m}\right)} \\
& \begin{array}{c}
A^{(3)}=\frac{1}{n^{3} \pi^{2}} \sum_{m_{1}=1}^{n} \sum_{m_{2}=1}^{n} \sum_{m_{3}=1}^{n}\left[4 R_{m_{1}} R_{m_{2}} R_{m_{3}} \varrho_{3 m_{1}} \varrho_{3 m_{2}} \varrho_{3 m_{3}}\right. \\
\times \\
\quad \times R_{m_{1}}^{(1)}\left(a_{m_{1}}-a_{m_{2}}\right) \\
R_{3} \\
R_{m_{3}} \frac{\varrho_{3 m_{1}}\left(\varrho_{1 m_{2}}-\varrho_{3 m_{2}}\right) \varrho_{3 m_{3}}}{\left(1+\varrho_{1 m_{2}}\right) \varrho_{3 m_{2}}} \overline{E_{2}\left(a_{m_{1}}-a_{m_{2}}\right)} E_{2}\left(a_{m_{2}}-a_{m_{3}}\right)
\end{array}
\end{aligned}
$$

$$
\begin{align*}
& \left.-R_{m_{1}} R_{m_{2}} R_{m_{3}} \frac{\varrho_{3 m_{1}}\left(\varrho_{1 m_{2}}-\varrho_{3 m_{2}}\right) \varrho_{3 m_{3}}}{\left(1+\varrho_{1 m_{2}}\right) \varrho_{3 m_{2}}} \overline{E_{2}\left(a_{m_{1}}-a_{m_{2}}\right) E_{2}\left(a_{m_{2}}-a_{m_{3}}\right)}\right] \\
& +\frac{3}{n^{3} \pi^{2}} \sum_{m_{1}=1}^{n} \sum_{m_{2}=1}^{n} R_{m_{1}} R_{m_{2}}\left(R_{m_{1}}+R_{m_{2}}\right) \varrho_{3 m_{1}} \varrho_{3 m_{2}} \overline{E_{4}\left(a_{m_{1}}-a_{m_{2}}\right)} \tag{3.9}
\end{align*}
$$

where the Natanzon functions are used

$$
\begin{gather*}
E_{p}^{(1)}(z)=\frac{(-1)^{p}}{(p-1)!}\left(\bar{z} \frac{d^{p-2}}{d z^{p-2}} \wp(z)-\frac{d^{p-2}}{d z^{p-2}} \wp_{1}(z)\right),  \tag{3.10}\\
\wp_{1}^{\prime}(z)=-2 \sum_{\substack{m \in \mathbb{Z}[i] \\
m \neq 0}}\left(\frac{\bar{m}}{(z-m)^{3}}+\frac{\bar{m}}{m^{3}}\right) . \tag{3.11}
\end{gather*}
$$
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# Selected Aspects of Visualization in Education of Functions 

Ján Gunčaga


#### Abstract

The aspect of visualization plays an important role in the calculus teaching. The notion of the function is basic notion at the lower secondary level and in the teacher training of future mathematics teachers. The notion of the graph of the function and his graphical and visual representation is important at upper secondary level and university level. If the student draws the graph of the function, then the work with graphical representation of the function can help to make his knowledge about notions such continuity, derivative more deep. The development of information and communication technologies (ICT) gives the possibility to use different tools (for example educational software) as a supporting aspect for mathematics education with better understanding. We would like to show some examples with the help of GeoGebra for motivational analysis teaching.
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## 1 Introduction

Visual imagery has been an effective tool to communicate ideas connected with basic mathematics concepts since the dawn of mankind. The notion of the function belongs to these concepts. The development of educational visualization technology allows these ideas to be demonstrated with the help of some educational software. In this paper, we specifically consider the use of GeoGebra, a free, open-source educational application developed by an international consortium of mathematics and statistics educators, but other educational software could also be used for the same visualization tasks.

[^26]Using ICT and educational software is effective tool for supporting visualization during the educational process in mathematics. These tools bring according [15] and [3] relevant contribution to:

- Effecting working processes and improving production, notably by increasing the speed and efficiency of such processes, and supporting visual presentation of results, so contributing to the pace and productivity of lessons;
- Supporting processes of checking, validating and refinement, notably with respect to checking and correcting elements of work, and testing and improving problem strategies and solutions; see also [8]
- Overcoming student difficulties and building assurance, notably by circumventing problems experienced by students when writing and drawing by hand, and easing correction of mistakes, so enhancing students sense of capability in their work;
- Enhancing the variety and appeal of classroom activity, notably by varying the format of lessons and altering their ambience by introducing elements of play, fun and excitement and supporting using real life problems;
- Using of different visual separate and universal models for understanding mathematic notions, their properties and relationships to other notions.

Visualization belongs according Brunner [1] to the stage of iconic forms and many notions in calculus teaching are taught without visual and graphical representation.

Weigand and Weth in [18] argue, that students need according the properties of mathematic notions adequate visual image of this notion, which alow graphically represent their main properties. We shows some examples for this aspect of mathematic teaching in the next part of the paper.

## 2 Threshold Concepts and Using ICT in the Education of Functions

A threshold concept according Meyer and Land [9] can be considered as akin to a portal, opening up a new and previously inaccessible way of thinking about something. It represents a transformed way of understanding, or interpreting, or viewing something without which the learner cannot progress. As a consequence of comprehending a threshold concept there may thus be a transformed internal view of subject matter, subject landscape, or even world view. This transformation may be sudden or it may be protracted over a considerable period of time, with the transition to understanding proving troublesome.

The use of ICT in mathematics education is possible to characterize on several levels (see also [10]):

Cognitive level ICT support students in various ways in the development of mathematical notions. Computer Algebra Systems (CAS) support functional
thinking according Vollrath [17]. In the case of universal mathematical programs such GeoGebra-they integrate CAS, dynamic geometry systems (DGS) and spreadsheets-several different representations can be according [3] achieved in one teaching unit.
Affective level ICT increases the joy of the students in dealing with mathematics. ICT tools They enable students to quickly and correctly solve problems with changed parameters (see also [4]).

We present now some threshold concepts used in education of functions [14]. The first notion will be a derivative. We use in our reasoning the approximate description of a real function $f$ differentiable at $x_{0}$, when we use linear approximation (see [6]). We define the real function $f(x)=x^{2}+1.2|x-2|-2.2$.

The following figure show, how we can analyze with students graph of the function with educational software, if we can show via visualization, that some continuous function hasn't a derivative in some point (see Fig. 1).

Let us continue with the discussion of the local extremes of a real function. We define for this a new real function $g=x^{4}-0.02 x^{2}+0.1$. We see in the next figure (see Fig. 2) the function $g$ with three extremals, which we cannot see in the beginning (see [5]).



Fig. 1 The function $f$ hasn't a derivative at the point 2



Fig. 2 The function $g$ with the three extremals in two views

## 3 Visualization as a Helping Tool for Explanation of Misconceptions

Visualization with the graph of the function can help in the mathematics education, if we find some misconceptions connected with the notion of function. Many practical examples with concrete works prepared by students about different kind of functional properties show Sajka in [16]. Csachová and Jurečková in [2] gave attention to the analysis of the knowledge in understanding and correct solution of mathematical tasks with figures and graphs of the functions by students in secondary level.

The identification of problems in calculus teaching is good feedback for the preparation of the future mathematics teachers at the universities. We present now one situation from lesson with future teachers of mathematics at University Innsbruck in Austria. Student Simone solved following quadratic inequality in the wrong way in the end of solution:

$$
\begin{aligned}
x^{2}+7 x+10 & >0 \\
\left(x+\frac{7}{2}\right)^{2}-\frac{7^{2}}{4}+10 & >0 \\
\left(x+\frac{7}{2}\right)^{2} & >\frac{9}{4} \\
x+\frac{7}{2} & > \pm \frac{3}{2} \\
x_{1} & >-2 \\
x_{2} & >-5
\end{aligned}
$$

This student forget connection between quadratic inequality with quadratic equation and graph of the quadratic function. We can start with quadratic equation $x^{2}+7 x+$ $10=0$. It is possible to follow the style of solving strategy of this student.

$$
\begin{aligned}
x^{2}+7 x+10 & =0 \\
\left(x+\frac{7}{2}\right)^{2}-\frac{7^{2}}{4}+10 & =0 \\
\left(x+\frac{7}{2}\right)^{2} & =\frac{9}{4} \\
x+\frac{7}{2} & = \pm \frac{3}{2} \\
x_{1} & =-2 \\
x_{2} & =-5
\end{aligned}
$$



Fig. 3 The graphic solution for $x^{2}+7 x+10>0$

Now, we can draw the graph of the function $y=x^{2}+7 x+10$ and we can show graphically the solution for the quadratic inequality $x^{2}+7 x+10>0$. We see from the Fig. 3, that correct solution is the set $(-\infty,-5) \cup(-2, \infty)$. The notion of function belongs to some mathematical structure, many practical information is possible to find in Pauer and Stampfer [12].

## 4 The Notion of the Inverse Function

The notion of inverse function is interesting for discovery of graphs of function and its inverse function. Base property is, that these graphs are in the axial symmetry according axis $y=x$. We show this kind of discovery on example of the quadratic functions of type $x^{2}+a$.
$f(x)=x^{2}+a, x \geq 0$ is our function and the inverse function is $f^{-1}(x)=$ $\sqrt{x-a}, x \geq a$. We can find common points of the graphs of these two functions:

$$
\begin{aligned}
f(x) & =f^{-1}(x) \\
x^{2}+a & =\sqrt{x-a} \\
x^{4}+2 a x^{2}+a^{2} & =x-a \\
x^{4}+2 a x^{2}-x+a^{2}+a & =0 \\
x^{4}+2 a x^{2}+x^{2}-x^{2}-x+a^{2}+a & =0 \\
x^{4}+(2 a+1) x^{2}-x^{2}-x+a^{2}+a & =0
\end{aligned}
$$

$$
\begin{aligned}
\left(x^{2}+\left(a+\frac{1}{2}\right)\right)^{2}-\left(a+\frac{1}{2}\right)^{2}-x^{2}-x+a^{2}+a & =0 \\
\left(x^{2}+\left(a+\frac{1}{2}\right)\right)^{2}-a^{2}-a-\frac{1}{4}-x^{2}-x+a^{2}+a & =0 \\
\left(x^{2}+\left(a+\frac{1}{2}\right)\right)^{2}-\left(x^{2}+x+\frac{1}{4}\right) & =0 \\
\left(x^{2}+\left(a+\frac{1}{2}\right)\right)^{2}-\left(x+\frac{1}{2}\right)^{2} & =0 \\
\left(x^{2}+x+(a+1)\right)\left(x^{2}-x+a\right) & =0
\end{aligned}
$$

We obtain following solutions:

$$
x_{1,2}=\frac{-1 \pm \sqrt{1-4(a+1)}}{2} \quad x_{3,4}=\frac{1 \pm \sqrt{1-4 a}}{2} .
$$

It is possible to conclude solutions according parameter $a$ in following Table 1:
These solutions have also graphical interpretation. We present in the Fig. 4 the case, when the graphs have one common point.

## 5 Conclusions

It is possible according [13] to formulate some general impediments to the use of technology for mathematics teaching:

1. teachers should not prioritizing technological tools,
2. the curriculum supports in the few range the use of technology (the task is, how to use it),

Table 1 Solutions according parameter $a$

| $a \in(-\infty,-1\rangle$ | $\left\{\frac{-1-\sqrt{-3-4 a}}{2}, \frac{1+\sqrt{1-4 a}}{2}\right\}$ |
| :--- | :--- |
| $a \in(-1,0)$ | $\left\{\frac{1+\sqrt{1-4 a}}{2}\right\}$ |
| $a \in\left(0, \frac{1}{4}\right)$ | $\left\{\frac{1-\sqrt{1-4 a}}{2}, \frac{1+\sqrt{1-4 a}}{2}\right\}$ |
| $a=\frac{1}{4}$ | $\left\{\frac{1}{2}\right\}$ |
| $a \in\left(\frac{1}{4}, \infty\right)$ | $\emptyset$ |



Fig. 4 The solution for the case $a=0.25 . g$ is inverse function to $f$
3. assessment of teachers and students sometimes not encourage the use of technological tools,
4. teachers' unwillingness to attend professional development programs or up-skill on the latest technology developments, and
5. the use of technology reinforces other skills (e.g. computation) rather than the development of concepts,

One solution for these problems can be according [19] life-long learning courses for in-service teachers can support their teaching digital skills.

Visual representation in mathematics education plays according [7] an important role. We tried to present in our contribution some examples suitable for calculus teaching. It is needed for this topic to know and connect the knowledge of many parts of school mathematics. One part is arithmetic with operation (see more in [11]).

Graph of the function, pictures and schemas can help in the building of mathematic notions in the knowledge of students in secondary level. These tasks are important to present in appropriate way also for students-future teachers mathematics at universities, who can use them in their educational practise (see also [20]).
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#### Abstract

We develop novel Key Cell method and the theory of analytical representative volume element (ARVE) based on the Eisenstein-Rayleigh-Mityushev sums. ARVE is constructed by means of the discrete convolutions of elliptic functions. Examples of various types of particle-reinforced composite structures are given instead of discussed.
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## 1 Introduction

Composite structures (reinforcing phase distributions, shapes and sizes of reinforcing particles) largely determine various properties of the manufactured material [1-5]. This is the reason why issues related to the optimization of the composite structure are extremely important in the development of technology for their manufacture and subsequent use [6, 7]. Therefore, the selection of the composite structures analysis methodology becomes one of the basic issue in conducting research. The contemporary approach to the subject of composite structure analysis

[^27]always includes the stage of image analysis using advanced 2 D or 3 D structure imaging techniques which is not the subject of the presented work [8, 9]. Photomicrograph, electron micrograph as the image of a field of the composite samples is the primary unit of the geometrical data collection. Data and parameters obtained in this way are used in further research by selecting appropriate statistical, numerical or analytical methods [10-15].

Methodology appropriate to the issue of structure optimization has to provide the possibility of an objective and not a subjective comparison of composites structures of the same content, obtained as a result of various technological processes, changes in process parameters, processing methods, etc. Statistical methods are commonly used in order to compare the quality of a structure. But we cannot consider them as the best solution to the problem. In this way, researchers are able to prove that e.g. homogenization of the composite structure occurs as a result of the technological process used. However, they are not able to estimate the effects of homogenization or compare the results obtained [16, 17].

An alternative analysis of changes in the distribution of reinforcing particles can be carried out by other conventional methods, among them Voronoi tessellation, examination of the function of covariance or radial distribution, etc. [10, 18-23].

Determining a representative cell is based on appropriate parameters-for example, it can be reinforcing phase concentration, anisotropy coefficient, etc.

## 2 Methodology of the Study Composite Structures

### 2.1 Eisenstein-Rayleigh-Mityushev Sums (ERM-Sums)

Methodology of ARVE theory is based on the application of fast computational algorithms to calculating subsequent terms of the ERM series [24]. The calculated values are an infinite set of parameters that precisely determine the structure. A truncated set is taken into account in practical applications.

The structural ERM-sums are defined by the following discrete convolutions [25, 29]:

$$
\begin{align*}
e_{m_{1} \ldots m_{q}} & :=N^{-\left[1+\frac{1}{2}\left(m_{1}+\cdots+m_{q}\right)\right]} \sum_{k_{0} k_{1} \ldots k_{q}} E_{m_{1}}\left(a_{k_{0}}-a_{k_{1}}\right)  \tag{2.1}\\
& \times \overline{E_{m_{2}}\left(a_{k_{1}}-a_{k_{2}}\right)} \ldots \mathbf{C}^{q+1} E_{m_{q}}\left(a_{k_{q-1}}-a_{k_{q}}\right)
\end{align*}
$$

It is assumed for convenience that $\mathbf{C}$ stands for the operator of complex conjugation and $E_{m}(0):=S_{m}$, where $S_{m}$ denotes the lattice sum of order $m ; a_{k}$ denotes the complex coordinate of the center of the $k$ th inclusion and $E_{m}(z)$ the Eisenstein series described in [26, 27]; the bar denotes the complex conjugation, $N$ the number of inclusions per cell.

The sum $e_{2}$ was used in practical applications to study anisotropy of random structures [28]. It yields the anisotropy factor [24, 27]

$$
\begin{equation*}
\kappa=\frac{1}{2 \pi \mathrm{~N}^{2}}\left|\operatorname{Re} \sum_{k=1}^{\mathrm{N}}\left[\sum_{m \neq k}^{\mathrm{N}} \mathbb{E}_{2}\left(a_{k}-a_{m}\right)-\pi\right]\right|, \tag{2.2}
\end{equation*}
$$

As $\kappa=0$, the material is isotropic, and the degree of anisotropy increased as $\kappa$ increases.

The method of structural sums was extended to the elastisity problems [30-33]

### 2.2 Determination of the Key $R V E_{c}$ and $R V E_{a}$ Cells

The input data needed for the analysis of the reinforcing particles distribution and for the calculations of the composites effective properties can be obtained with the use of variety of data sets. Typically, these data are established by image processing techniques applyed to the microstructure images obtained e.g. by the LM (Light microscopy), SEM (Scanning electron microscopy), TEM (Transmission electron microscopy), XTM (X-ray microtomograph) and by other methods.

As basis to the further analysis we use the geometrical parameters of structure, for instance:
(i) particles distribution,
(ii) particles size,
(iii) particles shape factor.

Often, the subject of such analysis is to determine whether the structure under study is homogeneous or heterogeneous. Heterogeneity can be described by means of the features introduced below in order to determine the composite structure in the context of its properties. We mean here such parameters as the concentration of reinforcing phase, the size of particles, etc. Below, we construct two types of the cells $\mathrm{RVE}_{c}$ and $\mathrm{RVE}_{a}$ formed from the concentration and from the anisotropy coefficient, respectively. These cells are called the Key Cells (KC).

For this purpose, the KC method was developed, which involves the implementation of subsequent stages of structure research:
(i) determination of RVE through the selected parameters, the KC to further.
(ii) creation of the data collection assotiated to the KC.
(iii) detailed analysis of data obtained and computation of the non-uniformity coefficient $U$ [34].

The analyzed area contains at least several hundred thousand reinforcing phase particles with the largest possible presentation their typical distributions. In order to facilitate the presentation of the method, let us introduce the upper index in the cell


Fig. 1 Scheme of the $\operatorname{RVE}_{c}^{N}$ build


Fig. 2 The generated composite structures, from left: random, clusters, gradient
designations $\operatorname{RVE}_{c}^{N}$ where $N$, as mentioned above, gives us the number of inclusions per cell.

To determine the key cell $\mathrm{RVE}_{c}$ we started by measuring of the concentration in a randomly selected 2D section of composite. The cell has a square shape. The adopted scheme of cell expansion is shown in Fig. 1. Subsequent particles are included to the cell according to the specific algorithm [34].

To make the KC method presentation more complete we generated structures with the same concentration of the particle phase as for the real composite, i.e. $c=10 \%$. At the generated structures the particles are arranged randomly, in clusters, with a gradient, see Fig. 2. Total number particles in each generated structures equals to 2000 . The concentration of the reinforcing phase is determined for each subsequent cell built by increasing number of particles up to $N=2000$ for the generated structures and $N=5000$ for the real composite structures.

### 2.3 Results of $R V E_{c}$ and $R V E_{a}$ Cells Analysis

The obtained results are shown in Fig. 3 as the dependence of concentration on the number of inclusions per cell. The red line color corresponds to the specially selected cell that contains a large area without particles. This yields the shape of the concentration curve gradually increasing from $c=0.03$ for $\mathrm{RVE}_{c}^{50}$ through $c=0.08$ for $\mathrm{RVE}_{c}^{400}$, see Table 1 .


Fig. 3 The concentration stabilization for (a) the real composite structures and (b) the generated structures

Table 1 Examples of $\operatorname{RVE}_{c}^{N}$ cell data sets

| Parameter |  |  |  |
| :---: | :---: | :---: | :---: |
| N | 50 | 400 | 2000 |
| Concentration | 0.03 | 0.08 | 0.10 |
| Re e $e_{2}$ | -14.01 | -23.49 | -14.89 |
| Im $e_{2}$ | 63.92 | 1.14 | 0.42 |
| $\kappa$ | 2.73 | 4.24 | 2.87 |

In order to determine the parameters of the key cell, we find the concentration stabilization area by comparing the obtained concentration with the one concentration of the composite manufacturer. For both real structure we observe stabilization of the reinforcement phase concentration at the level 1000 particles per cell.

The presented KC method seems to be quite general. We will try validate it by examining three types of generated structures shown in Fig. 2. Additionally, for cluster and gradient structures, the cell building process was carried out twice starting the cell building from the point belong to the cluster (dashed lines) or out of them, and from the area of the low or the high (dashed lines) concentration for the gradient structure.

The graph for the generated random structure has the same character as well as the key cell parameters for the previously analyzed real structure.

In the case of the gradient structure, it is clear that we cannot determine a RVE cell. But the shape of the related curves and the symmetry will help us to classify the structure by the gradient type.

In the case of cluster structures, concentration curves have a wave shape with decreasing amplitude and increasing wavelength. The same area between the curve and the line $c=0.1$ for every wave indicates homogeneity in terms of the size of cluster surface. The distance between the maximum concentration values of the neighboring waves gives us the average distance between the nearest clusters. In this


Fig. 4 The anisotropy coefficient stabilization for (a) the real composite structures and (b) the generated structures
case, the determination of the KC is still possible, but the generated structure does not contain sufficient number of particles to complete the investigation.

The same procedure is used to build the $\operatorname{RVE}_{a}^{N}$. The results of anisotropy coefficient calculations are shown in Fig. 4 and can be analyzed by the KC method [2, 3, 34]. We pay attention to the comparison of key cells show the $\mathrm{RVE}_{a}$ cell is significantly larger than the $\mathrm{RVE}_{c}$ cell. However, the big surprise is the lack of anisotropy stabilization for the gradient material. For this type of materials when the concentration changes according to a prescribed rule, this procedure has to be developed yet.

### 2.4 Summary and Conclusion

The developed KC method based on ARVE theory and ERM-sums can be a powerful tool for optimization of technological processes. The presented methodology allows us:
(i) to carry out a quantitative analysis of composite structures,
(ii) to identify the parameters of technological processes,
(iii) to design materials within a strictly defined structure, etc.

KC method was presented for 2D structures. Research on its extension to 3D structures is currently underway. Hence, based on the 2 KC method after its development the 3 KC method will be created.
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# Neutral Inclusion and Spectral $\mathbb{R}$-Linear Problem 

Vladimir Mityushev


#### Abstract

An eigenvalue $\mathbb{R}$-linear problem arisen in the theory of invisible and neutral inclusions is discussed by a method of complex potentials. A nodal domains conjecture is posed. Demonstration of the conjecture allows to justify that a set of inclusions can be made invisible by surrounding it with an appropriate coating.


Keywords $\mathbb{R}$-linear spectral problem • Invisible inclusion • Coated neutral inclusion • Composite • Metamaterial

Mathematics Subject Classification (2010) Primary 30E25; Secondary 39B32, 74Q15

## 1 Introduction

The concentric-spheres model introduced by Hashin [1] led to advanced models for neutral (invisible) inclusions in composites, see [2,3] and the conference etopimll.up.krakow.pl/. Following these models in the last few years physicists and engineers create metamaterials which possess surprising cloaking properties.

The present paper is devoted to a 2D stationary model of neutral inclusions and the corresponding spectral boundary value problem problem discussed in [46] and works cited therein. It is suggested that the maximal eigenvalue and the corresponding eigenfunction determine the physical coefficient (conductivity) and the shape, respectively, of the coating which hides a given inclusion from the external field.

The spectral problems are sufficiently well studied when the spectral parameter $\lambda$ is included into PDE in a domain $D$, e.g., $-\Delta u=\lambda u$ [7]. Another type of the spectral problem is the Steklov problem $\frac{\partial u}{\partial n}=\lambda u$ when the relation

[^28]takes place on the boundary $\partial D$ of the domain [8], see also the workshop events.math.unipd.it/spectralPD2019/. The neutral problem leads to the spectral conjugation (transmission) problem discussed below.

## 2 Eigenvalue Problem

Introduce the complex variable $\zeta=x_{1}+i x_{2}$ on the plane $\mathbb{R}^{2}$. Let a simply connected domain $G_{1}$ be bounded by a smooth curve $\Gamma$ and the domain $G_{1} \cup \Gamma \cup G$ be by a smooth curve $\gamma$ as shown in Fig. 1. It is assumed for definiteness that $0 \in G_{1}$. Let an unknown function $u(\zeta)$ be harmonic in the doubly connected domain $G$ and continuously differentiable in its closure. The function $u(\zeta)$ satisfies the Dirichlet boundary condition

$$
\begin{equation*}
u(\zeta)=0, \quad \zeta \in \Gamma \tag{2.1}
\end{equation*}
$$

The condition (2.1) holds for the perfectly conducting inclusion. The perfect insulator is modeled by the Neumann condition $\frac{\partial u}{\partial n}=0$.

Let $\sigma$ and $\sigma_{2}$ be given positive constants which denote the coefficients of conductivity of materials occupied the domains $G$ and the exterior domain $G_{2}=$ $\mathbb{R}^{2} \backslash\left(G_{1} \cup \Gamma \cup G\right)$. The following conjugation (transmission) condition holds

$$
\begin{equation*}
u(\zeta)=u_{2}(\zeta), \quad \sigma \frac{\partial u}{\partial n}(\zeta)=\sigma_{2} \frac{\partial u_{2}}{\partial n}(\zeta), \quad \zeta \in \gamma \tag{2.2}
\end{equation*}
$$

where $\frac{\partial}{\partial n}$ stands for the normal derivative on $\gamma$.
Below, we consider the inverse problem when the function $u_{2}(\zeta)$ is given and the curve $\gamma$ is unknown. In the theory of neutral inclusions, it is interesting to consider $u_{2}(\zeta)$ as an $\mathbb{R}$-linear function, for instance,

$$
\begin{equation*}
u_{2}(\zeta)=\frac{2 \sigma}{\sigma+\sigma_{2}} \operatorname{Re} \zeta \equiv \frac{2 \sigma}{\sigma+\sigma_{2}} x_{1} \tag{2.3}
\end{equation*}
$$

Fig. 1 The plane
$\zeta=x_{1}+i x_{2}$. Inclusion $G_{1}$ is bounded by $\Gamma$, coating $G$ by $\Gamma \cup \gamma$


Fig. 2 Hashin's neutral perfectly conducting inclusion of the normalized radius $r<1$ embedded in the circular coating of the exterior unit radius. The vector field is calculated by the gradients $\sigma \nabla u$ in $r<|\zeta|<1$ and $\sigma_{2} \nabla u_{2}$ in $|\zeta|>1$ with formulas (4.12)-(4.13)


The potential (2.3) yields the constant gradient $\nabla u_{2}$ in $G_{2}$, i.e., the inclusion $G_{1}$ does not perturb the constant external field and becomes invisible.

The multiplier $\frac{2 \sigma}{\sigma+\sigma_{2}}$ is taken in (2.3) for convenience. Two real conditions (2.2) can be written in the complex form

$$
\begin{equation*}
\phi(\zeta)=\phi_{2}(\zeta)-\lambda \overline{\phi_{2}(\zeta)}, \quad \zeta \in \gamma \tag{2.4}
\end{equation*}
$$

where $u_{2}(\zeta)=\frac{2 \sigma}{\sigma+\sigma_{2}} \operatorname{Re} \phi_{2}(\zeta)$ with $\phi_{2}(\zeta)=\zeta$ and $u(\zeta)=\operatorname{Re} \phi(\zeta)$ in the corresponding domains. The spectral parameter

$$
\begin{equation*}
\lambda=\frac{\sigma_{2}-\sigma}{\sigma_{2}+\sigma} \tag{2.5}
\end{equation*}
$$

determines the unknown conductivity $\sigma$ of the coating $G$.
In the case of the circular inclusion $G_{1}$, a solution of the problem is given by Hashin's fomulas (4.12)-(4.13) at the end of the paper. The corresponding flux with the invisible perfect inclusion is displayed in Fig. 2.

## $3 \mathbb{R}$-Linear Eigenvalue Problem

Let $\zeta=\omega(z)$ be a conformal mapping of the unit disk $|z|<1$ onto $G_{1} \cup \Gamma \cup G$ normalized by the relations $\omega(0)=0$ and $\omega^{\prime}(0)>0$. The unit circle $\partial \mathbb{U}$ corresponds to $\gamma$ and a curve $L$ to $\Gamma$. The doubly connected domain $D$ is transformed onto $G$ by the conformal mapping $\omega(z)$ (Fig. 3).

Fig. 3 The complex plane $z$. The unit circle $\partial \mathbb{U}$ is shown by dashed line, $\omega\left(D_{1}\right)=G_{1}$, $\omega(D)=G, \omega(L)=\Gamma$. The curve $L_{1}$, the inversion of $L$ with respect to the unit circle, and $L$ are shown by solid line


Introduce the function $\varphi(z)=\phi[\omega(z)]$ analytic in the domain $D$ and continuously differentiable in its closure. Application of the conformal mapping transforms the problem (2.1) and (2.4) into the spectral $\mathbb{R}$-linear problem

$$
\begin{gather*}
\operatorname{Re} \varphi(z)=0, \quad z \in L  \tag{3.1}\\
\varphi(z)=\omega(z)-\lambda \overline{\omega(z)}, \quad|z|=1 \tag{3.2}
\end{gather*}
$$

In the above statement of the problem, the boundary $L$ of the domain $D$ is given, the unknown functions $\varphi(z)$ and $\omega(z)$ are analytic in $G$ and $|z|<1$, respectively. The spectral parameter $\lambda$ has to be positive. The corresponding eigenfunction $\omega_{\lambda}(z)$ has to be a conformal mapping. This is equivalent to the condition that $z=0$ is the unique zero of $\omega_{\lambda}(z)$ in the unit disk or to the vanishing winding number (index) $\operatorname{wind}_{L} \omega_{\lambda}=0$.

The relation (3.2) can be written in the form

$$
\begin{equation*}
\varphi(z)=-\lambda \varphi_{2}(z)+\overline{\varphi_{2}(z)}, \quad|z|=1, \tag{3.3}
\end{equation*}
$$

where the function $\varphi_{2}(z)=\overline{\omega\left(\frac{1}{\bar{z}}\right)}$ is analytic in $|z|>1$.
The spectral $\mathbb{R}$-linear problem (3.1) and (3.3) can be stated in the equivalent real form [9]

$$
\begin{gather*}
v(z)=0, \quad z \in L  \tag{3.4}\\
v=v_{2}, \quad(-\sigma) \frac{\partial v}{\partial n}=\sigma_{2} \frac{\partial v_{2}}{\partial n}, \quad|z|=1, \tag{3.5}
\end{gather*}
$$

where

$$
\begin{equation*}
v(z)=\operatorname{Re} \varphi(z), z \in D, \text { and } v_{2}(z)=\frac{2 \sigma}{\sigma+\sigma_{2}} \operatorname{Re} \varphi_{2}(z),|z|>1 \tag{3.6}
\end{equation*}
$$

The spectral parameter $\lambda$ is related to $\sigma$ by Eq. (2.5) where the constant $\sigma_{2}>0$ is supposed to be given as the conductivity of the surround medium. The relation (3.5) on the unknown constant $\sigma$ differs from (2.2) by the minus sign on $\sigma$. It is worth noting that the direct problem (3.4)-(3.5) with negative $(-\sigma)$ and positive $\sigma_{2}$ models the field in metamaterials [2, 3].

The main spectral properties of the problems (3.1), (3.3) such as countability of real eigenvalues were established in [4], see the integral equation (3.12) with $\varrho=1$. The condition (3.5) with $(-\sigma)<0$ does not refer to the elliptic case introduced by Mikhajlov, see the most general discussion in [10] and [9]. An alternative way to study the spectral properties can be based on the reduction of (3.4), (3.5) to integral equations. In such a statement, the study can be extended to the Helmholtz equation important in applications.

The condition that the function $\omega(z)$ has the unique zero at the origin in the unit disk is equivalent to the unique zero at infinity of the function $\varphi_{2}(z)=\overline{\omega\left(\frac{1}{z}\right)}$ in the domain $|z|>1$. For the function $v_{2}(z)$ this condition transforms into the nodal domain condition. The nodal lines of the function $v_{2}(z)$ are determined by equation $v_{2}(z)=0$. The nodal lines divide the domain $|z|>1$ onto subdomains where the function $v_{2}(z)$ has the same sign. The numerical examples [4] suggest Courant's type theorem about nodal domains [11] though its proof has not been established yet.

## 4 Functional Equation

In the present section, we reduce the boundary value problem (3.1)-(3.2) to an iterative functional equation. Introduce the function $\Phi(z)=\varphi(z)-\omega(z)$ analytic in $D$. It follows from (3.2) that $\Phi(z)$ is analytically continued into $|z|>1$ by the relation

$$
\begin{equation*}
\Phi(z)=-\lambda \overline{\omega\left(\frac{1}{\bar{z}}\right)}, \quad|z|>1 \tag{4.1}
\end{equation*}
$$

Therefore, $\Phi(z)$ is analytic in $D_{1}^{-}=(\mathbb{C} \cup\{\infty\}) \backslash\left(D_{1} \cup L\right)$, the complement of the closure of $D_{1}$ to the extended complex plane. Then, (4.1) yields the analytic continuation of $\omega(z)$ through the unit circle up to the curve $L_{1}$ obtained from $L$ by the inversion $z \mapsto \frac{1}{\bar{z}}$

$$
\begin{equation*}
\omega(z)=-\frac{1}{\lambda} \overline{\Phi\left(\frac{1}{\bar{z}}\right)}, \quad z \in D^{*} . \tag{4.2}
\end{equation*}
$$

Here, $D^{*}$ is the image of $D$ after the inversion $z \mapsto \frac{1}{\bar{z}}$. Therefore, $\omega(z)$ is analytic in the domain $D^{+}=D_{1} \cup L \cup D \cup \partial \mathbb{U} \cup D^{*}$, the interior domain to the curve $L_{1}$, and continuously differentiable in its closure.

Substitute $\varphi(z)=\Phi(z)+\omega(z)$ in (3.1)

$$
\begin{equation*}
\operatorname{Re}[\Phi(z)+\omega(z)]=0, \quad z \in L \tag{4.3}
\end{equation*}
$$

Using (4.1) we obtain the boundary condition on the function $\omega(z)$ analytic in $D^{+}$ and continuously differentiable in its closure $D^{+} \cup L_{1}$

$$
\begin{equation*}
\operatorname{Re}\left[\omega(z)-\lambda \overline{\omega\left(\frac{1}{\bar{z}}\right)}\right]=0, \quad z \in L \tag{4.4}
\end{equation*}
$$

Using the inversion we rewrite this boundary condition in the form

$$
\begin{equation*}
\operatorname{Re}\left[\lambda \omega(z)-\overline{\omega\left(\frac{1}{\bar{z}}\right)}\right]=0, \quad z \in L_{1} \equiv \partial D^{+} \tag{4.5}
\end{equation*}
$$

Let $U(z)$ be the real part of $\omega(z)$. Hence, $U(z)$ is harmonic in $D^{+}$. Then, (4.5) can be written in the form of functional equation in a space of harmonic functions

$$
\begin{equation*}
\lambda U(z)=U\left(\frac{1}{\bar{z}}\right), \quad z \in \partial D^{+} \tag{4.6}
\end{equation*}
$$

The shift $\frac{1}{\bar{z}}$ maps $L_{1} \equiv \partial D^{+}$onto $L$, hence, it is a shift into domain.
The functional equation (4.6) yields the third way to investigate the spectral boundary value problems. Let $f: D^{+} \rightarrow \mathbb{U}$ be the conformal mapping normalized by the relations $f(0)=0$ and $f^{\prime}(0)>0$. Using this conformal mapping we transform the functional equation (4.6) to the following one

$$
\begin{equation*}
\lambda V(z)=V[\alpha(z)], \quad|z|=1 \tag{4.7}
\end{equation*}
$$

where $U=V \circ f$ and $\alpha(z)=f\left(\frac{1}{\overline{f^{-1}(z)}}\right)$ is a diffeomorphism of the unit circle onto a curve lying interior of the unit disk and having the same orientation as the unit circle. Using the Poisson formula for harmonic functions one can write (4.7) as the integral equation

$$
\begin{equation*}
\lambda V(z)=\frac{1}{2 \pi} \int_{0}^{2 \pi} V\left(e^{i \theta}\right) \frac{1-|\alpha(z)|^{2}}{\left|\alpha(z)-e^{i \theta}\right|^{2}} d \theta, \quad|z|=1 \tag{4.8}
\end{equation*}
$$

It is convenient to consider (4.8) as the Fredholm integral equation in the Hilbert space $L^{2}$. This yields the compactness of operators from the right part of (4.6) and of (4.7) in the corresponding Hardy type spaces.

## Hypothesis

(i) All the eigenvalues of (4.7) are positive and can be arranged in a decreasing sequence $1=\lambda_{0} \geq \lambda_{1} \geq \lambda_{2} \geq \ldots$ where each eigenvalue is repeated the number of times equal to its multiplicity.
(ii) The number of nodal domains in the unit disk of the eigenfunction $V_{k}(z)$ corresponding to the eigenvalue $\lambda_{k}$ is less than or equal to $k(k=0,1,2, \ldots)$.
In particular, the eigenfunction $V_{1}(z)$ yields the desired confomal mapping $\omega(z)$, hence, the shape of the coating and $\lambda_{1}$ determines its conductivity through (2.5).

Example Let $L$ be the circle $|z|=r<1$. Then, $L_{1}$ is the circle $|z|=r^{-1}$ on which $\frac{1}{\bar{z}}=r^{2} z$. The functional equation (4.6) becomes

$$
\begin{equation*}
\lambda U(z)=U\left(r^{2} z\right), \quad|z|=r^{-1} \tag{4.9}
\end{equation*}
$$

It is equivalent to the functional equation for analytic functions up to an arbitrary pure imaginary constant

$$
\begin{equation*}
\lambda \omega(z)=\omega\left(r^{2} z\right), \quad|z| \leq r^{-1} \tag{4.10}
\end{equation*}
$$

since the function $\lambda U(z)-U\left(r^{2} z\right)$ is harmonic in the unit disk and vanishes on its boundary. It follows from the theory of iterative functional equations [9] that the spectral problem (4.10) has the countable number of solutions

$$
\begin{equation*}
\lambda=r^{2 k}, \quad \omega(z)=z^{k}, \quad k=0,1, \ldots \tag{4.11}
\end{equation*}
$$

Excluding the constant eigenvalue one can see that only the eigenfunction $\omega(z)=z$ is a conformal mapping. The corresponding eigenvalue $\lambda=r^{2}$ is the maximal one after 1 .

The considered example represents Hashin's result [1] concerning the circular inclusion $|z|=r$, since the conformal mapping $\zeta=\omega(z)=z$ is identical. One can check that the analytic functions $\phi(\zeta)=\zeta-\frac{r^{2}}{\zeta}$ and $\phi_{2}(\zeta)=\zeta$ satisfy the boundary conditions (2.4) on $|\zeta|=1$ with $\lambda=r^{2}$ and $\operatorname{Re} \varphi(\zeta)=0$ on $|\zeta|=r$.

The conductivity of coating and the harmonic potentials have the form

$$
\begin{gather*}
\sigma=\sigma_{2} \frac{1-r^{2}}{1+r^{2}}  \tag{4.12}\\
u(\zeta)=x_{1}\left(1-\frac{r^{2}}{x_{1}^{2}+x_{2}^{2}}\right), r \leq|\zeta| \leq 1, u_{2}(\zeta)=\left(1-r^{2}\right) x_{1},|\zeta| \geq 1 \tag{4.13}
\end{gather*}
$$

where $\zeta=x_{1}+i x_{2}$.

## 5 Conclusion

In the present paper, we discuss relations between 2D stationary conductivity problem governed by Laplace's equation and the spectral $\mathbb{R}$-linear problem.

One can find various extensions and applications of metamaterials in the presentation [2] and works cited therin. An extension of Hashin's result to the heat equation in a circular ring can be found in [12].

Application of the spectral theory lead to the conjecture that any smooth inclusion can be made invisible by appropriate coating. It is a mathematical result concerning existence of solutions. Physicists and engineers successfully discover new metamaterils and do not think too much about a mathematical justification of their existence. In this field, physicists overtake mathematicians and solve the problems existence of solutions of which has been not proved yet. However, the mathematical problem outlined in the present paper might be useful to discuss various shapes of neutral inclusions and to develop methods of their determination.
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#### Abstract

The main goal of this paper is to provide regularization method for structural sums in order to achieve stable features in analysis of data represented by distributions of non-overlapping disks on the plane as well as by point process patterns. The presented approach is illustrated by calculation of stable structural features characterizing the Poisson point process.
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## 1 Introduction

Structural sums constitute a crucial part of the framework of modern computational material science $[14,15]$ forming a coherent whole with other contemporary results and applications in the field $[1,2,4-13,16,18,21,24,27-30]$.

Recent study brings yet another application of structural sums in construction of structural sums feature vector [24]. Such an approach enables the immediate application of machine learning tools and data analysis techniques to data represented by distributions of non-overlapping disks on the plane. In case of data represented by distributions of disks, we calculate basics sums directly. On the other hand, the analysed data can be represented by points (i.e. point process patterns). In such a case, a standard scenario involves straightforward application of the equal-disks form of basic sums assuming that the data points are centres of identical disks. Unfortunately, for a certain kind of data, where pairs of a very close points may appear, the calculation may lead to unstable results (with very high deviations). This

[^29]work presents a method of obtaining stable features for such systems. We propose a method of data transformation into the corresponding polydispersed disks case that may regularize the problem.

The present paper is organized as follows. In Sect. 2, we briefly review the background material on structural sums and structural features. Section 3.1 covers calculations of selected structural features for Poisson point process patterns yielding results with high deviations. In Sect. 3.2 we observe that the transformation of data into the corresponding configuration of disks with so-called nearest neighbour radii, defined therein, yields reliable results.

## 2 Structural Sums and Structural Features

### 2.1 Definition of Structural Sum

Consider a periodic two-dimensional lattice $\mathcal{Q}$, defined by complex numbers $\omega_{1}$ and $\omega_{2}$ on the complex plane $\mathbb{C}$. The $(0,0)$-cell is introduced as the unit parallelogram $Q_{(0,0)}:=\left\{z=t_{1} \omega_{1}+t_{2} \omega_{2}:-1 / 2<t_{j}<1 / 2(j=1,2)\right\}$. The lattice $\mathcal{Q}$ consists of the cells $Q_{\left(m_{1}, m_{2}\right)}:=\left\{z \in \mathbb{C}: z-m_{1} \omega_{1}-m_{2} \omega_{2} \in Q_{(0,0)}\right\}$, where $m_{1}$ and $m_{2}$ run over integer numbers. Consider $N$ non-overlapping disks of radii $r_{j}$ $(j=1,2, \ldots, N)$ distributed in the $(0,0)$-cell (see Fig. 1). The total concentration of disks equals $v=\pi \sum_{j=1}^{N} r_{j}^{2}$. Let $r$ be the largest of the radii $r_{j}(j=1,2, \ldots, N)$ and introduce constants

$$
\begin{equation*}
v_{j}=\left(r_{j} / r\right)^{2}, \quad j=1,2,3, \ldots, N \tag{2.1}
\end{equation*}
$$

describing polydispersity, i.e. heterogeneity of sizes of disks.
Consider a set of points $a_{k}(k=1,2, \ldots, N)$ being the centres of the disks. Let $n$ be a natural number; $k_{0}, k_{1} \ldots, k_{n}$ be integers from 1 to $N ; p_{j} \geq 2$. Let $\mathbf{C}$ be

Fig. 1 Doubly periodic cell $Q_{(0,0)}$ with a configuration of non-overlapping disks

the operator of the complex conjugation. The following sums were introduced by Mityushev [17]:

$$
\begin{align*}
& e_{p_{1}, p_{2}, \ldots, p_{n}}^{\nu_{0}, \nu_{1}, \ldots, \nu_{n}} \frac{1}{\eta^{\delta+1}} \sum_{k_{0}, k_{1}, \ldots, k_{n}} v_{k_{0}}^{t_{0}} v_{k_{1}}^{t_{1}} v_{k_{2}}^{t_{2}} \cdots v_{k_{n}}^{t_{n}} E_{p_{1}}\left(a_{k_{0}}-a_{k_{1}}\right)  \tag{2.2}\\
& \times \overline{E_{p_{2}}\left(a_{k_{1}}-a_{k_{2}}\right)} E_{p_{3}}\left(a_{k_{2}}-a_{k_{3}}\right) \cdots \mathbf{C}^{n+1} E_{p_{n}}\left(a_{k_{n-1}}-a_{k_{n}}\right),
\end{align*}
$$

where $\eta=\sum_{j=1}^{N} v_{j}$ and $\delta=\frac{1}{2} \sum_{j=1}^{n} p_{j}$. Functions $E_{k}(k=2,3, \ldots)$ are Eisenstein functions corresponding to the doubly periodic cell $Q_{(0,0)}$ (see [14] for more details), and the superscripts $t_{j}(j=0,1, \ldots, n)$ are given by recurrence relations

$$
\begin{align*}
t_{0} & =1  \tag{2.3}\\
t_{j} & =p_{j}-t_{j-1}, j=1,2, \ldots, n
\end{align*}
$$

The sum (2.2) is called the structural sum of the multi-order $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$. We also call $\delta$ the order of the structural sum. From this point, the superscripts for structural sums are omitted for the purpose of conciseness. In addition, following [22] we have $t_{n}=1$.

For example, in case of data represented by $N$ non-identical disks with radii $r_{j}$ ( $j=1,2, \ldots, N$ ), structural sums $e_{2}$ and $e_{2,2}$ take the following forms:

$$
\begin{align*}
& e_{2}=\frac{1}{N^{2}} \sum_{k_{0}=1}^{N} \sum_{k_{1}=1}^{N} v_{k_{0}} v_{k_{1}} E_{2}\left(a_{k_{0}}-a_{k_{1}}\right), \\
& e_{2,2}=\frac{1}{N^{3}} \sum_{k_{0}=1}^{N} \sum_{k_{1}=1}^{N} \sum_{k_{2}=1}^{N} v_{k_{0}} v_{k_{1}} v_{k_{2}} E_{2}\left(a_{k_{0}}-a_{k_{1}}\right) \overline{E_{2}\left(a_{k_{1}}-a_{k_{2}}\right)} \tag{2.4}
\end{align*}
$$

On the other hand, in case of system of identical disks we have $\nu_{j}=1(j=$ $1,2, \ldots, N)$.

### 2.2 Structural Features

Let the properties of the composite be fixed. Then, the fundamental problem of composites consists in the construction of a homogenization operator $\mathcal{H}: G \rightarrow M$, where $G$ stands for microstructure (geometry) and $M$ for the macroscopic physical constants. The key point is a precise and convenient description of the geometrical set $G$ which can be given, for instance, as a set of images. The recent research by Mityushev and Nawalaniec [19], where structural sums were applied in the systematic investigation of the dynamically changing structures, proposes a choice
of the geometric parameters as the following set of structural sums:

$$
G=\left\{e_{\mathbf{m}}, \mathbf{m} \in \mathcal{M}_{e}\right\}
$$

where the set $\mathcal{M}_{e}$ is defined recursively in [22]. One can consider the set $G$ as the base for structural features of data represented by non-overlapping disks as well as points distributed on the plane. The set $\mathcal{M}_{e}$ is infinite, therefore applications require finite approximations in form of the structural sums feature vector of order $q X_{q}$ defined in [24]. For example, the feature vector of order 4 has the following form:

$$
X_{4}=\left\{e_{2}, e_{2,2}, e_{2,2,2}, e_{3,3}, e_{2,2,2,2}, e_{2,3,3}, e_{4,4}\right\} .
$$

The detailed construction of $X_{q}$ is presented in [24] as well as in [14]. Let us limit our considerations to sums $e_{2}$ and $e_{2,2}$.

## 3 Numerical Experiments

### 3.1 Structural Features of Poisson Point Process

As an application let us compute structural features of Poisson point processes considered to be completely random process [3, p. 36]. We generated 1000 patterns consisting of 256 points each. Figure 2 presents complex modulus of sums (2.4) calculated with no assumption about radii, i.e. the points are treated as centres of disks with identical radii ( $v_{j}=1$ ). One can observe a number of outliers, hence we cannot consider these values as reliable characteristics. Table 1 presents high standard deviations of obtained sums. Moreover, it is known from the theory that the values of $e_{2}$ for isotropic distributions oscillate around $\pi$ which is not the case in considered example. We will tackle the above issues in the following


Fig. 2 Complex modulus of considered structural sums for 1000 Poisson process point patterns computed with application of identical radii representation

Table 1 Mean value and standard deviation of considered structural sums computed for identical radii

| Sum | Mean | Stdev |
| :--- | :--- | :--- |
| $e_{2}$ | $1.7851-8.5439 i$ | $1.7238 \cdot 10^{2}$ |
| $e_{2,2}$ | $3.7894 \cdot 10^{6}-2.2854 \cdot 10^{-10} i$ | $7.5646 \cdot 10^{7}$ |

subsection introducing the method for transforming such ill-conditioned systems onto corresponding configurations of disks with so-called nearest neighbour radii.

### 3.2 Stable Features with the Nearest Neighbour Radii

Let us introduce nearest neighbour (NN) radii $r_{j}$ yielding corresponding set of constants $v_{j}$ in (2.2). Let $a_{j}(j=1,2,3, \ldots, N)$ be points distributed in the cell $Q_{(0,0)}$. Then $r_{j}$ is defined as follows:

$$
\begin{equation*}
r_{j}=\frac{1}{2} \min _{k \neq j} \operatorname{dist}\left(a_{j}, a_{k}\right), \quad j=1,2,3, \ldots, N \tag{3.1}
\end{equation*}
$$

where dist is the distance between points $a_{k}$ and $a_{j}$ in torus topology. Hence, we transform point process pattern into a system of disks with non-zero radii (see Fig. 3) and apply (2.4) with constants $v_{j}$ calculated via (2.1). Such an approach results in obtaining reliable structural features (see Fig. 4 and Table 2).


Fig. 3 Example of regularization of data: distribution of data points (left) and the corresponding system of disks with the nearest neighbour radii (right)


Fig. 4 Complex modulus of considered structural sums for 1000 Poisson process point patterns computed with application of nearest neighbour radii

Table 2 Mean value and standard deviation of considered structural sums computed for nearest neighbour radii

| Sum | Mean | Stdev |
| :--- | :--- | :--- |
| $e_{2}$ | $3.1424-1.5135 \cdot 10^{-3} i$ | 0.2602 |
| $e_{2,2}$ | $19.0998+9.5403 \cdot 10^{-20} i$ | 1.7613 |

## 4 Conclusions

We proposed a method of obtaining reliable structural features in case of data represented by distributions of circles or points on the plane. In order to present the method, we applied it to calculations of Poisson point process patterns. Our study shown that the structural sums can be applied as characteristics of point fields, an important area of statistics [3]. A detailed investigation of structural sums in a role of characteristics of point patterns is under the development and will be published in a future paper.

In order to calculate structural features, one can use the Python software package basicsums $[25,26]$ providing high level of abstraction in the computation of structural sums using algorithms reported in [22] and [23].
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# Multidimensional Potential and Its Application to Social Networks 
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#### Abstract

We consider application of the structural approximation method to research information flow in social networks. The notations of potential, interparticle flux and energy are considered in terms of social networks. The basic notations of society functioning related to the communication and information transfer processes are modeled by means of multidimensional potentials and the corresponding interactions arisen in networks. A graph associated to the network is considered in the high dimensional space $\mathbb{R}^{d}$ when $d$ is comparable with the number of vertices in graphs.
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## 1 Introduction

Communication and information transfer plays a great role in society [15]. It is supposed that existance of society relies on communication processes and information transfer [4]. Structural approximation is a power method used in Physics and Mechanics in order to study densely packed composites [1, 7, 11, 12, 17, 19, 21, 22]. A similar approach was applied to the study of collective behavior of bacteria [2, 3]. Previous models were created for two- and three- dimensional media. Analogous model can be created for social networks in the high dimensional space $\mathbb{R}^{d}$ when $d$

[^30]is comparable with the number of participants $n$ involved into a network. The high dimension of space is required by the following reasons. Every participant may connect with the $n-1$ others despite of their remoteness in the physical space $\mathbb{R}^{3}$. Structural approximation is strictly related to the dimension of the considered space. Hence, in order to properly describe all the connections in the geometry of social network we need to work in the higher dimensional space $\mathbb{R}^{n-1}$.

In this paper, we present application of the multidimensional potentials introduced in [18] to social networks. We use the following terminology associated to the graph theory and flows in the graphs. The term vertex is used for a participant of social network, edge for interpersonal relation. Instead of interparticle flux we say intensity of interaction between two participants of social network. Potential is understood as the information flow potential in the social network. Energy becomes the amount of information or simply information. Let we have the external potential in the form of information $u_{0}(\mathbf{x})$ determined on the boundary vertices of graph and the potential $u_{k}$ prescribed to the $k$ th participant.

The Voronoi tessellations of finite networks in bounded domains were used in $[1,11]$ to estimate the effective properties of composites. Following [1, 11, 18] we extend the theory to network communications.

## 2 Structural Approximation in $\mathbb{R}^{\boldsymbol{d}}$

Let $D_{k}=\left\{\mathbf{x} \in \mathbb{R}^{d}:\left|\mathbf{x}-\mathbf{a}_{k}\right|<r\right\}$ denote a ball with the centers $\mathbf{a}_{k}$ and with radius $r$. Consider mutually disjoint balls $D_{k}(k=1,2, \ldots, n)$ in the space $\mathbb{R}^{d}$. Let $D_{0}$ be the complement of all closure balls $D_{k} \cup \partial D_{k}$ to $\mathbb{R}^{d}$. Following [1, 11, 18] and works cited therein we outline the results concerning closely spaced balls and flows in the domain $D_{0}$ governed by the $p$-Laplace equation

$$
\begin{equation*}
\nabla \cdot|\nabla u|^{p-2} \nabla u=0, \quad \mathbf{x} \in D_{0}, \tag{2.1}
\end{equation*}
$$

where $p \geq 2$. In this model [5, 8], the function $u(\mathbf{x})$ denotes the information flow potential, the vector function $\mathbf{J}=|\nabla u|^{p-2} \nabla u$ the intensity interaction between participant of social network. Let $u_{0}(\mathbf{x})$ denote the given external information.

The potential satisfies the boundary conditions

$$
\begin{equation*}
u(\mathbf{x})=u_{k}, \quad\left|\mathbf{x}-\mathbf{a}_{k}\right|=r(k=1,2, \ldots, n), \tag{2.2}
\end{equation*}
$$

where $u_{k}$ are undetermined constants. The total normal flow through each sphere vanishes:

$$
\begin{equation*}
\int_{\partial D_{k}} \mathbf{J}(\mathbf{x}) \cdot \mathbf{n} d s=0, \quad k=1,2, \ldots, n \tag{2.3}
\end{equation*}
$$

where $\mathbf{n}$ is the outward unit normal vector to the sphere $\partial D_{k}[18]$.

Information passing through the whole network is calculated by formula [18]

$$
\begin{equation*}
E=\frac{1}{2} \int_{D_{0}}|\nabla u|^{p} d \mathbf{x} \tag{2.4}
\end{equation*}
$$

The quantitive of information $E$ can be found as the minimum of the functional [1, 18]:

$$
\begin{equation*}
E=\min _{v \in V} \frac{1}{2} \int_{D_{0}}|\nabla v|^{p} d \mathbf{x} \tag{2.5}
\end{equation*}
$$

where the space $V$ consists of the quasi-periodic functions from the Sobolev space $W^{1, p}\left(Q_{0}\right)$ [18]:

$$
\begin{equation*}
V=\left\{v \in W^{1, p}\left(Q_{0}\right): v(\mathbf{x})=t_{k} \text { on } D_{k}(k=1,2, \ldots, n)\right\} . \tag{2.6}
\end{equation*}
$$

The discrete social network is a graph $\Gamma$ with the numbered vertices at $\mathbf{a}_{k}$ ( $k=1,2, \ldots, n$ ) and the edges which show interpersonal relations between two participants of social network. Participants are defined as balls that divide a common interaction (edge) of the Voronoi tessellation. For each fixed $\mathbf{a}_{k}$, state the set $J_{k}$ of numbers for neighbor vertices. Their total number $N_{k}=\# J_{k}$ is called the degree of the vertex $\mathbf{a}_{k}$.

The discrete social network model is based on the justification that the intensity interaction is concentrated in the relationships between people. In the linear case $p=2$, two participants of social network $D_{k}$ and $D_{j}$ have the relative intensity interaction $g_{k j}^{(0)}$ calculated by the following asymptotic Keller formula [10]

$$
\begin{equation*}
g_{k j}^{(0)}=-\pi r \ln \delta_{k j} \text { in } \mathbb{R}^{3} \tag{2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{k j}^{(0)}=\pi \sqrt{\frac{r}{\delta_{k j}}} \text { in } \mathbb{R}^{2} \tag{2.8}
\end{equation*}
$$

Here, $\delta_{k j}$ denotes the gap between the balls-the communication gap $D_{k}$ and $D_{j}$

$$
\begin{equation*}
\delta_{k j}=\left|\mathbf{a}_{k}-\mathbf{a}_{j}\right|-2 r . \tag{2.9}
\end{equation*}
$$

The above formulas hold asymptotically as $\delta_{k j} \rightarrow 0$.
Let for shortness, $\mathbf{t}=\left(t_{1}, t_{2}, \ldots, t_{n}\right) \in \mathbb{R}^{n}$ and $\mathbf{a}=\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{d}$. Following [18], introduce the double sum

$$
\begin{equation*}
\sum_{k, j}^{\prime}=\sum_{k=1}^{n} \sum_{j \sim k} \equiv \sum_{k=1}^{n} \sum_{j \in J_{k}} . \tag{2.10}
\end{equation*}
$$

In order to formulate the main asymptotic result of [1] introduce the maximal length of edges $\delta=\max _{k} \max _{j \in J_{k}} \delta_{j k}$ of the graph $\Gamma$. Following [11, 18] we consider a class $\mathcal{D}$ of social networks. We assume the existence of a percolation chain for $\delta=$ 0 . This case $\delta=0$ means that information transmitted instantly spread in the social network. Change of $\delta$ means that the centers of balls are fixed but their radii $r$ change and remain equal, more precisely, participants can improve communication by the control parameter $r$. If $\delta=0$ then there exists a chain of contacting balls which connect a set of balls. Such a chain is defined a percolation chain. Macroscopic isotropy of the graph representing the network is assumed in our consideration.

Any location of balls not belonging to the class $\mathcal{D}$ of participants having close enough relationships with each other, can be replaced by an element of $\mathcal{D}$ having higher communication intencity. It is possible to do it by parallel translations of non-touching groups of balls to make them touched [18].

## 3 Discrete Network in $\mathbb{R}^{d}$

Introduce the main term of the discrete information

$$
\begin{equation*}
\mathcal{E}=\min _{\mathbf{u}} \frac{1}{2} \sum_{k, j}^{\prime} g_{k j}^{(0)}\left|u_{k}-u_{j}\right|^{p} \tag{3.1}
\end{equation*}
$$

Mityushev [18] estimated (3.1) following Keller [10] by the integral

$$
\begin{equation*}
g_{j k}^{(0)}=\int_{B} \frac{d \mathbf{x}_{d-1}}{\left(\delta_{j k}+\frac{R^{2}}{r}\right)^{p-1}}, \tag{3.2}
\end{equation*}
$$

where $d \mathbf{x}_{d-1}=d x_{1} d x_{2} \cdots d x_{d-1}$. The integral (3.2) was calculated in [18] in terms of the hypergeometric function ${ }_{2} F_{1}$

$$
\begin{equation*}
g_{j k}=\frac{2 \pi^{\frac{d-1}{2}} r^{d-1}}{\Gamma\left(\frac{d-1}{2}\right)} \frac{{ }_{2} F_{1}\left(\frac{d-1}{2}, p-1, \frac{d+1}{2},-\frac{r}{\delta_{j k}}\right)}{\delta_{j k}^{p-1}(d-1)} \tag{3.3}
\end{equation*}
$$

for natural $p>2$ and

$$
\begin{equation*}
p>\frac{d+1}{2} . \tag{3.4}
\end{equation*}
$$

The main asymptotic term of (3.3) as $\delta_{j k} \rightarrow 0$ was simplified in [18]. The final expressions are given below

$$
\begin{equation*}
g_{j k}^{(0)}=\frac{1}{\delta_{j k}^{p-\frac{d+1}{2}}} \frac{(\pi r)^{\frac{d-1}{2}}\left(p-\frac{d+3}{2}\right)!}{(p-2)!} \tag{3.5}
\end{equation*}
$$

when $d$ is an odd number. If $d$ is even,

$$
\begin{equation*}
g_{j k}^{(0)}=\frac{1}{\delta_{j k}^{p-\frac{d+1}{2}}} \frac{\sqrt{\pi}(\pi r)^{\frac{d-1}{2}}(2 p-d-3)!!}{2^{p-\frac{d+1}{2}}(p-2)} . \tag{3.6}
\end{equation*}
$$

Introduce the discrete information

$$
\begin{equation*}
\mathcal{E}(\mathbf{t}, \mathbf{a})=\frac{1}{2} \sum_{k, j}^{\prime}\left|u_{k}-u_{j}\right|^{p} f\left(\left\|\mathbf{a}_{k}-\mathbf{a}_{j}\right\|\right) \tag{3.7}
\end{equation*}
$$

and its minimization

$$
\begin{equation*}
\mathcal{E}_{0}=\min _{\mathbf{t}} \frac{1}{2} \sum_{k, j}^{\prime}\left|u_{k}-u_{j}\right|^{p} f\left(\left\|\mathbf{a}_{k}-\mathbf{a}_{j}\right\|\right) . \tag{3.8}
\end{equation*}
$$

Following [18] we note that the main term of the intensity interaction $g_{j k}^{(0)}$ is written through the function $f(x)=c(x-2 r)^{-\left(p-\frac{d+1}{2}\right)}$ of one variable $x \geq 0$. The constant $c$ is expressed through $r, p, d$ and can be exactly written by use of (3.5) and (3.6).

## 4 Discussion

In this article, we proposed an application of multidimensional potential to the social network model. We point out analogies between the structures of physics/mechanics and social networks. We considered the intensity interaction problem in the interpersonal relations. The intensity interaction $g_{j k}^{(0)}$ depends on the number of participants of the given social network $n$ related to the dimension of the space $d$, and on $p$ also related to $d$ by (3.4). Intensity interaction depends also on $r$. It can be interpret as the dependence between intensity interaction and quality of interpersonal relation, see (2.9), and the dependence between intensity interaction and properties (weights) of social network participants expressed by means of the parameter $r$.

Interpersonal relation is a process which based on the communication and information transfer. Information theory investigate the physical properties of information and flow of information. Communication theory investigate the processes of human interaction [14]. If we accept the theory of emboddied mind, studied in [6, 13] and [25] we can argue, that social mechanisms are also embodied [9]. Therefore, the information flow, can also change a given social network. It should be noted that we do not take part in the discussion on the scope of determination of human behavior and, as a consequence, determination of social mechanisms.

The proposed model can be applied to participants and their relationschip in the steady state time regime. This is a simplification since the scientific research suggests that the internet [16] or kind of the information (for example gossip [24]) changes the quality of interpersonal relations in time.

In the future paper, we will minimize the information flow potential for the social network model including the time regimes. This will be related to resistance, or impediments in the communication theory. Thanks to this, it will be possible to examine more thoroughly difficulties in communication processes and in interactions of interpersonal relations.
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# Heat and Energy Consumption Management of a Public Object 

S. Sh. Ixanov, Zh. Kh. Zhunussova, V. V. Nikulin, and K. Kh. Zhunussova


#### Abstract

The effects of market and seasonal changes in the cost of heat and energy resources on the financial self-sufficiency of a public object. As an example, we take a college, the most important link in educational institutions of Kazakhstan. The necessity to calculate the share of the energy-saving budget compensator, the adjustments of which will reduce the loss of unplanned funds during the period of sharp cold snap and achieve financial sustainability of the college as a management object is justified by computer experiments in MathCad 15 and MatLab 6.5 packages. The calculated data make it possible to predict the amplitudefrequency characteristics of the control signal for smoothing jumps and disturbances in the adaptive control system at the optimal time. This allows to ultimately save college money and spend part of it on additional financial support for the educational process and increase teachers' salaries. It is shown, that the introduction of resource saving technologies (heat, electricity, utilities, staff) contributes to the sustainable development of the institution.
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## 1 Introduction

Education in colleges in the Republic of Kazakhstan is an important and promising direction for improving the business and innovative education of the country's population. The management structure of colleges is based, in the majority, on private entrepreneurship. The competitive environment in the field of special preuniversity education requires the effective use of all creative and material resources of the college whose ultimate goal is to train demanded middle-level specialists in the field of innovative economics and banking informational systems. The high quality training of specialists is the most important advantage in the work of the admission committee of a private college, and this, in many ways, determines its financial and economic sustainability and the prospects for the development of the educational institution. One of the components that negatively affects the effectiveness of college management is the consideration of unpredictable external factors: different levels of training for students, undifferentiated wages, spasmodic inflation of money, a reduction in the real incomes of teachers, higher tariffs for electricity, water, higher utility costs, etc. Computerization and informatization of educational and teaching and educational processes, creation of modern microcontroller automated management of heat, electricity and other material resources of the college set the new tasks for adapting management of technical and economic parameters and indicators of the educational process to the realities of modern society [1]. It should be noted, that among all colleges of the country there is no example of a fully computerized college that meets the standards of the digital society. Therefore, the study and application of mathematical and computer analysis methods of sustainability colleges in the Republic of Kazakhstan as an management object are an actual and poorly studied problem in the theory of control.

## 2 Materials and Methods

In the scientific and technical literature and in legislative norms, the concept of an adaptive educational institution (school, college, university) is actively discussed. In the city of Karaganda, on the basis of the secondary school 27 under the auspices of the Ministry of Education and Science of the Republic of Kazakhstan, an experimental program "Adaptive School - School for All" has been implemented for more than 5 years. It is aimed at the preparation and development of intellectual abilities for the various levels of training, mental and physical abilities of secondary school pupils [2, 3]. Creation of technologies of inclusive education from the viewpoint of control theory is interpreted as the management of education with significantly fuzzy regulators requiring the creation of costly corrective and development methods and the corresponding payment for teachers. Thus, tough budgetary financing without appropriate adjusting regulators led this new and necessary for the country project to the path of unsustainable development due to
strong fluctuations in the financial and economic parameters of the school. Children with disabilities often can not obtain private elitist and specialized education in the school system. For compulsory secondary education the decrease in the probability of fuzziness in the input parameters in the management of an established institution is discussed at the legislative level and the state legislatively creates a system of additional funding for children with disabilities, then for secondary pre-university education these standards do not work yet. When students with disabilities enter the college, this institution must ensure, at the expense of its own resources, a quality education for all students, regardless of their abilities. Therefore, the definition of an adaptive college should be considered much broader and taking into account the characteristics of modern development of society. A more precise definition of adaptive college is reduced to three words-a digital adaptive college. The most important criteria for such educational institution are: availability of all conditions (ramps, elevators, special suites, places in canteens, parking lots and special means of electronic communication and transfer) for full-time education of students with limited opportunities, depending on medical indications on technical specialties it is necessary to ensure by individual ventilation systems and heating; availability of all information resources (portal, content, simulators of laboratory works, webinars, smart desk, etc.) for distance learning of students with limited opportunities; availability of special financial, material and pedagogical resources for training and consultations in educational and counseling centers close to the residence of students with disabilities. Thus, to create a digital adaptive college, it is necessary to develop and constantly improve modern adaptive control systems of information, material and pedagogical resources for colleges using fuzzy microcontroller PID regulators $[4,5]$. The created mathematical model Smart-system should provide a stable, optimal and efficient management of all resources of the educational institution [6-10]. It should be noted, that with the availability of distance learning facilities in the college, it can gradually increase the number of students without entering new training areas, not only from the number of people with disabilities, but also those who temporarily do not have opportunity to study internally. It is known, that the most common adaptive control systems are automatic control system (ACS) with feedback [11], under the conditions that all parameters of the system are digitized and formalized [12, 13]. The principle of operation of such automatic control system is based on the fact that from the vector of input signals $r(t)$ (a test of knowledge of applicants, current and final control of knowledge, over normative heat, power consumption, decline in academic performance, attendance, etc.) in order to form the error vector $\mathrm{e}(\mathrm{t})$, the response vector $\mathrm{c}(\mathrm{t})$ is extracted, on the basis of which the signal $e(t)$ is calculated. This signal, using the control system (the college directorate), affects the managed controlled system-management object (college) until the error signal is zero. Figure 1 shows the ACS variants with feedback. This model and model with a compensator can be acceptable both to the technical elements of the college and to the collective of the college whose effectiveness can be quantified as the ratio of the real functionality of the organization vector to the vector of its functionality as an "ideal" functional system. This ratio N.N. Moiseyev designated "as the amount of dissipation (dissipation,


Fig. 1 Control system with feedback
volatilization) of energy, a certain analog of this ratio is the coefficient of efficiency" [13]. The objective function of the adaptation model should tend to minimum of the absolute difference between the vectors $\mathrm{c}(\mathrm{t})$ and $\mathrm{r}(\mathrm{t})$, provided that the poles of the transfer function of the entire system (college) in the stability zone. This definition has a geometric interpretation and is easily calculated using the sisotool tools of the MatLab 6.5 software package [14]. One of the criteria for the stability of the transfer function and the system as a whole is the character of the location of the points on the complex plane of the roots of the characteristic equation. There are three variants of the location of the roots: all the roots lie in the left semi-plane (for example, p1, $\mathrm{p} 2, \mathrm{p} 3, \mathrm{p} 4, \mathrm{p} 5, \mathrm{p} 6)$. The system is stable; at least one root lies in the right semi-plane (for example, p 7 ). The system is not stable; the roots lie on the imaginary axis Ym and in the left semi-plane. The system is at the stability bound (conditionally stable).

## 3 Results and Discussion

The control object (college) can not be studied as an adaptive system with fuzzy PID controllers unless the system is stable with feedback or with corrective elements [7]. We note, that the content of the educational building, as a technical object, is the most important and most costly component of the multi-linked management system of the college. Technological processes associated with the operation of the college's academic building are characterized by the presence of complex links such as "control-output", "perturbation-output". We note, that the algorithm for implementation the study of stability of college as an management object by means of the MathCad 15 software package have not been used anywhere. In particular, when applying a semi-empirical method based on the selection and evaluation of parameters of a controlled system by the least squares method, it is possible to restore the form of the transfer function. This opens the possibility to study all the complex processes which are characteristic for educational institution on the principle of "from a simple adaptive system to a complex multi-linked adaptive control system with fuzzy PID regulators." We consider, for example, the effect of overclocking curves of financial indicators of heat and power supply on the manageability and stability of the college as a two-link management system. Data on heat and electricity are obtained by processing the financial and statistical data of the financial and technical services of the college. It is known, that there is no possibility to select analytically differential equations for the adaptive management of the
material resources of the college, therefore, the specific values of the coefficients of the transfer function is determined by the technical and economic indicators of the research object, the normative indicators of the material balance of heat and electricity flows, depending on the season and the time of year. The overclocking curves are taken from the financial and statistical data of the technical department of the college. When removing the acceleration curves on the "control-output" channel or processing the existing ones, it is necessary to monitor that the control and output values of the object are within the limits specified by the technical standards, the perturbations were constant and their values corresponded to the intervals normalized for the selected periods of the year. Accordingly, the acceleration curves for each perturbation through the channels "perturbation-output" must be removed with a fixed control action and constant other perturbations. We give an algorithm for obtaining a transfer function. The curve for the acceleration of the discharge characteristics of the college is derived from the origin of coordinates as a function of time by training calendar.

Step 1. According to the overclocking curve, the tabulated values of the heat and power consumption data are compiled by the integral regulatory indicators, depending on the time of the year and day.
Step 2. By the form of the curve, as well as by the physical nature of the object, the possible orders of the left and right parts of the differential equation describing the object are selected.
Step 3. We describe the differential equation of the object in general form and the solution of the equation for a given input action.
Step 4. By the method of the least squares with respect to the reduced acceleration curve and the solution of the differential equation determines the coefficients of the differential equation. The graphs of the initial curve and the calculated curve are plotted.
Step 5. The transfer function is written by the differential equation.

| y | t | y | t | y | t | y |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- |
| 0.00 | 10.0 | 0.00 | 15.0 | 0.02 | 20.0 | 0.90 |
| 1.67 | 45.0 | 1.68 | 50.0 | 2.01 | 55.0 | 2.26 |
| 2.85 | 85.0 | 3.00 | 90.0 | 3.08 | 95 | 3.1 |
| 3.64 | 140.0 | 3.79 | 150.0 | 3.93 | 160. | 4.05 |
|  |  |  |  |  |  |  |

It can be seen, that the process of consumption of heat and electricity by the college is delayed due to the fact that in the first months of the school year consumption increases through a certain time interval $\tau$, which is measured from the moment of the input signal change to the resource saving before the change of the output control signal begins. The delayed link is a link in which the output quantity $y$ exactly repeats the input quantity $x$ with some delay $t: y(t)=x(t-\tau)$. Transfer function of this link: $W(s)=e-\tau s$. Cutting out the first eight constant values
corresponding to the pure delay with $\tau=40$ we introduce the following values, starting the countdown of the time and the output quantity from zero. Assuming that the curve corresponds to the transient process of a second order aperiodic link with a transfer function $W_{0}(s)=\frac{k_{0}}{\left(T_{1} s+1\right)\left(T_{2} s+1\right)}$, transient process can be described by expression $h(t)=k_{0} \cdot\left(\frac{-\tau_{1}}{\tau_{1}-\tau_{2}} \cdot e^{\frac{-t}{T_{1}}}+\frac{-\tau_{2}}{\tau_{1}-\tau_{2}} \cdot e^{\frac{-t}{T_{2}}}+1\right) \cdot u$, where $u=4$ is the input effect, $k_{0}$ is the transfer coefficient of the object. From the graph, the transfer coefficient of the object can be taken to be 1.1. Estimation of the unknown constants $T_{1}, T_{2}$, as well as a more accurate value of $k_{o}$, providing the best approximation of the calculated curve $h(t)$ and the experimental acceleration curve given numerically, can be obtained with the function genfit $(V t, V y, V s, F)$ of the MathCad 15 package. This function returns the parameter vector $T$ of the function $F$, which gives the minimum standard deviation of the function $F\left(t, \ldots, T_{n}\right)$ from some function $y(t)$ given by the sets (vectors) of the values of $V y, V t$. The function $F$ must be given in the form of a vector containing the function $F$ itself in the symbolic form, and the expressions for all its derivatives with respect to the parameters $T$ (including $k_{0}$, for which we introduce $k_{0}$ into the vector $\left.T\right), u \geq 4 \quad \tau_{0}=k_{0} \cdot F(t, \tau):=$

$$
\left[\begin{array}{c}
\tau_{0}\left(\frac{-\tau_{1}}{\tau_{1}-\tau_{2}} e^{\frac{-t}{\tau_{1}}}+\frac{-\tau_{2}}{\tau_{1}-\tau_{2}} e^{\frac{-t}{\tau_{2}}}+1\right) u \\
\left(\frac{-\tau_{1}}{\tau_{1}-\tau_{2}} e^{\frac{-t}{\tau_{1}}}+\frac{-\tau_{2}}{\tau_{1}-\tau_{2}} e^{\frac{-t}{\tau_{2}}}+1\right) u \\
\tau_{0}\left[\frac{-t}{\tau_{1}-\tau_{2}} e^{\frac{-t}{\tau_{1}}}+\frac{\tau_{1}}{\left(\tau_{1}-\tau_{2}\right)^{2}} e^{\frac{-t}{\tau_{1}}}+\frac{-\tau_{1}}{\left(\tau_{1}-\tau_{2}\right) \tau_{1}} e^{\frac{-t}{\tau_{1}}}+\frac{-\tau_{2}}{\left(\tau_{1}-\tau_{2}\right)^{2}} e^{\frac{-t}{\tau_{2}}}\right] u, \\
\tau_{0}\left[\frac{-\tau_{1}}{\left(\tau_{1}-\tau_{2}\right)^{2}} e^{\frac{-t}{\tau_{1}}}+\frac{1}{\left(\tau_{1}-\tau_{2}\right)^{2}} e^{\frac{-t}{\tau_{2}}}+\frac{t}{\left(\tau_{1}-\tau_{2}\right) \tau_{1}} e^{\frac{-t}{\tau_{2}}}+\frac{\tau_{2}}{\left(\tau_{1}-\tau_{2}\right)^{2}} e^{\frac{-t}{\tau_{2}}}\right] u,
\end{array}\right]
$$

We prescribe the
initial increment of the vector parameters $T 0, T 1, T 2$ and consider to the function $\operatorname{genfit}(V t, V v, V s, F), V T:=\left(\begin{array}{l}1 \\ 1 \\ 4\end{array}\right)$,
$T T:=\operatorname{genfit}\left(V_{t}, V_{v}, V F, F\right)$. We derive the vector of parameters $T$ as $T T=$ $\left(\begin{array}{c}1.245 \\ 89.651 \\ 3.152\end{array}\right)$, the vector calculated values of the functions with concrete parameters $T$ as $Y(t):=F(t, T T)_{0}$ (Table 1).

The transfer function of the object in increments taking into account the delay is $W_{0}(s)=\frac{k_{0}}{\left(T_{1} s+1\right)\left(T_{2} s+1\right)} e^{-s \tau}$, where $k_{0}=1.245, T_{1}=89.65 c, T_{2}=3.15 c$.

Table 1 Table values of experimental data on the acceleration of costs for heat and energy consumption as a function of time $t$ (training day), y is the relation of energy consumption on a student to standard (standard $4.00 \mathrm{~kW} /$ month)

| t | y | t | y | t | y | t |
| ---: | :--- | :--- | :--- | :--- | :--- | ---: |
| 0.5 | 0.00 | 1.5 | 0.00 | 2.0 | 0.00 | 5.0 |
| 25.0 | 0.90 | 30.0 | 1.29 | 35.0 | 1.55 | 40.0 |
| 65.0 | 2.42 | 70.0 | 2.60 | 75.0 | 2.76 | 80.0 |
| 100.0 | 3.29 | 110.0 | 3.29 | 120.0 | 3.47 | 130.0 |
| 170.0 | 4.15 | 180.0 | 4.22 | 190.0 | 4.26 |  |

Thus, the transfer function of the two-link adaptive control system under consideration can be represented as $W_{0}(s)=\frac{1,245}{\left(282,3975 s^{2}+92,8 s+1\right)}$. The resulting transfer function allows computer experiments to be conducted to study the behavior of the control object (college) when external input parameters change (in our case, heat and power consumption). The adaptive automation system with feedback consists of two series-connected inertial links with one input and one output with a resulting transmission factor equal to 1.245 and time constants $T_{1}=89.65$ and $T_{2}=3.15$. To analyze and synthesize one-dimensional linear (linearized) adaptive systems for automatic control of college, we use the toolkit of the Control System Toolbox SISO (Single Input / Single Output) of MatLab 6.5. The results of computer experiments in the energy management process in the MatLab 6.5 prove the stability of the system for sharp external disturbances. As it is shown above, the dynamics of the management of the two-link adaptive heat and power management system of the college possesses by increased sustainability to spasmodic changes in energy consumption, however this result is achieved by additional financial costs for the purchase of resources [15].

## 4 Conclusion

The adaptive system for automated management of the process of heat and energy consumption by the college can be optimized through the rational use of heat and electricity. Smoothing of sharp perturbing external factors of heat and power supply of the college allows smoothly and steadily regulates the consumption of these expensive resources within the given limits. Automated adaptive resource saving has a significant impact on the financial management of the educational institution, it allows to conduct modern scientific and technical measures for resource saving to attract additional funds for the adaptive learning process and increase the salaries of teachers.
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## Part VI <br> Function Spaces and Applications

# A Generalized Hardy Operator on Rearrangement Invariant Spaces 

Oscar Blasco and Carolina Espinoza-Villalva


#### Abstract

In this paper we consider a weighted generalization of the Hardy operator acting on a rearrangement invariant function space. We give necessary and sufficient conditions for this linear operator to be bounded on a rearrangement invariant function space in terms of its upper Boyd index and the integrability of the norm of the dilation operator with respect to the considered weight.
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## 1 Introduction

In 1925 G.H. Hardy [3, 4] proved the following integral inequality

$$
\begin{equation*}
\int_{0}^{\infty}(A f(x))^{p} d x \leq\left(\frac{p}{p-1}\right)^{p} \int_{0}^{\infty} f^{p}(x) d x \tag{1.1}
\end{equation*}
$$

where $1<p<\infty, f$ is a measurable non-negative function defined in $(0, \infty)$ and

$$
\begin{equation*}
A f(x)=\frac{1}{x} \int_{0}^{x} f(t) d t \tag{1.2}
\end{equation*}
$$

It was the essential role that the Hardy operator plays in the boundedness of other operators what motivated the study of its several generalizations in different

[^32]settings. In particular, it is a cornerstone for the analysis of classical operators such as the Hilbert transform ([2, 11]) or the Hardy-Littlewood maximal operator ([7]) on $L^{p}$-spaces and more generally on rearrangement invariant spaces.

Some works concerning different generalizations of (1.2) are given in [8-10, 13]. For instance for $0<a \leq 1$ the operator $P_{a}$ given by

$$
\begin{equation*}
P_{a} f(t)=t^{-a} \int_{0}^{t} f(s) s^{a} \frac{d s}{s}, \quad(0<t<\infty) \tag{1.3}
\end{equation*}
$$

was shown (see [1, Theorem 5.15]) to be bounded on a r.i. Banach space $X$ of measurable functions defined in $(0, \infty)$ if and only if $\bar{\alpha}_{X}<a$, where $\bar{\alpha}_{X}$ stands for the upper Boyd index

$$
\bar{\alpha}_{X}=\lim _{t \rightarrow \infty} \frac{\log \left\|E_{1 / t}\right\|_{\mathcal{B}(X)}}{\log t}=\inf _{t>1} \frac{\log \left\|E_{1 / t}\right\|_{\mathcal{B}(X)}}{\log t}
$$

with $E_{t} f(s)=f(t s)$ for $t, s>0$.
A further generalization considered by L. Maligranda in [8] reads as follows: If $\psi$ is measurable and positive in $(0, \infty)$ the operator $P_{\psi}$ is given by

$$
\begin{equation*}
P_{\psi} f(t)=\psi(t)^{-1} \int_{0}^{t} f(s) \psi(s) \frac{d s}{s}, \quad(0<t<\infty) \tag{1.4}
\end{equation*}
$$

It was proved (see [8, Theorem 1]) that for a r.i. Banach space $X$ of measurable functions defined in $(0, \infty)$ the condition

$$
\begin{equation*}
\int_{0}^{1}\left\|E_{t}\right\|_{\mathcal{B}(X)} M(t, \psi) \frac{d t}{t}<\infty \tag{1.5}
\end{equation*}
$$

implies the boundedness of $P_{\psi}$ from $X$ into $X$. Furthermore it was shown ([8, Lemma 2] that condition (1.5) is equivalent to $\bar{\alpha}_{X}<p_{0}(\psi)$ where $p_{0}(\psi)=$ $\sup _{0<s<1} \frac{\log M(s, \psi)}{\log s}$ and

$$
M(s, \psi)=\sup _{0<t<\infty} \frac{\psi(t s)}{\psi(t)}, \quad s>0
$$

Another generalization of (1.2) was considered by J. Xiao in [13]: For a nonnegative function $\psi$ defined on the interval $(0,1)$ and a measurable function $f$ defined on $\mathbb{R}^{n}$ he introduced

$$
\begin{equation*}
A_{\psi} f(x)=\int_{0}^{1} f(t x) \psi(t) \frac{d t}{t}, \quad x \in \mathbb{R}^{n} \tag{1.6}
\end{equation*}
$$

and he showed that $A_{\psi}$ defines a bounded operator on $L^{p}\left(\mathbb{R}^{n}\right)$ for $1 \leq p \leq \infty$ if and only if

$$
\begin{equation*}
\int_{0}^{1} t^{-1-n / p} \psi(t) d t<\infty \tag{1.7}
\end{equation*}
$$

Throughout this paper we shall consider measurable weights $\omega:(0, \infty) \rightarrow$ $(0, \infty)$ and define $A_{\omega}$ as the operator

$$
\begin{equation*}
A_{\omega} f(s)=\int_{0}^{1} f(t s) \omega(t) \frac{d t}{t}, \quad(0<s<\infty) \tag{1.8}
\end{equation*}
$$

whenever the integral exists a.e. acting on measurable functions defined on $(0, \infty)$. Such operators are also known as Hausdorff operators, see for instance [5, 6].

Both (1.4) and (1.8) are related by the following inequality

$$
\begin{equation*}
P_{\omega} f \leq A_{M(\cdot, \omega)} f, \quad f \geq 0 . \tag{1.9}
\end{equation*}
$$

Clearly $M(\cdot, \omega)$ is submultiplicative and, in particular $P_{\omega} f \leq A_{\omega} f$ for submultiplicative weights $\omega$. We shall analyze $A_{\omega}$ acting on r.i. spaces in this paper. The reader is referred to [12] for the study of optimal domain for this type of operators.

Throughout the paper $X \subset L^{0}(0, \infty)$ is a Banach function space (see [1, Definition 1.3] of measurable functions on ( $0, \infty$ ), in short $X \in$ (BFS).

The associate space of $X$, denoted by $X^{\prime}$, consists of all the measurable functions $g$ defined on $(0, \infty)$ such that $f g$ is integrable for all $f \in X$. The associate space $X^{\prime}$ of $X$ endowed with the norm

$$
\|g\|_{X^{\prime}}=\sup \left\{\int_{\mathcal{R}}|f g|:\|f\|_{X} \leq 1\right\}
$$

becomes a Banach function space itself (see [1, Lemma I.2.8]).
The space $X \in(\mathrm{BFS})$ is said to be rearrangement invariant (r.i.) if $f \in X$ and $g$ equimeasurable to $f$ implies $g \in X$ and $\|g\|_{X}=\|f\|_{X}$.

In particular for a r.i. $X$ defined on $(0, \infty)$ and $f \in X$ one has that $\|f\|_{X}=$ $\left\|f^{*}\right\|_{X}$, where $f^{*}(t)=\inf \{\lambda:|\{x:|f(x)|>\lambda\}| \leq t\}$ and, since $((0, \infty),|\cdot|)$ is a resonant space ([1, Theorem 2.7])

$$
\begin{equation*}
\|h\|_{X}=\sup \left\{\int_{0}^{\infty} g^{*}(t) h^{*}(t) d t:\|g\|_{X^{\prime}} \leq 1\right\} \tag{1.10}
\end{equation*}
$$

As usual we denote the dilation operator by $E_{t} f(s)=f(t s)$ for $s, t>0$. It is elementary to see that for $t>0$ and $f \in X$ one has

$$
\begin{gather*}
\left(E_{t} f\right)^{*}=E_{t} f^{*}  \tag{1.11}\\
\left\|E_{t} f\right\|_{X}=\sup \left\{\int_{0}^{\infty} f^{*}(t s) g^{*}(s) d s:\|g\|_{X^{\prime}} \leq 1\right\} . \tag{1.12}
\end{gather*}
$$

Let us recall now that for a submultiplicative weight $\omega(t)$ one can consider the indices

$$
\begin{aligned}
& \bar{\alpha}(\omega)=\inf _{t>1} \frac{\log \omega(t)}{\log t}=\lim _{t \rightarrow \infty} \frac{\log \omega(t)}{\log t}, \text { and } \\
& \underline{\alpha}(\omega)=\sup _{0<t<1} \frac{\log \omega(t)}{\log t}=\lim _{t \rightarrow 0} \frac{\log \omega(t)}{\log t}
\end{aligned}
$$

which are known to satisfy $-\infty<\underline{\alpha}(\omega) \leq \bar{\alpha}(\omega)<\infty$ (see [8] or [1, Pag 147]).
The aim of this paper is to provide conditions under which $A_{\omega}$ defines a bounded linear operator from a rearrangement invariant Banach function space to itself. We shall prove that for any submultiplicative and locally integrable weight $\omega$ such that $\underline{\alpha}(\omega)>0$ and for any r.i. Banach function space $X$ defined on $(0, \infty)$ the boundedness of $A_{\omega}$ on $X$ is equivalent to either

$$
\begin{equation*}
\int_{0}^{1}\left\|E_{t}\right\|_{\mathcal{B}(X)} \omega(t) \frac{d t}{t}<\infty \tag{1.13}
\end{equation*}
$$

or

$$
\begin{equation*}
\bar{\alpha}_{X}<\underline{\alpha}(\omega) . \tag{1.14}
\end{equation*}
$$

The proof of the equivalence between (1.13) and (1.14) follows same ideas as in [8, Lemma 2] and it holds for any submultiplicative and locally integrable weight. Our main contribution consists in showing that the boundedness of $A_{\omega}$ leads for submultiplicative weights to the boundedness of $A_{v_{\varepsilon}}$ for $v_{\varepsilon}(t)=\omega(t) / t^{\varepsilon}$ which allows to show the integrability condition (1.13).

## 2 Some Results on Weights

Definition 2.1 Let $\omega:(0,1) \rightarrow(0, \infty)$ be measurable and let $n \in \mathbb{N}$. Let us define $\omega_{0}(u)=\omega(u)$ and

$$
\omega_{n}(u)=\int_{u}^{1} \omega_{n-1}(t) \omega(u / t) \frac{d t}{t}, \quad 0<u<1
$$

Lemma 2.2 Let $\omega:(0,1) \rightarrow(0, \infty)$ be a measurable function and $n \in \mathbb{N}$. Then

$$
\begin{equation*}
A_{\omega}^{n+1} f(x)=\int_{0}^{1} f(t x) \omega_{n}(t) \frac{d t}{t}, \quad n \in \mathbb{N} \tag{2.1}
\end{equation*}
$$

Proof We will proceed by induction on $n$. The case $n=0$ follows from the definition of $A_{\omega}$. If we assume now that the result holds true for $n$ then we can write

$$
\begin{aligned}
A_{\omega}^{n+1} f(x) & =A_{\omega}\left(A_{\omega}^{n} f\right)(x) \\
& =\int_{0}^{1}\left(A_{\omega}^{n} f\right)(t x) \omega(t) \frac{d t}{t} \\
& =\int_{0}^{1} \omega(t)\left(\int_{0}^{1} f(s t x) \omega_{n-1}(s) \frac{d s}{s}\right) \frac{d t}{t} \\
& =\int_{0}^{1} \omega(t)\left(\int_{0}^{t} f(u x) \omega_{n-1}(u / t) \frac{d u}{u}\right) \frac{d t}{t} \\
& =\int_{0}^{1} f(u x)\left(\int_{u}^{1} \omega_{n-1}(u / t) \omega(t) \frac{d t}{t}\right) \frac{d u}{u} \\
& =\int_{0}^{1} f(u x)\left(\int_{u}^{1} \omega(u / t) \omega_{n-1}(t) \frac{d t}{t}\right) \frac{d u}{u} \\
& =\int_{0}^{1} f(u x) \omega_{n}(u) \frac{d u}{u}
\end{aligned}
$$

This gives the result.
Lemma 2.3 Let $\omega:(0,1) \rightarrow(0, \infty)$ be submultiplicative. Then

$$
\begin{equation*}
\omega(t) \frac{(\log 1 / t)^{n}}{n!} \leq \omega_{n}(t), \quad n \in \mathbb{N} \tag{2.2}
\end{equation*}
$$

If $0<\epsilon<1$ and we write $\omega_{\epsilon, \infty}(t)=\sum_{n=0}^{\infty} \epsilon^{n} \omega_{n}(t)$ then

$$
\begin{equation*}
\omega(t) / t^{\epsilon} \leq \omega_{\epsilon, \infty}(t), \quad 0<t<1 \tag{2.3}
\end{equation*}
$$

Proof We prove (2.2) by induction on $n$. For $n=0$ it is obvious. Assume the estimate for $n \in \mathbb{N}$ and observe that

$$
\omega_{n+1}(u) \geq \int_{u}^{1} \omega(t) \omega(u / t) \frac{(\log 1 / t)^{n}}{n!} \frac{d t}{t} \geq \omega(u) \frac{(\log 1 / u)^{n+1}}{(n+1)!}
$$

This gives (2.2).

Now (2.3) follows trivially from (2.2) since

$$
\omega(t) / t^{\epsilon}=\sum_{n=0}^{\infty} \omega(t) \frac{(\epsilon \log 1 / t)^{n}}{n!} \leq \sum_{n=0}^{\infty} \epsilon^{n} \omega_{n}(t)=\omega_{\epsilon, \infty}(t)
$$

Lemma 2.4 If $A_{\omega}$ is bounded on $X$ then there exists $\epsilon_{0}>0$ such that $A_{\omega_{\epsilon, \infty}}$ is bounded on $X$ for any $0<\epsilon \leq \epsilon_{0}$.

Proof Choose $\epsilon_{0}>0$ sufficiently small so that $\epsilon_{0}\left\|A_{\omega}\right\|_{\mathcal{B}(X)}<1$. Then for any $0<\epsilon \leq \epsilon_{0}$ we have that $I-\epsilon A_{\omega}$ is bounded on $X$, invertible and

$$
\left(I-\epsilon A_{\omega}\right)^{-1}=\sum_{n=0}^{\infty} \epsilon^{n} A_{\omega}^{n},
$$

where the convergence of the series is in the norm of $\mathcal{B}(X)$. Therefore

$$
A_{\omega}\left(I-\epsilon A_{\omega}\right)^{-1}=\sum_{n=0}^{\infty} \epsilon^{n} A_{\omega}^{n+1} \in \mathcal{B}(X)
$$

For a non-negative function $f \in X$, the formula given by Lemma 2.3 combined with the Monotone Convergence Theorem gives

$$
\begin{aligned}
A_{\omega}\left(I-\epsilon A_{\omega}\right)^{-1} f(x) & =\sum_{n=0}^{\infty} \epsilon^{n} A_{\omega}^{n+1} f(x) \\
& =\sum_{n=0}^{\infty} \int_{0}^{1} f(x t) \epsilon^{n} \omega_{n}(t) \frac{d t}{t} \\
& =\int_{0}^{1} f(x t)\left(\sum_{n=0}^{\infty} \epsilon^{n} \omega_{n}(t)\right) \frac{d t}{t} \\
& =A_{\omega_{\epsilon, \infty}} f(x)
\end{aligned}
$$

We see the identity holds for an arbitrary $f \in X$ by writing $f=f^{+}-f^{-}$, where $f^{+}$and $f^{-}$are the positive and negative parts of $f$, respectively, and appealing to the linearity of both $A_{\omega}\left(I-\epsilon A_{\omega}\right)^{-1}$ and the integral. The proof is complete.

## 3 The Main Theorem

Proposition 3.1 Let $\omega$ be submultiplicative and locally integrable. The following assertions are equivalent:
(i) $\int_{0}^{1}\left\|E_{t}\right\|_{\mathcal{B}(\bar{X})} \omega(t) \frac{d t}{t}<\infty$.
(ii) $\bar{\alpha}_{X}<\underline{\alpha}(\omega)$.
$\operatorname{Proof}$ (i) $\Longrightarrow$ (ii) From the definition $t^{\underline{\alpha}(\omega)} \leq \omega(t)$ for $0<t<1$. The integrability condition implies that $\int_{0}^{1}\left\|E_{t}\right\|_{\mathcal{B}(X)} t^{\underline{\alpha}(\omega)} \frac{d t}{t}<\infty$, and therefore there exists $0<$ $t_{0}<1$ such that $\left\|E_{t_{0}}\right\|_{\mathcal{B}(X)} t_{0}^{\underline{\alpha}(\omega)}<1$. In particular $\left\|E_{1 / s_{0}}\right\|_{\mathcal{B}(X)}<s_{0}^{\underline{\alpha}(\omega)}$ where $s_{0}=1 / t_{0}>1$. Hence $\bar{\alpha}_{X}<\underline{\alpha}(\omega)$.
(ii) $\Longrightarrow$ (i) Let $\epsilon>0$ such that $\bar{\alpha}_{X}+\epsilon<\underline{\alpha}(\omega)-\epsilon$. From the definitions there exists $0<\delta<1$ so that

$$
\left\|E_{t}\right\|_{\mathcal{B}(X)} \leq t^{-\left(\bar{\alpha}_{X}+\epsilon\right)} \text { and } \omega(t) \leq t^{\underline{\alpha}(\omega)-\epsilon} \quad \text { for } 0<t<\delta
$$

Therefore

$$
\int_{0}^{\delta}\left\|E_{t}\right\|_{\mathcal{B}(X)} \omega(t) \frac{d t}{t} \leq \int_{0}^{\delta} t^{-\left(\bar{\alpha}_{X}+\epsilon\right)} t^{\underline{\alpha}(\omega)-\epsilon} \frac{d t}{t}<\infty
$$

Since $\int_{\delta}^{1} \omega(t) d t<\infty$ and $\left\|E_{t}\right\|_{\mathcal{B}(X)} \leq 1 / t \leq 1 / \delta$ for $\delta<t<1$ then we obtain (i) and the proof is complete.

Proposition 3.2 Let $X$ be a rii on $(0, \infty)$ and let $\omega:(0, \infty) \rightarrow(0, \infty)$ be a measurable weigth such that $\int_{0}^{1} \omega(s) \frac{d s}{s}<\infty$. Assume that $A_{\omega}$ is bounded on $X$. Then

$$
\begin{equation*}
\sup _{0<t<1} \Omega(t)\left\|E_{t}\right\|_{\mathcal{B}(X)}<\infty \tag{3.1}
\end{equation*}
$$

where $\Omega(t)=\int_{0}^{t} \frac{\omega(s)}{s} d s$.
Furthermore $\bar{\alpha}_{X} \leq \bar{\alpha}(\omega)$ for submultiplicative weights $\omega$.
Proof Fix functions $f \in X$ and $g \in X^{\prime}$ with $\|f\|_{X} \leq 1$ and $\|g\|_{X^{\prime}} \leq 1$.
Define $\Omega(t)=\int_{0}^{t} \omega(u) \frac{d u}{u}$ for $t \in(0,1)$. Then, for all $0<t<1$ we have

$$
\begin{aligned}
\int_{0}^{\infty} f^{*}(s t) g^{*}(s) d s & =\frac{1}{\Omega(t)} \int_{0}^{t} \omega(u)\left(\int_{0}^{\infty} f^{*}(s t) g^{*}(s) d s\right) \frac{d u}{u} \\
& \leq \frac{1}{\Omega(t)} \int_{0}^{t} \omega(u)\left(\int_{0}^{\infty} f^{*}(s u) g^{*}(s) d s\right) \frac{d u}{u}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{\Omega(t)} \int_{0}^{\infty} g^{*}(s)\left(\int_{0}^{1} f^{*}(s u) \omega(u) \frac{d u}{u}\right) d s \\
& =\frac{1}{\Omega(t)} \int_{0}^{\infty} g^{*}(s) A_{\omega} f^{*}(s) d s
\end{aligned}
$$

Taking supremum on both sides over all the functions $f \in X$ and $g \in X^{\prime}$ with $\|f\|_{X} \leq 1$ and $\|g\|_{X^{\prime}} \leq 1$, we obtain

$$
\left\|E_{t}\right\|_{\mathcal{B}(X)} \leq \frac{1}{\Omega(t)}\left\|A_{\omega}\right\|_{\mathcal{B}(X)} \quad(0<t<1)
$$

This gives (3.1).
Assuming now that $\omega$ is submultiplicative we have for $t, s>0$

$$
\Omega(t s)=\int_{0}^{1} \omega(t s u) \frac{d u}{u} \leq \omega(t) \int_{0}^{1} \omega(s u) \frac{d u}{u}=\omega(t) \Omega(s)
$$

Therefore

$$
\Omega(1) / \Omega(t) \leq \omega(1 / t), 0<t<1 .
$$

Equation (3.1) and the above estimate give $\left\|E_{1 / s}\right\|_{\mathcal{B}(X)} \leq \frac{\left\|A_{\omega}\right\|_{\mathcal{B}(X)} \omega(s)}{\Omega(1)}$ for $s>1$ and therefore

$$
\frac{\log \left(\left\|E_{1 / s}\right\|_{\mathcal{B}(X)}\right)}{\log s} \leq \frac{\log \left(\frac{\left\|A_{\omega}\right\|_{\mathcal{B}(X)}}{\Omega(1)}\right)}{\log s}+\frac{\log (\omega(s))}{\log s}, \quad s>1 .
$$

Taking limits as $s \rightarrow \infty$ we obtain $\bar{\alpha}_{X} \leq \bar{\alpha}(\omega)$.
Theorem 3.3 Let $\omega:(0, \infty) \rightarrow(0, \infty)$ be a submultiplicative function, locally integrable with $\underline{\alpha}(\omega)>0$ and let $X$ be a r.i. Banach function space on $(0, \infty)$. The following assertions are equivalent:
(i) $\int_{0}^{1}\left\|E_{t}\right\|_{\mathcal{B}(X)} \omega(t) \frac{d t}{t}<\infty$.
(ii) $\bar{\alpha}_{X}<\underline{\alpha}(\omega)$.
(iii) $A_{\omega}$ is bounded on $X$.

Proof The equivalence between (i) and (ii) was shown in Proposition 3.1.
(i) $\Longrightarrow$ (iii) From Minkowski's inequality and (1.11) one gets

$$
\left\|A_{\omega} f\right\|_{X} \leq \int_{0}^{1}\|f(t \cdot)\|_{X} \omega(t) \frac{d t}{t} \leq\|f\|_{X} \int_{0}^{1}\left\|E_{t}\right\|_{\mathcal{B}(X)} \omega(t) \frac{d t}{t}
$$

(iii) $\Longrightarrow$ (i) Let $v_{\epsilon}(t)=\omega(t) / t^{\epsilon}$. It follows from (2.3) that for any $0<\epsilon<\epsilon_{0}$ $\left|A_{v_{\epsilon}} f(x)\right| \leq A_{\omega_{\epsilon}, \infty}|f|(x)$, which implies

$$
\left\|A_{v_{\epsilon}} f\right\|_{X} \leq\left\|A_{\omega_{\epsilon, \infty}}|f|\right\|_{X} \leq\left\|A_{\omega_{\epsilon, \infty}}\right\|_{\mathcal{B}(X)}\|f\|_{X} .
$$

That is $A_{v_{\epsilon}} \in \mathcal{B}(X)$.
Let $0<\epsilon<\underline{\alpha}(\omega) / 2$ and select $\delta>0$ such that $\omega(t) \leq t^{\underline{\alpha}(\omega)-\epsilon}$ for $0<t<\delta$.
In particular one has that $\int_{0}^{\delta} v_{\epsilon}(t) \frac{d t}{t} \leq \int_{0}^{\delta} t^{\underline{\alpha}(\omega)-2 \epsilon} \frac{d t}{t}<\infty$. Using now the local integrability of $\omega$ we have $\int_{0}^{1} v_{\epsilon}(t) \frac{d t}{t}<\infty$.

Setting $\Omega_{\epsilon}(t)=\int_{0}^{t} \omega(u) \frac{d u}{u^{1+\epsilon}}$, we can apply Proposition 3.2 to obtain that

$$
\sup _{0<t<1} \Omega_{\epsilon}(t)\left\|E_{t}\right\|_{\mathcal{B}(X)} \leq\left\|A_{\omega_{\epsilon_{0}, \infty}}\right\|_{\mathcal{B}(X)} .
$$

Hence, since $\omega(s) \geq s^{\underline{\alpha}(\omega)}$ for $0<s<1$, given $0<\epsilon<\min \left\{\epsilon_{0} / 2, \underline{\alpha}(\omega) / 2\right\}$ and $0<t<\delta$ we have

$$
\Omega_{2 \epsilon}(t) \geq \int_{0}^{t} u^{\underline{\alpha}(\omega)} u^{-2 \epsilon-1} d u=\frac{t^{\underline{\alpha}}(\omega)-2 \epsilon}{\underline{\alpha}(\omega)-2 \epsilon} \geq \frac{\omega(t) t^{-\epsilon}}{\underline{\alpha}(\omega)-2 \epsilon} .
$$

Therefore

$$
\int_{0}^{\delta}\left\|E_{t}\right\|_{\mathcal{B}(X)} \omega(t) \frac{d t}{t} \leq C \int_{0}^{\delta} \frac{\omega(t)}{\Omega_{2 \epsilon}(t)} \frac{d t}{t} \leq C(\epsilon) \int_{0}^{1} \frac{d t}{t^{1-\epsilon}}<\infty
$$

Using now that $\int_{\delta}^{1}\left\|E_{t}\right\|_{\mathcal{B}(X)} \omega(t) \frac{d t}{t}<\infty$ (as seen at the end of Proposition 3.1) the proof is complete.
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# Restricted Boundedness of Translation Operators on Variable Lebesgue Spaces 
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#### Abstract

In this paper, we investigate the inequality $$
\|f(\cdot+h)\|_{p(\cdot)} \leq A\|f\|_{p(\cdot)}, \quad h \in \mathbb{R}^{n}, A>0
$$ under some suitable assumptions on the function $f$ and the variable exponent $p$.


Keywords Translation operator • Maximal function • Variable exponent
Mathematics Subject Classification (2010) 46E35

## 1 Introduction

Function spaces with variable exponents have been intensively studied in the recent years by a significant number of authors. The motivation for the increasing interest in such spaces comes not only from theoretical purposes, but also from applications to fluid dynamics [10], image restoration [3] and PDEs with non-standard growth conditions. Some example of these spaces can be mentioned such as: variable Lebesgue space, variable Besov and Triebel-Lizorkin spaces. We only refer to the papers [1, 4, 6-8] and to the monograph [5] for further details and references on recent developments on this field.

The purpose of the present paper is to study the translation operators $\tau_{h}: f \mapsto$ $f(\cdot+h), h \in \mathbb{R}^{n}$ in the framework of variable Lebesgue spaces $L^{p(\cdot)}\left(\mathbb{R}^{n}\right)$. Their behavior is well known if $p$ is constant. In general $\tau_{h}$ maps $L^{p(\cdot)}\left(\mathbb{R}^{n}\right)$ to $L^{p(\cdot)}\left(\mathbb{R}^{n}\right)$ for any $\lambda>0$ if and only if $p$ is constant, see [5, Proposition 3.6.1]. Allowing $p$ to vary from point to point will raise extra difficulties which, in general, are overcome

[^33]by imposing some regularity assumptions on this exponent. By these additional assumptions we ensure the boundedness of these operators on variable Lebesgue spaces but with some appropriate assumptions. Before to state the main result, we fix some notation and recall some basics facts on variable Lebesgue spaces. We denote by $B(x, r)$ the open ball in $\mathbb{R}^{n}$ with center $x$ and radius $r$. By supp $f$ we denote the support of the function $f$, i.e., the closure of its non-zero set. By $\mathcal{S}\left(\mathbb{R}^{n}\right)$ we denote the Schwartz space of all complex-valued, infinitely differentiable and rapidly decreasing functions on $\mathbb{R}^{n}$ and by $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ the dual space of all tempered distributions on $\mathbb{R}^{n}$. We define the Fourier transform of a function $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ by
$$
\mathcal{F}(f)(\xi):=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} e^{-i x \cdot \xi} f(x) d x, \quad \xi \in \mathbb{R}^{n}
$$

The variable exponents that we consider are always measurable functions on $\mathbb{R}^{n}$ with range in $[c, \infty)$ for some $c>0$. We denote the set of such functions by $\mathcal{P}_{0}\left(\mathbb{R}^{n}\right)$. The subset of variable exponents with range $[1, \infty)$ is denoted by $\mathcal{P}\left(\mathbb{R}^{n}\right)$. We use the standard notation $p^{-}:=\underset{x \in \mathbb{R}^{n}}{\operatorname{ess}-i n f} p(x)$ and $p^{+}:=\underset{x \in \mathbb{R}^{n}}{\operatorname{ess}-s u p} p(x)$. Everywhere below we shall consider bounded exponents.

The variable exponent Lebesgue space $L^{p(\cdot)}\left(\mathbb{R}^{n}\right)$ is the class of all measurable functions $f$ on $\mathbb{R}^{n}$ such that for some $\lambda>0$ the modular $\varrho_{p(\cdot)}(f):=$ $\int_{\mathbb{R}^{n}}\left|\frac{f(x)}{\lambda}\right|^{p(x)} d x$ is finite. This is a quasi-Banach function space equipped with the quasi-norm $\|f\|_{p(\cdot)}:=\inf \left\{\mu>0: \varrho_{p(\cdot)}\left(\frac{f}{\mu}\right) \leq 1\right\}$. If $p(x):=p$ is constant, then $L^{p(\cdot)}\left(\mathbb{R}^{n}\right)=L^{p}\left(\mathbb{R}^{n}\right)$ is the classical Lebesgue space.

An useful property is that $\varrho_{p(\cdot)}(f) \leq 1$ if and only if $\|f\|_{p(\cdot)} \leq 1$ (unit ball property), which is clear for constant exponents since the relation between the norm and the modular is obvious in that case. As is known, the following inequalities hold

$$
\begin{equation*}
\min \left(\varrho_{p(\cdot)}(f)^{1 / p^{-}}, \varrho_{p(\cdot)}(f)^{1 / p^{+}}\right) \leq\|f\|_{p(\cdot)} \leq \max \left(\varrho_{p(\cdot)}(f)^{1 / p^{-}}, \varrho_{p(\cdot)}(f)^{1 / p^{+}}\right) . \tag{1.1}
\end{equation*}
$$

We say that a function $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is locally log-Hölder continuous, if there exists a constant $c_{\log }>0$ such that $|g(x)-g(y)| \leq \frac{c_{\log }}{\ln (e+1 /|x-y|)}$ for all $x, y \in \mathbb{R}^{n}$. If, for some $g_{\infty} \in \mathbb{R}$ and $c_{\log }>0$, there holds $\left|g(x)-g_{\infty}\right| \leq \frac{c_{\log }}{\ln (e+|x|)}$ for all $x \in \mathbb{R}^{n}$, then we say that $g$ satisfies the log-Hölder decay condition (at infinity). Note that every function with log-decay condition is bounded.

The notation $\mathcal{P}^{\log }\left(\mathbb{R}^{n}\right)$ is used for all those exponents $p \in \mathcal{P}\left(\mathbb{R}^{n}\right)$ which satisfy the local log-Hölder continuity condition and the log-Hölder decay condition, where we consider $p_{\infty}:=\lim _{|x| \rightarrow \infty} p(x)$. The class $\mathcal{P}_{0}^{\log }\left(\mathbb{R}^{n}\right)$ is defined analogously. By $c$ we denote generic positive constants, which may have different values at different occurrences. We refer to the recent monograph [5] and the paper [9] for further details, and historical remarks and references on variable exponent spaces.

In this paper we shall show the following result:
Theorem 1.1 Let $p \in \mathcal{P}^{\log }\left(\mathbb{R}^{n}\right)$ with $1<p^{-} \leq p^{+}<\infty, h \in \mathbb{R}^{n}$ and $k \in \mathbb{N}$. Then for all $f \in L^{p(\cdot)}\left(\mathbb{R}^{n}\right)$ with $\operatorname{supp} \mathcal{F} f \subset\left\{\xi \in \mathbb{R}^{n}:|\xi| \leq 2^{v+1}\right\}, v \in \mathbb{N}_{0}$, we have

$$
\left\|\tau_{h} f\right\|_{p(\cdot)} \leq c \exp \left(\left(2+2^{v n k}|h|^{k}\right) c_{\log }(1 / p)\right)\|f\|_{p(\cdot)}
$$

where $c>0$ is independent of $h, v$ and $k$.
We mention that the boundedness of these operators in function spaces play an important role in mathematical analysis. They appear in the localizations of Besov spaces [2], where the author used the boundedness of these operators in Besov spaces which based on the Lebesgue spaces.

## 2 Auxiliary Results

In this section we present some results which are useful for us. The next lemma often allows us to deal with exponents which are smaller than 1, see [4, Lemma A.6]. Recall that $\eta_{v, m}(x):=2^{n v}\left(1+2^{v}|x|\right)^{-m}$, for any $x \in \mathbb{R}^{n}, v \in \mathbb{Z}$ and $m>0$. Note that $\eta_{v, m} \in L^{1}\left(\mathbb{R}^{n}\right)$ when $m>n$ and that $\left\|\eta_{v, m}\right\|_{1}=c_{m}$ is independent of $v$.

Lemma 2.1 Let $r>0, v \in \mathbb{N}_{0}$ and $m>n$. Then there exists $c=c(r, m, n)>0$ such that for all $g \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ with $\operatorname{supp} \mathcal{F} g \subset\left\{\xi \in \mathbb{R}^{n}:|\xi| \leq 2^{v+1}\right\}$, we have

$$
|g(x)| \leq c\left(\eta_{v, m} *|g|^{r}(x)\right)^{1 / r}, \quad x \in \mathbb{R}^{n} .
$$

We will make use of the following statement.
Theorem 2.2 Let $p \in \mathcal{P}^{\log }\left(\mathbb{R}^{n}\right), \theta:=2+\frac{|h|^{k}}{|Q|^{k}}, k \in \mathbb{N}, M:=\exp \frac{\theta c \log (1 / p)}{p^{-}}$, if $|Q|<\min (|h|, 1)$ and $M:=1$, otherwise. Then for every $m>0$ there exists $\gamma=\exp \left(-4 m c_{\log }(1 / p)\right)$ such that $\left(\frac{\gamma}{|Q|} \int_{Q}\left|\tau_{h} f(y)\right| d y\right)^{p(x)}$ is bounded by

$$
\frac{c M}{|Q|} \int_{Q}\left|\tau_{h} f(y)\right|^{p(y+h)} d y+c B\left((e+|x|)^{-m}+\frac{1}{|Q|} \int_{Q}(e+|y+h|)^{-m} d y\right)
$$

for every cube (or ball) $Q \subset \mathbb{R}^{n}$, all $x \in Q, h \in \mathbb{R}^{n}$ and all $f \in L^{p(\cdot)}\left(\mathbb{R}^{n}\right)+$ $L^{\infty}\left(\mathbb{R}^{n}\right)$ with $\|f\|_{p(\cdot)} \leq 1$, where $B=\min \left(1,|Q|^{\frac{m}{\theta}}\right)$ and $c>0$ is independent of $h, k$ and $x$.

Proof Our estimate use partially some decomposition techniques already used in [5, Theorem 4.2.4]. Let $p \in \mathcal{P}^{\log _{( }}\left(\mathbb{R}^{n}\right)$ with $1 \leq p^{-} \leq p^{+}<\infty$ and $p_{Q+h}^{-}=\underset{z \in Q}{\operatorname{ess-inf}}$ $p(z+h)$. Define $q \in \mathcal{P}^{\log }\left(\mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n}\right)$ by $\frac{1}{q(x, y, h)}=\max \left(\frac{1}{p(x)}-\frac{1}{p(y+h)}, 0\right)$. Then

$$
\begin{aligned}
& \left(\frac{\gamma}{|Q|} \int_{Q}|f(y+h)| d y\right)^{p(x)} \\
\leq & \frac{M}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y+\frac{1}{|Q|} \int_{Q} \gamma^{q(x, y, h)} d y
\end{aligned}
$$

for every cube $Q \subset \mathbb{R}^{n}$, all $x \in Q, h \in \mathbb{R}^{n}$ and all $f \in L^{p(\cdot)}\left(\mathbb{R}^{n}\right)$ with $\|f\|_{p(\cdot)} \leq 1$. Indeed, we split $f(y+h)$ into three parts

$$
\begin{aligned}
& f_{1}(y+h)=f(y+h) \chi_{\{y:|f(y+h)|>1\}}(y), \\
& f_{2}(y+h)=f(y+h) \chi_{\{y:|f(y+h)| \leq 1, p(y+h) \leq p(x)\}}(y), \\
& f_{3}(y+h)=f(y+h) \chi_{\{y:|f(y+h)| \leq 1, p(y+h)>p(x)\}}(y) .
\end{aligned}
$$

By convexity of $t \mapsto t^{p}$,

$$
\begin{aligned}
\left(\frac{\gamma}{|Q|} \int_{Q}|f(y+h)| d y\right)^{p(x)} & \leq 3^{p^{+}-1} \sum_{i=1}^{3}\left(\frac{\gamma}{|Q|} \int_{Q}\left|f_{i}(y+h)\right| d y\right)^{p(x)} \\
& =3^{p^{+}-1}\left(I_{1}+I_{2}+I_{3}\right)
\end{aligned}
$$

Estimation of $I_{1}$ We divide the estimation in three cases.
Case 1. $p(x) \leq p_{Q+h}^{-}$By Jensen's inequality,

$$
I_{1} \leq \gamma^{p(x)} \frac{1}{|Q|} \int_{Q}\left|f_{1}(y+h)\right|^{p(x)} d y=I
$$

Since $\left|\tau_{h} f_{1}(y)\right|>1$, we have $\left.\left.\left|\tau_{h} f_{1}(y)\right|^{p(x)} \leq \mid \tau_{h} f_{1}(y)\right)^{p_{Q+h}^{-}} \leq \mid \tau_{h} f_{1}(y)\right)\left.\right|^{p(y+h)}$ and thus

$$
I \leq \frac{1}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y
$$

Observe that if $\|f\|_{\infty} \leq 1$, then $f_{1}(y+h)=0$ and $I=0$.

Case 2. $p(x)>p_{Q+h}^{-} \geq p_{Q}^{-}$Again Jensen's inequality implies that

$$
\begin{aligned}
I_{1} & \leq\left(\frac{\gamma}{|Q|} \int_{Q}\left|f_{1}(y+h)\right|^{p_{Q}^{-}} d y\right)^{\frac{p(x)}{p_{Q}^{\bar{Q}}}} \\
& \leq\left(\frac{\gamma}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y\right)^{\frac{p(x)}{p_{Q}}-1}\left(\frac{\gamma}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y\right) \\
& \leq c \frac{\gamma}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y,
\end{aligned}
$$

by the fact that $\int_{Q}|f(y+h)|^{p(y+h)} d y \leq 1$ and $\left(\frac{1}{|Q|}\right)^{\frac{p(x)}{p_{Q}}-1} \leq c$, which follows from $p \in \mathcal{P}^{\log _{( }}\left(\mathbb{R}^{n}\right)$, with $c>0$ independent of $x, h$ and $|Q|$.

Case 3. $p(x) \geq p_{Q}^{-}>p_{Q+h}^{-}$We have

$$
\begin{aligned}
I_{1} & \leq\left(\frac{\gamma}{|Q|} \int_{Q}\left|f_{1}(y+h)\right|^{p_{Q}^{-}+h} d y\right)^{\frac{p(x)}{p_{Q}+h}} \\
& \leq\left(\frac{\gamma}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y\right)\left(\frac{\gamma}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y\right)^{\frac{p(x)}{p_{Q}+h}-1} \\
& \leq \frac{1}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y\left(\frac{1}{|Q|}\right)^{\frac{p(x)}{p_{Q}+h}-1} .
\end{aligned}
$$

If $|Q| \geq 1$, then the second term is bounded by 1 . Now we suppose that $|Q|<1$. We use the local log-Hölder condition:

$$
\left(\frac{1}{|Q|}\right)^{\frac{p(x)}{p_{Q}^{\bar{Q}}-h}-1}=\left(\frac{1}{|Q|}\right)^{\frac{p(x)-p_{Q}^{-}}{p_{Q}^{\bar{Q}}}}\left(\frac{1}{|Q|}\right)^{\frac{p_{Q}^{\bar{Q}-p_{Q}^{-}}}{p_{Q}^{\bar{Q}} \overline{ }}} \leq c\left(\frac{1}{|Q|}\right)^{\frac{p_{Q}^{\bar{Q}}-p_{Q}^{-}}{p_{Q}^{-}}} .
$$

Let $p\left(x_{0}\right)=p_{Q}^{-}$and $p\left(y_{0}+h\right)=p_{Q+h}^{-}$with $x_{0}, y_{0} \in Q$. Since $p \in \mathcal{P}^{\log }\left(\mathbb{R}^{n}\right)$, we have

$$
\begin{aligned}
\left(\frac{1}{|Q|}\right)^{\frac{p_{Q}^{-}-p_{Q}^{-}+h}{p_{Q}^{-}+h}} & =\left(\frac{1}{|Q|}\right)^{\frac{p\left(x_{0}\right)-p\left(y_{0}\right)}{p_{Q}^{-}+h}}\left(\frac{1}{|Q|}\right)^{\frac{p\left(y_{0}\right)-p\left(y_{0}+h\right)}{p_{Q}^{-}+h}} \\
& \leq c\left(\frac{1}{|Q|}\right)^{\frac{p\left(y_{0}\right)-p\left(y_{0}+h\right)}{p_{Q}^{-}+h}}
\end{aligned}
$$

We see that

$$
\left|p\left(y_{0}\right)-p\left(y_{0}+h\right)\right| \leq \sum_{i=0}^{N-1}\left|p\left(y_{0}+\frac{i}{N} h\right)-p\left(y_{0}+\frac{i+1}{N} h\right)\right|
$$

where

$$
N:=\left\{\begin{array}{cc}
{\left[\frac{|h|^{k}}{|Q|^{k}}\right]+1,} & |h|>|Q| \\
1, & \text { otherwise } .
\end{array}\right.
$$

Therefore,
where $c>0$ independent of $y_{0}, h, N$ and $|Q|$, since

$$
\left|p\left(y_{0}+\frac{i}{N} h\right)-p\left(y_{0}+\frac{i+1}{N} h\right)\right| \leq \frac{c_{\log }(1 / p)}{\log \left(e+\frac{N}{|h|}\right)} \leq \frac{c_{\log }(1 / p)}{\log \left(e+\frac{1}{|Q|}\right)}
$$

if $|h|>|Q|$.
Estimation of $I_{2}$ By Jensen's inequality,

$$
I_{2} \leq \gamma^{p(x)} \frac{1}{|Q|} \int_{Q}\left|f_{2}(y+h)\right|^{p(x)} d y=J .
$$

Since $\left|f_{2}(y+h)\right| \leq 1$ we have $\left|f_{2}(y+h)\right|^{p(x)} \leq\left|f_{2}(y+h)\right|^{p(y+h)}$ and thus

$$
J \leq \frac{1}{|Q|} \int_{Q}|f(y+h)|^{p(y+h)} d y
$$

Estimation of $I_{3}$ Again by Jensen's inequality,

$$
\begin{aligned}
& \left(\frac{\gamma}{|Q|} \int_{Q}\left|f_{3}(y+h)\right| d y\right)^{p(x)} \\
\leq & \frac{1}{|Q|} \int_{Q}(|\gamma f(y+h)|)^{p(x)} \chi_{\{|f(y+h)| \leq 1, p(y+h)>p(x)\}}(y) d y .
\end{aligned}
$$

Now, Young's inequality give that the last term is bounded by

$$
\frac{1}{|Q|} \int_{Q}\left(|f(y+h)|^{p(y+h)}+\gamma^{q(x, y, h)}\right) d y .
$$

Observe that

$$
\frac{1}{q(x, y, h)}=\max \left(\frac{1}{p(x)}-\frac{1}{p(y+h)}, 0\right) \leq \frac{1}{s(x)}+\frac{1}{s(y+h)}
$$

where $\frac{1}{s(\cdot)}=\left|\frac{1}{p(\cdot)}-\frac{1}{p_{\infty}}\right|$. We have

$$
\gamma^{q(x, y, h)}=\gamma^{q(x, y, h) / 2} \gamma^{q(x, y, h) / 2} \leq \gamma^{q(x, y, h) / 2}\left(\gamma^{s(x) / 4}+\gamma^{s(y+h) / 4}\right) .
$$

We suppose that $|Q|<1$. Then

$$
\begin{aligned}
\frac{1}{q(x, y, h)} & \leq\left|\frac{1}{p(x)}-\frac{1}{p(y)}\right|+\left|\frac{1}{p(y)}-\frac{1}{p(y+h)}\right| \\
& \leq \frac{c_{\log (1 / p)}}{-\log |Q|}+\sum_{i=0}^{N-1}\left|\frac{1}{p\left(y+\frac{i}{N} h\right)}-\frac{1}{p\left(y+\frac{i+1}{N} h\right)}\right|
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\frac{1}{q(x, y, h)} & \leq \frac{c_{\log }(1 / p)}{-\log |Q|}+\sum_{i=0}^{N-1} \frac{c_{\log }(1 / p)}{\log \left(e+\frac{N}{|h|}\right)} \leq \frac{c_{\log }(1 / p)}{-\log |Q|}(1+N) \\
& \leq \frac{c_{\log }(1 / p)}{-\log |Q|}\left(2+\frac{|h|^{k}}{|Q|^{k}}\right)
\end{aligned}
$$

Hence, $\gamma^{q(x, y, h) / 2}=\gamma^{\frac{q(x, y, h)}{4}} \gamma^{\frac{q(x, y, h)}{4}} \leq|Q|^{\frac{m}{2+\frac{\mid h k^{k}}{|Q|^{k}}}} \gamma^{\frac{q(x, y, h)}{4}}$. If $|Q| \geq 1$, then we use $\gamma^{q(x, y, h) / 2} \leq 1$ which follow from $\gamma<1$. Now by [5, Proposition 4.1.8], we obtain the desired inequality. The proof is complete.

## 3 The Proof of the Main Result

In section we prove our result. Let $p \in \mathcal{P}^{\log }\left(\mathbb{R}^{n}\right)$ and define the translation operator by $\left(\tau_{h} f\right)(\cdot):=f(\cdot+h)$. We recall that the Hardy-Littlewood maximal operator $\mathcal{M}$ is defined on $L_{\text {loc }}^{1}$ by

$$
\mathcal{M} f(x):=\sup _{r>0} \frac{1}{|B(x, r)|} \int_{B(x, r)}|f(y)| d y, \quad x \in \mathbb{R}^{n} .
$$

Let

$$
M_{B(x, r)} f:=\frac{1}{|B(x, r)|} \int_{B(x, r)}|f(y)| d y, \quad r>0, x \in \mathbb{R}^{n} .
$$

Proof of Theorem 1.1 Obviously, we assume that $\|f\|_{p(\cdot)} \neq 0$. Since $L^{p(\cdot)}\left(\mathbb{R}^{n}\right) \subset$ $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, Lemma 2.1 yields $|f| \leq \eta_{v, N} *|f|$, for any $N>n, v \in \mathbb{N}_{0}$. We write

$$
\eta_{v, N} *|f|(x+h)=\int_{\mathbb{R}^{n}} \eta_{v, N}(x-y)|f(y+h)| d y
$$

We split the integral into two parts, one integral over the set $B\left(x, 2^{-v}\right)$ and one over its complement. The first part is bounded by $M_{B\left(x, 2^{-v}\right)}\left(\tau_{h} f\right)(x)$, and the second one is majorized by $c \sum_{i=0}^{\infty} 2^{(n-N) i} M_{B\left(x, 2^{1-v+i}\right)}\left(\tau_{h} f\right)(x)$. Consequently, where $N>n$,

$$
\left\|\tau_{h} f\right\|_{p(\cdot)} \leq c \sum_{i=0}^{\infty} 2^{(n-N) i}\left\|M_{B\left(\cdot, 2^{1-v+i}\right)}\left(\tau_{h} f\right)\right\|_{p(\cdot)}
$$

We will prove that

$$
\left\|\gamma \delta M_{B\left(\cdot, 2^{1-v+i}\right)}\left(\frac{\tau_{h} f}{\|f\|_{p(\cdot)}}\right)\right\|_{p(\cdot)} \leq c, \quad i, v \in \mathbb{N}_{0}
$$

with $c>0$ independent of $i, v$ and $h, \gamma=\exp \left(-4 m c_{\log }(1 / p)\right)$ and $\delta=\exp (-$ $\left.\left(2+2^{v n k}|h|^{k}\right) c_{\log }(1 / p)\right)$. Taking into account Theorem 2.2 we have, for any $i \in$ $\mathbb{N}_{0}, m>0$,

$$
\begin{equation*}
\left(\gamma \delta 2^{(v-i-1) n} \int_{B\left(x, 2^{1-v+i}\right)} \frac{\left|\tau_{h} f(y)\right|}{\|f\|_{p(\cdot)}} d y\right)^{p(x) / p^{-}} \tag{3.1}
\end{equation*}
$$

we majorized it by, after a simple change of variable,

$$
\begin{aligned}
& c M_{B\left(x+h, 2^{1-v+i}\right)}\left(|g|^{p(\cdot) / p^{-}}\right)+c(e+|x|)^{-m} \\
& +c M_{B\left(x+h, 2^{1-v+i}\right)}\left((e+|\cdot|)^{-m}\right),
\end{aligned}
$$

with $g=\frac{f}{\|f\|_{p(\cdot)}}$. Therefore the expression (3.1) is bounded by

$$
\begin{equation*}
c \mathcal{M}\left(|g|^{p(\cdot) / p^{-}}\right)(x+h)+c(e+|x|)^{-m}+c \mathcal{M}\left(e+|\cdot|^{-m}\right)(x+h) \tag{3.2}
\end{equation*}
$$

Obviously,

$$
\begin{aligned}
& \varrho_{p(\cdot)}\left(\gamma \delta M_{B\left(\cdot, 2^{1-v+i}\right)}\left(\frac{\tau_{h} f}{\|f\|_{p(\cdot)}}\right)\right) \\
= & 3^{p^{-}} \varrho_{p^{-}}\left(\frac{1}{3}\left(\gamma \delta M_{B\left(\cdot, 2^{1-v+i}\right)}\left(\frac{\tau_{h} f}{\|f\|_{p(\cdot)}}\right)\right)^{p(\cdot) / p^{-}}\right)
\end{aligned}
$$

In view of (3.2), the last term can be estimated by

$$
c\left\|\mathcal{M}\left(|g|^{p(\cdot) / p^{-}}\right)(\cdot+h)\right\|_{p^{-}}^{p^{-}}+c\left\|(e+|\cdot|)^{-m}\right\|_{p^{-}}^{p^{-}}+c\left\|\mathcal{M}\left((e+|\cdot|)^{-m}\right)(\cdot+h)\right\|_{p^{-}}^{p^{-}} .
$$

First we see that $(e+|\cdot|)^{-m} \in L^{p^{-}}\left(\mathbb{R}^{n}\right)$ for $m>\frac{n}{p^{-}}$. Secondly the classical result on the continuity of $\mathcal{M}$ on $L^{p^{-}}\left(\mathbb{R}^{n}\right)$ implies that

$$
\begin{aligned}
\left\|\mathcal{M}\left(|g|^{p(\cdot) / p^{-}}\right)(\cdot+h)\right\|_{p^{-}}^{p^{-}} & =\left\|\mathcal{M}\left(|g|^{p(\cdot) / p^{-}}\right)\right\|_{p^{-}}^{p^{-}} \leq c\left\||g|^{p(\cdot) / p^{-}}\right\|_{p^{-}}^{p^{-}} \\
& =c \varrho_{p(\cdot)}(g) \leq c,
\end{aligned}
$$

and

$$
\left\|\mathcal{M}\left((e+|\cdot|)^{-m}\right)(\cdot+h)\right\|_{p^{-}}^{p^{-}}=\left\|\mathcal{M}(e+|\cdot|)^{-m}\right\|_{p^{-}}^{p^{-}} \leq c\left\|(e+|\cdot|)^{-m}\right\|_{p^{-}}^{p^{-}} \leq c
$$

since $m>\frac{n}{p^{-}}$(with $c>0$ independent of $h$ ). Hence

$$
\varrho_{p(\cdot)}\left(\gamma \delta M_{B\left(\cdot, 2^{1-v+i}\right)}\left(\frac{\tau_{h} f}{\|f\|_{p(\cdot)}}\right)\right) \leq C,
$$

where $C>0$ independent of $i$ and $v$. Consequently,

$$
\left\|\tau_{h} f\right\|_{p(\cdot)} \leq c \exp \left(\left(2+2^{v n k}|h|^{k}\right) c_{\log }(1 / p)\right)\|f\|_{p(\cdot)}
$$

The proof is complete.
Remark 3.1 Using Lemma 2.1 we can extend Theorem 1.1 to the case where $p \in$ $\mathcal{P}_{0}^{\log }\left(\mathbb{R}^{n}\right)$ with $0<p^{-} \leq p^{+}<\infty$.
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#### Abstract

We study Fourier convolution operators $W^{0}(a)$ with symbols equivalent to zero at infinity on a separable Banach function space $X(\mathbb{R})$ such that the HardyLittlewood maximal operator is bounded on $X(\mathbb{R})$ and on its associate space $X^{\prime}(\mathbb{R})$. We show that the limit operators of $W^{0}(a)$ are all equal to zero.
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## 1 Introduction

The set of all Lebesgue measurable complex-valued functions on $\mathbb{R}$ is denoted by $\mathfrak{M}(\mathbb{R})$. Let $\mathfrak{M}^{+}(\mathbb{R})$ be the subset of functions in $\mathfrak{M}(\mathbb{R})$ whose values lie in $[0, \infty]$. The Lebesgue measure of a measurable set $E \subset \mathbb{R}$ is denoted by $|E|$ and its characteristic function is denoted by $\chi_{E}$. Following [1, Chap. 1, Definition 1.1], a mapping $\rho: \mathfrak{M}^{+}(\mathbb{R}) \rightarrow[0, \infty]$ is called a Banach function norm if, for all functions

[^34]$f, g, f_{n}(n \in \mathbb{N})$ in $\mathfrak{M}^{+}(\mathbb{R})$, for all constants $a \geq 0$, and for all measurable subsets $E$ of $\mathbb{R}$, the following properties hold:
(A1) $\rho(f)=0 \Leftrightarrow f=0$ a.e., $\quad \rho(a f)=a \rho(f), \quad \rho(f+g) \leq \rho(f)+\rho(g)$,
(A2) $0 \leq g \leq f$ a.e. $\Rightarrow \rho(g) \leq \rho(f) \quad$ (the lattice property),
(A3) $0 \leq f_{n} \uparrow f$ a.e. $\Rightarrow \rho\left(f_{n}\right) \uparrow \rho(f)$ (the Fatou property),
(A4) $|E|<\infty \Rightarrow \rho\left(\chi_{E}\right)<\infty$,
(A5) $|E|<\infty \Rightarrow \int_{E} f(x) d x \leq C_{E} \rho(f)$
with $C_{E} \in(0, \infty)$ which may depend on $E$ and $\rho$ but is independent of $f$. When functions differing only on a set of measure zero are identified, the set $X(\mathbb{R})$ of all functions $f \in \mathfrak{M}(\mathbb{R})$ for which $\rho(|f|)<\infty$ is called a Banach function space. For each $f \in X(\mathbb{R})$, the norm of $f$ is defined by $\|f\|_{X(\mathbb{R})}:=\rho(|f|)$. Under the natural linear space operations and under this norm, the set $X(\mathbb{R})$ becomes a Banach space (see [1, Chap. 1, Theorems 1.4 and 1.6]). If $\rho$ is a Banach function norm, its associate norm $\rho^{\prime}$ is defined on $\mathfrak{M}^{+}(\mathbb{R})$ by
$$
\rho^{\prime}(g):=\sup \left\{\int_{\mathbb{R}} f(x) g(x) d x: f \in \mathfrak{M}^{+}(\mathbb{R}), \rho(f) \leq 1\right\}, \quad g \in \mathfrak{M}^{+}(\mathbb{R})
$$

It is a Banach function norm itself [1, Chap. 1, Theorem 2.2]. The Banach function space $X^{\prime}(\mathbb{R})$ determined by the Banach function norm $\rho^{\prime}$ is called the associate space (Köthe dual) of $X(\mathbb{R})$. The associate space $X^{\prime}(\mathbb{R})$ is naturally identified with a subspace of the (Banach) dual space $[X(\mathbb{R})]^{*}$.

Let $\mathcal{F}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ denote the Fourier transform

$$
(\mathcal{F} f)(x):=\widehat{f}(x):=\int_{\mathbb{R}} f(t) e^{i t x} d t, \quad x \in \mathbb{R}
$$

and let $\mathcal{F}^{-1}: L^{2}(\mathbb{R}) \rightarrow L^{2}(\mathbb{R})$ be the inverse of $\mathcal{F}$. It is well known that the Fourier convolution operator

$$
W^{0}(a):=\mathcal{F}^{-1} a \mathcal{F}
$$

is bounded on the space $L^{2}(\mathbb{R})$ for every $a \in L^{\infty}(\mathbb{R})$. Let $X(\mathbb{R})$ be a separable Banach function space. Then by Karlovich and Spitkovsky [9, Lemma 2.12(a)], $L^{2}(\mathbb{R}) \cap X(\mathbb{R})$ is dense in $X(\mathbb{R})$. A function $a \in L^{\infty}(\mathbb{R})$ is called a Fourier multiplier on $X(\mathbb{R})$ if the convolution operator $W^{0}(a)$ maps $L^{2}(\mathbb{R}) \cap X(\mathbb{R})$ into $X(\mathbb{R})$ and extends to a bounded linear operator on $X(\mathbb{R})$. The function $a$ is called the symbol of the Fourier convolution operator $W^{0}(a)$. The set $\mathcal{M}_{X(\mathbb{R})}$ of all Fourier multipliers
on $X(\mathbb{R})$ is a unital normed algebra under pointwise operations and the norm

$$
\|a\|_{\left.\mathcal{M}_{X(\mathbb{R}}\right)}:=\left\|W^{0}(a)\right\|_{\mathcal{B}(X(\mathbb{R}))}
$$

where $\mathcal{B}(X(\mathbb{R}))$ denotes the Banach algebra of all bounded linear operators on the space $X(\mathbb{R})$.

Recall that the (non-centered) Hardy-Littlewood maximal operator $M$ of a function $f \in L_{\text {loc }}^{1}(\mathbb{R})$ is defined by

$$
(M f)(x):=\sup _{J \ni x} \frac{1}{|J|} \int_{J}|f(y)| d y
$$

where the supremum is taken over all finite intervals $J \subset \mathbb{R}$ containing $x$.
Let $V(\mathbb{R})$ be the Banach algebra of all functions $a: \mathbb{R} \rightarrow \mathbb{C}$ with finite total variation

$$
V(a):=\sup \sum_{i=1}^{n}\left|a\left(t_{i}\right)-a\left(t_{i-1}\right)\right|,
$$

where the supremum is taken over all partitions $-\infty<t_{0}<\cdots<t_{n}<+\infty$ of the real line $\mathbb{R}$ and the norm in $V(\mathbb{R})$ is given by $\|a\|_{V}:=\|a\|_{L^{\infty}(\mathbb{R})}+V(a)$.

Theorem 1.1 Let $X(\mathbb{R})$ be a separable Banach function space such that the HardyLittlewood maximal operator $M$ is bounded on $X(\mathbb{R})$ and on its associate space $X^{\prime}(\mathbb{R})$. If $a \in V(\mathbb{R})$, then the convolution operator $W^{0}(a)$ is bounded on the space $X(\mathbb{R})$ and

$$
\begin{equation*}
\left\|W^{0}(a)\right\|_{\mathcal{B}(X(\mathbb{R}))} \leq c_{X}\|a\|_{V} \tag{1}
\end{equation*}
$$

where $c_{X}$ is a positive constant depending only on $X(\mathbb{R})$.
This result follows from [5, Theorem 4.3]. Inequality (1) is usually called the Stechkin type inequality (see also [6, inequality (2.4)]).

Following [3, p. 140], two Fourier multipliers $c, d \in \mathcal{M}_{X(\mathbb{R})}$ are called equivalent at infinity if

$$
\lim _{N \rightarrow \infty}\left\|\chi_{\mathbb{R} \backslash[-N, N]}(c-d)\right\|_{\mathcal{M}_{X(\mathbb{R})}}=0
$$

In the latter case we will write $c \stackrel{\mathcal{M}_{X(\mathbb{R})}}{\sim} d$.
The aim of this paper is to start the study of Fourier convolution operators with symbols equivalent at infinity to well behaved symbols by the method of limit operators in the context of Banach function spaces. We refer to [10] for a general theory of limit operators and to [6-8] for its applications to the study of Fourier convolution operators with piecewise slowly oscillating symbols on

Lebesgue spaces with Muckenhoupt weights, constituting a remarkable example of Banach function spaces.

For a sequence of operators $\left\{A_{n}\right\}_{n \in \mathbb{N}} \subset \mathcal{B}(X(\mathbb{R}))$, let $\operatorname{s}_{n \rightarrow \infty} A_{n}$ denote the strong limit of the sequence, if it exists. For $\lambda, x \in \mathbb{R}$, consider the function $e_{\lambda}(x):=e^{i \lambda x}$. Let $T \in \mathcal{B}(X(\mathbb{R}))$ and $h=\left\{h_{n}\right\}_{n \in \mathbb{N}} \subset(0, \infty)$ be a sequence satisfying $h_{n} \rightarrow+\infty$ as $n \rightarrow \infty$. The strong limit

$$
T_{h}:=\underset{n \rightarrow \infty}{\mathrm{~s}-\lim _{n \rightarrow \infty}} e_{h_{n}} T e_{h_{n}}^{-1} I
$$

is called the limit operator of $T$ related to the sequence $h=\left\{h_{n}\right\}_{n \in \mathbb{N}}$, if it exists.
Theorem 1.2 (Main Result) Let $X(\mathbb{R})$ be a separable Banach function space such that the Hardy-Littlewood maximal operator $M$ is bounded on the space $X(\mathbb{R})$ and on its associate space $X^{\prime}(\mathbb{R})$. If $a \in \mathcal{M}_{X(\mathbb{R})}$ is such that $a \stackrel{\mathcal{M}_{X(\mathbb{R})}}{\sim} 0$, then for every sequence $h=\left\{h_{n}\right\}_{n \in \mathbb{N}} \subset(0, \infty)$, satisfying $h_{n} \rightarrow+\infty$ as $n \rightarrow \infty$, the limit operator of $W^{0}(a)$ related to the sequence $h$ is the zero operator.

As usual, let $C_{0}^{\infty}(\mathbb{R})$ denote the set of all infinitely differentiable functions with compact support and let $\mathcal{S}(\mathbb{R})$ be the Schwartz space of rapidly decreasing smooth functions. Finally, denote by $\mathcal{S}_{0}(\mathbb{R})$ the set of all functions $f \in \mathcal{S}(\mathbb{R})$ such that their Fourier transforms $\mathcal{F} f$ have compact supports.

The paper is organized as follows. In Sect. 2, we discuss approximation by mollifiers in separable Banach function spaces such that $M$ is bounded on $X(\mathbb{R})$. In Sect. 3, we show that under the assumptions of the previous section, the set $\mathcal{S}_{0}(\mathbb{R})$ is dense in the space $X(\mathbb{R})$. Finally, in Sect. 4, we prove Theorem 1.2, essentially using the density of $\mathcal{S}_{0}(\mathbb{R})$ in the space $X(\mathbb{R})$.

## 2 Mollification in Separable Banach Function Spaces

The following auxiliary statement might be of independent interest.
Theorem 2.1 Let $\varphi \in L^{1}(\mathbb{R})$ satisfy $\int_{\mathbb{R}} \varphi(x) d x=1$ and

$$
\begin{equation*}
\varphi_{\delta}(x):=\delta^{-1} \varphi(x / \delta), \quad x \in \mathbb{R}, \quad \delta>0 \tag{2}
\end{equation*}
$$

Suppose that the radial majorant of $\varphi$ given by $\Phi(x):=\sup _{|y| \geq|x|}|\varphi(y)|$ belongs to $L^{1}(\mathbb{R})$. If $X(\mathbb{R})$ is a Banach function space such that the Hardy-Littlewood maximal operator $M$ is bounded on the space $X(\mathbb{R})$, then for all $f \in X(\mathbb{R})$,

$$
\begin{equation*}
\sup _{\delta>0}\left\|f * \varphi_{\delta}\right\|_{X(\mathbb{R})} \leq L\|f\|_{X(\mathbb{R})} \tag{3}
\end{equation*}
$$

where $L:=\|\Phi\|_{L^{1}(\mathbb{R})}\|M\|_{\mathcal{B}(X(\mathbb{R}))}$ and $\|M\|_{\mathcal{B}(X(\mathbb{R}))}$ denotes the norm of the sublinear operator $M$ on the space $X(\mathbb{R})$. If, in addition, the space $X(\mathbb{R})$ is separable, then for all $f \in X(\mathbb{R})$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}}\left\|f * \varphi_{\delta}-f\right\|_{X(\mathbb{R})}=0 \tag{4}
\end{equation*}
$$

Proof The idea of the proof is borrowed from [11, Theorem 2.4]. By the proof of [2, Lemma 5.7], for every $f \in L_{\mathrm{loc}}^{1}(\mathbb{R})$,

$$
\begin{equation*}
\sup _{\delta>0}\left|\left(f * \varphi_{\delta}\right)(x)\right| \leq\|\Phi\|_{L^{1}(\mathbb{R})}(M f)(x), \quad x \in \mathbb{R} . \tag{5}
\end{equation*}
$$

Inequality (3) follows from inequality (5), the boundedness of the Hardy-Littlewood maximal operator $M$ on the space $X(\mathbb{R})$ and Axiom (A2).

Now assume that the space $X(\mathbb{R})$ is separable. Then by Karlovich and Spitkovsky [9, Lemma 2.12(a)], the set $C_{0}^{\infty}(\mathbb{R})$ is dense in the space $X(\mathbb{R})$. Take $f \in X(\mathbb{R})$ and fix $\varepsilon>0$. Then there exists $g \in C_{0}^{\infty}(\mathbb{R})$ such that

$$
\begin{equation*}
\|f-g\|_{X(\mathbb{R})}<\frac{\varepsilon}{2(L+1)} \tag{6}
\end{equation*}
$$

Hence for all $\delta>0$,

$$
\begin{equation*}
\left\|f * \varphi_{\delta}-f\right\|_{X(\mathbb{R})} \leq\left\|(f-g) * \varphi_{\delta}-(f-g)\right\|_{X(\mathbb{R})}+\left\|g * \varphi_{\delta}-g\right\|_{X(\mathbb{R})} . \tag{7}
\end{equation*}
$$

Taking into account inequalities (3) and (6), we obtain for all $\delta>0$,

$$
\begin{align*}
\left\|(f-g) * \varphi_{\delta}-(f-g)\right\|_{X(\mathbb{R})} & \leq\left\|(f-g) * \varphi_{\delta}\right\|_{X(\mathbb{R})}+\|f-g\|_{X(\mathbb{R})} \\
& \leq(L+1)\|f-g\|_{X(\mathbb{R})}<\varepsilon / 2 \tag{8}
\end{align*}
$$

Let $\left\{\delta_{n}\right\}$ be an arbitrary sequence of positive numbers such that $\delta_{n} \rightarrow 0$ as $n \rightarrow \infty$. Since $g \in C_{0}^{\infty}(\mathbb{R})$, it follows from [13, Chap. III, Theorem 2(b)] that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(g * \varphi_{\delta_{n}}\right)(x)=g(x) \quad \text { for a.e. } \quad x \in \mathbb{R} \tag{9}
\end{equation*}
$$

In view of (5), we have for all $n \in \mathbb{N}$,

$$
\begin{equation*}
\left|\left(g * \varphi_{\delta_{n}}\right)(x)\right| \leq\|\Phi\|_{L^{1}(\mathbb{R})}(M g)(x), \quad x \in \mathbb{R} . \tag{10}
\end{equation*}
$$

Since $g \in C_{0}^{\infty}(\mathbb{R}) \subset X(\mathbb{R})$ and the Hardy-Littlewood maximal operator $M$ is bounded on the space $X(\mathbb{R})$, we see that $M g \in X(\mathbb{R})$. Then $M g$ has absolutely continuous norm because the Banach function space $X(\mathbb{R})$ is separable (see [1, Chap. 1, Definition 3.1 and Corollary 5.6]). It follows from (9)-(10) and the
dominated convergence theorem for Banach function spaces (see [1, Chap. 1, Proposition 3.6]) that

$$
\lim _{n \rightarrow \infty}\left\|g * \varphi_{\delta_{n}}-g\right\|_{X(\mathbb{R})}=0
$$

Since the sequence $\left\{\delta_{n}\right\}$ is arbitrary, this means that one can find $\delta_{0}>0$ such that for all $\delta \in\left(0, \delta_{0}\right)$,

$$
\begin{equation*}
\left\|g * \varphi_{\delta}-g\right\|_{X(\mathbb{R})}<\varepsilon / 2 . \tag{11}
\end{equation*}
$$

Combining (7), (8), and (11), we see that for all $\delta \in\left(0, \delta_{0}\right)$ one has

$$
\left\|f * \varphi_{\delta}-f\right\|_{X(\mathbb{R})}<\varepsilon
$$

which immediately implies (4).

## 3 Density of the Set $\mathcal{S}_{\mathbf{0}}(\mathbb{R})$

Lemma 3.1 Let $X(\mathbb{R})$ be a Banach function space such that the Hardy-Littlewood maximal operator $M$ is bounded on $X(\mathbb{R})$. Then $\mathcal{S}(\mathbb{R}) \subset X(\mathbb{R})$.

Proof Suppose that $f \in \mathcal{S}(\mathbb{R})$. Then, in particular,

$$
\rho_{0}(f):=\sup _{x \in \mathbb{R}}|f(x)|<\infty, \quad \rho_{1}(f):=\sup _{x \in \mathbb{R}}|x f(x)|<\infty .
$$

By Grafakos [4, Example 2.1.4],

$$
\begin{equation*}
\frac{\chi_{\mathbb{R} \backslash[-1,1]}(x)}{|x|} \leq \chi_{\mathbb{R} \backslash[-1,1]}(x)\left(M \chi_{[-1,1]}\right)(x) \tag{12}
\end{equation*}
$$

Since the function $\chi_{[-1,1]}$ belongs to $X(\mathbb{R})$ by Axiom (A4) and since the operator $M$ is bounded on the space $X(\mathbb{R})$, we have $M \chi_{[-1,1]} \in X(\mathbb{R})$. Let $\psi(x)=|x|$. Then in view of (12) and Axiom (A2), we obtain

$$
\begin{aligned}
\|f\|_{X(\mathbb{R})} & \leq\left\|\chi_{[-1,1]} f\right\|_{X(\mathbb{R})}+\left\|\chi_{\mathbb{R} \backslash[-1,1]} \psi f M \chi_{[-1,1]}\right\|_{X(\mathbb{R})} \\
& \leq \rho_{0}(f)\left\|\chi_{[-1,1]}\right\|_{X(\mathbb{R})}+\rho_{1}(f)\left\|M \chi_{[-1,1]}\right\|_{X(\mathbb{R})}
\end{aligned}
$$

Thus, $f \in X(\mathbb{R})$.

Theorem 3.2 Let $X(\mathbb{R})$ be a separable Banach function space such that the HardyLittlewood maximal operator $M$ is bounded on $X(\mathbb{R})$. Then the set $\mathcal{S}_{0}(\mathbb{R})$ is dense in the space $X(\mathbb{R})$.
Proof Let $f \in X(\mathbb{R})$. Fix $\varepsilon>0$. By Karlovich and Spitkovsky [9, Lemma 2.12(a)], there exists a function $g \in C_{0}^{\infty}(\mathbb{R})$ such that

$$
\begin{equation*}
\|f-g\|_{X(\mathbb{R})}<\varepsilon / 2 \tag{13}
\end{equation*}
$$

Let

$$
\varrho(x):=\left\{\begin{array}{ll}
e^{1 /\left(x^{2}-1\right)} & \text { if }|x|<1, \\
0 & \text { if }|x| \geq 1,
\end{array} \quad \varphi(x):=\frac{\left(\mathcal{F}^{-1} \varrho\right)(x)}{\int_{\mathbb{R}}\left(\mathcal{F}^{-1} \varrho\right)(y) d y}, \quad x \in \mathbb{R} .\right.
$$

As $\varrho \in C_{0}^{\infty}(\mathbb{R}) \subset \mathcal{S}(\mathbb{R})$, it follows immediately from [4, Corollary 2.2.15] that $\varphi \in \mathcal{S}_{0}(\mathbb{R})$. For all $\delta>0$, we define the family of functions $\varphi_{\delta}$ by (2). Since $g \in C_{0}^{\infty}(\mathbb{R})$ and $\varphi_{\delta} \in \mathcal{S}(\mathbb{R})$, we infer from [4, Proposition 2.2.11(12)] that

$$
\left[\mathcal{F}\left(g * \varphi_{\delta}\right)\right](x)=(\mathcal{F} g)(x)\left(\mathcal{F} \varphi_{\delta}\right)(x)=(\mathcal{F} g)(x)(\mathcal{F} \varphi)(\delta x), \quad x \in \mathbb{R}
$$

As $\mathcal{F} \varphi$ has compact support, we conclude that $\mathcal{F}\left(g * \varphi_{\delta}\right)$ also has compact support. Thus $g * \varphi_{\delta} \in \mathcal{S}_{0}(\mathbb{R})$ for every $\delta>0$. By Lemma 3.1, $g * \varphi_{\delta} \in X(\mathbb{R})$.

By the definition of the Schwartz class $\mathcal{S}(\mathbb{R})$, there are constants $C_{n}>0$ such that

$$
|\varphi(x)| \leq C_{n}(1+|x|)^{-n}, \quad x \in \mathbb{R}, \quad n \in \mathbb{N} \cup\{0\}
$$

Then

$$
\Phi(x)=\sup _{|y| \geq|x|}|\varphi(y)| \leq C_{n} \sup _{|y| \geq|x|}(1+|y|)^{-n}=C_{n}(1+|x|)^{-n}
$$

for $x \in \mathbb{R}$ and $n \in \mathbb{N} \cup\{0\}$. This estimate implies that the radial majorant $\Phi$ of the function $\varphi$ is integrable.

Since $\Phi \in L^{1}(\mathbb{R})$, the space $X(\mathbb{R})$ is separable, and the Hardy-Littlewood maximal operator $M$ is bounded on $X(\mathbb{R})$, it follows from Theorem 2.1 that there is a $\delta>0$ such that

$$
\begin{equation*}
\left\|g * \varphi_{\delta}-g\right\|_{X(\mathbb{R})}<\varepsilon / 2 \tag{14}
\end{equation*}
$$

Combining (13) and (14), we see that for every $\varepsilon>0$ there is a $\delta>0$ such that $\left\|f-g * \varphi_{\delta}\right\|_{X(\mathbb{R})}<\varepsilon$. Since $g * \varphi_{\delta} \in \mathcal{S}_{0}(\mathbb{R})$, the proof is completed.

## 4 Proof of Theorem 1.2

Fix a sequence $\left\{h_{n}\right\}_{n \in \mathbb{N}} \subset(0, \infty)$ such that $h_{n} \rightarrow+\infty$ as $n \rightarrow \infty$. For every function $f \in \mathcal{S}_{0}(\mathbb{R})$ there exists a segment $K=\left[x_{1}, x_{2}\right] \subset \mathbb{R}$ such that supp $\mathcal{F} f \subset$ [ $x_{1}, x_{2}$ ]. Therefore

$$
\begin{align*}
e_{h_{n}} W^{0}(a) e_{h_{n}}^{-1} f & =W^{0}\left[a\left(\cdot+h_{n}\right)\right] f=\mathcal{F}^{-1}\left[a\left(\cdot+h_{n}\right) \chi_{K}\right] \mathcal{F} f \\
& =W^{0}\left(a \chi_{K+h_{n}}\right) f, \tag{15}
\end{align*}
$$

where $K+h_{n}=\left\{x+h_{n}: x \in K\right\}$.
Fix $\varepsilon>0$. Without loss of generality we may assume that $f \neq 0$. As $a \stackrel{\mathcal{M}_{X(\mathbb{R})}}{\sim} 0$, there exists $N>0$ such that

$$
\begin{equation*}
\left\|\chi_{\mathbb{R} \backslash[-N, N]} a\right\|_{\mathcal{M}_{X(\mathbb{R})}}<\frac{\varepsilon}{3 c_{X}\|f\|_{X(\mathbb{R})}} \tag{16}
\end{equation*}
$$

where $c_{X}>0$ is the constant from Stechkin's type inequality (1). Since $h_{n} \rightarrow+\infty$ as $n \rightarrow \infty$, we conclude that there exists $n_{0} \in \mathbb{N}$ such that for all $n>n_{0}$, one has $K+h_{n} \subset(N,+\infty) \subset \mathbb{R} \backslash[-N, N]$. Therefore, for $n>n_{0}$, we have

$$
\begin{equation*}
a \chi_{K+h_{n}}=\chi_{\mathbb{R} \backslash[-N, N]} a \chi_{K+h_{n}} \tag{17}
\end{equation*}
$$

By Theorem 1.1, for every $n>n_{0}$, we have

$$
\begin{equation*}
\left\|\chi_{K+h_{n}}\right\|_{\mathcal{M}_{X(\mathbb{R})}} \leq c_{X}\left\|\chi_{K+h_{n}}\right\|_{V}=3 c_{X} \tag{18}
\end{equation*}
$$

Combining (15)-(18), we see that for $n>n_{0}$,

$$
\begin{aligned}
\left\|e_{h_{n}} W^{0}(a) e_{h_{n}}^{-1} f\right\|_{X(\mathbb{R})} & \leq\left\|\chi_{R \backslash[-N, N]} a \chi_{K+h_{n}}\right\|_{\mathcal{M}_{X(\mathbb{R})}}\|f\|_{X(\mathbb{R})} \\
& \leq\left\|\chi_{R \backslash[-N, N]} a\right\|_{\mathcal{M}_{X(\mathbb{R})}}\left\|\chi_{K+h_{n}}\right\|_{\mathcal{M}_{X(\mathbb{R})}}\|f\|_{X(\mathbb{R})}<\varepsilon .
\end{aligned}
$$

Hence, for every $f \in \mathcal{S}_{0}(\mathbb{R})$,

$$
\lim _{n \rightarrow \infty}\left\|e_{h_{n}} W^{0}(a) e_{h_{n}}^{-1} f\right\|_{X(\mathbb{R})}=0
$$

Since $\mathcal{S}_{0}(\mathbb{R})$ is dense in $X(\mathbb{R})$ (see Theorem 3.2), the latter equality immediately implies that

$$
\underset{n \rightarrow \infty}{\mathrm{~s}-\lim _{\infty}} e_{h_{n}} W^{0}(a) e_{h_{n}}^{-1} I=0
$$

on the space $X(\mathbb{R})$ in view of [12, Lemma 1.4.1(ii)].
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#### Abstract

Some properties shared by almost periodic functions and almost automorphic functions are used to study spaces of smooth functions and distributions as well as algebras of generalized functions. An application to ordinary differential equations is given.
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## 1 Introduction

The concepts of Bohr almost periodicity [5] and Bochner almost automorphy [2-4] for functions are nowadays well known and applied in different areas. Although almost automorphy is more general than almost periodicity, the spaces of such functions share some important properties that we use in this work to construct in a unifying abstract setting the spaces of smooth functions and distributions as well as algebras of generalized functions of almost periodic and almost automorphic type studied respectively in $[6,8,10]$ and [7]. An application to linear systems of ordinary differential equations is given.

Putting forward the construction, one can obtain this abstract setting not only for distributions and generalized functions as it is done in this paper but also for ultradistributions and generalized ultradistributions.

[^35]
## 2 Smooth E-Functions

We consider functions defined on the whole space $\mathbb{R}$. Let $\mathcal{C}_{b}$ denote the algebra of continuous and bounded complex-valued functions on $\mathbb{R}$ endowed with the norm $\|\cdot\|_{\infty}$ of uniform convergence on $\mathbb{R}$. It is well known that ( $\mathcal{C}_{b},\|\cdot\|_{\infty}$ ) is a Banach algebra. Recall the different definitions of an almost periodic function, see [4, 5].

Theorem 2.1 (Definition) A countinuous function $f$ is called almost periodic, if it satisfies one of the following equivalent propositions :

1. (Bohr) For any $\varepsilon>0$, the set $\left\{\tau \in \mathbb{R}:\|f(\cdot+\tau)-f(\cdot)\|_{\infty}<\varepsilon\right\}$ is relatively dense in $\mathbb{R}$.
2. (Approximation) For any $\varepsilon>0$, there exists a trigonometric polynomial $P$ such that $\|f-P\|_{L^{\infty}}<\varepsilon$.
3. (Bochner) The set $(f(.+h))_{h \in \mathbb{R}}$ is relatively compact in $\left(\mathcal{C}_{b},\|.\|_{\infty}\right)$.
S. Bochner introduced and studied a more general class of functions, see [2, 3].

Definition 2.2 A countinuous function $f$ is called almost automorphic, if for any sequence $\left(s_{m}\right)_{m \in \mathbb{N}} \subset \mathbb{R}$, one can extract a subsequence $\left(s_{m_{k}}\right)_{k}$ such that

$$
g(x):=\lim _{k \rightarrow+\infty} f\left(x+s_{m_{k}}\right) \text { is well-defined for every } x \in \mathbb{R}
$$

and

$$
\lim _{k \rightarrow+\infty} g\left(x-s_{m_{k}}\right)=f(x) \text { for every } x \in \mathbb{R}
$$

Remark 2.3 It is known that $\mathcal{C}_{a p} \subsetneq \mathcal{C}_{a a}$
Notation We denote by $E$ either the space of almost periodic functions $\mathcal{C}_{a p}$ or the space of almost automorphic functions $\mathcal{C}_{a a}$

Although $\mathcal{C}_{a p} \subsetneq \mathcal{C}_{a a}$, these spaces share some important properties that we summarize in the following results.

## Theorem 2.4

1. The space $\left(E,\|\cdot\|_{\infty}\right)$ is a Banach algebra.
2. If $f \in E$ and $g \in L^{1}$, then $f * g \in E$.
3. If the derivative $f^{\prime}$ of $f \in E$ is uniformly continuous on $\mathbb{R}$, then it belongs to $E$.
4. A primitive of $f \in E$ belongs to $E$ if and only if it is bounded.
5. If $f \in E$ and $F$ is continuous on $\mathbb{C}$ then $F \circ f \in E$.
6. If $f \in E$ and $\lim _{x \rightarrow+\infty} f(x)=0$, then $f=0$.

Let $p \in[1,+\infty]$ and $\mathcal{D}_{L^{p}}:=\left\{\varphi \in \mathcal{C}^{\infty}(\mathbb{R}): \varphi^{(j)} \in L^{p}(\mathbb{R}), \forall j \in \mathbb{Z}_{+}\right\}$, this space endowed with the family of seminorms $|\varphi|_{k, p}:=\sum_{j \leq k}\left\|\varphi^{(j)}\right\|_{L^{p}}, k \in \mathbb{Z}_{+}$, is a Fréchet algebra. Denote $\mathcal{D}_{L^{\infty}}$ by $\mathcal{B}$ and $\dot{\mathcal{B}}$ the closure in $\mathcal{B}$ of the space $\mathcal{D}$ of smooth functions with compact support.

Definition 2.5 The space of smooth $E$-functions is denoted and defined by

$$
\mathcal{B}_{E}:=\left\{\varphi \in \mathcal{C}^{\infty}(\mathbb{R}): \varphi^{(j)} \in E, \forall j \in \mathbb{Z}_{+}\right\}
$$

We endow $\mathcal{B}_{E}$ with the family of seminorms $|\varphi|_{k}:=\sum_{j \leq k}\left\|\varphi^{(j)}\right\|_{\infty}, k \in \mathbb{Z}_{+}$.

## Proposition 2.6

1. $\mathcal{B}_{E}$ is a Fréchet algebra.
2. $\mathcal{B}_{E} * L^{1} \subset \mathcal{B}_{E}$.
3. Let $f \in \mathcal{B}_{E}$ and $h$ its primitive, then $h \in \mathcal{B}_{E}$ if and only if $h$ is bounded.
4. If $f \in \mathcal{B}_{E}$ and $F$ is of class $\mathcal{C}^{\infty}$ on $\mathbb{C}$ then $F \circ f \in \mathcal{B}_{E}$.
5. If $f \in \mathcal{B}_{E}$ and $\exists k \in \mathbb{Z}_{+}$such that $\lim _{x \rightarrow+\infty} f^{(k)}(x)=0$, then $f \equiv 0$.

Proof 1. Using the Leibniz formula we obtain that $\mathcal{B}_{E}$ is stable under product and as $E$ is a closed subalgebra of the Banach algebra $\left(\mathcal{C}_{b},\|\cdot\|_{\infty}\right)$ it holds that $\mathcal{B}_{E}$ is complete. 2. The proof is obtained from the facts that $E$ is stable under convolution with $L^{1}$ and $(f * g)^{\prime}=f^{\prime} * g$, where $f \in \mathcal{B}_{E}$ and $g \in L^{1}$. 3. If a primitive belongs to $\mathcal{B}_{E}$ then it is bounded. On the other hand, if a primitive is bounded then it belongs to $E$ consequently it is an element of $\mathcal{B}_{E} .4$. By the classical Faà di Bruno formula we have

$$
\frac{(F \circ f)^{(j)}}{j!}=\sum_{\substack{l_{1}+2 l_{2}+\cdots+j l_{j}=j \\ r=l_{1}+\cdots+l_{j}}} \frac{F^{(r)}(f)}{l_{1}!\cdots l_{j}!} \prod_{i=1}^{j}\left(\frac{f^{(i)}}{i!}\right)^{l_{i}}, \forall j \in \mathbb{Z}_{+},
$$

the properties of the space $E$ give the result. 5. is easy to prove.
Remark 2.7 All the properties of $E$ given by Theorem 2.4 are lifted to $\mathcal{B}_{E}$.
Proposition 2.8 we have $\mathcal{B}_{E}=E \cap \mathcal{B}$.
Proof It is clear that $\mathcal{B}_{E} \subset E \cap \mathcal{B}$. As the derivative $f^{\prime}$ of $f \in \mathcal{B}_{E}$ is bounded, so $f$ is uniformly continuous and then $f^{\prime} \in E$, repeating this argument we obtain that $f^{(j)} \in E, \forall j \in \mathbb{N}$, so the reverse inclusion is proved.

Example If $E=\mathcal{C}_{a p}$ then $\mathcal{B}_{E}=\mathcal{B}_{a p}$ is the space of L. Schwartz [10], if $E=\mathcal{C}_{a a}$ then $\mathcal{B}_{E}=\mathcal{B}_{a a}$ see [8].

## 3 E-Distributions

The space of $L^{p}$-distributions $\mathcal{D}_{L^{p}}^{\prime}, 1<p \leq+\infty$, is the topological dual of $\mathcal{D}_{L^{q}}$, where $\frac{1}{p}+\frac{1}{q}=1$. The topological dual of $\dot{\mathcal{B}}$ is denoted by $\mathcal{D}_{L^{1}}^{\prime}$. The space $\mathcal{D}_{L^{\infty}}^{\prime}$ is called the space of bounded distributions and denoted by $\mathcal{B}^{\prime}$, see [10].

Theorem 3.1 (Definition) The space of E-distributions on $\mathbb{R}$, denoted by $\mathcal{B}_{E}^{\prime}$, is the space of distributions $T \in \mathcal{B}^{\prime}$ satisfying one of the following equivalent propositions:

1. $T * \varphi \in E, \forall \varphi \in \mathcal{D}$.
2. $\exists m \in \mathbb{Z}_{+}, \exists\left(f_{j}\right)_{j \leq m} \subset E$ such that $T=\sum_{j=0}^{m} f_{j}^{(j)}$.

Proof $1 \Rightarrow 2:$ Let $T \in \mathcal{B}^{\prime}$, then there exist $m \in \mathbb{Z}_{+}, C>0$ such that

$$
|\langle T, \psi\rangle| \leq C|\psi|_{m, 1}, \forall \psi \in \mathcal{D}_{L^{1}}
$$

In [10] it is shown that if $k \in \mathbb{N}$ is sufficiently large there exists a fundamental solution $h$ of the linear differential operator $\left(1-\frac{d^{2}}{d x^{2}}\right)^{k}$ which is of class $\mathcal{C}^{m+2}$ and with integrable derivatives of order $\leq m+2$, i.e. $h \in \mathcal{D}_{L^{1}}^{2 m+2}:=$ $\left\{\varphi \in \mathcal{C}^{2 m+2}: \varphi^{(j)} \in L^{1}, \forall j \leq 2 m+2\right\}$, and as $T \in \mathcal{B}^{\prime}$, it follows that $T * h$ exists. We have $T=\left(1-\frac{d^{2}}{d x^{2}}\right)^{k}(T * h)$. The space $\mathcal{D}_{L^{1}}^{2 m+2}$ is endowed with the norm $|\cdot|_{2 m+2,1}$. It is well known that $\mathcal{D}$ is dense in $\mathcal{D}_{L^{1}}^{2 m+2}$, then $T$ is extended continuously to the space $\mathcal{D}_{L^{1}}^{2 m+2}$. There exists a sequence $\left(\theta_{k}\right)_{k \in \mathbb{N}} \subset \mathcal{D}$ such that $\left(\theta_{k}\right)_{k}$ converges to $h$ in $\mathcal{D}_{L^{1}}^{2 m+2}$. We have

$$
\left|\left(T * \theta_{k}\right)(x)-(T * h)(x)\right| \leq C\left|\theta_{k}-h\right|_{2 m+2,1}
$$

which means that the sequence $\left(T * \theta_{k}\right)_{k \in \mathbb{N}}$ converges uniformly to $T * h$ on $\mathbb{R}$. By the properties of the space $E$ we get $g:=T * h \in E$.
$2 \Rightarrow 1:$ For $\varphi \in \mathcal{D}$, we have $T * \varphi=\sum_{j \leq k} f_{j}^{(j)} * \varphi=\sum_{j \leq k} f_{j} * \varphi^{(j)} \in E$ due to the properties of the space $E$.

The translate $\tau_{\omega} T, \omega \in \mathbb{R}$, of a distribution $T \in \mathcal{D}^{\prime}$ is defined by $\forall \varphi \in \mathcal{D}$, $\left\langle\tau_{\omega} T, \varphi\right\rangle=\left\langle T, \tau_{-\omega} \varphi\right\rangle$, where $\tau_{-\omega} \varphi(x)=\varphi(x-\omega), x \in \mathbb{R}$.

## Proposition 3.2

1. If $T \in \mathcal{B}_{E}^{\prime}$, then $T^{(i)} \in \mathcal{B}_{E}^{\prime}, \forall i \in \mathbb{N}$.
2. $\mathcal{B}_{E}^{\prime} \times \mathcal{B}_{E} \subset \mathcal{B}_{E}^{\prime}$.
3. $\mathcal{B}_{E}^{\prime} * \mathcal{D}_{L^{1}}^{\prime} \subset \mathcal{B}_{E}^{\prime}$.
4. A primitive of an E-distribution is an E-distribution if and only if it is a bounded distribution.
5. If $T \in \mathcal{B}_{E}^{\prime}$ and $\lim _{\omega \rightarrow+\infty} \tau_{\omega} T=0$, then $T=0$.

Proof 1. The proof is clear. 2. If $T \in \mathcal{B}_{E}^{\prime}$ there exists $\left(f_{j}\right)_{j \leq k} \subset E$ such that $T=\sum_{j \leq k} f_{j}^{(j)}$. We have $\varphi T=\sum_{j \leq k} \varphi f_{j}^{(j)}$, so

$$
\varphi T=\sum_{j=0}^{k} \sum_{l=0}^{j}(-1)^{l}\binom{j}{l}\left(\varphi^{(l)} f_{j}\right)^{(j-l)},
$$

due to the transposed Leibniz formula. Since $E$ is an algebra and $\varphi \in \mathcal{B}_{E}$, it follows that $\varphi T \in \mathcal{B}_{E}^{\prime}$. 3 . Let $T \in \mathcal{B}_{E}^{\prime}$ and $S \in \mathcal{D}_{L^{1}}^{\prime}$, so we have that $T * S \in \mathcal{B}^{\prime}$. Morever, there exist $\left(f_{l}\right)_{l \leq k} \subset E$ and $\left(g_{j}\right)_{j \leq m} \subset L^{1}$ such that $T=\sum_{j \leq k} f_{l}^{(l)}$ and $S=$ $\sum_{j \leq m} g_{j}^{(j)}$. Hence

$$
(T * S)=\sum_{l=0}^{k} \sum_{j=0}^{m}\left(f_{l} * g_{j}\right)^{(l+j)}
$$

By the properties of the space $E$, and the definition of $\mathcal{B}_{E}^{\prime}, T * S \in \mathcal{B}_{E}^{\prime}$. 4. If $T \in \mathcal{B}_{E}^{\prime}$ has a primitive $S \in \mathcal{B}^{\prime}$, i.e. $S^{\prime}=T$, then $S * \varphi \in L^{\infty}, \forall \varphi \in \mathcal{D}$, and

$$
(S * \varphi)^{\prime}=S^{\prime} * \varphi=T * \varphi \in E, \quad \forall \varphi \in \mathcal{D}
$$

i.e. $(S * \varphi)$ is a bounded primitive of the $E$ - function $(T * \varphi)$. Thus by the properties of the space $E$ we have $S * \varphi \in E, \forall \varphi \in \mathcal{D}$, so $S \in \mathcal{B}_{E}^{\prime}$. It is clear that if a primitive belongs to $\mathcal{B}_{E}^{\prime}$ then it is a bounded distribution. 5. Let $T \in \mathcal{B}_{E}^{\prime}$, as by hypothesis $\lim _{x \rightarrow+\infty}(T * \varphi)(x)=\lim _{x \rightarrow+\infty}\left\langle T, \tau_{-x} \check{\varphi}\right\rangle=0$, it follows, due to the properties of the space $E$, that $T * \varphi \equiv 0, \forall \varphi \in \mathcal{D}$. On the other hand $\langle T, \varphi\rangle=(T * \breve{\varphi})(0)=0$, so $T=0$.

Remark 3.3 All the properties of $E$ and $\mathcal{B}_{E}$ are lifted to the space $\mathcal{B}_{E}^{\prime}$ except the multiplication and composition. These defects will be removed in the context of the algebra of $E$-generalized functions, see Sect. 5 .

The next result shows that $\mathcal{B}_{E}$ is dense in $\mathcal{B}_{E}^{\prime}$.
Proposition 3.4 Let $T \in \mathcal{B}^{\prime}$. Then $T \in \mathcal{B}_{E}^{\prime}$ if and only if there exists $\left(\varphi_{m}\right)_{m \in \mathbb{N}} \subset$ $\mathcal{B}_{E}$ such that $\lim _{m \rightarrow+\infty} \varphi_{m}=T$ in $\mathcal{B}^{\prime}$.

Proof Let $\left(\varphi_{m}\right)_{m \in \mathbb{N}} \subset \mathcal{B}_{E}$ such that $\lim _{m \rightarrow+\infty}=T$ in $\mathcal{B}^{\prime}$. For any bounded subset $A \subset \mathcal{D}_{L^{1}}$ we have $\sup _{\psi \in A}\left|\left\langle\varphi_{m}-T, \psi\right\rangle\right| \underset{m \rightarrow+\infty}{\longrightarrow} 0$. For a fixed $\varphi \in \mathcal{D}$, the set
$A:=\left\{\tau_{-x} \check{\varphi}: x \in \mathbb{R}\right\}$ is bounded in $\mathcal{D}_{L^{1}}$, so

$$
\sup _{x \in \mathbb{R}}\left|\left(\varphi_{m} * \varphi\right)(x)-(T * \varphi)(x)\right|=\sup _{\psi \in A}\left|\left\langle\varphi_{m}-T, \psi\right\rangle\right| \underset{m \rightarrow+\infty}{\longrightarrow} 0,
$$

i.e. the sequence of functions $\left(\varphi_{m} * \varphi\right)_{m \in \mathbb{N}} \subset E$ converges uniformly to $T * \varphi$, as the space $E$ is complete, it follows that $T * \varphi \in E$, consequenyelly $T \in \mathcal{B}_{E}^{\prime}$. Conversely, let $T \in \mathcal{B}_{E}^{\prime}$ and take a sequence $\left(\rho_{m}\right)_{m \in \mathbb{N}} \subset \mathcal{D}$ such that $\rho_{m} \geq 0$, $\operatorname{supp} \rho_{m} \subset\left[-\frac{1}{m}, \frac{1}{m}\right]$ and $\int_{\mathbb{R}} \rho_{m}(x) d x=1$. Define $\varphi_{m}:=\rho_{m} * T \in \mathcal{B}_{E}$. For any bounded set $U$ of $\mathcal{D}_{L^{1}}$ we have $\sup _{\varphi \in U}\left|\left\langle\varphi_{m}-T, \varphi\right\rangle\right| \underset{m \rightarrow+\infty}{\longrightarrow} 0$. Indeed, since $T \in \mathcal{B}^{\prime}, \exists l \in \mathbb{Z}_{+}, \exists C>0,\left|\left\langle\varphi_{m}-T, \varphi\right\rangle\right| \leq C\left|\check{\rho}_{m} * \varphi-\varphi\right|_{l, 1}, \forall \varphi \in \mathcal{D}_{L^{1}}$. On the other hand, by Minkowski's inequality and the mean value theorem we obtain for a $t \in] 0,1[$,

$$
\begin{aligned}
\left\|\left(\check{\rho}_{m} * \varphi\right)^{(i)}-\varphi^{(i)}\right\|_{L^{1}} & \leq \int_{\left[\frac{-1}{m}, \frac{1}{m}\right]} \check{\rho}_{m}(y) \int_{\mathbb{R}}|y|\left|\varphi^{(i+1)}(x+(t-1) y)\right| d x d y \\
& \leq \frac{1}{m}\left\|\varphi^{(i+1)}\right\|_{L^{1}}
\end{aligned}
$$

hence

$$
\left|\left\langle\varphi_{m}-T, \varphi\right\rangle\right| \leq C\left|\check{\rho}_{m} * \varphi-\varphi\right|_{l, 1} \leq \frac{C}{m}|\varphi|_{l+1,1}, \forall \varphi \in \mathcal{D}_{L^{1}}
$$

Let $U$ be a bounded set in $\mathcal{D}_{L^{1}}$, then $\exists C>0$ such that we obtain

$$
\sup _{\varphi \in U}\left|\left\langle\varphi_{m}-T, \varphi\right\rangle\right| \leq \frac{C}{m} \underset{m \rightarrow+\infty}{\longrightarrow} 0
$$

which gives the conclusion.
Example If $E=\mathcal{C}_{a p}$ then $\mathcal{B}_{E}^{\prime}=\mathcal{B}_{a p}^{\prime}$ is the space of L. Schwartz in [10], if $E=\mathcal{C}_{a a}$ then $\mathcal{B}_{E}^{\prime}=\mathcal{B}_{a a}^{\prime}$ is the space of [8].

## 4 Application

The study of linear ordinary differential equations $\sum_{i \leq p} a_{i} \frac{d^{i} f}{d x^{i}}=g$ in the framework of $\mathcal{B}_{E}^{\prime}$ can be tackled in the general case of systems of linear ordinary differential equations for an unknown function $U=\left(U_{i}\right)_{1 \leq i \leq p}$,

$$
\begin{equation*}
U^{\prime}=A U+S \tag{4.1}
\end{equation*}
$$

where $A=\left(a_{i j}\right)_{1 \leq i, j \leq p}$ is a given square matrix of complex numbers and a given vector of $E$-distributions $S=\left(S_{i}\right)_{1 \leq i \leq p} \in\left(\mathcal{B}_{E}^{\prime}\right)^{p}$.
Theorem 4.1 Let all $S_{i}, 1 \leq i \leq p$, be E-distributions and assume that the matrix A has no eigenvalues with real part zero. If $U=\left(U_{i}\right)_{1 \leq i \leq p} \in\left(\mathcal{B}^{\prime}\right)^{p}$ is a solution of the Eq. (4.1) then $U \in\left(\mathcal{B}_{E}^{\prime}\right)^{p}$.
Proof Consider the Eq. (4.1) and let $\varphi \in \mathcal{D}$, then

$$
(U * \varphi)^{\prime}=A(U * \varphi)+(S * \varphi)
$$

where $U * \varphi=\left(U_{i} * \varphi\right)_{1 \leq i \leq p}$ and $(S * \varphi)=\left(S_{i} * \varphi\right)_{1 \leq i \leq p}$, which gives the following system of equations

$$
v^{\prime}=A v+g
$$

with $g=S * \varphi \in(E)^{p}$ and $v=U * \varphi \in(E)^{p}$, consequently we apply Theorem 8 of [11] in the case of almost periodicity and Theorem 2 of [12] in the case of almost automorphy to obtain the existence of a unique solution $v \in(E)^{p}$. So $U_{i} * \varphi \in$ $E, \forall \varphi \in \mathcal{D}, \forall i=1, \ldots, p$, i.e. $U \in\left(\mathcal{B}_{E}^{\prime}\right)^{p}$.
Corollary 4.2 If the polynomial $\sum_{i \leq p} a_{i} \lambda^{i}$ has no roots with real part zero, then any solution $T \in \mathcal{B}^{\prime}$ of the inhomogeneous equation $\sum_{i \leq p} a_{i} \frac{d^{i} T}{d x^{i}}=S \in \mathcal{B}_{E}^{\prime}$ is an almost automorphic distribution.

## $5 \boldsymbol{E}$-Generalized Functions

In this section we introduce the algebra of $E$-generalized functions $\mathcal{G}_{E}$ and we give some of its properties. The proofs of the results of this section are obtained in a straight way.

Let

$$
\begin{aligned}
\mathcal{M}_{E} & :=\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in\left(\mathcal{B}_{E}\right)^{I}, \forall k \in \mathbb{Z}_{+}, \exists m \in \mathbb{Z}_{+},\left|u_{\varepsilon}\right|_{k, \infty}=O\left(\varepsilon^{-m}\right), \varepsilon \longrightarrow 0\right\} \\
\mathcal{N}_{E} & :=\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in\left(\mathcal{B}_{E}\right)^{I}, \forall k \in \mathbb{Z}_{+}, \forall m \in \mathbb{Z}_{+},\left|u_{\varepsilon}\right|_{k, \infty}=O\left(\varepsilon^{m}\right), \varepsilon \longrightarrow 0\right\}
\end{aligned}
$$

## Proposition 5.1

(i) The space $\mathcal{M}_{E}$ is a subalgebra of $\left(\mathcal{B}_{E}\right)^{I}$.
(ii) The space $\mathcal{N}_{E}$ is an ideal of $\mathcal{M}_{E}$.
(iii) $\mathcal{N}_{E}=\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{M}_{E}: \forall m \in \mathbb{Z}_{+},\left|u_{\varepsilon}\right|_{0, \infty}=O\left(\varepsilon^{m}\right), \varepsilon \longrightarrow 0\right\}$.

Definition 5.2 The algebra of $E$-generalized functions is the quotient algebra

$$
\mathcal{G}_{E}:=\frac{\mathcal{M}_{E}}{\mathcal{N}_{E}}
$$

If $1 \leq p \leq+\infty$, let $\mathcal{G}_{L^{p}}$ be the algebra of $L^{p}$-generalized functions defined on $\mathbb{R}$, see [1], and denote the algebra $\mathcal{G}_{L^{\infty}}$ by $\mathcal{G}_{\mathcal{B}}$.

The algebra of tempered generalized functions defined on $\mathbb{C}$ is denoted by $\mathcal{G}_{\tau}(\mathbb{C})$, see [9].

We give some properties of the algebra of $E$-generalized functions.

## Proposition 5.3

1. $\mathcal{G}_{E}$ is a subalgebra of $\mathcal{G}_{\mathcal{B}}$ stable under derivation.
2. $\mathcal{G}_{E} * \mathcal{G}_{L^{1}} \subset \mathcal{G}_{E}$.
3. If $u=\left[\left(u_{\varepsilon}\right)_{\varepsilon}\right] \in \mathcal{G}_{E}$ and $F=\left[\left(f_{\varepsilon}\right)_{\varepsilon}\right] \in \mathcal{G}_{\tau}(\mathbb{C})$, then $F \circ u:=\left[\left(f_{\varepsilon} \circ u_{\varepsilon}\right)_{\varepsilon}\right]$ is a well-defined element of $\mathcal{G}_{E}$.
The importance of $\mathcal{G}_{E}$ is given by the following result. Let $\rho \in \mathcal{S}$ satisfying $\int_{\mathbb{R}} \rho(x) d x=1$ and set $\rho_{\varepsilon}():.=\frac{1}{\varepsilon} \rho\left(\frac{\dot{\varepsilon}}{\varepsilon}\right), \varepsilon>0$.
Proposition 5.4 The map

$$
\begin{aligned}
i_{E}: \mathcal{B}_{E}^{\prime} & \mathcal{G}_{E} \\
T & \longmapsto\left(T * \rho_{\varepsilon}\right)_{\varepsilon}+\mathcal{N}_{E}
\end{aligned}
$$

is a linear embedding which commutes with derivatives.
Example If $E=\mathcal{C}_{a p}$ then $\mathcal{G}_{E}=\mathcal{G}_{a p}$ of [6], and if $E=\mathcal{C}_{a a}$ then $\mathcal{G}_{E}=\mathcal{G}_{a a}$ of [7].
Remark 5.5 In the same vein as Sect.4, we can study linear systems of ordinary differential equations in the framework of $\mathcal{G}_{E}$ as in [6] and [7].
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#### Abstract

Analytic functions defined on a tube domain $T^{C} \subset \mathbb{C}^{n}$ and taking values in a Banach space $X$ which are known to have $X$-valued distributional boundary values are shown to be in the Hardy space $H^{p}\left(T^{C}, X\right)$ if the boundary value is in the vector valued Lebesgue space $L^{p}\left(\mathbb{R}^{n}, X\right)$, where $1 \leq p \leq \infty$ and $C$ is a regular open convex cone. Poisson integral transform representations of elements of $H^{p}\left(T^{C}, X\right)$ are also obtained for certain classes of Banach spaces, including reflexive Banach spaces.
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## 1 Introduction

In [1] Carmichael and Richters proved that if a holomorphic function on a tube domain having as base a regular open convex cone has an $L^{p}$ function (with $1 \leq$ $p \leq \infty)$ as distributional boundary value, then the holomorphic function should

[^36]belong to the Hardy space $H^{p}$ on the tube. The authors have recently obtained a vector valued generalization of this result in [2]. However, we were only able to prove the desired vector valued version in the range $2 \leq p \leq \infty$, and only for Hilbert space valued spaces; see [2, Theorem 4.4].

The aim of this note is to improve the quoted main result from [2] by showing that it holds for any $1 \leq p \leq \infty$ and any Banach space. This will be done in Sect. 3. Further, in Sect. 4, we prove that any element of an $X$-valued Hardy space is representable as a Poisson integral if $X$ is a dual Banach space satisfying the RadonNikodým property. In particular, the latter holds for reflexive Banach spaces.

Distributional boundary value results associated with Hardy spaces have been of importance in particle physics; see [5] for example. The distributional boundary value result of [5] motivated the authors' work in [2] and the current paper.

## 2 Notation

Let $X$ be a Banach space with norm $\|\cdot\|_{X}$. Integrals for $X$-valued functions are interpreted in the Bochner sense $[3,7]$ and the $X$-valued Lebesgue spaces $L^{p}\left(\mathbb{R}^{n}, X\right), p \in(0, \infty]$, are defined in the usual way. The space of $X$-valued distributions [10] is the space of continuous linear mappings $\mathcal{D}\left(\mathbb{R}^{n}\right) \rightarrow X$, denoted as $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}, X\right)$. In analogy to the scalar valued case, we denote the evaluation of a vector valued distribution $\mathbf{f} \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}, X\right)$ at a test function $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ as $\langle\mathbf{f}, \varphi\rangle \in X$.

An open convex cone (with vertex at the origin) $C \subset \mathbb{R}^{n}$ is called regular if its closure does not contain any entire straight line. Equivalently, regularity means that the conjugate cone $C^{*}=\left\{y \in \mathbb{R}^{n}: y \cdot x \geq 0, \forall x \in C\right\}$ has non-empty interior. The tube domain with base $C$ is $T^{C}=\mathbb{R}^{n}+i C$. The Cauchy-Szegö kernel of $T^{C}$ is defined as $K(z)=\int_{C^{*}} e^{2 \pi i z \cdot u} \mathrm{~d} u$ for $z \in T^{C}$, while its corresponding Poisson kernel is

$$
Q(z ; u)=\frac{|K(z-u)|^{2}}{K(2 i y)}, \quad u \in \mathbb{R}^{n}, z=x+i y \in T^{C}
$$

It should be noted that $Q(z ; \cdot) \in L^{p}\left(\mathbb{R}^{n}\right)$ for any $p \in[1, \infty]$; see [9, 3.7, p. 105].
If $C$ is an open cone and $0<p \leq \infty$, the $X$-valued Hardy space consists of those vector valued holomorphic functions $\mathbf{F}: T^{C} \rightarrow X$ such that

$$
\left.\sup _{y \in C} \int_{\mathbb{R}^{n}} \| \mathbf{F}(x+i y)\right) \|_{X}^{p} \mathrm{~d} x<\infty
$$

where the usual modification is made for the case $p=\infty$.

## 3 Distributional Boundary Values in $L^{p}\left(\mathbb{R}^{n}, X\right)$

In this section we improve [2, Theorem 4.4, p. 1650]. It is worth pointing out that our method here is much simpler and shorter than the one employed in [2].

Theorem 3.1 Let $X$ be a Banach spaces, let $C$ be a regular open convex cone, and let $p \in[1, \infty]$. Suppose that the vector valued holomorphic function $\mathbf{F}: T^{C} \rightarrow X$ has distributional boundary value $\mathbf{f} \in L^{p}\left(\mathbb{R}^{n}, X\right)$, that is,

$$
\begin{equation*}
\lim _{\substack{y \rightarrow 0 \\ y \in C}} \int_{\mathbb{R}^{n}} \mathbf{F}(x+i y) \varphi(x) \mathrm{d} x=\int_{\mathbb{R}^{n}} \mathbf{f}(x) \varphi(x) \mathrm{d} x \quad \text { in } X \tag{3.1}
\end{equation*}
$$

holds for each test function $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$. Then, $\mathbf{F} \in H^{p}\left(T^{C}, X\right)$ and

$$
\begin{equation*}
\mathbf{F}(z)=\int_{\mathbb{R}^{n}} \mathbf{f}(u) Q(z ; u) \mathrm{d} u, \quad z \in T^{C} \tag{3.2}
\end{equation*}
$$

Proof Define

$$
\mathbf{G}(z)=\int_{\mathbb{R}^{n}} \mathbf{f}(u) Q(z ; u) \mathrm{d} u, \quad z \in T^{C} .
$$

We have shown in [2, Lemma 3.4, p. 1639] that $\mathbf{G} \in H^{p}\left(T^{C}, X\right)$. Moreover, the quoted lemma also gives that $\mathbf{G}$ has distributional boundary value $\mathbf{f}$. It thus suffices to prove that $\mathbf{F}(z)=\mathbf{G}(z), z \in T^{C}$, which we verify via the Hahn-Banach theorem and the (scalar valued) edge-of-the-wedge-theorem. Let $\mathbf{w}^{*} \in X^{\prime}$. Consider the scalar valued holomorphic function $H_{\mathbf{w}^{*}}(z)=\left\langle\mathbf{w}^{*}, \mathbf{F}(z)-\mathbf{G}(z)\right\rangle$. It satisfies

$$
\lim _{\substack{y \rightarrow 0 \\ y \in C}} \int_{\mathbb{R}^{n}} H_{\mathbf{w}^{*}}(x+i y) \varphi(x) \mathrm{d} x=\left\langle\mathbf{w}^{*}, \lim _{\substack{y \rightarrow 0 \\ y \in C}} \int_{\mathbb{R}^{n}}(\mathbf{F}(x+i y)-\mathbf{G}(x+i y)) \varphi(x) \mathrm{d} x\right\rangle=0,
$$

for each $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$. Using [6, Corollary of Theorem B, p. 20], we obtain $\left\langle\mathbf{w}^{*}, \mathbf{F}(z)-\mathbf{G}(z)\right\rangle=0$ for all $z \in T^{C}$. Since $\mathbf{w}^{*} \in X^{\prime}$ was arbitrary, the HahnBanach theorem yields the equality $\mathbf{F}(z)=\mathbf{G}(z), z \in T^{C}$. This establishes the theorem.

## 4 Poisson Integral Representation

We now turn our attention to Banach spaces $X$ where any $X$-valued holomorphic function $\mathbf{F} \in H^{p}\left(T^{C}, X\right), 1 \leq p \leq \infty$, admits the Poisson integral representation (3.2) for some $\mathbf{f} \in L^{p}\left(\mathbb{R}^{n}, X\right)$.

We need to introduce some terminology. A Banach space is said to have the Radon-Nikodým property if the Radon-Nikodým theorem holds for vector measures on it; see [3, p. 61] or [7, Chapter 5, p. 102] for precise definitions and background material on Banach spaces with this property. We call $X$ a dual Banach space if it is the strong dual of some Banach space.

Theorem 4.1 Let X be a dual Banach space having the Radon-Nikodým property, let $C$ be a regular open convex cone, and let $p \in[1, \infty]$. If $\mathbf{F} \in H^{p}\left(T^{C}, X\right)$, then there is $\mathbf{f} \in L^{p}\left(\mathbb{R}^{n}, X\right)$ such that $\mathbf{F}$ has the Poisson integral representation (3.2) and $\mathbf{f}$ is the distributional boundary value of $\mathbf{F}$.

Proof We first show that $\mathbf{F}$ has distributional boundary value. Let $\varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right)$ and write $\Phi(x, y)=\varphi(x)+i \sum_{j=1}^{n} y_{j} \partial_{j} \varphi(x)$ for $x \in \mathbb{R}^{n}$ and $y=\left(y_{1}, \ldots, y_{n}\right) \in T^{C}$. Pick a unit vector $\omega \in C$. Applying the Stokes theorem exactly in the same way as in [4, p. 67], we have, if $y \in C$,

$$
\begin{array}{rl}
\int_{\mathbb{R}^{n}} \mathbf{F}(x+i y) \varphi(x) \mathrm{d} x=\int_{\mathbb{R}^{n}} & \mathbf{F}(x+i y+i \omega) \Phi(x, \omega) \mathrm{d} x \\
& +i \sum_{j=1}^{n} \omega_{j} \int_{0}^{1} \int_{\mathbb{R}^{n}} \mathbf{F}(x+i t \omega+i y) \partial_{j} \varphi(x) \mathrm{d} x \mathrm{~d} t .
\end{array}
$$

Since $\mathbf{F} \in H^{p}\left(T^{C}, X\right)$, we may take the limit as $y \rightarrow 0$ on the right-hand side of the above expression and conclude that $\mathbf{F}$ has distributional boundary value $\mathbf{f} \in$ $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}, X\right)$, given in fact as

$$
\langle\mathbf{f}, \varphi\rangle=\int_{\mathbb{R}^{n}} \mathbf{F}(x+i \omega) \Phi(x, \omega) \mathrm{d} x+i \sum_{j=1}^{n} \omega_{j} \int_{0}^{1} \int_{\mathbb{R}^{n}} \mathbf{F}(x+i t \omega) \partial_{j} \varphi(x) \mathrm{d} x \mathrm{~d} t
$$

In view of Theorem 3.1, the representation (3.2) would follow at once if we are able to show that $\mathbf{f} \in L^{p}\left(\mathbb{R}^{n}, X\right)$. We now focus in showing the latter. The rest of the proof exploits the fact that we can consider a weak* topology on $L^{p}\left(\mathbb{R}^{n}, X\right)$ due to our assumptions on $X$. Let $Y$ be a Banach space such that $X=Y^{\prime}$. For each $y \in C$, write $\mathbf{F}_{y}(x)=\mathbf{F}(x+i y)$. We split our considerations in two cases.
Case I: $1<p \leq \infty$ In this case it is well-known (see ${ }^{1}$ [3, Theorem 1, Sect. IV.1, p. 98]) that $L^{p}\left(\mathbb{R}^{n}, X\right)$ is the strong dual of $L^{q}\left(\mathbb{R}^{n}, Y\right)$ where $1 / p+1 / q=1$. Besides its strong topology, we also provide $L^{p}\left(\mathbb{R}^{n}, X\right)$ with the weak* topology with respect to this duality. Since the membership $\mathbf{F} \in H^{p}\left(T^{C}, X\right)$ precisely means that the set $\left\{\mathbf{F}_{y}: y \in C\right\}$ is strongly bounded in $L^{p}\left(\mathbb{R}^{n}, X\right)$, the Banach-Alaoglu theorem [10] yields the existence of a sequence of points $y_{k} \in C$ and an $X$-valued

[^37]function $\mathbf{g} \in L^{p}\left(\mathbb{R}^{n}, X\right)$ such that $\mathbf{F}_{y_{k}} \rightarrow \mathbf{g}$ as $k \rightarrow \infty$, weakly* in $L^{p}\left(\mathbb{R}^{n}, X\right)$. But, this weak* convergence is stronger than convergence in $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}, X\right)$, whence $\mathbf{f}=\mathbf{g} \in L^{p}\left(\mathbb{R}^{n}, X\right)$, as required.

Case II: $p=1$ Denote by $\mathcal{M}_{1}\left(\mathbb{R}^{n}, X\right)$ the Banach space of $X$-valued vector measures with finite variation [7, Chapter 5] (cf. [3]) on the $\sigma$-algebra of Borel sets of $\mathbb{R}^{n}$. We regard $L^{1}\left(\mathbb{R}^{n}, X\right)$ as a closed subspace of $\mathcal{M}_{1}\left(\mathbb{R}^{n}, X\right)$. Let $\mathcal{M}\left(\mathbb{R}^{n}\right)$ be the space of (signed) Borel measures on $\mathbb{R}^{n}$. Denote also by $C_{0}\left(\mathbb{R}^{n}\right)$ and $C_{0}\left(\mathbb{R}^{n}, X\right)$ the spaces of continuous and $X$-valued continuous functions, respectively, vanishing at $\infty$. Due to the Radon-Nikodým property of $X$ and the fact that $C_{0}\left(\mathbb{R}^{n}\right)$ has the approximation property (which follows from the fact that it has a Schauder basis [8, Corollary 4.1.4, p. 112]), we have the following natural isomorphisms,

$$
\mathcal{M}_{1}\left(\mathbb{R}^{n}, X\right) \cong \mathcal{M}\left(\mathbb{R}^{n}\right) \hat{\otimes}_{\pi} X \cong\left(C_{0}\left(\mathbb{R}^{n}\right) \hat{\otimes}_{\varepsilon} Y\right)^{\prime}
$$

where we have used [7, Theorem 5.22, p. 108] in the first isomorphism and [7, Theorem 5.33, p. 114] in the second one, and we recall that the symbols $\hat{\otimes}_{\pi}$ and $\hat{\otimes}_{\varepsilon}$ stand for the projective and injective completed tensor products. Also, reasoning as in [7, Example 3.3, p. 47], one readily verifies that $C_{0}\left(\mathbb{R}^{n}\right) \hat{\otimes}_{\varepsilon} Y=C_{0}\left(\mathbb{R}^{n}, Y\right)$. Summarizing, we may view $\mathcal{M}_{1}\left(\mathbb{R}^{n}, X\right)$ as the dual of $C_{0}\left(\mathbb{R}^{n}, Y\right)$. Similarly as in Case I, we obtain with the aid of the Banach-Alaoglu theorem that there is an $X$-valued vector measure $\boldsymbol{\mu}$ such that $\mathbf{f}=\mathrm{d} \boldsymbol{\mu}$. Since $X$ has the Radon-Nikodým property, we must prove that $\boldsymbol{\mu}$ is absolutely continuous with respect to the Lebesgue measure in order to show that $\mathbf{f} \in L^{1}\left(\mathbb{R}^{n}, X\right)$. By the Hahn-Banach theorem it suffices to show that if $\mathbf{w}^{*} \in X^{\prime}$, then the scalar valued measure $\mu_{\mathbf{w}^{*}}=\left\langle\mathbf{w}^{*}, \boldsymbol{\mu}\right\rangle$ is absolutely continuous with respect to the Lebesgue measure. But note that $\mathrm{d} \mu_{\mathbf{w}^{*}}$ is the distributional boundary value of $\left\langle\mathbf{w}^{*}, \mathbf{F}\right\rangle$. The function $\left\langle\mathbf{w}^{*}, \mathbf{F}\right\rangle$ clearly belongs to the scalar valued Hardy space $H^{1}\left(T^{C}\right)$ and the well-known classical result [9, Theorem 5.6, p. 119] says that it has boundary value in $L^{1}\left(\mathbb{R}^{n}\right)$, so that indeed $\mu_{\mathbf{w}^{*}}=\left\langle\mathbf{w}^{*}, \boldsymbol{\mu}\right\rangle$ is absolutely continuous with respect to the Lebesgue measure.

Let us point out that any reflexive Banach space has the Radon-Nikodým property [3, Corollary 4, p. 82], whence we immediately obtain the ensuing corollary.

Corollary 4.2 Let $X$ be a reflexive Banach space, let $C \subset \mathbb{R}^{n}$ be a regular open convex cone, and let $p \in[1, \infty]$. Then any $\mathbf{F} \in H^{p}\left(T^{C}, X\right)$ admits a Poisson integral representation (3.2) for some $\mathbf{f} \in L^{p}\left(\mathbb{R}^{n}, X\right)$. Moreover, the function $\mathbf{f}$ is the distributional boundary value of $\mathbf{F}$.

Remark 4.3 When $1 \leq p<\infty$, not only is the function $\mathbf{f} \in L^{p}\left(\mathbb{R}^{n}, X\right)$ from Theorem 4.1 and Corollary 4.2 the distributional boundary value of $\mathbf{F}$, but also $\lim _{y \rightarrow 0} \mathbf{F}(\cdot+i y)=\mathbf{f}$ in $L^{p}\left(\mathbb{R}^{n}, X\right)$ (cf. [2, Lemma 3.4, p. 1639]).
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#### Abstract

We provide a projective description of the space $\mathcal{E}^{\{\mathfrak{M}\}}(\Omega)$ of ultradifferentiable functions of Roumieu type, where $\Omega$ is an arbitrary open set in $\mathbb{R}^{d}$ and $\mathfrak{M}$ is a weight matrix satisfying the analogue of Komatsu's condition (M.2)'. In particular, we obtain in a unified way projective descriptions of ultradifferentiable classes defined via a single weight sequence (Denjoy-Carleman approach) and via a weight function (Braun-Meise-Taylor approach) under considerably weaker assumptions than in earlier versions of these results.
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## 1 Introduction

In his seminal work [8], Komatsu gave an explicit system of seminorms generating the topology of the space $\mathcal{E}^{\{M\}}(\Omega)$ of ultradifferentiable functions of Roumieu type (for short, a projective description of $\mathcal{E}^{\{M\}}(\Omega)$ ), where $\Omega$ is an arbitrary open subset of $\mathbb{R}^{d}$ and $M$ is a non-quasianalytic weight sequence satisfying the conditions ( $M .1$ ) and (M.2) ${ }^{\prime}$ [8, Proposition 3.5]. In [4, Proposition 4.8], the first and the third authors

[^38]relaxed the non-quasianalyticity assumption on $M$ to $\sup _{p \in \mathbb{N}} p M_{p}^{-1 / p}<\infty$. Similarly, a projective description of the space $\mathcal{E}^{\{\omega\}}(\Omega)$ was implicitly given in [6, Section 3], where $\omega$ is a weight function in the sense of Braun et al. [2] that satisfies $\omega(t)=O(t)$. Projective descriptions are indispensable in the study of spaces of vector-valued ultradifferentiable functions of Roumieu type [4, 8], e.g., for achieving completed tensor product representations of such spaces.

The goal of this article is to provide a projective description of spaces of ultradifferentiable functions of Roumieu type defined via a weight matrix [11]. This approach leads to a unified treatment of ultradifferentiable classes defined via a single weight sequence and via a weight function, but also comprises other spaces, e.g., the union of all Gevrey spaces. For the two standard classes we obtain projective descriptions under much weaker assumptions than in the above mentioned works; see Corollaries 3.3 and 3.4.

## 2 Spaces of Ultradifferentiable Functions of Roumieu Type

Let $M=\left(M_{p}\right)_{p \in \mathbb{N}}$ be a sequence of positive numbers (a weight sequence). We consider the following three conditions on $M$ :
(M.0) $\quad M_{p} \geq c h^{p}, p \in \mathbb{N}$, for some $c, h>0$;

$$
M_{p}^{2} \leq M_{p-1} M_{p+1}, p \in \mathbb{Z}_{+}
$$

(M.2) $\quad M_{p+1} \leq C H^{p} M_{p}, p \in \mathbb{N}$, for some $C, H>0$.

The conditions (M.1) and ( $M .2)^{\prime}$ are denoted by $\left(M_{\mathrm{lc}}\right)$ and ( $M_{\mathrm{dc}}$ ), respectively, in [11]. We use here the standard notation from [7]. The relation $M \subset N$ between two weight sequences means that there are $C, h>0$ such that $M_{p} \leq C h^{p} N_{p}$ for all $p \in \mathbb{N}$. The stronger relation $M \prec N$ means that the latter inequality remains valid for every $h>0$ and a suitable $C=C_{h}>0$. We set $M_{\alpha}=M_{|\alpha|}, \alpha \in \mathbb{N}^{d}$.

For $h>0$ and a regular compact set $K \Subset \mathbb{R}^{d}$ (i.e., $K=\overline{\operatorname{int} K}$ ) we write $\mathcal{E}^{M, h}(K)$ for the Banach space consisting of all $\varphi \in C^{\infty}(K)^{1}$ such that

$$
\|\varphi\|_{\mathcal{E}^{M, h}(K)}:=\sup _{\alpha \in \mathbb{N}^{d}} \frac{h^{|\alpha|}\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}(K)}}{M_{\alpha}}<\infty .
$$

We set

$$
\mathcal{E}^{\{M\}}(K):=\underset{h \rightarrow 0^{+}}{\lim } \mathcal{E}^{M, h}(K)
$$

[^39]Given an open set $\Omega \subseteq \mathbb{R}^{d}$, we define the space of ultradifferentiable functions of Roumieu type (of class $\{M\}$ ) on $\Omega$ as

$$
\mathcal{E}^{\{M\}}(\Omega):=\lim _{K \Subset \Omega} \mathcal{E}^{\{M\}}(K)
$$

Next, we introduce weight matrices and the associated spaces of ultradifferentiable functions [11]. A weight matrix is a sequence $\mathfrak{M}=\left(M^{n}\right)_{n \in \mathbb{N}}$ consisting of weight sequences $M^{n}$ such that $M^{n} \leq M^{n+1}$ for all $n \in \mathbb{N}$. We consider the following condition on $\mathfrak{M}$ :
$\{\mathfrak{M} .2\}^{\prime} \quad \forall n \in \mathbb{N} \exists m \in \mathbb{N} \exists C, H>0 \forall p \in \mathbb{N}: M_{p+1}^{n} \leq C H^{p} M_{p}^{m}$.
The condition $\{\mathfrak{M} .2\}^{\prime}$ is denoted by $\left(\mathfrak{M}_{\{\mathrm{dc}\}}\right)$ in [11]. Given a regular compact set $K \Subset \mathbb{R}^{d}$, we denote

$$
\mathcal{E}^{\{\mathfrak{M}\}}(K):=\underset{n \in \mathbb{N}}{\lim } \mathcal{E}^{\left\{M^{n}\right\}}(K)
$$

Given an open set $\Omega \subseteq \mathbb{R}^{d}$, we define the space of ultradifferentiable functions of Roumieu type (of class $\{\mathfrak{M}\}$ ) on $\Omega$ as

$$
\mathcal{E}^{\{\mathfrak{M}\}}(\Omega):=\lim _{K \Subset \Omega} \mathcal{E}^{\{\mathfrak{M}\}}(K)
$$

Finally, we introduce spaces of ultradifferentiable functions defined via a weight function in the sense of Braun et al. [2] and explain how they fit into the weight matrix approach; see [11, Section 5] for more details. By a weight function we mean a continuous increasing function $\omega:[0, \infty) \rightarrow[0, \infty)$ with $\omega_{\mid[0,1]} \equiv 0$ and satisfying the following three properties:
$(\alpha) \quad \omega(2 t)=O(\omega(t)) ;$
$\left(\gamma_{0}\right) \quad \log t=o(\omega(t))$;
( $\delta$ ) $\quad \phi=\phi_{\omega}:[0, \infty) \rightarrow[0, \infty)$, given by $\phi(x)=\omega\left(e^{x}\right)$, is convex.
The Young conjugate $\phi^{*}$ of $\phi$ is defined as

$$
\phi^{*}:[0, \infty) \rightarrow[0, \infty), \quad \phi^{*}(y)=\sup _{x \geq 0}(x y-\phi(x)) .
$$

Note that $\phi^{*}$ is increasing and convex, $\phi^{*}(0)=0,\left(\phi^{*}\right)^{*}=\phi, \phi^{*}(y) / y$ is increasing on $[0, \infty)$ and $\phi^{*}(y) / y \rightarrow \infty$ as $y \rightarrow \infty$.

For $\rho>0$ and a regular compact set $K \Subset \mathbb{R}^{d}$ we write $\mathcal{E}^{\omega, \rho}(K)$ for the Banach space consisting of all $\varphi \in C^{\infty}(K)$ such that

$$
\|\varphi\|_{\mathcal{E}^{\omega, \rho}(K)}:=\sup _{\alpha \in \mathbb{N}^{d}}\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}(K)} \exp \left(-\frac{1}{\rho} \phi^{*}(\rho|\alpha|)\right)<\infty .
$$

Given an open set $\Omega \subseteq \mathbb{R}^{d}$, we define the space of ultradifferentiable functions of Roumieu type (of class $\{\omega\}$ ) on $\Omega$ as

$$
\mathcal{E}^{\{\omega\}}(\Omega):=\lim _{K \Subset \Omega} \lim _{\rho \rightarrow \infty} \mathcal{E}^{\omega, \rho}(K)
$$

We associate to $\omega$ the weight matrix $\mathfrak{M}_{\omega}=\left(M_{\omega}^{n}\right)_{n \in \mathbb{N}}$, where the weight sequence $M_{\omega}^{n}$ is defined as

$$
M_{\omega, p}^{n}:=\exp \left(\frac{1}{n} \phi^{*}(n p)\right), \quad p \in \mathbb{N} .
$$

Note that each $M_{\omega}^{n}$ satisfies (M.0) and (M.1). Furthermore, $\mathfrak{M}_{\omega}$ satisfies $\{\mathfrak{M} .2\}^{\prime}$ and $\mathcal{E}^{\{\omega\}}(\Omega)=\mathcal{E}^{\left\{\mathfrak{M}_{\omega}\right\}}(\Omega)$ as locally convex spaces [11, Corollary 5.15].

## 3 Projective Description of $\mathcal{E}^{\{\mathfrak{M}\}}(\Omega)$

Given a weight matrix $\mathfrak{M}$, we define $V(\mathfrak{M})$ as the set of all weight sequences $N$ such that $M^{n} \prec N$ for all $n \in \mathbb{N}$. The next theorem is the main result of this article.

Theorem 3.1 Let $\Omega \subseteq \mathbb{R}^{d}$ be open and let $\mathfrak{M}$ be a weight matrix satisfying $\{\mathfrak{M} .2\}^{\prime}$. A function $\varphi \in C^{\infty}(\Omega)$ belongs to $\mathcal{E}^{\{\mathfrak{M}\}}(\Omega)$ if and only if

$$
\|\varphi\|_{\mathcal{E}^{N, 1}(K)}=\sup _{\alpha \in \mathbb{N}^{d}} \frac{\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}(K)}}{N_{\alpha}}<\infty
$$

for all $K \Subset \Omega$ and $N \in V(\mathfrak{M})$. Moreover, the locally convex topology of $\mathcal{E}^{\{\mathfrak{M}\}}(\Omega)$ is generated by the system of seminorms $\left\{\|\cdot\|_{\mathcal{E}^{N, 1}(K)} \mid K \Subset \Omega, N \in V(\mathfrak{M})\right\}$.

Remark 3.2 Let $\mathfrak{M}$ be a weight matrix satisfying $\{\mathfrak{M} .2\}^{\prime}$ and suppose that each weight sequence $M^{n}$ satisfies (M.0) and (M.1). Obviously, every element of $V(\mathfrak{M})$ automatically satisfies (M.0). Define $V^{*}(\mathfrak{M})$ as the set of all $N \in V(\mathfrak{M})$ for which (M.1) holds. Then, Theorem 3.1 still holds true if we replace $V(\mathfrak{M})$ by $V^{*}(\mathfrak{M})$. This follows from the fact that for each $N \in V(\mathfrak{M})$ its log-convex minorant $N^{c}$ belongs to $V^{*}(\mathfrak{M})$ and satisfies $N^{c} \leq N$.

Before we prove Theorem 3.1, let us show how it entails the projective description of the spaces $\mathcal{E}^{\{M\}}(\Omega)$ and $\mathcal{E}^{\{\omega\}}(\Omega)$. Following Komatsu [8], we denote by $\mathfrak{R}$ the family of all non-decreasing sequences $r=\left(r_{j}\right)_{j \in \mathbb{N}}$ of positive numbers such that $r_{j} \rightarrow \infty$ as $j \rightarrow \infty$. The next result generalizes [8, Proposition 3.5] and [4, Proposition 4.8].

Corollary 3.3 Let $\Omega \subseteq \mathbb{R}^{d}$ be open and let $M$ be a weight sequence satisfying (M.2)'. A function $\varphi \in C^{\infty}(\Omega)$ belongs to $\mathcal{E}^{\{M\}}(\Omega)$ if and only if

$$
\|\varphi\|_{\mathcal{E}^{M, r}(K)}:=\sup _{\alpha \in \mathbb{N}^{d}} \frac{\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}(K)}}{M_{\alpha} \prod_{j=0}^{|\alpha|} r_{j}}<\infty
$$

for all $K \Subset \Omega$ and $r \in \mathfrak{R}$. Moreover, the locally convex topology of $\mathcal{E}^{\{M\}}(\Omega)$ is generated by the system of seminorms $\left\{\|\cdot\|_{\mathcal{E}^{M, r}(K)} \mid K \Subset \Omega, r \in \mathfrak{R}\right\}$.
Proof This follows from Theorem 3.1 (applied to the constant weight matrix $\mathfrak{M}=$ $\left.(M)_{n \in \mathbb{N}}\right)$ and [8, Lemma 3.4].

Given a weight function $\omega$, we define $V(\omega)$ as the set consisting of all weight functions $\sigma$ such that $\sigma=o(\omega)$.

Corollary 3.4 Let $\Omega \subseteq \mathbb{R}^{d}$ be open and let $\omega$ be a weight function. A function $\varphi \in C^{\infty}(\Omega)$ belongs to $\mathcal{E}^{\{\omega\}}(\Omega)$ if and only if

$$
\|\varphi\|_{\mathcal{E}^{\sigma, 1}(K)}=\sup _{\alpha \in \mathbb{N}^{d}}\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}(K)} e^{-\phi_{\sigma}^{*}(|\alpha|)}<\infty
$$

for all $K \Subset \Omega$ and $\sigma \in V(\omega)$. Moreover, the locally convex topology of $\mathcal{E}^{\{\omega\}}(\Omega)$ is generated by the system of seminorms $\left\{\|\cdot\|_{\mathcal{E}^{\sigma, 1}(K)} \mid K \Subset \Omega, \sigma \in V(\omega)\right\}$.
Proof By Theorem 3.1 and Remark 3.2 (applied to the weight matrix $\mathfrak{M}_{\omega}$ ) it suffices to show that

$$
\begin{align*}
& \forall \sigma \in V(\omega): M_{\sigma}^{1} \in V\left(\mathfrak{M}_{\omega}\right) .  \tag{i}\\
& \forall N \in V^{*}\left(\mathfrak{M}_{\omega}\right) \exists \sigma \in V(\omega): M_{\sigma}^{1} \subset N .
\end{align*}
$$

The first statement is obvious. We now show the second one. Let $N \in V^{*}\left(\mathfrak{M}_{\omega}\right)$ be arbitrary. Consider the associated function of $N$

$$
\omega_{N}(t)=\sup _{p \in \mathbb{N}} \log \frac{t^{p} N_{0}}{N_{p}}, \quad t \geq 0 .
$$

Then, $\omega_{N}=o(\omega)$. By Braun et al. [2, Lemma 1.7 and Remark 1.8], there is a weight function $\sigma \in V(\omega)$ such that $\omega_{N}=o(\sigma)$. Since $\omega_{M_{\sigma}^{1}} \asymp \sigma$ [11, Lemma 5.7], we obtain that

$$
\omega_{N}(t) \leq \omega_{M_{\sigma}^{1}}(t)+C, \quad t \geq 0 .
$$

Since both $N$ and $M_{\sigma}^{1}$ satisfy ( $M .0$ ) and ( $M .1$ ), the latter inequality yields that $M_{\sigma}^{1} \subset N$ [7, Lemma 3.8].
We now turn to the proof of Theorem 3.1. We use the same idea as in Komatsu's proof of [8, Proposition 3.5]. Fix a weight matrix $\mathfrak{M}$ satisfying $\{\mathfrak{M} .2\}^{\prime}$. Since any open set $\Omega \subseteq \mathbb{R}^{d}$ admits an exhaustion by compact sets that are finite unions of
regular connected compact sets $K$ with smooth boundary ${ }^{2}$ (in particular, int $K$ is a Lipschitz domain), Theorem 3.1 follows from the next result.
Theorem 3.5 Let $K \in \mathbb{R}^{d}$ be a regular compact set such that int $K$ is a Lipschitz domain and let $\mathfrak{M}$ be a weight matrix satisfying $\{\mathfrak{M} .2\}$ '. A function $\varphi \in C^{\infty}(K)$ belongs to $\mathcal{E}^{\{\mathfrak{M}\}}(K)$ if and only if $\|\varphi\|_{\mathcal{E}^{N, 1}(K)}<\infty$ for all $N \in V(\mathfrak{M})$. Moreover, the locally convex topology of $\mathcal{E}^{\{\mathfrak{M}\}}(K)$ is generated by the system of seminorms $\left\{\|\cdot\|_{\mathcal{E}^{N, 1}(K)} \mid N \in V(\mathfrak{M})\right\}$.
The rest of this article is devoted to the proof of Theorem 3.5. We start with the following technical lemma (cf. [8, Lemma 3.4]).

Lemma 3.6 Let $\left(a_{p}\right)_{p \in \mathbb{N}}$ be a sequence of positive numbers.
(i) $\sup _{p \in \mathbb{N}} \frac{h^{p} a_{p}}{M_{p}^{n}}<\infty$ for some $h>0$ and $n \in \mathbb{N}$ if and only if $\sup _{p \in \mathbb{N}} \frac{a_{p}}{N_{p}}<\infty$ for all $N \in V(\mathfrak{M})$.
(ii) $\sup _{p \in \mathbb{N}} a_{p} N_{p}<\infty$ for some $N \in V(\mathfrak{M})$ if and only if $\sup _{p \in \mathbb{N}} \frac{a_{p} M_{p}^{n}}{h^{p}}<\infty$ for all $h>0$ and $n \in \mathbb{N}$.

Proof The direct implications are clear. We now show the converse ones.
(i) Suppose that $\sup _{p \in \mathbb{N}} a_{p} /\left(n^{p} M_{p}^{n}\right)=\infty$ for all $n \in \mathbb{N}$. Choose a strictly increasing sequence $\left(p_{n}\right)_{n \in \mathbb{N}}$ of natural numbers with $p_{0}=0$ and

$$
\frac{a_{p_{n}}}{n^{p_{n}} M_{p_{n}}^{n}} \geq n, \quad n \in \mathbb{Z}_{+} .
$$

Define $N_{p}=n^{p} M_{p}^{n}$ if $p_{n} \leq p<p_{n+1}$. Then, $N=\left(N_{p}\right)_{p \in \mathbb{N}}$ belongs to $V(\mathfrak{M})$ but $\sup _{p \in \mathbb{N}} a_{p} / N_{p}=\infty$, a contradiction.
(ii) For each $n \in \mathbb{N}$ there is $C_{n}>0$ such that

$$
n^{p} M_{p}^{n} \leq \frac{C_{n}}{a_{p}}, \quad p \in \mathbb{N} .
$$

Define

$$
N_{p}=\sup _{n \in \mathbb{N}} \frac{n^{p} M_{p}^{n}}{C_{n}}, \quad p \in \mathbb{N} .
$$

Then, $N=\left(N_{p}\right)_{p \in \mathbb{N}}$ belongs to $V(\mathfrak{M})$ and $\sup _{p \in \mathbb{N}} a_{p} N_{p}<\infty$.

[^40]A set $A \subseteq \mathbb{R}^{d}$ is said to be quasiconvex if there exists $C>0$ such that any two points $x, y \in A$ can be joined by a curve in $A$ with length at most $C|x-y|$. This notion was introduced by Whitney [13] under the name property $(P)$. The closure of a quasiconvex open set is again quasiconvex [13, Lemma 2]. Moreover, every bounded Lipschitz domain is quasiconvex [3, Section 2.5].

Let $K \Subset \mathbb{R}^{d}$ be a regular compact set such that int $K$ is quasiconvex. For $n \in \mathbb{N}$ we denote by $C^{n}(K)$ the vector space of all $\varphi \in C^{n}(\operatorname{int} K)$ such that $\partial^{\alpha} \varphi$ extends to a continuous function on $K$ for each $|\alpha| \leq n$; it is a Banach space when endowed with the norm $\sup _{|\alpha| \leq n}\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}(K)}$. By [13, Theorem, p. 485], the space $C^{n}(K)$ is canonically isomorphic to the Banach space of Whitney jets of order $n$ on $K$ [12]. Let $R>0$ be such that $K \Subset B(0, R)$. Whitney's extension theorem [14, Theorem I] yields the existence of a continuous linear extension operator $C^{n}(K) \rightarrow$ $C^{n}(\bar{B}(0, R))$, that is, a continuous linear right inverse of the restriction mapping $C^{n}(\bar{B}(0, R)) \rightarrow C^{n}(K)$. The latter implies that the inclusion mapping $C^{n+1}(K) \rightarrow$ $C^{n}(K)$ is compact. A standard argument (cf. [7, Proposition 2.2]) therefore gives the following result.

Lemma 3.7 Let $K \Subset \mathbb{R}^{d}$ be a regular compact set such that int $K$ is quasiconvex. Then, $\mathcal{E}^{\{\mathfrak{M}\}}(K)$ is a (DFS)-space.

Next, we show a structural result for the dual of $\mathcal{E}^{\{\mathfrak{M}\}}(K)$; this is the crux of the proof of Theorem 3.5. We need some preparation. Given a Banach space $E$, a weight sequence $M=\left(M_{p}\right)_{p \in \mathbb{N}}$ and $h>0$, we define $\Lambda^{M, h}(E)$ as the Banach space consisting of all multi-indexed sequences $e=\left(e_{\alpha}\right)_{\alpha \in \mathbb{N}^{d}} \in E^{\mathbb{N}^{d}}$ such that

$$
\|e\|_{\Lambda^{M, h}(E)}:=\sup _{\alpha \in \mathbb{N}^{d}} \frac{h^{|\alpha|}\left\|e_{\alpha}\right\|_{E}}{M_{\alpha}}<\infty .
$$

We define the ( $L B$ )-space

$$
\Lambda^{\{\mathfrak{M}\}}(E):=\underset{n \in \mathbb{N}}{\lim } \underset{h \rightarrow 0^{+}}{\lim } \Lambda^{M^{n}, h}(E)
$$

and the Fréchet space

$$
\Lambda^{\prime\{\mathfrak{M}\}}(E):=\lim _{\breve{n} \in \mathbb{N}} \lim _{h \rightarrow 0^{+}} \Lambda^{1 / M^{n}, 1 / h}(E)
$$

The dual of $\Lambda^{\prime\{\mathfrak{M}\}}(E)$ may be identified with $\Lambda^{\{\mathfrak{M}\}}\left(E^{\prime}\right)$; the dual pairing under this identification is given by

$$
\left\langle e^{\prime}, e\right\rangle=\sum_{\alpha \in \mathbb{N}^{d}}\left\langle e_{\alpha}^{\prime}, e_{\alpha}\right\rangle, \quad e^{\prime} \in \Lambda^{\{\mathfrak{M}\}}\left(E^{\prime}\right), e \in \Lambda^{\prime\{\mathfrak{M}\}}(E) .
$$

Proposition 3.8 Let $K \Subset \mathbb{R}^{d}$ be a regular compact set such that int $K$ is a Lipschitz domain and let $\mathfrak{M}$ be a weight matrix satisfying $\{\mathfrak{M} .2\}^{\prime}$. Let $B$ be an equicontinuous subset of $\left(\mathcal{E}^{\{\mathfrak{M}\}}(K)\right)^{\prime}$. There exist $N \in V(\mathfrak{M})$ and $C>0$ such that for each $T \in B$ there is a family $\left\{F_{\alpha, T} \in L^{2}(K) \mid \alpha \in \mathbb{N}^{d}\right\}$ satisfying

$$
\begin{equation*}
\sup _{\alpha \in \mathbb{N}^{d}}\left\|F_{\alpha, T}\right\|_{L^{2}(K)} N_{\alpha} \leq C \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle T, \varphi\rangle=\sum_{\alpha \in \mathbb{N}^{d}} \int_{K} F_{\alpha, T}(x) \partial^{\alpha} \varphi(x) d x, \quad \varphi \in \mathcal{E}^{\{\mathfrak{M}\}}(K) . \tag{3.2}
\end{equation*}
$$

Proof We claim that the continuous linear mapping

$$
S: \Lambda^{\prime\{\mathfrak{M}\}}\left(L^{2}(K)\right) \rightarrow\left(\mathcal{E}^{\{\mathfrak{M}\}}(K)\right)_{\beta}^{\prime}, \quad\left(F_{\alpha}\right)_{\alpha \in \mathbb{N}^{d}} \mapsto \sum_{\alpha \in \mathbb{N}^{d}}(-1)^{|\alpha|} \partial^{\alpha} F_{\alpha}
$$

is surjective. Before we prove the claim, let us show how it implies the result. By Lemma 3.6(ii), it suffices to show that for every bounded subset $B$ of $\left(\mathcal{E}^{\{\mathfrak{M}\}}(K)\right)_{\beta}^{\prime}$ (in particular, for every equicontinuous subset $B$ of $\left.\left(\mathcal{E}^{\{\mathfrak{M}\}}(K)\right)^{\prime}\right)$ there is a bounded subset $A$ of $\Lambda^{\prime\{\mathfrak{M}\}}\left(L^{2}(K)\right)$ such that $S(A)=B$. Since $\left(\mathcal{E}^{\{\mathfrak{M}\}}(K)\right)_{\beta}^{\prime}$ is a FréchetMontel space (Lemma 3.7), this follows from the following general fact [10, Corollary 26.22]: Let $T: E \rightarrow F$ be a surjective continuous linear mapping between a Fréchet space $E$ and a Fréchet-Montel space $F$. Then, for every bounded subset $B$ of $F$ there is a bounded subset $A$ of $E$ such that $T(A)=B$. We now prove the claim. To this end, it suffices to show that the transpose of $S$ is injective and has weak-* closed range. By the remarks preceding this proposition and the fact that $\mathcal{E}^{\{\mathfrak{M}\}}(K)$ is reflexive (Lemma 3.7), we may identify the transpose of $S$ with the mapping

$$
S^{t}: \mathcal{E}^{\{\mathfrak{M}\}}(K) \rightarrow \Lambda^{\{\mathfrak{M}\}}\left(L^{2}(K)\right), \varphi \rightarrow\left(\partial^{\alpha} \varphi\right)_{\alpha \in \mathbb{N}^{d}}
$$

This mapping is clearly injective. We now show that it has weak-* closed range. Let $\left(\varphi_{j}\right)_{j}$ be a net in $\mathcal{E}^{\{\mathfrak{M}\}}(K)$ and $F=\left(F_{\alpha}\right)_{\alpha \in \mathbb{N}^{d}} \in \Lambda^{\{\mathfrak{M}\}}\left(L^{2}(K)\right)$ such that $S^{t}\left(\varphi_{j}\right) \rightarrow F$ in the weak-* topology on $\Lambda^{\{\mathfrak{M}\}}\left(L^{2}(K)\right)$. In particular, $\partial^{\alpha} \varphi_{j} \rightarrow F_{\alpha}$ in $L_{\text {loc }}^{1}$ (int $K$ ) for all $\alpha \in \mathbb{N}^{d}$. Consequently, $\partial^{\alpha} F_{0}=F_{\alpha} \in L^{2}$ (int $K$ ) (the derivatives should be interpreted in the sense of distributions). By the Sobolev embedding theorem [1, Theorem 4.12 Part II], there is $k \in \mathbb{N}$ such that the continuous embedding $H^{k}($ int $K) \rightarrow C(K)$ holds, where $H^{k}($ int $K)$ denotes the Sobolev space of order $k$. Since $\partial^{\alpha} F_{0} \in H^{k}($ int $K)$ for all $\alpha \in \mathbb{N}^{d}$, we obtain that $F_{0} \in C^{\infty}(K)$ and

$$
\left\|\partial^{\alpha} F_{0}\right\|_{L^{\infty}(K)} \leq D \max _{|\beta| \leq k}\left\|\partial^{\alpha+\beta} F_{0}\right\|_{L^{2}(\operatorname{int} K)}=D \max _{|\beta| \leq k}\left\|F_{\alpha+\beta}\right\|_{L^{2}(\operatorname{int} K)}, \quad \alpha \in \mathbb{N}^{d},
$$

for some $D>0$. Pick $0<h \leq 1$ and $n \in \mathbb{N}$ such that $F \in \Lambda^{M_{n}, h}\left(L^{2}(K)\right)$. Condition $\{\mathfrak{M} .2\}^{\prime}$ implies that there are $m \in \mathbb{N}$ and $C, H>0$ such that $\max _{0 \leq j \leq k} M_{p+j}^{n} \leq C H^{p} M_{p}^{m}$ for all $p \in \mathbb{N}$. Hence,

$$
\left\|F_{0}\right\|_{\mathcal{E}^{M_{m}, h / H}(K)} \leq D C h^{-k}\|F\|_{\Lambda^{M_{n}, h}\left(L^{2}(K)\right)} .
$$

This shows that $F_{0} \in \mathcal{E}^{\{\mathfrak{M}\}}(K)$ and thus $F=\left(F_{\alpha}\right)_{\alpha \in \mathbb{N}^{d}}=\left(\partial^{\alpha} F_{0}\right)_{\alpha \in \mathbb{N}^{d}} \in \operatorname{Im} S^{t}$.

Remark 3.9 One can also use the dual Mittag-Leffler lemma [7, Lemma 1.4] in the same way as in the proof of [5, Theorem 3.2(ii)] (see also the proof of [7, Proposition 8.6]) to show Proposition 3.8.

Proof of Theorem 3.5 The first statement is a consequence of Lemma 3.6(i). Moreover, it is clear that for each $N \in V(\mathfrak{M})$ the seminorm $\|\cdot\|_{\mathcal{E}^{N, 1}(K)}$ is continuous on $\mathcal{E}^{\{\mathfrak{M}\}}(K)$. We now show that for every seminorm $q$ on $\mathcal{E}^{\{\mathfrak{M}\}}(K)$ there are $N \in V(\mathfrak{M})$ and $C>0$ such that

$$
q(\varphi) \leq C\|\varphi\|_{\mathcal{E}^{N, 1}(K)}, \quad \varphi \in \mathcal{E}^{\{\mathfrak{M}\}}(K)
$$

Choose an equicontinuous subset $B$ of $\mathcal{E}^{\prime\{\mathfrak{M \}}\}}(K)$ such that

$$
q(\varphi)=\sup _{T \in B}|\langle T, \varphi\rangle|, \quad \varphi \in \mathcal{E}^{\{\mathfrak{M}\}}(K) .
$$

By Proposition 3.8, there exist $N \in V(\mathfrak{M})$ and $C>0$ such that for each $T \in B$ there is a family $\left\{F_{\alpha, T} \in L^{2}(K) \mid \alpha \in \mathbb{N}^{d}\right\}$ satisfying (3.1) and (3.2). Set $L=$ $\left(N_{p} / 2^{p}\right)_{p \in \mathbb{N}} \in V(\mathfrak{M})$. For all $\varphi \in \mathcal{E}^{\{\mathfrak{M}\}}(K)$ it holds that

$$
\begin{aligned}
& q(\varphi) \leq \sup _{T \in B} \sum_{\alpha \in \mathbb{N}^{d}} \int_{K}\left|F_{\alpha, T}(x)\left\|\partial^{\alpha} \varphi(x) \mid d x \leq \sup _{T \in B} \sum_{\alpha \in \mathbb{N}^{d}}\right\| F_{\alpha, T}\left\|_{L^{2}(K)}\right\| \partial^{\alpha} \varphi \|_{L^{2}(K)}\right. \\
& \leq C|K|^{1 / 2} \sum_{\alpha \in \mathbb{N}^{d}} \frac{\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}(K)}}{N_{\alpha}} \leq 2^{d} C|K|^{1 / 2}\|\varphi\|_{\mathcal{E}^{L, 1}(K)} .
\end{aligned}
$$
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# Singular Solutions to Equations of Fluid Mechanics and Dynamics Near a Hurricane's Eye 

Maximilian F. Hasler


#### Abstract

In the first part of this paper, we prove a new theorem concerning nonsmooth solutions of nonlinear Navier-Stokes type PDE as they arise in atmospheric and fluid dynamics, but here in arbitrary dimension. In its simplest form, the theorem states that the velocity field must be tangent to the hypersurface on which it has a jump discontinuity, i.e., its singular support. The theorem is proved using Colombeau algebras of generalized functions, providing yet another example of the fruitfulness of this concept for nonlinear problems with singularities, ill posed in distribution theory. In the second part, we discuss a numerical and analytic study of a two-dimensional model which, in spite of its simplicity, predicts remarkably correctly the "wall of the eye" of a hurricane and allows us to get analytic expressions for the asymptotic behaviour of radial and tangential wind field near this wall. These results are consistent with and confirm the theoretical results of the first part.
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## 1 Introduction

During the last decades, much progress has been made concerning the prediction of hurricane tracks, but the dynamics near the hurricane's eye is still not very well understood. This gives an additional "real-world" motivation, complementary to the obvious theoretical interest in the study non-smooth solutions to equations of

[^41]fluid dynamics derived from Navier-Stokes equations (being part of the famous Millenium problems). We have in mind to focus on the behaviour of the wind field near the eye of a hurricane, where it drops from its maximal value to nearly zero within a very small region of space.

Mathematically speaking, the set of points where the solution makes such jumps is called the singular support of the solution, which is the closure of the points in space-time where it is not smooth. In the case at hand, this singular support is of codimension one, i.e., a hypersurface, border of a domain we will specify later and which will correspond to the hurricane's eye.

Nonlinear differential equations with singularities are genuinely ill defined in the classical theory of distributions which a priori does not allow to multiply these generalized functions. Therefore we use the framework of Colombeau algebras of generalized functions to tackle this problem. In this framework, multiplication and differentiation of non-smooth functions is always well defined.

In the second part of this paper, we use convenient reparametrizations in similar differential equations, but limited to two dimensions, in order to determine the wind profile around a hurricane's eye. We will find analytic asymptotic expressions for the speed of the tangent and radial wind components, as was as their derivatives, in the neighborhood of the singular support known as the wall of the eye of the hurricane. We find that the derivatives are indeed unbounded, while the wind field itself has a finite limiting value. This study also sheds new light on the physical problem we consider, and confirms the earlier more theoretical results.

There has been earlier research on singular solutions to Navier-Stokes type equations, in particular by Maslov [8] and his followers Zhikharev [12], Danilov [2] and Dobrokhotov et al. [4, 5, and references therein], who also considered the application to hurricanes. However, all this work focused on a point like vortextype weak singularity, in contrast to the ( $D-1$ )-dimensional one considered here. The technical approach used by these authors, based on "asymptotic expansions", is also completely different from ours. On the other hand, the vast literature on propagation of shock waves with, as here, a ( $D-1$ )-dimensional singular support, is mainly focused on the case where this singular support moves in direction normal to the hypersurface, as in the case of a plane wave or a spherically expanding or collapsing wave. In most other work on singularities in Navier-Stokes equations, authors are rather interested in infinitely large velocity and/or energy density, see recent reviews by Moffatt [9] and Tao [11]. This is not at all the subject of your investigation. Summarizing, we are not aware of any mathematical investigations on singularities of the type we consider here, characterized by the fact that the velocity field is tangent to its ( $D-1$ )-dimensional singular support, and not directly correlated to the velocity of this moving hypersurface itself.

## 2 Jump Condition at the Singular Support

### 2.1 Statement of the Problem

In this part we prove a new theorem for solutions to Navier-Stokes type equations with presence of a jump discontinuity. We first found this result for the case of the two-dimensional model analysed in the second part of the paper, but have generalized it to an arbitrary number of $n$ dimensions and more general terms on the right hand side.

We consider the system of partial differential equations

$$
\begin{equation*}
\partial_{t} u+u \cdot \operatorname{grad} u=A\left(u-u^{*}\right), \tag{2.1}
\end{equation*}
$$

where $u: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is an $n$-dimensional vector field depending on $(t, x) \in \mathbb{R}^{1+n}$, and $A$ is a continuous linear operator without derivatives, or simply a matrix acting on the $n$-component vector $u$, while $u^{*}$ is a given wind field. (In our applications to hurricanes this will be the so-called trade wind.)

We wish to consider a solution of the form

$$
\begin{equation*}
u(t, x)=u^{*}(t, x)+H(S(t, x)) \hat{u}(t, x), \tag{2.2}
\end{equation*}
$$

where $H$ is the Heaviside step function, equal to 1 for positive arguments and zero else. This means that depending on the sign of $S(t, x)$ the second term is present or not. More precisely, we have $u=u^{*}$ inside the region $D=\{(t, x) \mid S(t, x)<0\}$ which represents the hurricane's eye where we have only the weak and roughly constant trade wind, and $u=u^{*}+\hat{u}$ outside this domain, with potentially very strong winds right next to the eye's wall. To get an idea, the function $S(t, x)=$ $\left\|x-t u^{*}\right\|-r_{0}^{2}$ would correspond to a ball-shaped "hurricane's eye" of radius $r_{0}$ and moving with constant speed $u^{*}$. (The choice of the letter $S$ is inspired by Maslov and Zhikharev's "singularity function", see [8, 12].)

In classical distribution theory, this nonlinear differential problem does not make sense, because one cannot consistently multiply distributions. Schwartz' counterexample which has become folklore, considers $H=H^{2}=H^{3}$, which, using Leibniz' rule, yields for the derivative $H^{\prime}=2 H H^{\prime}=3 H H^{\prime}$, whence $H H^{\prime}=0$, while the right hand side of the equation is $H^{\prime}=\delta \neq 0$.

### 2.2 The Framework of Colombeau Algebras

To formulate, study and solve nonlinear differential equations with irregular solutions, one needs a theory of algebras of generalized function, as are given by the Colombeau type algebras of sequence spaces, in which differentiation and multiplication is always well-defined [1]. More precisely,
we consider the spaces $\mathcal{E}(\Omega)$ of smooth functions equipped with seminorms $\mathcal{P}(\Omega)=\left\{p_{\alpha, K}: f \mapsto\left\|\partial^{\alpha} f\right\|_{K, \infty} ; \alpha \in \mathbb{N}^{n}, K \Subset \Omega\right\}$, and the asymptotic scale $M=\left\{\left(\varepsilon^{m}\right)_{\varepsilon \in \Lambda=(0,1]} ; m \in \mathbb{N}\right\}$. Then the space of "moderate" sequences is $\mathcal{E}_{M}=\left\{f \in \mathcal{E}^{\Lambda} \mid \forall p \in \mathcal{P} \exists a \in M: p\left(a_{\varepsilon} f_{\varepsilon}\right)=O(1)\right\}$, and the Colombeautype algebra is the associated Hausdorff space $\mathcal{G}_{M}=\mathcal{E}_{M} / \mathcal{N}$ where $\mathcal{N}=$ $\left\{f \in \mathcal{E}^{\Lambda} \mid \forall p \in \mathcal{P} \forall a \in M: p\left(f_{\varepsilon}\right)=O\left(a_{\varepsilon}\right)\right\}$ is the closure (intersection of all neighborhoods) of zero for the naturally associated so-called "sharp" topology [3, 10] (for which multiplication is continuous) [7]. The construction is functorial, the spaces are (pre)sheaves of topological algebras, and the point values of generalized functions are generalized numbers $\widetilde{\mathbb{C}}$ which can be infinitely small or large and still mathematically well-defined, as for example $\delta(0)$.

Schwarz distributions $\mathcal{D}^{\prime}(\Omega)$ and $L_{\text {loc }}^{1}$ are injected into $\mathcal{G}_{M}(\Omega)$ via $i_{\varphi}: T \mapsto$ [ $\varphi_{\varepsilon} * T$ ], i.e., convolution with a mollifier $\varphi_{\varepsilon}=\varepsilon^{-n} \varphi(\cdot / \varepsilon)$, where $\varphi$ has Fourier transform equal to 1 near the origin, as to have $\int_{\mathbb{R}^{n}} \varphi=1$ and vanishing higher moments. Consequently, $\delta=i_{\varphi} \delta=\left[\varphi_{\varepsilon}\right]$ is a Dirac delta function, which is for $n=1$ the derivative of

$$
\begin{equation*}
\mathbf{H}(x)=i_{\varphi} H(x)=\left[\int_{-\infty}^{x} \frac{1}{\varepsilon} \varphi\left(\frac{y}{\epsilon}\right) d y\right] ; \quad \mathbf{H}(0)=\frac{1}{2} . \tag{2.3}
\end{equation*}
$$

The composition of two generalized functions is well defined if the first one is $c-$ bounded [6, Def. 1.2.7], which is the case for smooth functions. Thus, $\mathbf{H} \circ S(x)=$ $\left[\mathbf{H}_{\varepsilon}(S(x))\right] \in \mathcal{G}_{M}\left(\mathbb{R}^{n}\right)$ is well defined in $\mathcal{G}_{M}(\Omega)$.

### 2.3 Proof of the Jump Condition Theorem

Writing $D_{t}=\partial_{t}+u \cdot \nabla$, we have

$$
D_{t}\left(u^{*}+(\mathbf{H} \circ S) \hat{u}\right)=D_{t} u^{*}+(\mathbf{H} \circ S) D_{t} \hat{u}+(\delta \circ S)\left(D_{t} S\right) \hat{u} .
$$

To prove the result, it is sufficient to take the scalar product of the differential equation with $\hat{u}$. Putting to the right hand side all terms without $\delta$, we have:

$$
\hat{u}^{2}(\delta \circ S) D_{t} S=\hat{u} \cdot\left(\left(A \hat{u}-D_{t} \hat{u}\right) H \circ S-D_{t} u^{*}\right)
$$

For $x \in S_{0}:=\partial D=\{x \mid S(x)=0\}, \delta \circ S(x)=\delta(0)$ is an infinitely large, invertible generalized number, by which we can divide the equation. Using $H(0)=\frac{1}{2}$, we have

$$
\forall x \in S_{0}: \hat{u}^{2}\left(\partial_{t}+\left(u^{*}+\frac{1}{2} \hat{u}\right) \cdot \nabla\right) S=\frac{1}{\delta(0)} \hat{u} \cdot\left(\frac{1}{2}\left(A \hat{u}-D_{t} \hat{u}\right)-D_{t} u^{*}\right) .
$$

All expressions except $1 / \delta(0)$ take finite real values in any $x \in S_{0}$. Therefore, the left hand side must be zero, which we will rewrite as

$$
\forall x \in S_{0}: \hat{u} \cdot \nabla S=-2\left(\partial_{t}+u^{*} \cdot \nabla\right) S(x)
$$

So we have proved the following
Theorem 2.1 If the PDE (2.1), $\left(\partial_{t}+u \cdot \nabla\right) u=A\left(u-u^{*}\right)$, has a solution of the form $u=u^{*}+H \circ S \hat{u}$, where $H$ is the Heaviside step function (2.3), $S \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n+1}\right)$, and $u^{*}, \hat{u} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{n+1} ; \mathbb{R}^{n}\right)$, then $\hat{u} \cdot \nabla S=-2\left(\partial_{t}+u^{*} \cdot \nabla\right) S$ on $S_{0}=\{x \mid S(x)=0\}$.

To get a grasp on the meaning of this jump condition, consider, e.g., $S(x, t)=$ $\left\|x-t u^{*}\right\|^{2}-r_{0}^{2}$, for which $D=\{x \mid S(x)<0\}$ is obviously a ball of radius $r_{0}$ whose center moves according to $x=t u^{*}$, similar to the eye of a hurricane. In that case, we have $\left(\partial_{t}+u^{*} \cdot \nabla\right) S=0$. With this, we can state:

Corollary 2.2 If the domain $D=\{x \mid S(x)<0\}$ moves with speed $u^{*}$, i.e., $\left(\partial_{t}+\right.$ $\left.u^{*} \cdot \nabla\right) S=0$ on $\partial D$, then the jump $\hat{u}$ is tangent (orthogonal to the normal vector $\nabla S$ ) to the boundary of $D$ in each point of this boundary.

This is (fortunately) in complete agreement with real-world observations and also with the following study of the 2-dimensional case: We will see within a completely different approach that the radial wind component goes to zero when approaching the wall of the hurricane's eye, as predicted by the Corollary.

## 3 Asymptotics of the Wind Field Near the Eye of a Hurricane

In this part, we consider the two-dimensional differential equation

$$
\partial_{t}(u, v)+(u, v) \cdot \nabla(u, v)=\sigma(u, v)+\omega(v,-u)
$$

which follows from the general Navier-Stokes equations in the limit of a nonviscid fluid and after coordinate transformation to a frame having its origin on the surface of the rotating earth, which induces the Coriolis "force" terms proportional to $\omega=$ ( $2 / 24 h$ ) $\cos$ (latitude).

The parameter $\sigma$ accounts for friction (negative contribution) but also for energy supply from the hot water surface. Both are proportional to $(u, v)$ only for weak to moderately strong winds: the energy supply can be considered to saturate at some limiting value $\sigma^{*} u^{*}$, while the friction is known to acquire quadratic terms for larger wind speed. Concerning the energy supply, many more or less complicated piecewise defined heat transfer functions are considered in the literature. We chose a dependence of the form $\sigma u=\sigma^{*} u /\left(1+|u| / u^{*}\right)$ to have the above mentioned limiting behaviour of the energy transfer.

We assume radial symmetry around the center of the hurricane located in $(x, y)=(0,0)$, i.e., that the wind field $(u, v)$ only depends on $r=x^{2}+y^{2}$, and
we reparametrize it using radial and tangential components $(a, b)$, viz: $(u, v)=$ $a(r)(x, y)+b(r)(-y, x)$. This yields the system of equations

$$
\begin{align*}
a^{\prime} & =[(\sigma-a+(\omega+b) b / a] / r,  \tag{3.1}\\
b^{\prime} & =[(\sigma / a-2) b-\omega] / r \tag{3.2}
\end{align*}
$$

We can integrate these equations numerically, starting at a given point $r_{i}$, if we know the initial conditions $a\left(r_{i}\right), b\left(r_{i}\right)$, and of course the parameters $\sigma$ and $\omega$. We can also make a qualitative study of this system of ODE.

Both approaches lead to the following results: Corresponding to the counterclockwise rotating winds on the northern hemisphere, the tangent component $b(r)$ has a very small positive value for large $r$, which increases monotonically as $r$ tends to some finite value $R_{\text {eye }}$ at which the derivative diverges, $b^{\prime}(r) \rightarrow-\infty$ as $r \rightarrow$ $R_{\text {eye }}$.

The radial component $a(r)$ has a small negative value for large $r$ (airflow towards the hurricane), which decreases to a minimum (large negative value) at $R_{\min }=$ $k R_{\text {eye }}$ with some $\left.k \in\right] 2,9$, and then tends to zero as $r \rightarrow R_{\text {eye }}$, where $a^{\prime}(r)$ also tends to $-\infty$ as $r \rightarrow R_{\text {eye }}$.

When we first noticed this behaviour, we thought that $b(r)$ might be unbounded, which would not be physical but could be explained by the right hand side $\sigma u$ which could explain allow an unbounded energy supply. At this point we introduced the more sophisticated form explained earlier, which saturates at a value $\sigma^{*} u^{*}$. However, a more thorough analysis shows that even with constant $\sigma$, we get a finite value $b_{0}$ as $r \rightarrow R_{\text {eye }}$.

Indeed, we can solve a simplified version of the system which is valid asymptotically, as $r \rightarrow R_{\text {eye }}$ and $a \rightarrow 0$. In this limit, the equation for $b$ becomes $b^{\prime} / b \simeq \sigma /(r a(r))$, which we can integrate to get $b(r)=b_{0} \exp J(r)$ with $J(r) \simeq \int_{R_{\text {eye }}}^{r} \sigma /(s a(s)) d s$, provided this is well-defined. We find a solution using the ansatz $a(r) \simeq-c\left(r / R_{\text {eye }}-1\right)^{\alpha}$, which gives

$$
b(r) \simeq b_{0} \exp \left[-\sigma\left(\frac{r}{R_{\text {eye }}}-1\right)^{1-\alpha} /\left((1-\alpha) \frac{c r}{R_{\text {eye }}}\right)\right]
$$

and back in (3.1), $\alpha=1 / 2$ and $c^{2}=\left(\omega+b_{0}\right) b_{0}$. So we have found that

$$
a(r) \simeq-c \sqrt{\frac{r}{R_{\mathrm{eye}}}-1} \text { with } c=\sqrt{\left(\omega+b_{0}\right) b_{0}}
$$

and (with $r \simeq R_{\text {eye }}$ )

$$
b(r) \simeq b_{0} \exp \left(-2 \frac{\sigma}{c} \sqrt{\frac{r}{R_{\text {eye }}}-1}\right)=b_{0} \exp \left(2 \sigma a(r) / c^{2}\right)
$$

This concludes the asymptotic analysis of this system near the singularity at $r=$ $R_{\text {eye }}$. We have deduced an analytic form for the tangent and radial wind profile near that point.

Our next goal is the analysis of this simple system is to obtain further analytical results for $r \rightarrow R_{\text {eye }}$ and $R_{\min }$ in terms of the initial data. But we are also aware that this model has its limits. In particular, we think that an extension to 3D is required to capture more of the dynamics of the real hurricane's eye. The vertical airflows near the eye and between the rainbands are physically important, and taking them into account in our model should improve its potential for predicting realistic values.

## 4 Summary and Conclusion

The very simple equation $\left(\partial_{t}+u \cdot \nabla\right) u=\sigma u+\omega \times u$ predicts qualitatively correctly the existence of the eye of the hurricane and finite limiting speed of wind at the border, in spite of the right hand side possibly violating laws of conservation. We found an analytic expression for the asymptotic form of the solution near the eye's wall.

We also considered solutions of the $n$-dimensional Euler/Navier-Stokes type equation $\left(\partial_{t}+u \cdot \nabla\right) u=A u$, in arbitrary dimension, which have a jump $u=$ $u^{*}+H(S) \hat{u}$. We obtained an orthogonality condition involving the jump $\hat{u}$ and the normal vector $\nabla S$ on the hypersurface where the jump occurs, i.e., the singular support.

Our theorem was straightforwardly proved in the framework of Colombeau differential algebras, and the result is confirmed by numerical and algebraic analysis of the 2-dimensional case and real-world observations. We plan to continue our work on one hand to try to get explicit non-smooth solution to Euler/Navier-Stokes equations in 2D, and to extend the analytic and numerical study to 3 dimensions.

Let us finally once again insist on two conceptual points: On one hand, the nonlinearity in the differential equations which is essential for producing singularities, but which can't be dealt with the linear theory of Schwartz distributions, making algebras of generalized functions an essential tool for further progress in this important field of research. On the other hand, still on the same token, one may admire the simplicity with which we were able to prove our theorem in the framework of Colombeau type algebras. We hope that this additional example of a useful, real-world relevant application will further contribute to popularize this theory.
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#### Abstract

We demonstrate that use of the Dirac delta-function simplifies qualitative optimization analysis of two contemporary population models. The first problem maximizes the discounted profit from harvesting in the linear age-structured LotkaMcKendrick model. The second problem describes optimal investments in new and old equipment under evolving technology.
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## 1 Introduction

Generalized functions have long-time links to the optimization theory. L. Pontryagin, I. Ekeland, J.-L. Lions, R. Rockafellar and other great mathematicians spent enormous efforts to prove the existence of solutions to general optimization problems. They highlighted exotic trajectories that arose even in the optimal control of simple ODEs and lead to solutions expressed in terms of measures and generalized functions. The necessity of taking endogenous controls from non-smooth functional spaces with measures was demonstrated in $[14,15]$ and significant results have been obtained since then.

[^42]The most common reason for getting measure controls and generalized functions is the presence of inequality-constraints on state variables in optimal control problems (OCPs) [4]. The state constraints lead to discontinuities in the optimal path of state and co-state variables. Each time when the state trajectory reaches a state constraint, its speed possesses jumps. In worst cases, the optimal state trajectory can touch the state constraint indefinitely many times. It leads to optimal controls and co-state variables (Lagrange multipliers) expressed in terms of measures and functions of bounded variation.

Another more obvious reason for the appearance of measure controls is discontinuities or generalized functions in the state equations (equality-constraints) or objective function, e.g., [13]. Relevant examples appear in particle mechanics, elasticity theory, nonlinear waves, and other applications [12]. Such problems do not often have solutions in traditional functional classes, and generalized functions and measures should be employed to construct such solutions. Several approaches have been proposed to extend the concept of optimal solutions: vibrational controls, chattering regimes, generalized curves, measure values solutions, relaxed controls [4].

A powerful approach to deal with generalized functions is based on Colombeau algebras. Konjik et al. [12] develop fundamentals of the calculus of variations in Colombeau algebras with generalized functions and demonstrate its applications in geodesics, mechanics, and elastostatics. Their approach is promising for the optimal control, though it needs to be extended to closed sets of control variables. The optimal control was born inside the calculus of variations because of practical needs to consider closed sets of controls. The current extension of the algebras of generalized functions to OCPs cannot consider inequalities-constraints, while most applied optimization problems include them.

Solutions that involve generalized functions and measures appear in the optimal control because of applied nature of the physical, biological, or economic problem under study. This paper demonstrates how the use of a classic generalized function, the Dirac delta-function, simplifies the contemporary analysis of two age-structured population models in different applied areas.

The first discussed problem maximizes the discounted profit from harvesting in the age- structured Lotka-McKendrick population model [1, 3, 7]. Such OCPs often possess bang-bang harvesting controls. We consider a relaxed problem without upper bound on harvesting control and prove that the optimal age-dependent harvesting control is expressed via the Dirac delta-function. This structure is caused by the presence of a state constraint.

The second problem is relevant to new applications of the LotkaMcKendrick model in economics and technology [8, 11]. It describes the optimal distribution of investments into new and old capital under evolving technology. The optimal age- distributions of investment and capital appear to involve the deltafunction and its derivative. This OCP does not involve any inequality constraints. It reveals a new phenomenon when generalized functions arise in applied optimization problems with no constraints and smooth coefficients just because of the nature of a process under study.

## 2 Impulse Controls in Optimal Harvesting of Age-Structured Populations

The Lotka-McKendrick model of harvested age-structured population is described as

$$
\begin{gather*}
\frac{\partial y(t, a)}{\partial t}+\frac{\partial y(t, a)}{\partial a}=-\mu(t, a) y(t, a)-u(t, a)  \tag{2.1}\\
y(t, 0)=x(t), \quad t \in[0, \infty)  \tag{2.2}\\
y(0, a)=y_{0}(a), \quad a \in[0, A) \tag{2.3}
\end{gather*}
$$

where $t$ is time, $a$ is individual age, $A \leq \infty$ is the maximum age, $y(t, a)$ is the population age density, $u(t, a)$ is the harvesting intensity, $\mu(t, a)$ is the given mortality rate, $x(t)$ is the planting intensity (the density of zero-age individuals), and $y_{0}(a)$ is a given population density at time $t=0$ [1]. The model describes harvested populations in agriculture and aquaculture, when new zero-age individuals are introduced into the population from outside.

Optimal Control Problem ( $O C P$ ) We consider the problem of maximizing the discounted profit from harvesting over the infinite horizon:

$$
\begin{gather*}
\max _{u, x} I=\max _{u, x} \int_{0}^{\infty} e^{-r t}\left(z^{\alpha}(t)-b(t) x(t)\right) d t, z(t)=\int_{0}^{A} c(t, a) u(t, a) d a  \tag{2.4}\\
u(t, a) \geq 0, \quad x(t) \geq 0, \quad y(t, a) \geq 0 \tag{2.5}
\end{gather*}
$$

subject to constraints-equalities (2.1)-(2.3). Here, $z(t)$ is the monetary value of harvesting yield, $c(t, a)$ is the unit price of harvested individuals, $b(t)$ is the unit planting cost, $r>0$ is the discounting rate, and $0<\alpha<1$ reflects the concavity, of revenue-product curve. The price $c(t, a)$ increases in $a$ when an individual grows, then slow down, and decreases at the end of its life $A$.

The majority of research related to optimization in the harvesting model (2.1)(2.5) involves the constraint-inequality $0 \leq u \leq u_{\max }$, where the upper bound $u_{\max }$ is chosen for mathematical convenience. Optimal harvesting regimes in such PDEbased models often have bang-bang structure [1, 2, 5, 6] but the impulse structure of such regimes has not been suggested. We consider the nonlinear $\operatorname{OCP}(2.1)-(2.5)$ without upper constraint $u \leq u_{\text {max }}$ and prove that it possesses an impulse optimal harvesting control is expressed via the Dirac delta-function.

We choose $u$ and $x$ as independent controls of the OCP (2.1)-(2.5) and assume $u(t, a)$ to be measurable in $t$ and be a Borel measure with respect to $a$ at a fixed $t$. Under known $u$ and $x \in L_{\infty}[0, \infty)$, the dependent state variable $y \in L_{\infty}([0, \infty) \times$ $[0, A)$ ) is a weak solution of the boundary problem (2.1)-(2.3).

Hritonenko and Yatsenko [6] analyzed the linear version of OCP (2.1)-(2.5) at $\alpha=1$ and proved that the optimal harvesting control $u^{*}(t, a)$ involves the Diracfunction $\delta\left(a-a^{*}(t)\right)$ at certain age $a^{*}(t), 0<a^{*}(t)<A$, and the optimal state variable $y^{*}(t, a)=0$ at $a^{*}(t)<a<A$. Here we extend this result to the nonlinear problem (2.1)-(2.5) at $0<\alpha<1$. Such impulse controls are known in dynamic optimization of homogeneous populations (described by ODEs) but are new in agedependent populations described by PDEs.

Lemma 2.1 (Necessary Condition for an Extremum) Let $\left(u^{*}, x^{*}\right)$ be a solution to the OCP (2.1)-(2.5). Then

$$
\begin{align*}
& I_{u}(t, a) \leq 0 \text { at } u^{*}(t, a)=0, \quad I_{u}(t, a)=0 \text { at } u^{*}(t, a)>0, \\
& I_{x}(t) \leq 0 \text { at } x^{*}(t)=0, \quad I_{x}(t)=0 \text { atx }^{*}(t)>0, \tag{2.6}
\end{align*}
$$

where

$$
\begin{align*}
I_{u}(t, a) & =e^{-r t}\left(\alpha c(t, a) x^{\alpha-1}(t)-\lambda(t, a)\right),  \tag{2.7}\\
I_{x}(t) & =e^{-r t}\left(\lambda(t, 0)-\alpha b(t) x^{\alpha-1}(t)\right), \tag{2.8}
\end{align*}
$$

and the dual variables $\lambda(t, a)$ and $\eta(t, a)$ satisfy the following conditions:

$$
\begin{gather*}
\frac{\partial \lambda(t, a)}{\partial t}+\frac{\partial \lambda(t, a)}{\partial a}=(r+\mu(t, a)) \lambda(t, a)-\eta(t, a),  \tag{2.9}\\
\lim _{t \rightarrow \infty} e^{-r t} \lambda(t, a)=0, a \in[0, A), \quad \lambda(t, A)=0, t \in[0, \infty),  \tag{2.10}\\
\eta(t, a)>0 \text { at } y^{*}(t, a)=0, \quad \eta(t, a)=0 \text { at } y^{*}(t, a)>0 . \tag{2.11}
\end{gather*}
$$

The proof follows the standard method of Lagrange multipliers, which was adjusted to age-structured population models in [5-7]. The condition of complementary slackness (2.11) is an essential part of extremum conditions for the optimal control with state constraints [1, 4, 10]. By (2.11), the dual variable $\eta(t, a)>0$ when the constraint $y \geq 0$ is active, i.e., $y(t, a)=0$.

Steady-State Solution in Autonomous Case For clarity, we restrict ourselves to the autonomous (stationary) case of the problem (2.1)-(2.5) when all given functions do not depend on the time $t$ :

$$
\begin{equation*}
c(t, a)=c(a), \quad b(t)=b, \quad \mu(t, a)=\mu(a) \tag{2.12}
\end{equation*}
$$

Sustainable development of populations is of increasing importance for related environmental policies. Mathematically, it means finding steady-state solutions of an optimization problem. A steady-state solution of the OCP (2.1)-(2.5) is a
trajectory that satisfies the constraints (2.1), (2.2), (2.5) and extremum conditions (2.6)-(2.11), but not necessarily satisfies the initial condition (2.3). At conditions (2.12), we look for a steady-state trajectory

$$
\begin{equation*}
x(t)=\tilde{x}=\mathrm{const}, \quad u(t, a)=\tilde{u}(a), \quad y(t, a)=\tilde{y}(a) \tag{2.13}
\end{equation*}
$$

Theorem 2.2 (On a Steady-State Impulse Harvesting) Let (2.12) hold and $c^{\prime}(0) / c(0)>r+\mu(0), c^{\prime}(A) / c(A)<\mu(A)$. Then the OCP (2.1)-(2.5) has the steady-state solution $(\tilde{x}, \tilde{u}, \tilde{y})$,

$$
\begin{gather*}
\tilde{u}(a)=\tilde{x} \delta(a-\widetilde{a}) e^{-\int_{0}^{\tilde{a}} \mu(\xi) d \xi},  \tag{2.14}\\
\tilde{x}=\left(\frac{\alpha}{b}\left(c(\widetilde{a}) e^{-\int_{0}^{\tilde{a}} \mu(\xi) d \xi}\right)^{\alpha}\right)^{1 /(1-\alpha)},  \tag{2.15}\\
\tilde{y}(a)= \begin{cases}\tilde{x} e^{-\int_{0}^{a} \mu(\xi) d \xi}, & 0<a \leq \tilde{a}, \\
0, & \tilde{a}<a \leq A,\end{cases}  \tag{2.16}\\
\tilde{I}=\frac{1-\alpha}{r}\left(\frac{\alpha}{b} c(\widetilde{a}) e^{-\int_{0}^{\tilde{a}} \mu(\xi) d \xi}\right)^{\alpha /(1-\alpha)}, \tag{2.17}
\end{gather*}
$$

where the endogenous age $\tilde{a}, 0<\tilde{a}<A$, is determined from

$$
\begin{equation*}
\widetilde{a}=\arg \max _{0 \leq a \leq A}\left[c(a) e^{-\int_{0}^{a} \mu(\xi) d \xi}\right] . \tag{2.18}
\end{equation*}
$$

Proof Substituting (2.13) into (2.1) and disregarding the initial condition (2.3), the boundary problem (2.1) and (2.2) and dual PDE equation (2.9) and (2.10) are reduced to the ODEs

$$
\begin{gather*}
y^{\prime}(a)=-\mu(a) y(a)-u(a), \quad y(0)=\tilde{x},  \tag{2.19}\\
\lambda^{\prime}(a)=(r+\mu(a)) \lambda(a)-\eta(a), \quad \lambda(A)=0 . \tag{2.20}
\end{gather*}
$$

The analytic solution of (2.19) is

$$
\begin{equation*}
y(a)=x e^{-\int_{0}^{a} \mu(\xi) d \xi}-\int_{0}^{a} e^{-\int_{\tau}^{a} \mu(\xi) d \xi} u(\tau) d \tau \tag{2.21}
\end{equation*}
$$

Step 1: Let us prove that the optimal state variable $\tilde{y}(a)=0$ at $a \in \Delta$, meas $(\Delta)>$ 0 . By contradiction, assuming that $y(a)>0$ for $0 \leq a \leq A$, we obtain $\eta \equiv 0$ by (2.11) and $\lambda \equiv 0$ by (2.10). Then, by Lemma 2.1, $I_{u}(a)>0$ and $I_{x}<0$, which means instant harvesting of all individuals without introducing new ones. Then, by (2.1), the population will extinct over a finite time.

Step 2: If $y\left(a_{e}\right)=0$ at some instant $0<a_{e}<A$, then $y^{\prime}(a) \leq 0$ by (2.19) at $a>a_{e}$, therefore, $y(a)=0$ and $u(a)=0$ for $a_{e}<a \leq A$. Let $y(a)>0$ for $0<a<a_{e}$ and $y\left(a_{e}\right)=0$. Then, by (2.11), $\eta(a)=0$ for $0<a<a_{e}$ and, by (2.20), $\lambda^{\prime}(a)=(r+\mu(a)) \lambda(a)$ at $0<a<a_{e}$.

Step 3: If $c(0)>\lambda(0) \widetilde{x}^{1-\alpha}$, then $I_{u}(0)>0$ by Lemma 2.1 and, therefore, all young members of the population should be immediately harvested, which is not realistic. On the other side, if $c(a)>\lambda(a) \widetilde{x}^{1-\alpha}$ on $[0, A]$, then $I_{u}(a)<0$ and there is no harvesting. Thus, for the existence of a non-trivial harvesting regime, $c(a)<\lambda(a) \widetilde{x}^{1-\alpha}$ should hold on some initial interval [0, $\left.\widetilde{a}\right)$ and $c(\widetilde{a})=$ $\lambda(\widetilde{a}) \widetilde{x}^{1-\alpha}$ at a certain switching age $0<\widetilde{a}<A$. Then, by (2.7), $I_{u}(a)<0$ and $u^{*}(a)=0$ on $[0, \widetilde{a})$. Let us assume that $y(a)>0$ on a certain interval $\left[\widetilde{a}, a_{e}\right]$. Then, $c(a)>\lambda(a) \widetilde{x}^{1-\alpha}$ and $I_{u}(a)>0$ at $\widetilde{a}<a<a_{e}$, i.e., the optimal harvesting control $\widetilde{u}(a)$ should be maximal on $\left[\widetilde{a}, a_{e}\right]$. It means that it should involve the Dirac delta-function $\delta(a)$ :

$$
\begin{equation*}
\widetilde{u}(a)=\widetilde{h} \delta(a-\widetilde{a}) . \tag{2.22}
\end{equation*}
$$

and the optimal state variable $\tilde{y}(a)$ should be zero after the age $\tilde{a}$ :

$$
\tilde{y}(a)= \begin{cases}>0, & 0<a \leq \tilde{a}  \tag{2.23}\\ 0, & \tilde{a}<a \leq A .\end{cases}
$$

Step 4: Let us find the unknown $\widetilde{a}$ and $\tilde{h}$ in (2.22). Substituting (2.22) into (2.21) and using that $\tilde{y}(a)=0$ at $a>\widetilde{a}$ by (2.23), we find $\widetilde{h}=\tilde{x} e^{-\int_{0}^{\tilde{a}} \mu(\xi) d \xi}$ at $a>\tilde{a}$, which together with (2.22) leads to (2.14) for $\widetilde{u}(a)$. Next, substituting (2.14) into (2.21) and using (2.23), we obtain (2.16) for $\tilde{y}(a)$. Finally, the substitution of (2.14), (2.12) to (2.4) reduces the OCP (2.1)-(2.5) to

$$
\begin{equation*}
\max _{u, x} I=\frac{1}{r} \max _{a, x}\left[x^{\alpha}\left(c(a) e^{-\int_{0}^{a} \mu(\xi) d \xi}\right)^{\alpha}-b x\right] . \tag{2.24}
\end{equation*}
$$

Taking the derivatives of (2.24) in $a$ and $x$ and setting them to zero, we obtain that the maximum of (2.24) is reached at $\tilde{a}$ and $\tilde{x}$ given by (2.18) and (2.15).

By Theorem 2.2, there exists a sustainable harvesting regime $(\tilde{u}, \tilde{x}, \tilde{y})$. The optimal harvesting control $\widetilde{u}(a)$ is selective and involves one age $\widetilde{a}$ only. The population density is zero for the individuals older than the harvesting age. The obtained results demonstrate significance of impulse harvesting and have implications for management policies. For instance, they indicate advantages of selective harvesting over clear cutting in forestry.

## 3 Optimal Investment in Old Capital Under Technological Change and Learning-by-Doing

To demonstrate larger applicability of the age-structured model (2.1)-(2.3), we discuss its use in capital replacement problems of Operations Research and economics presented in [9]. A new feature is that the optimal controls involve the delta-function and its derivative.

We consider a firm that produces a product $y(t)$ and invests $x(t)$ into the new capital assets of vintage $t$ and $u(t, a)$ into the old capital of the age $a$. The capital vintage $v$ is the time of the asset creation and can be used instead of its age $a=t-v$. The evolution of the heterogeneous capital $k(t, a)$ is described by the following linear age-dependent population model [8, 11]:

$$
\begin{equation*}
\frac{\partial k(t, a)}{\partial t}+\frac{\partial k(t, a)}{\partial a}=-\mu k(t, a)+u(t, a), \tag{3.1}
\end{equation*}
$$

with the boundary conditions

$$
\begin{gather*}
k(t, 0)=x(t), \quad t \in[0, \infty)  \tag{3.2}\\
k(0, a)=k_{0}(a), \quad a \in[0, \infty), \tag{3.3}
\end{gather*}
$$

where $\mu>0$ is the capital deterioration rate, $k_{0}(a)$ is the given age distribution of capital over past vintages at time zero. The linear PDE-based model (3.1)-(3.3) closely resembles (2.1)-(2.3), though has a different interpretation.

We assume that the firm's objective is to maximize its discounted net profit

$$
\begin{gather*}
\max _{u, x} \int_{0}^{\infty} e^{-r t}\left(y(t)-x(t)-\int_{-\infty}^{t} u(t, a) d a\right) d t  \tag{3.4}\\
y(t)=\left(\int_{-\infty}^{t} e^{\gamma v} A(t-v) k(t, t-v) d v\right)^{\alpha} \tag{3.5}
\end{gather*}
$$

where $r>0$ is the discounting rate and the unit price of all capital vintages equals one. The investments $x(t)$ and $u(t, a)$ are control variables, and the unknown state variables $k(t, a)$ and $y(t)$ are determined from (3.1) and (3.5). The parameter $0<$ $\alpha \leq 1$ describes returns to scale. The efficiency of new capital of vintage $v=t-a$ exponentially increases with rate $\gamma>0$ due to the embodied technological change [7]. The factor $A(a)$ in (3.5) describes the effects such as learning-by-doing and spillovers, which depend on the age $a=t-v$.

Theorem 3.1 At increasing bounded learning curve $A(a), A^{\prime}(0)>\gamma A(0)$, and $\gamma \alpha /(1-\alpha)<r$, the OCP (3.1)-(3.5) has the unique steady-state trajectory $(k, x, u)$ with growth rate $g=\gamma \alpha /(1-\alpha)>0$ :

$$
\begin{gather*}
u(t, a)=e^{g t} \hat{u}(a), \quad \hat{u}(a)=e^{(\mu+g) a}\left[f^{\prime}(a)+\frac{f(a)}{s_{\max }-a}\right] \delta\left(a-s_{\max }\right),  \tag{3.6}\\
k(t, a)=e^{g t} f(a) \delta\left(a-s_{\max }\right), \quad x(t)=0, \quad a \in[0, \infty), t \in[0, \infty)  \tag{3.7}\\
f(a)=(\alpha /(r+\mu))^{\frac{1}{1-\alpha}}\left[e^{-\gamma a} A(a)\right]^{\frac{\alpha}{1-\alpha}} \tag{3.8}
\end{gather*}
$$

and $s_{\max }=\arg \max \left(e^{-\gamma a} A(a)\right)>0$ is the optimal age of the only vintage to invest in.

Proof is provided in [9]. It is interesting that the idea of the proof is conceptually similar to elasticity problems of [12], but the regularizing parameter is the substitutability $\beta$ rather than the modulus of elasticity.

For clarity, this paper focuses on linear PDE-based population models and simple impulse solutions with one delta-function. Similar results can be obtained for a more general nonlinear age- and size-structured population models [6, 7].
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#### Abstract

We study relations between stochastic differential equations with inhomogeneities reflecting continuous and discontinuous random perturbations and equations for probabilistic characteristics of processes specified by these stochastic equations. The application of two approaches: based on the Ito formula and on limit relations for process increments, allowed to obtain direct and backward integrodifferential equations for various probabilistic characteristics and justify them in distribution spaces.
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## 1 Introduction

A wide class of processes arising in various fields of natural science, economics and social phenomena, mathematically can be described using differential equations with random perturbations, stochastic differential equations (SDEs). The beststudied class of SDEs is one with random perturbations in the form of Wiener processes. Solutions of such equations (normal diffusion processes), due to continuity of Wiener process trajectories also have continuous trajectories. In addition, normal diffusion processes have the following characteristic property: the variance of the process deviation over time $\Delta t$ is proportional to $\Delta t$. Therefore, modeling within the framework of diffusion-type equations is not suitable for describing processes with jumps and ones with variance proportional to $\Delta t^{\mu}, \mu \neq 1$. The

[^43]behavioral features unusual for normal diffusion processes, can be modeled using Levy processes and more general Levy type processes.

Both in applications and in fundamental science, researchers are often interested not in processes themselves but their characteristics; therefore, the relationship between SDEs and equations of probabilistic characteristics of processes described by SDEs is one of the main directions of stochastic analysis. Most investigated remains the connection for diffusion processes and corresponding partial differential equations for their probabilistic characteristics.

In the paper, we study Levy type stochastic equations and obtain equations for probabilistic characteristics, which in the case are integro-differential (pseudodifferential), in contrast to partial differential equations of parabolic type corresponding to diffusion processes. For this purpose we distinguish two approaches:

- the approach based on the general Ito formula (see, e.g. [1, 2]) allowing to obtain functions of studied processes, which are averaged, and as a result we get the integro-differential equations for probabilistic characteristics.
- the approach allowing to obtain equations for probabilistic characteristics based on the existence of three limits for the random process under study: the limits of the quotient of dividing the local first and second moments by $\Delta t \rightarrow 0$ (conditions (3.1)-(3.2)) and the limit (3.3) characterizing the absence of the continuity property of Levy type processes (see, e.g. [3]).

There are deep, not always obvious connections between these approaches, and not all of them, despite many works devoted to the indicated issues, worked out in the desired completeness. In the paper we can see that in the both approaches twice differentiable functions appear in equations for probabilistic characteristics and we show that these functions can be used as test functions. We pay the important attention to substantiation of the resulting direct and backward integro-differential equations, in the general case not having classical solutions, in distribution (generalized functions) spaces.

## 2 Direct and Backward Equations for Probabilistic Characteristics Based on the Ito Formula

Let a probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, P\right)$ be given. We consider a random process $X=\{X(t), t \geq 0\}$, arising under the influence of continuous and discontinuous random disturbances. In general, this is a Levy type process defined by the stochastic equation

$$
\begin{align*}
& X(t)-x= \int_{0}^{t} a(X(s-)) d s+\int_{0}^{t} b(X(s-)) d W(s) \\
&+\int_{0}^{t} \int_{|q| \geq 1} K(X(s-), q) N(d s, d q) \\
&+\int_{0}^{t} \int_{|q|<1} F(X(s-), q) \tilde{N}(d s, d q), \quad t \in[0 ; T] . \tag{2.1}
\end{align*}
$$

Here $W=\{W(t), t \geq 0\}$ is a standard Wiener process, $N(t, A)$ for any bounded from below set $A$ is a Poisson random measure on $\left(\mathbb{R}_{+} \times(\mathbb{R} \backslash\{0\}), \mathcal{B}\left(\mathbb{R}_{+}\right) \otimes\right.$ $\mathcal{B}(\mathbb{R} \backslash\{0\})$ ), and $\widetilde{N}(t, A):=N(t, A)-t \nu(A)$ is a martingale-valued (compensated) Poisson random measure on this space. By the definition, the random variable $N(t, \cdot)(\omega)$ for $\omega \in \Omega$ and $t \geq 0$ is a counting measure on $\mathcal{B}(\mathbb{R} \backslash\{0\})$, and $N=$ $\{N(t, A), t \geq 0\}$ is a Poisson process with intensity $\lambda=\nu(A):=\mathbf{E}[N(1, A)]$. We suppose the following conditions on coefficients supplying existence of a solution to (2.1): functions $a(\cdot), b(\cdot), F(\cdot, q)$ satisfy the Lipschitz and sub-linear growth conditions and $K(\cdot, q)$ is continuous.

Let $f \in C^{1,2}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ and $\{X(t), t \geq 0\}$ be a Levy type process defined by (2.1) with $\mathrm{a}(\cdot)=a(X(\cdot)), \mathrm{b}(\cdot), \mathrm{F}(\cdot, q)$ square integrable a.s. Then with probability 1 the following equality, the Ito formula for Levy type processes, holds (see, e.g. [2, c. 278]):

$$
\begin{align*}
& f(t, X(t))-f(0, X(0))=\int_{0}^{t} f_{s}^{\prime}(s, X(s-)) d s+\int_{0}^{t} \mathrm{a}(s) f_{x}^{\prime}(s, X(s-)) d s \\
& \quad+\int_{0}^{t} \mathrm{~b}(s) f_{x}^{\prime}(s, X(s-)) d W(s)+\frac{1}{2} \int_{0}^{t} \mathrm{~b}^{2}(s) f_{x x}^{\prime \prime}(s, X(s-)) d s \\
& +\int_{0}^{t} \int_{|q| \geq 1}[f(s, X(s-)+\mathrm{K}(s, q))-f(s, X(s-))] N(d s, d q)  \tag{2.2}\\
& \quad+\int_{0}^{t} \int_{|q|<1}[f(s, X(s-)+\mathrm{F}(s, q))-f(s, X(s-))] \tilde{N}(d s, d q) \\
& +\int_{0}^{t} \int_{|q|<1}\left[f(s, X(s-)+F(s, q))-f(s, X(s-))-F(s, q) f_{x}^{\prime}(s, X(s-))\right] v(d q) d s .
\end{align*}
$$

We start by deriving a direct (forward) equation for transition probability $P(\tau, y ; t, A)$, the probability of transition from $y$ at time $\tau$ to values on $A$ at time $t$. To this end, using (2.2) first we obtain the equation for the process $\{f(X(t)), t \geq 0\}$, where $X$ is a solution to $(2.1)$ and $f \in C^{2}(\mathbb{R})$, then we apply the expectation. Using that integrals over $W$ and over compensated Poisson process $\widetilde{N}$ are martingales, hence its expectations are zero, and changing the order of integration in other terms, we obtain

$$
\begin{gathered}
\mathbf{E}[f(X(t))]-f(x)=\int_{0}^{t} \mathbf{E}\left[a(X(s-)) f^{\prime}(X(s-))+\frac{1}{2} b^{2}(X(s-)) f^{\prime \prime}(X(s-))\right] d s \\
\quad+\int_{0}^{t} \int_{|q| \geq 1} \mathbf{E}[f(X(s-)+K(X(s-), q))-f(X(s-))] v(d q) d s
\end{gathered}
$$

$$
\begin{aligned}
+ & \int_{0}^{t} \int_{|q|<1} \mathbf{E}[f(X(s-)+F(X(s-), q))-f(X(s-)) \\
& \left.-F(X(s-), q) f^{\prime}(X(s-))\right] v(d q) d s
\end{aligned}
$$

Further, since Levy type processes possess the property $P(X(s-)=X(s))=1$ for any $s>0$, we obtain the equality

$$
\begin{aligned}
& \int_{\mathbb{R}} f(y) P(0, x ; t, d y)-f(x)=\int_{0}^{t} \int_{\mathbb{R}}\left[a(z) f^{\prime}(z)+\frac{1}{2} b^{2}(z) f^{\prime \prime}(z)\right] P(0, x ; s, d z) d s \\
& \quad+\int_{0}^{t} \int_{|q| \geq 1} \int_{\mathbb{R}}[f(z+K(z, q))-f(z)] P(0, x ; s, d z) v(d q) d s \\
& +\int_{0}^{t} \int_{|q|<1} \int_{\mathbb{R}}\left[f(z+F(z, q))-f(z)-F(z, q) f^{\prime}(z)\right] P(0, x ; s, d z) v(d q) d s
\end{aligned}
$$

The right-hand side of the resulting equality are integrals with a variable upper limit, then after differentiating both sides of this equality with respect to parameter $t$ we obtain the direct equation for transition probability:

$$
\begin{align*}
& \frac{\partial}{\partial t} \int_{\mathbb{R}} f(y) P(0, x ; t, d y)=\int_{\mathbb{R}}\left[a(y) f^{\prime}(y)+\frac{1}{2} b^{2}(y) f^{\prime \prime}(y)\right] P(0, x ; t, d y) \\
& \quad+\int_{|q| \geq 1} \int_{\mathbb{R}}[f(y+K(y, q))-f(y)] P(0, x ; t, d y) v(d q)  \tag{2.3}\\
& +\int_{|q|<1} \int_{\mathbb{R}}\left[f(y+F(y, q))-f(y)-F(y, q) f^{\prime}(y)\right] P(0, x ; t, d y) v(d q)
\end{align*}
$$

We show that (2.3) is correct in a space of distributions, where functions $f$ will play the role of test functions for functionals determined by the transition probability. To do this, we consider $\Phi=C_{c}^{2}(\mathbb{R})$, the linear space of compactly supported twice continuously differentiable functions $f: \mathbb{R} \rightarrow \mathbb{R}$ and $\Phi^{\prime}$, the space of linear continuous functionals on $\Phi$. Since integral $\int_{\mathbb{R}} f(y) P(0, x ; t, d y)$ exists for any $f \in C_{c}(\mathbb{R})$ functional $p(0, x ; t, \cdot)$ is well defined as follows:

$$
\begin{equation*}
\int_{\mathbb{R}} f(y) P(0, x ; t, d y)=:\langle f(y), p(0, x ; t, y)\rangle, \quad f \in C_{c}(\mathbb{R}) . \tag{2.4}
\end{equation*}
$$

In particular for $f \in \Phi$, we call $p(0, x ; t, \cdot)$ the generalized transition probability density of $X$. If the transition probability has a classical density, then $p(0, x ; t, \cdot)$ is a regular generalized function and (2.4) turns into the equality for integrals.

Having defined the functional $p(0, x ; t, \cdot)$ on $\Phi$, we pass to the formalization of Eq. (2.3) in $\Phi^{\prime}$ and begin with "differential" terms of the equation. Since there exists $\frac{\partial}{\partial t} \int_{\mathbb{R}} f(y) P(0, x ; t, d y)$, for $p(0, x ; t, \cdot)$ exists a derivative with respect to $t$ :

$$
\frac{\partial}{\partial t} \int_{\mathbb{R}} f(y) P(0, x ; t, d y)=\frac{\partial}{\partial t}\langle f(y), p(0, x ; t, y)\rangle=\left\langle f(y), \frac{\partial}{\partial t} p(0, x ; t, y)\right\rangle
$$

Next, we consider integral $\int_{\mathbb{R}}\left[a(y) f^{\prime}(y)+\frac{1}{2} b^{2}(y) f^{\prime \prime}(y)\right] P(0, x ; t, d y)$. By virtue of conditions on coefficients of (2.1) supplying existence of its solution, functions $a, b$ satisfy the Lipschitz condition. It follows that products $a f^{\prime}$ and $b^{2} f^{\prime \prime}$ define continuous functions with compact supports. Then the integral exists and is equal to

$$
\left\langle f(y),-\frac{\partial}{\partial y}(a(y) p(0, x ; t, y))+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left(b^{2}(y) p(0, x ; t, y)\right)\right\rangle .
$$

Next, we go on to formalize "integral" terms, integrals with respect to $q$ included in the direct equation. Consider integral $\int_{|q| \geq 1} \int_{\mathbb{R}}[f(y+K(y, q))-$ $f(y)] P(0, x ; t, d y) v(d q)$. Since, by conditions on coefficients, $K(\cdot, q),|q| \geq 1$, is continuous, then $f(\cdot+K(\cdot, q)) \in C_{c}(\mathbb{R})$ and the integral is equal to

$$
\left\langle f(y), \int_{|q| \geq 1}(p(0, x ; t, y-K(y, q))-p(0, x ; t, y)) v(d q)\right\rangle .
$$

Finally, consider the last term in the right-hand side of (2.3). By virtue of the conditions imposed on $F$ we obtain $f(\cdot+F(\cdot, q))$ and $F(\cdot, q) f^{\prime}(\cdot)$ belong to $C_{c}(\mathbb{R})$. Then the term is equal to:

$$
\begin{aligned}
& \left\langle f(y), \int_{|q|<1}(p(0, x ; t, y-F(y, q))-p(0, x ; t, y)\right. \\
& \left.\left.\quad+\frac{\partial}{\partial y}(F(y, q) p(0, x ; t, y))\right) v(d q)\right\rangle .
\end{aligned}
$$

Thus, it is shown that if coefficient $a, b, K, F$ of (2.1) satisfy conditions supplying existence of its solution, then the direct equation for the generalized transition probability density of $X$ is correct on functions $f \in \Phi$ :

$$
\begin{align*}
&\left\langle f(y), \frac{\partial}{\partial t} p(0, x ; t, y)\right\rangle=\left\langle f(y),-\frac{\partial}{\partial y}(a(y) p(0, x ; t, y))\right. \\
&\left.+\frac{1}{2} \frac{\partial^{2}}{\partial y^{2}}\left(b^{2}(y) p(0, x ; t, y)\right)\right\rangle \\
&+\left\langle f(y), \int_{|q| \geq 1}(p(0, x ; t, y-K(y, q))-p(0, x ; t, y)) v(d q)\right\rangle \tag{2.5}
\end{align*}
$$

$$
\begin{aligned}
& +\left\langle f(y), \int_{|q|<1}(p(0, x ; t, y-F(y, q))-p(0, x ; t, y)\right. \\
& \left.\left.+\frac{\partial}{\partial y}(F(y, q) p(0, x ; t, y))\right) v(d q)\right\rangle .
\end{aligned}
$$

By (2.4), the correctness of the direct equation for the generalized density on $\Phi$ leads to the correctness of (2.3) for the transition probability.

Now, briefly, due to the size restriction of the paper, we show that for the important in applications probabilistic characteristic

$$
\begin{equation*}
g(t, x):=\mathbf{E}^{t, x}[h(X(T))]=\int_{\mathbb{R}} h(y) P(t, x ; T, d y), t \in[0 ; T], \quad h \in C_{b}(\mathbb{R}) \tag{2.6}
\end{equation*}
$$

the backward equation is correct on $\Phi$ under some additional conditions on coefficients of (2.1).

At the first stage, we assume the existence of continuous partial derivatives $g_{t}^{\prime}, g_{x}^{\prime}, g_{x x}^{\prime \prime}$ and write the equation for $\{g(t, X(t)), t \in[0 ; T]\}$ using the Ito formula. By the Markov property of $X$, we have

$$
\begin{gathered}
\mathbf{E}[g(t, X(t))]=\mathbf{E}\left[\mathbf{E}^{t, X(t)}[h(X(T))]\right] \\
=\int_{\mathbb{R}} \int_{\mathbb{R}} h(y) P(t, x ; T, d y) P(0, \xi ; t, d x)=\int_{\mathbb{R}} h(y) P(0, \xi ; T, d y)=\mathbf{E}[g(0, X(0))] .
\end{gathered}
$$

Therefore, the expectation of the right-hand side of the equation written for $\{g(t, X(t))\}$ on the basis of formula (2.2) is zero. Using the Fubini stochastic theorem we can move the expectation under the integral sign, then using the martingale property of $W$ and $\widetilde{N}$ we obtain expectation of integrals over $W$ and $\widetilde{N}$ are equal to zero.

If the evolution of $X$ started at the moment $t \in[0 ; T]$ from the point $X(t)=x \in$ $\mathbb{R}$, then the resulting equality leads to the backward equation for $g$ :

$$
\begin{align*}
& -g_{t}^{\prime}(t, x)=a(x) g_{x}^{\prime}(t, x)+\frac{1}{2} b^{2}(x) g_{x x}^{\prime \prime}(t, x)+\int_{|q| \geq 1}[g(t, x+K(x, q))-g(t, x)] v(d q) \\
& \quad+\int_{|q|<1}\left[g(t, x+F(x, q))-g(t, x)-F(x, q) g_{x}^{\prime}(t, x)\right] v(d q), \quad t \in[0 ; T] . \tag{2.7}
\end{align*}
$$

Now we pass to the second stage, the study of the correctness of (2.7) in spaces of generalized functions. On the previous stage (2.7) was obtained under the assumption that there exist continuous partial derivatives $g_{t}^{\prime}, g_{x}^{\prime}, g_{x x}^{\prime \prime}$. The existence of derivatives $g_{x}^{\prime}, g_{x x}^{\prime \prime}$ and corresponding derivatives $p_{x}^{\prime}(t, x ; T, \cdot), p_{x x}^{\prime \prime}(t, x ; T, \cdot)$,
as we can see from formulas (3.1)-(3.2) in the next section, is closely related to existence of derivatives of coefficients. In the general case, even provided that the coefficients of (2.7) are twice continuously differentiable, $g_{t}^{\prime}, g_{x}^{\prime}$, $g_{x x}^{\prime \prime}$ may not exist. More accurately: the following conditions guarantee the existence of the derivatives of $g$ : coefficients $a(x), b(x), F(x, q),|q|<1, K(x, q),|q| \geq 1$ are twice continuously differentiable with respect to $x$ and their derivatives satisfy Lipschitz and sub-linear growth conditions, function $h$ is twice continuously differentiable and its derivatives are bounded [4,5]. Thus, we formalize the backward equation for $g$ with $h \in C_{b}(\mathbb{R})$ on the space of test functions $\Phi$ under the conditions on $a(\cdot), b(\cdot), F(\cdot, q), K(\cdot, q)$ to be twice continuously differentiable on $\mathbb{R}$. Indeed, for $f \in \Phi$ and such $a, b, K, F$ the following equalities are correct:

$$
\begin{gathered}
\left\langle f(x), a(x) g_{x}^{\prime}(t, x)\right\rangle=-\left\langle(a(x) f(x))^{\prime}, g(t, x)\right\rangle \\
\left\langle f(x), b^{2}(x) g_{x x}^{\prime \prime}(t, x)\right\rangle=\left\langle\left(b^{2}(x) f(x)\right)^{\prime \prime}, g(t, x)\right\rangle \\
\left\langle f(x), F(x, q) g_{x}^{\prime}(t, x)\right\rangle=-\left\langle(F(x, q) f(x))^{\prime}, g(t, x)\right\rangle \\
\langle f(x), g(t, x+F(x, q))\rangle=\langle f(x-F(x, q)), g(t, x)\rangle,|q|<1 \\
\langle f(x), g(t, x+K(x, q))\rangle=\langle f(x-K(x, q)), g(t, x)\rangle,|q| \geq 1, t \in[0 ; T]
\end{gathered}
$$

Under the indicated conditions on coefficients, these equalities justify the correctness of (2.7) on $f \in \Phi$. It is not difficult to show that under these conditions a backward equation for the transition density can be obtained on $\Phi$ as well.

Remark It is important to note that although we justified the direct and backward equations in distribution spaces, the Cauchy problems for them: the problem with an initial condition for the direct equation and with final condition $g(T, x)=h(T)$ for the backward one, are well-posed from the point of view of the theory of illposed problems. This is the fundamental difference between the considered finitedimensional problems and the infinite-dimensional ones, where ill-posedness can arise due to generators that do not generate semigroups of class $C_{0}$ [6].

## 3 The Approach via Limit Relations

This approach goes back to the ideas of A.N. Kolmogorov (see, e.g. [7]) for diffusion processes and is based on three limit values (3.1)-(3.3).

Let $p(t, x ; T, y)$ be the transition probability density of a process $X$ and let for any $\varepsilon>0$ there exist finite limits

$$
\begin{equation*}
\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} \int_{|z-x|<\varepsilon}(z-x) p(t, x ; t+\Delta t, z) d z=a(t, x)+O(\varepsilon) \tag{3.1}
\end{equation*}
$$

$$
\begin{array}{r}
\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} \int_{|z-x|<\varepsilon}(z-x)^{2} p(t, x ; t+\Delta t, z) d z=b(t, x)+O(\varepsilon), \\
\lim _{\Delta t \rightarrow 0} \frac{p(t, x ; t+\Delta t, z)}{\Delta t}=G(t, x ; z), \quad|z-x|>\varepsilon, \tag{3.3}
\end{array}
$$

uniform with respect to $x, z$ and $t$, and with respect to $x$ and $t$ in (3.2). Then for any $f \in C^{2}(\mathbb{R})$, transition density $p(t, x ; T, y), 0 \leq t \leq T<\infty$, satisfies the direct equation [3, pp. 51, 56]:

$$
\begin{aligned}
& \frac{\partial}{\partial T} \int_{\mathbb{R}} f(y) p(t, x ; T, y) d y= \int_{\mathbb{R}}\left[a(t, y) \frac{\partial f(y)}{\partial y} p(t, x ; T, y)\right. \\
&\left.+\frac{1}{2} b(t, y) \frac{\partial^{2}}{\partial y^{2}} p(t, x ; T, y)\right] d y \\
&+\int_{\mathbb{R}} f(y) d y \int_{\mathbb{R} \backslash 0} d z[G(T, z ; y) p(t, z ; T, y)-G(T, y ; z) p(t, x ; T, y)]
\end{aligned}
$$

and, under the assumption that there exist $p_{t}^{\prime}, p_{x}^{\prime}, p_{x x}^{\prime \prime}$, the backward equation:

$$
\begin{aligned}
& -p_{t}^{\prime}(t, x ; T, y)=a(t, x) p_{x}^{\prime}(t, x ; T, y)+\frac{1}{2} b(t, x) p_{x x}^{\prime \prime}(t, x ; T, y) \\
& \quad+\int_{\mathbb{R} \backslash 0}(p(t, z ; T, y)-p(t, x ; T, y)) G(t, x ; z) d z
\end{aligned}
$$

Note that in the case of diffusion processes, the third limit is zero, in general case this limit describes the discontinuity of $X$.

As an example of using the approach, we obtain direct and backward equations for the transition density of $X=\{X(t)=a t+b W(t)+c N(t)\}$, where $W=$ $\{W(t), t \geq 0\}$ is the standard Wiener process, $N=\{N(t), t \geq 0\}$ is the Poisson process with intensity $\lambda$, and $a, b, c$ are constants. We assume that $W$ and $N$ are set independently of each other. Since the density of $W$ is determined by the equality

$$
p_{W}(t, x ; T, y)=\frac{1}{\sqrt{2 \pi(T-t)}} e^{-\frac{(y-x)^{2}}{2(T-t)}}
$$

density of process $\{a t+b W(t)\}$ has the form:

$$
p_{a, b, W}(t, x ; T, y)=\frac{1}{b \sqrt{2 \pi(T-t)}} e^{-\frac{(y-x-a(T-t))^{2}}{2 b^{2}(T-t)}} .
$$

Knowing the law of distribution of a Poisson process, we write out the density of process $c N$

$$
p_{c N}(t, x ; T, y)=\sum_{k=0}^{\left[\frac{y-x}{c}\right]} \frac{(\lambda(T-t)))^{k}}{k!} \delta(y-x-c k) e^{-\lambda(T-t)}
$$

As a result, we obtain the transition density of $X$ as the convolution of densities of three independent processes:

$$
p(t, x ; T, y)=\frac{e^{-\lambda(T-t)}}{b \sqrt{2 \pi(T-t)}} \sum_{k=0}^{\infty} \frac{(\lambda(T-t)))^{k}}{k!} e^{-\frac{(y-x-c k-a(T-t))^{2}}{2 b^{2}(T-t)}} .
$$

Now we calculate limits (3.1)-(3.2):

$$
\begin{aligned}
\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} \int_{|z-x|<\varepsilon}(z-x) p(t, x ; t+\Delta t, z) d z & =\left[\begin{array}{cr}
a, & \varepsilon \leq c \\
a+c \lambda, & \varepsilon>c
\end{array}\right. \\
\lim _{\Delta t \rightarrow 0} \frac{1}{\Delta t} \int_{|z-x|<\varepsilon}(z-x)^{2} p(t, x ; t+\Delta t, z) d z & =\left[\begin{array}{cr}
b^{2}, & \varepsilon \leq c \\
b^{2}+c^{2} \lambda, & \varepsilon>c
\end{array}\right.
\end{aligned}
$$

and function $G(t, x ; z)$ :

$$
G(t, x ; z)=\lim _{\Delta t \rightarrow 0} \frac{p(t, x ; t+\Delta t, z)}{\Delta t}=\left[\begin{array}{cc}
\lambda \delta(z-x-c), & \varepsilon \leq c, \\
0, & \varepsilon>c
\end{array}\right.
$$

The found limit values allow us to write the direct and backward equations for the density of $X$ on $\Phi$ :

$$
\begin{aligned}
\left\langle f(y), p_{T}^{\prime}(t, x ; T, y)\right\rangle= & \left\langle f(y),-a p_{y}^{\prime}(t, x ; T, y)+\frac{b^{2}}{2} p_{y y}^{\prime \prime}(t, x ; T, y)\right. \\
& +\lambda(p(t, x ; T, y-c)-p(t, x ; T, y))\rangle \\
\left\langle f(x),-p_{t}^{\prime}(t, x ; T, y)\right\rangle= & \left\langle f(x), a p_{x}^{\prime}(t, x ; T, y)+\frac{b^{2}}{2} p_{x x}^{\prime \prime}(t, x ; T, y)\right. \\
& +\lambda(p(t, x+c ; T, y)-p(t, x ; T, y))\rangle
\end{aligned}
$$

In the considered example, since $a$ and $b$ are constants, we need not additional conditions on coefficients in the backward equation.
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## 1 Uniformly Elliptic PDEs in Non-divergence Form

Let $\Omega \subset \mathbb{R}^{n}$ be a domain with $n \geqslant 2$. Given $0<\lambda \leqslant \Lambda<\infty$, we consider the partial differential equation in non-divergence form

$$
\begin{equation*}
L u(x):=\operatorname{Tr}\left\{A(x) \cdot D^{2} u(x)\right\}, \tag{1.1}
\end{equation*}
$$

where the coefficients $A(\cdot)=\left(a_{i j}\right)_{i j}$ are symmetric and uniformly elliptic, that is $\lambda|\xi|^{2} \leqslant \xi^{\top} A(x) \xi \leqslant \Lambda|\xi|^{2}$ for every $\xi \in \mathbb{R}^{n}$ and $x \in \Omega$. In 1979, Krylov and Safonov proved in [10] the Harnack inequality for solutions of $L u=f$ with measurable coefficients, where the function $f$ is continuous and bounded. As a consequence of this, the Hölder regularity for solutions of $L u=0$ followed.

One of the most important examples of this equation is the Laplacian equation $\Delta u=0$, which arises when $A(x) \equiv I$. Solutions of the Laplacian equation received the name of harmonic and have been widely studied. One of the most important properties of harmonic functions is the so-called asymptotic mean value property.

[^44]Namely, a function $u \in C(\Omega)$ is harmonic in $\Omega$ if and only if the asymptotic expansion

$$
\begin{equation*}
f_{B_{\varepsilon}(x)} u(\zeta) d \zeta=u(x)+o\left(\varepsilon^{2}\right) \quad(\varepsilon \rightarrow 0) \tag{1.2}
\end{equation*}
$$

holds for every $x \in \Omega$. There exists a free-error version of this property, known as the restricted mean value property or the one radius theorem [9, 17]. It states that a function $u \in C(\bar{\Omega})$ is harmonic in $\Omega$ if and only if

$$
f_{B_{r(x)}(x)} u(\zeta) d \zeta=u(x)
$$

for each $x \in \Omega$, where $0<r(x)<\operatorname{dist}(x, \partial \Omega)$. On the other hand, harmonic functions have also appeared in the context of stochastic processes such as the Brownian motion or the random walk.

## 2 An Asymptotic Mean Value Property

Returning to the general case of a PDE of the form (1.1), it seems a natural question to ask what sort of mean value properties does a solution of $L u=0$ satisfy. To answer this question, let us first define $\mathcal{A}(\lambda, \Lambda)$ as the set of all symmetric $n \times n$ real matrices $A$ such that $\lambda|\xi|^{2} \leqslant \xi^{\top} A \xi \leqslant \Lambda|\xi|^{2}$ for every $\xi \in \mathbb{R}^{n}$. Since every matrix $A \in \mathcal{A}(\lambda, \Lambda)$ is real, symmetric and positive definite, the principal square root of $A$, which we denote by $\sqrt{A} \in \mathcal{A}(\sqrt{\lambda}, \sqrt{\Lambda})$, is well defined. On the other hand, each matrix $A \in \mathcal{A}(\lambda, \Lambda)$ determines the shape and the orientation of an ellipsoid $E_{A} \subset \mathbb{R}^{n}$ centered at the origin and given by the formula

$$
E_{A}:=\sqrt{A} \mathbb{B}=\left\{\sqrt{A} y \in \mathbb{R}^{n}:|y|<1\right\}
$$

where $\mathbb{B}=B_{1}(0)$ is the unit ball of $\mathbb{R}^{n}$.
In what follows, we consider $A: \Omega \rightarrow \mathcal{A}(\lambda, \Lambda)$ a matrix-valued function with measurable coefficients and values in $\mathcal{A}(\lambda, \Lambda)$ and we define the family of ellipsoids parametrized by $x \in \Omega$ and given by

$$
\begin{equation*}
E_{x}:=E_{A(x)}=\sqrt{A(x)} \mathbb{B} . \tag{2.1}
\end{equation*}
$$

In addition, we assume that $A(x)$ has constant determinant, so the ellipsoids $E_{x}$ have all the same measure. Furthermore, observe that the uniform ellipticity of $A(x)$ implies that the inclusions $B_{\sqrt{\lambda}} \subset E_{x} \subset B_{\sqrt{\Lambda}}$ hold for every $x \in \Omega$, and thus the maximum distortion of $E_{x}$ is bounded from above by $\sqrt{\Lambda / \lambda}$.

In the next result, we use this link between uniformly elliptic matrices and ellipsoids, (2.1), to provide an asymptotic mean value property for classical solutions of $L u=0$.

Proposition 2.1 Let $\phi \in C^{2}(\Omega)$. Then $L \phi=0$ in $\Omega$ if and only if

$$
\begin{equation*}
f_{x+\varepsilon E_{x}} \phi(\zeta) d \zeta=\phi(x)+o\left(\varepsilon^{2}\right) \quad(\varepsilon \rightarrow 0) \tag{2.2}
\end{equation*}
$$

for each $x \in \Omega$.
Proof Let $h \in E_{x}$. Recalling the second order Taylor's expansion of a twice differentiable function $\phi$ at $x \in \Omega$ we have

$$
\phi(x+\varepsilon h)=\phi(x)+\varepsilon \nabla \phi(x)^{\top} h+\frac{\varepsilon^{2}}{2} \operatorname{Tr}\left\{D^{2} \phi(x) \cdot h h^{\top}\right\}+o\left(\varepsilon^{2}\right) \quad(\varepsilon \rightarrow 0) .
$$

By the symmetry of the ellipsoid, averaging this expansion over $E_{x}$ the first order term vanishes,

$$
f_{E_{x}} \nabla \phi(x)^{\top} h d h=\nabla \phi(x)^{\top}\left(f_{E_{x}} h d h\right)=0,
$$

while for the second order term, by the linearity of the trace and (2.1), we obtain

$$
\begin{aligned}
f_{E_{x}} \operatorname{Tr}\left\{D^{2} \phi(x) \cdot h h^{\top}\right\} d h & =\operatorname{Tr}\left\{D^{2} \phi(x) \cdot f_{E_{x}} h h^{\top} d h\right\} \\
& =\operatorname{Tr}\left\{D^{2} \phi(x) \cdot \sqrt{A(x)}\left(f_{\mathbb{B}} w w^{\top} d w\right) \sqrt{A(x)}\right\} . \\
& =\frac{1}{n+2} \operatorname{Tr}\left\{D^{2} \phi(x) \cdot A(x)\right\},
\end{aligned}
$$

where the change of variables $h=\sqrt{A(x)} w$ has been performed in the second line. Thus, recalling the definition of $L \phi$ in (1.1) and performing the change of variables $\zeta=x+\varepsilon h$ we get

$$
f_{x+\varepsilon E_{x}} \phi(\zeta) d \zeta=\phi(x)+\frac{\varepsilon^{2}}{2(n+2)} L \phi(x)+o\left(\varepsilon^{2}\right) \quad(\varepsilon \rightarrow 0)
$$

so (2.2) follows after replacing $L \phi(x)=0$.
It is worth to remark that the previous proposition is the generalization of the asymptotic mean value characterization of harmonic functions (1.2). Analogously to the harmonic case, we could consider free-error versions of (2.2),

$$
\begin{equation*}
f_{x+\varepsilon E_{x}} u(\zeta) d \zeta=u(x) \tag{2.3}
\end{equation*}
$$

for each $\varepsilon>0$. Unfortunately, the connection between solutions of $L u=0$ and (2.3) is not as clear as in the harmonic case. However, there exists a relation with stochastic process which is analogous to the link between harmonic functions and random walks.

## 3 The Ellipsoid Process

In this section we briefly describe the connection between the mean value property (2.3) and a stochastic process related to the random walk. For a more detailed description of the process we refer the reader to [1].

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain. The ellipsoid process is a stochastic process describing the location of a particle jumping from one position to another inside a space-dependent ellipsoid contained in $\Omega$. This stochastic process is a generalization of the random walk arising when the ellipsoids are replaced by balls of fixed radius. Let $\left\{x_{0}, x_{1}, x_{2}, \ldots\right\} \subset \Omega$ denote the history of the particle, i.e. the sequence describing the successive positions of the particle at each time $j=0,1,2, \ldots$ Given any particle position $x_{j}$, the next location of the particle is randomly chosen inside the ellipsoid $x_{j}+\varepsilon E_{x_{j}}$ (according to a uniform probability distribution on $E_{x_{j}}$ ). This process stops the first time the particle exits $\Omega$ at some $x_{\tau} \notin \Omega$ and the amount $F\left(x_{\tau}\right)$ is collected, where $F$ is a continuous pay-off function defined outside $\Omega$. More precisely, $F \in C\left(\Omega_{\sqrt{\Lambda} \varepsilon} \backslash \Omega\right)$, where $\Omega_{\sqrt{\Lambda} \varepsilon}$ stands for the $\sqrt{\Lambda} \varepsilon$-extension of $\Omega$,

$$
\Omega_{\sqrt{\Lambda} \varepsilon}:=\left\{x \in \mathbb{R}^{n}: \operatorname{dist}(x, \Omega)<\sqrt{\Lambda} \varepsilon\right\} .
$$

Let us denote by $u_{\varepsilon}\left(x_{0}\right)$ the expected pay-off of an ellipsoid process starting from $x_{0} \in \Omega$, that is

$$
u_{\varepsilon}\left(x_{0}\right):=\mathbb{E}\left[F\left(x_{\tau}\right) \mid x_{0}\right] .
$$

Then $u_{\varepsilon}: \Omega_{\sqrt{\Lambda}_{\varepsilon}} \rightarrow \mathbb{R}$. Moreover, since the ellipsoid process is a Markov chain, computing conditional probabilities using the Markov property we obtain that $u_{\varepsilon}$ satisfies the dynamic programming principle

$$
u_{\varepsilon}(x)= \begin{cases}f_{x+\varepsilon E_{x}} u_{\varepsilon}(\zeta) d \zeta & \text { if } x \in \Omega  \tag{3.1}\\ F(x) & \text { if } x \in \Omega_{\sqrt{\Lambda} \varepsilon} \backslash \Omega\end{cases}
$$

which inside $\Omega$ coincides with (2.3).

## 4 Asymptotic Regularity: the Coupling Method

We say that a function $u_{\varepsilon}$ is asymptotically Hölder continuous if

$$
\left|u_{\varepsilon}(x)-u_{\varepsilon}(y)\right| \leqslant C\left(|x-y|^{\gamma}+\varepsilon^{\gamma}\right)
$$

where the constants $C>0$ and $\gamma \in(0,1]$ are independent of $\varepsilon$. In the next theorem we show that, under certain assumptions, the solutions $u_{\varepsilon}$ of the dynamic programming principle (3.1) are asymptotically Hölder continuous.

Theorem 4.1 Let $\Omega \subset \mathbb{R}^{n}$ be a domain, $n \geqslant 2$ and $0<\lambda \leqslant \Lambda<\infty$ such that

$$
1 \leqslant \frac{\Lambda}{\lambda}<\frac{n+1}{n-1}
$$

Suppose that $A: \Omega \rightarrow \mathcal{A}(\lambda, \Lambda)$ is a measurable mapping with constant determinant and $B_{2 r} \subset \Omega$ for some $r>0$. If $u_{\varepsilon}$ satisfies

$$
u_{\varepsilon}(x)=f_{x+\varepsilon E_{x}} u_{\varepsilon}(\zeta) d \zeta,
$$

then there exists $\gamma=\gamma(n, \lambda, \Lambda) \in(0,1)$ such that

$$
\begin{equation*}
\left|u_{\varepsilon}(x)-u_{\varepsilon}(y)\right| \leqslant C\left(|x-y|^{\gamma}+\varepsilon^{\gamma}\right) \tag{4.1}
\end{equation*}
$$

holds for every $x, y \in B_{r}$ and some constant $C>0$ depending on $n, \lambda, \Lambda, r, \gamma$ and $\sup _{B_{2 r}}|u|$, but independent of $\varepsilon$.

The proof is based on the coupling method for asymptotic regularity developed for different variants of tug-of-war games with noise by Luiro and Parviainen in [11] and extended in several papers, [2, 3, 7, 14]. In turn, this method is inspired by the Ishii-Lions method for viscosity solutions of fully nonlinear elliptic PDEs, [8]. Moreover, for continuous time diffusion processes and the Laplacian, the coupling method for regularity was also used by Cranston in [6] using the techniques developed in [12].

In what follows we describe the general idea of the proof avoiding technical details. The interested readers can find the complete and detailed proof in [1].

Proof Let $u_{\varepsilon}$ be a function satisfying (2.3) and $x, y \in \Omega$ such that $x \neq y$. Since $E_{x}=\sqrt{A(x)} \mathbb{B}$ for every $x \in \Omega$, performing convenient changes of variables we get

$$
\begin{aligned}
u_{\varepsilon}(x)-u_{\varepsilon}(y) & =f_{x+\varepsilon E_{x}} u_{\varepsilon}(\zeta) d \zeta-f_{y+\varepsilon E_{y}} u_{\varepsilon}(\zeta) d \zeta \\
& =f_{B_{\varepsilon}}\left[u_{\varepsilon}(x+\sqrt{A(x)} \zeta)-u_{\varepsilon}(y+\sqrt{A(y)} Q \zeta)\right] d \zeta
\end{aligned}
$$

for any orthogonal matrix $Q \in O(n)$. The key idea in the proof of the asymptotic regularity estimate (4.1) is to define a function $\mathcal{U}_{\varepsilon}: \Omega \times \Omega \rightarrow \mathbb{R}$ by $\mathcal{U}_{\varepsilon}(x, y)=$ $u_{\varepsilon}(x)-u_{\varepsilon}(y)$ so that $\mathcal{U}_{\varepsilon}$ satisfies the following $2 n$-dimensional mean value property,

$$
\mathcal{U}_{\varepsilon}(x, y)=f_{B_{\varepsilon}} \mathcal{U}_{\varepsilon}(x+\sqrt{A(x)} \zeta, y+\sqrt{A(y)} Q \zeta) d \zeta
$$

for every $Q \in O(n)$. In this way, the problem of the regularity of $u_{\varepsilon}$ becomes a question about the absolute size of $\mathcal{U}_{\varepsilon}(x, y)$. Hence, in order to show that

$$
\begin{equation*}
\left|\mathcal{U}_{\varepsilon}(x, y)\right| \leqslant C\left(|x-y|^{\gamma}+\varepsilon^{\gamma}\right) \tag{4.2}
\end{equation*}
$$

we need to show that the inequality

$$
\begin{equation*}
|x-y|^{\gamma}>f_{B_{\varepsilon}}\left|x-y-\left(\sqrt{A(x)}-\sqrt{A(y)} Q_{0}\right) \zeta\right|^{\gamma} d \zeta \tag{4.3}
\end{equation*}
$$

holds for every $x, y \in \Omega$ with an appropriate choice of $Q_{0} \in O(n)$. Let us define the auxiliary function $\varphi: B_{\varepsilon} \rightarrow \mathbb{R}$ given by

$$
\varphi(\zeta)=\left|x-y-\left(\sqrt{A(x)}-\sqrt{A(y)} Q_{0}\right) \zeta\right|^{\gamma} .
$$

Since $x \neq y$, we can fix a sufficiently small $\varepsilon>0$ such that $\varphi \in C^{2}\left(B_{\varepsilon}\right)$. By the mean value property for superharmonic functions, it turns out that if $\varphi$ is superharmonic in $B_{\varepsilon}$ then the inequality (4.3) holds. Thus we just need to show that $\Delta \varphi(\zeta) \leqslant 0$ for every $\zeta \in B_{\varepsilon}$. Indeed, computing explicitly the Laplacian of $\varphi$ we can show that $\Delta \varphi(\zeta) \leqslant 0$ if and only if the inequality

$$
\operatorname{Tr}\left\{\left(\begin{array}{cc}
-(1-\gamma) & 0 \\
0 & I_{n-1}
\end{array}\right)\left(A_{1}+A_{2}-2 \sqrt{A_{2}} Q_{0} \sqrt{A_{1}}\right)\right\} \leqslant 0
$$

holds for every $A_{1}, A_{2} \in \mathcal{A}(\lambda, \Lambda)$. Therefore, we need to check that there exists a matrix $Q_{0} \in O(n)$ for which this trace is non-positive. For this purpose, we use the inequality

$$
\max _{Q \in O(n)} \operatorname{Tr}\{M Q\}=\operatorname{Tr}\left\{\sqrt{M M^{\top}}\right\} \geqslant n|\operatorname{det}\{M\}|^{1 / n},
$$

where $M$ is any $n \times n$ real matrix, and we choose $Q_{0}$ to be the corresponding maximizer, so we get that

$$
\begin{aligned}
& \operatorname{Tr}\left\{\left(\begin{array}{cc}
-(1-\gamma) & 0 \\
0 & I_{n-1}
\end{array}\right)\left(A_{1}+A_{2}-2 \sqrt{A_{2}} Q_{0} \sqrt{A_{1}}\right)\right\} \\
& \leqslant 2\left[(n-1) \Lambda-(1-\gamma) \lambda-n(1-\gamma)^{1 / n} \lambda\right]
\end{aligned}
$$

for every $A_{1}, A_{2} \in \mathcal{A}(\lambda, \Lambda)$. Hence, $\varphi$ is superharmonic in $B_{\varepsilon}$ if and only if

$$
\frac{\Lambda}{\lambda}<\frac{n(1-\gamma)^{1 / n}+(1-\gamma)}{n-1}
$$

Furthermore, if

$$
\frac{\Lambda}{\lambda}<\frac{n+1}{n-1}
$$

then we can choose small enough $\gamma>0$ such that the condition is satisfied and thus (4.3) holds.

Next, in order to prove (4.2), we choose large enough $C>0$ such that $\mathcal{U}_{\varepsilon}(x, y) \leqslant$ $C\left(|x-y|^{\gamma}+\varepsilon^{\gamma}\right)$ for every $x, y \in B_{2 r} \backslash B_{r}$. Our aim is to proceed by contradiction to show that the same inequality also holds for every $x, y \in B_{2 r}$. Therefore, let us assume that the inequality does not hold in $B_{2 r}$. Then we define a positive number

$$
K:=\sup _{x, y \in B_{2 r}}\left\{\mathcal{U}_{\varepsilon}(x, y)-C|x-y|^{\gamma}\right\}>C \varepsilon^{\gamma}
$$

In particular, this implies that $\mathcal{U}_{\varepsilon}(x, y) \leqslant K+C|x-y|^{\gamma}$ for every $x, y \in B_{2 r}$. Let $\tilde{x}, \tilde{y} \in B_{2 r}$ the points where the supremum is attained. Then

$$
\begin{aligned}
K+C|\tilde{x}-\tilde{y}|^{\gamma}=\mathcal{U}_{\varepsilon}(\tilde{x}, \tilde{y}) & =\int_{B_{\varepsilon}} \mathcal{U}_{\varepsilon}(\tilde{x}+\sqrt{A(\widetilde{x})} \zeta, \tilde{y}+\sqrt{A(\tilde{y})} Q \zeta) d \zeta \\
& \leqslant K+C f_{B_{\varepsilon}}|\tilde{x}-\tilde{y}-(\sqrt{A(\widetilde{x})}-\sqrt{A(\tilde{y})} Q) \zeta|^{\gamma} d \zeta
\end{aligned}
$$

Hence

$$
|\tilde{x}-\tilde{y}|^{\gamma} \leqslant f_{B_{\varepsilon}}|\tilde{x}-\tilde{y}-(\sqrt{A(\tilde{x})}-\sqrt{A(\widetilde{y})} Q) \zeta|^{\gamma} d \zeta,
$$

which contradicts (4.3) when $Q=Q_{0}$. Then (4.2) follows and in consequence (4.1) holds.

## 5 Limits as $\boldsymbol{\varepsilon} \rightarrow 0$

Let $\left\{u_{\varepsilon}: \varepsilon>0\right\}$ be a collection of functions satisfying (3.1). Recalling Theorem 4.1, since $u_{\varepsilon}$ satisfies the asymptotic Hölder estimate (4.1) for each $\varepsilon>0$, we can define (passing to a subsequence if necessary) the limit function

$$
u_{0}=\lim _{\varepsilon \rightarrow 0} u_{\varepsilon},
$$

which turns out to be a viscosity solution to $L u=0$ in $\Omega$, i.e.

$$
\operatorname{Tr}\left\{D^{2} u_{0}(x) \cdot A(x)\right\}=0
$$

holds in the viscosity sense. Therefore, this method provides Hölder estimates for those viscosity solutions of $L u=0$ that can be constructed as the limit as $\varepsilon \rightarrow 0$ of solutions of (3.1). However, Nadirashvili showed in [13] that there is not necessarily a unique solution of $L u=0$, and thus this lack of uniqueness does not allow to extend this estimate for every solution of the PDE. Nevertheless, uniqueness of solutions of $L u=0$ holds if one of the following cases is satisfied:

- The dimension is $n=2$ [4].
- The coefficients $A(\cdot)=\left(a_{i j}\right)_{i j}$ are continuous in $\Omega$ [15].
- The distortion $\Lambda / \lambda$ is close enough to 1 (depending on the dimension) [5, 16].
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#### Abstract

Let $\Omega$ be a domain of $\mathbb{R}^{N}, N \geq 2$, with non empty boundary $\Gamma$. In these notes, we deal with the solution $u$ of $u_{t}=F\left(\nabla u, \nabla^{2} u\right)$ in $\Omega \times(0, \infty)$, such that $u$ is initially zero in $\Omega$ and equals one on $\Gamma$ for all positive times. Here, $F$ is the game-theoretic p-Laplacian $\Delta_{p}^{G}$ or either one of the Pucci's extremal operators $\mathcal{M}^{ \pm}$. In the spirit of works by Varadhan and Magnanini-Sakaguchi in the case of the same initial-boundary problem for the heat equation, we summarize recent results regarding the connection between the behavior for small times and the geometry of $\Omega$. In particular, we present asymptotic formulas as $t \rightarrow 0^{+}$for both the values of $u$ and of its $q$-means on balls touching $\Gamma$.
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## 1 Introduction

We consider the solution $u=u(x, t)$ to the following initial-boundary value problem:

$$
\begin{array}{cl}
u_{t}-F\left(\nabla u, \nabla^{2} u\right)=0 & \text { in } \Omega \times(0, \infty), \\
u=1 & \text { on } \Gamma \times(0, \infty), \\
u=0 & \text { on } \Omega \times\{0\} . \tag{1.3}
\end{array}
$$

[^45]For a given $N \geq 2, \Omega \subset \mathbb{R}^{N}$ is a domain (possibly unbounded) and $\Gamma$ is its non empty boundary. In what follows, $F$ shall be the game-theoretic $p$-Laplacian $\Delta_{p}^{G}$ or either one of the Pucci's extremal operators $\mathcal{M}^{ \pm}$. We remark that (1.1) shall be satisfied according to the theory of viscosity solutions (for which we refer to e.g. [8]) while conditions (1.2)-(1.3) are meant in the classical sense, that is $u$ is supposed to be continuous on $\bar{\Omega} \times[0, \infty)$ away from $\Gamma \times\{0\}$. We also specify that in the case that $\Omega$ is unbounded we consider only the bounded solution of (1.1)-(1.3).

With the purpose of understanding how the geometry of $\Omega$ affects the short-time diffusion (1.1)-(1.3), we first describe well-known results obtained in the linear case, when $F=\Delta$ is the classical Laplace operator. Varadhan, in its seminal work [16], under the assumption that $\Gamma=\partial\left(\mathbb{R}^{N} \backslash \bar{\Omega}\right)$, established that

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} 4 t \log \{u(x, t)\}=-d_{\Gamma}(x)^{2} \text { for any } x \in \bar{\Omega}, \tag{1.4}
\end{equation*}
$$

where with $d_{\Gamma}(x)$ we mean here the Euclidean distance of a point $x \in \bar{\Omega}$ to $\Gamma$, defined as the minimum of $|x-y|$ among all $y \in \Gamma$.

Starting from (1.4), Magnanini and Sakaguchi investigated a more intimate link between the short-time diffusion and the domain, in a series of papers. Here, we only recall some of them: [9-12]. Assume that $\Omega$ is of class $C^{2}$. Let $x \in \Omega$ be such that there exists an unique $y_{x} \in \Gamma$ satisfying $\left|x-y_{x}\right|=d_{\Gamma}(x)=R$. A direct consequence of [10, Theorem 4.2] is the following formula for the mean value of $u(\cdot, t)$ on $B_{R}(x)$ :

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left(\frac{R^{2}}{t}\right)^{\frac{N+1}{4}} f_{B_{R}(x)} u(z, t) d z=c_{N}\left\{\prod_{j=1}^{N-1}\left[1-R \kappa_{j}\left(y_{x}\right)\right]\right\}^{-\frac{1}{2}} \tag{1.5}
\end{equation*}
$$

where $c_{N}=\frac{2^{\frac{N+1}{2}}}{\sqrt{\pi}} \frac{N}{N+1} \frac{\Gamma(N / 2)}{\Gamma(N / 4+1 / 4)}$ and $\kappa_{1}(\cdot), \ldots, \kappa_{N-1}(\cdot)$ are the principal curvatures of $\Gamma$.

In this paper, we shall present extensions of (1.4) and (1.5) to two important one-homogeneous nonlinear operators. The operator $\Delta_{p}^{G}$ is formally defined by

$$
\Delta_{p}^{G} u=\frac{1}{p}|\nabla u|^{2-p} \operatorname{div}\left\{|\nabla u|^{p-2} \nabla u\right\}
$$

or by

$$
\Delta_{p}^{G} u=\frac{1}{p}\left\{\Delta u+(p-2) \frac{\left\langle\nabla^{2} u \nabla u, \nabla u\right\rangle}{|\nabla u|^{2}}\right\} .
$$

We can suppose that $p \in(1, \infty]$, if we specify that for $\Delta_{\infty}^{G}$ we mean the limit of the formal expression as $p \rightarrow \infty$. Notice that when $p=2, \Delta_{2}^{G}=\Delta / 2$. Away from the
case $p=2, \Delta_{p}^{G}$ is not linear and not in divergence form. Moreover, it has (possible) discontinuous coefficients when $\nabla u=0$. Nevertheless, $\Delta_{p}^{G}$ is one-homogeneous for any $p \in(1, \infty]$, uniformly elliptic if $p \in(1, \infty)$ and (degenerate) elliptic when $p=\infty$.

As its name suggests, $\Delta_{p}^{G}$ arises in the context of game theory, when one considers the limiting value for vanishing length of steps of certain two-players games (see [13, 14]). The interest on $\Delta_{p}^{G}$ and on its applications has rapidly grown in recent years. For an overview, we refer to the Ph.D. thesis of the author of these notes [3] and references therein.

For real numbers $0<\lambda \leq \Lambda$, we define $\mathcal{M}^{ \pm}$by

$$
\mathcal{M}^{-}\left(\nabla^{2} u\right)=\Lambda \sum_{\lambda_{i}<0} \lambda_{i}+\lambda \sum_{\lambda_{i}>0} \lambda_{i} \text { and } \mathcal{M}^{+}\left(\nabla^{2} u\right)=\lambda \sum_{\lambda_{i}<0} \lambda_{i}+\Lambda \sum_{\lambda_{i}>0} \lambda_{i}
$$

where $\lambda_{i}=\lambda_{i}\left(\nabla^{2} u\right)$ are the eigenvalues of the Hessian matrix $\nabla^{2} u$. Note that, if $\lambda=\Lambda$, then $\mathcal{M}^{+}=\mathcal{M}^{-}=\lambda \Delta$. In the general case $(0<\lambda \leq \Lambda), \mathcal{M}^{ \pm}$is still uniformly elliptic while, for $\lambda<\Lambda$, it is fully-nonlinear and obviously not in divergence form. We stress the fact that $\mathcal{M}^{ \pm}$, as well as $\Delta_{p}^{G}$, is (positively) onehomogeneous and rotation invariant.

Pucci's operators $\mathcal{M}^{ \pm}$(introduced in [15]) arise in the study of stochastic control when the diffusion coefficient is a control variable (see e.g. [2]). Furthermore, they provide natural extremal equations for fully nonlinear operators (see [7, 8]), since they also have the following representation:

$$
\mathcal{M}^{-}\left(\nabla^{2} u\right)=\inf _{A \in \mathcal{A}_{\lambda, \Lambda}} \operatorname{tr}\left(A \nabla^{2} u\right), \quad \mathcal{M}^{+}\left(\nabla^{2} u\right)=\sup _{A \in \mathcal{A}_{\lambda, \Lambda}} \operatorname{tr}\left(A \nabla^{2} u\right)
$$

where $\mathcal{A}_{\lambda, \Lambda}$ is the set of $N \times N$ symmetric matrices whose eigenvalues belong to the interval $[\lambda, \Lambda]$.

In Theorems 2.1 and 3.1 of these notes, we present the main results in extending (1.4) and (1.5) when $F$ is either $\Delta_{p}^{G}$ or $\mathcal{M}^{ \pm}$. In Theorem 2.1, as generalization of (1.4), we obtain that

$$
\lim _{t \rightarrow 0^{+}} 4 t \log \{u(x, t)\}=-\alpha d_{\Gamma}(x)^{2} \text { for any } x \in \bar{\Omega}
$$

Here, we have introduced the parameter $\alpha$ that depends on which operator is taken into consideration. If we denote with $p^{\prime}$ the usual conjugate exponent of $p$, that is $p^{\prime}=p /(p-1)$ when $p \in(1, \infty)$ and $p^{\prime}=1$ when $p=\infty$, we set:

$$
\alpha=\left\{\begin{array}{l}
p^{\prime} \text { when } F=\Delta_{p}^{G}  \tag{1.6}\\
\frac{1}{\Lambda} \text { when } F=\mathcal{M}^{+} \\
\frac{1}{\lambda} \text { when } F=\mathcal{M}^{-} .
\end{array}\right.
$$

To obtain the formula, we benefit from the fact that both $\Delta_{p}^{G}$ and $\mathcal{M}^{ \pm}$take a rather simple form if evaluated on radially symmetric functions. In particular, it is worth emphasizing that $\Delta_{p}^{G}$ acts linearly on that class. This feature makes possible to employ accurate barriers based on radial solutions of (1.1)-(1.3) obtained when $\Omega$ is either the ball or the complement of a ball.

In Theorem 2.2, we present sharp uniform estimates on the rate of convergence of the given Varadhan-type formula, which are instrumental to what comes next. Nevertheless, we point out that Theorem 2.2, to the best of our knowledge, represents a novelty also in the linear case.

Finally, we are able to generalize and extend (1.5) as follows. Let $x \in \Omega$ and $t>0$. Set $1 \leq q \leq \infty$. The $q$-mean of $u(\cdot, t)$ on $B_{R}(x) \subset \Omega$ is the unique real number $\mu$ such that

$$
\begin{equation*}
\|u(\cdot, t)-\mu\|_{L^{q}\left(B_{R}(x)\right)} \leq\left\|u(\cdot, t)-\mu^{\prime}\right\|_{L^{q}\left(B_{R}(x)\right)} \text { for } \mu^{\prime} \in \mathbb{R} . \tag{1.7}
\end{equation*}
$$

In Theorem 3.1, we provide the short-time asymptotics of $q$-means in the case that $B_{R}(x)$ satisfies the same assumption for which (1.5) holds. Notice that if $q=2$ in (1.7), we recover the mean value of $u(\cdot, t)$ on $B_{R}(x)$.

We end this introduction by noticing that a variant of these techniques (in particular the application of barriers based on radial cases) was used by Berti and Magnanini to obtain similar asymptotic analysis also in the case of a one-parameter family of boundary value elliptic problems, involving again $\Delta_{p}^{G}$ and $\mathcal{M}^{ \pm}$(see $[4,6]$ ).

## 2 Varadhan-Type Formulas

The next theorem summarizes [5, Theorem 2.9] and [6, Theorem 1.2 part (i)], which concern the cases $F=\Delta_{p}^{G}$ and $F=\mathcal{M}^{ \pm}$, respectively.
Theorem 2.1 (Varadhan-Type Formulas) Let $\Omega$ be such that $\Gamma=\partial\left(\mathbb{R}^{N} \backslash \bar{\Omega}\right)$. Let $u$ be the solution to (1.1)-(1.3) when $F$ is $\Delta_{p}^{G}$ or either one of $\mathcal{M}^{ \pm}$.

Then, we have that

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} 4 t \log \{u(x, t)\}=-\alpha d_{\Gamma}(x)^{2} \text { on } \bar{\Omega} . \tag{2.1}
\end{equation*}
$$

(Here, $\alpha$ is given by (1.6).)
Proof We give a sketch of the proof of (2.1), following [5] and [6]. We emphasize here the common scheme on which the proofs of [5, Theorem 2.9] and [6, Theorem 1.2 part (i)] are based.

The identity (2.1) is plainly true if $x \in \Gamma$, since the left-hand side is zero for each $t>0$ and $d_{\Gamma}(x)=0$. For any $x \in \Omega$, let $y \in \Gamma$ be a point that realizes $|x-y|=d_{\Gamma}(x)$. Call $R$ this quantity. Since the assumption $\Gamma=\partial\left(\mathbb{R}^{N} \backslash \bar{\Omega}\right)$ holds,

Fig. 1 The geometrical scheme behind the proof of Theorem 2.1

there exists a sequence of points $\left\{z_{j}: j \in \mathbb{N}\right\} \subset \mathbb{R}^{N} \backslash \bar{\Omega}$ approaching $y$ as $j \rightarrow \infty$. (See Fig. 1.) In particular, for each $j \in \mathbb{N}$, it holds that $B_{R}(x) \subset \Omega \subset \mathbb{R}^{N} \backslash \overline{B_{j}}$, where $B_{j}$ is the ball centered at $z_{j}$ and with radius $d_{\Gamma}\left(z_{j}\right)$.

The application of comparison and maximum principles (see [3, Theorems 1.4 and 1.8] and references therein) leads to

$$
v_{j}\left(x^{\prime}, t\right) \leq u\left(x^{\prime}, t\right) \leq w\left(x^{\prime}, t\right) \text { for any }\left(x^{\prime}, t\right) \in \overline{B_{R}(x)} \times(0, \infty)
$$

where $w$ and $v_{j}$ are the respective solutions of (1.1)-(1.3) when $\Omega=B_{R}(x)$ and $\Omega=\mathbb{R}^{N} \backslash \overline{B_{j}}$. It follows that in particular at the point $x, v_{j}(x, t) \leq u(x, t) \leq$ $w(x, t)$, for any $t>0$. Thus,

$$
\begin{aligned}
\limsup _{t \rightarrow 0^{+}} 4 t \log \{w(x, t)\} \geq & \limsup _{t \rightarrow 0^{+}} 4 t \log \{u(x, t)\} \geq \\
& \quad \liminf _{t \rightarrow 0^{+}} 4 t \log \{u(x, t)\} \geq \liminf _{t \rightarrow 0^{+}} 4 t \log \left\{v_{j}(x, t)\right\} .
\end{aligned}
$$

To conclude we only need to estimate both the left and the right-hand side of the previous chain of inequalities. We claim that

$$
\begin{equation*}
\limsup _{t \rightarrow 0^{+}} 4 t \log \{w(x, t)\} \leq-\alpha d_{\Gamma}(x)^{2} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{t \rightarrow 0^{+}} 4 t \log \left\{v_{j}(x, t)\right\} \geq-\alpha\left|z_{j}-x\right|^{2} \tag{2.3}
\end{equation*}
$$

Passing to the limit, as $j \rightarrow \infty$, gives that $\left|z_{j}-x\right|^{2} \rightarrow|y-x|^{2}$ and hence the statement is proved, since $|x-y|=d_{\Gamma}(x)$.

As regards (2.2), we need to consider the solution $u^{\varepsilon}$ to the following auxiliary boundary problem, for $\varepsilon>0$ :

$$
\begin{array}{cl}
u^{\varepsilon}-\varepsilon^{2} F\left(\nabla u^{\varepsilon}, \nabla^{2} u^{\varepsilon}\right)=0 & \text { in } B_{R}(x), \\
u^{\varepsilon}=1 & \text { on } \partial B_{R}(x) .
\end{array}
$$

By employing a version of the Laplace transform in [5] and by applying the comparison principle in [6, Lemma 4.1], it was established the following estimate for $w$ :

$$
w(x, t) \leq e^{-t / \varepsilon^{2}} u^{\varepsilon}(x)
$$

for any $\varepsilon, t>0$. Since $u^{\varepsilon}$ is radially symmetric (from the fact that $F$ is rotation invariant) then the Dirichlet problem can be rephrased as a problem in the context of ordinary differential equations. This allows us to explicitly compute $u^{\varepsilon}$, whose expression turns out to be given in terms of so-called modified Bessel functions. (See [5, Lemma 2.1] and [6, Lemma 2.2].) Some manipulations, involving the values of $\varepsilon$ and $t$ and the explicit asymptotic behavior of $u^{\varepsilon}$ as $\varepsilon \rightarrow 0^{+}$, give (2.2).

To obtain (2.3), we make use of the existence of a global sub-solution $\Phi$ of (1.1), which takes the form, for $x^{\prime} \in \mathbb{R}^{N}$ and $t>0$,

$$
\Phi\left(x^{\prime}, t\right)=t^{\gamma} e^{-\frac{\alpha\left|x^{\prime}\right|^{2}}{4 t}} .
$$

In the case $F=\Delta_{p}^{G}$ it is shown in [1, Proposition 2.1] (see also [3, Proposition 2.5]) that if $\gamma=-(N+p-2) /(2 p-2)$, then $\Phi$ satisfies $\Phi_{t}-F\left(\nabla \Phi, \nabla^{2} \Phi\right) \leq 0$, in $\mathbb{R}^{N} \times(0, \infty)$ and it is bounded away from the origin. The same holds for $\mathcal{M}^{ \pm}$ with a value of $\gamma$ which depends on $\lambda$ and $\Lambda$ (see [6, Lemma 4.3]). Thus, since $F$ is one-homogeneous and translation invariant, we can easily obtain that, for any $t>0$,

$$
v_{j}(x, t) \geq \delta_{j} \Phi\left(x-z_{j}, t\right)
$$

which ends in (2.3). Here, $\delta_{j}>0$ is such that $\delta_{j} \Phi\left(x-z_{j}, t\right) \leq 1$, for any $t>0$.

With some further assumption on the regularity of $\Omega$, we can provide uniform convergence. Let $\omega:(0, \infty) \rightarrow(0, \infty)$ be a strictly increasing continuous function such that $\omega\left(0^{+}\right)=0$. We say that a domain $\Omega$ is of class $C^{0, \omega}$, if $\Gamma$ is locally the graph of a continuous function whose modulus of continuity is controlled by $\omega$. (For detail see [5].)

We then let $\psi_{\omega}:[0, \infty) \rightarrow[0, \infty)$ be the function defined by

$$
\psi_{\omega}(\sigma)=\inf _{s \geq 0} \sqrt{s^{2}+[\omega(s)-\sigma]^{2}} \text { for } \sigma \geq 0
$$

As a consequence of the barriers shortly described in the proof of Theorem 2.1, we obtain the following theorem. The part which concerns $\Delta_{p}^{G}$ is given in [5, Theorem 2.10] while the part regarding $\mathcal{M}^{ \pm}$in [6, Theorem 1.2 part (ii)].

Theorem 2.2 (Uniform Estimates) Let $u$ be the solution to (1.1)-(1.3) when $F$ is $\Delta_{p}^{G}$ or either one of $\mathcal{M}^{ \pm}$.

Then, uniformly on compact subsets of $\bar{\Omega}$, we have that

$$
4 t \log \{u(x, t)\}+\alpha d_{\Gamma}(x)^{2}=O\left(t \log \psi_{\omega}(t)\right) \text { for } t \rightarrow 0^{+} .
$$

In particular, if $\Omega$ is of class $C^{2}$, then, uniformly on compact subsets of $\bar{\Omega}$,

$$
\begin{equation*}
4 t \log \{u(x, t)\}+\alpha d_{\Gamma}(x)^{2}=O(t \log t) \text { for } t \rightarrow 0^{+} . \tag{2.4}
\end{equation*}
$$

## 3 Asymptotics for $\boldsymbol{q}$-Means

Assume that $\Omega$ is of class $C^{2}$ and that $x \in \Omega$ is such that $\overline{B_{R}(x)} \cap\left(\mathbb{R}^{N} \backslash \Omega\right)=\left\{y_{x}\right\}$, for some $R>0$ and $y_{x} \in \Gamma$ satisfying $\kappa_{j}\left(y_{x}\right)<\frac{1}{R}$ for $j=1, \ldots, N-1$. Also, we set

$$
\Pi_{\Gamma}\left(y_{x}\right)=\prod_{j=1}^{N-1}\left[1-R k_{j}\left(y_{x}\right)\right] .
$$

With the following theorem we present in a unified version the results contained in [5, Theorem 3.5] for $F=\Delta_{p}^{G}$ and in [6, Theorem 5.2] when $F=\mathcal{M}^{ \pm}$.

Theorem 3.1 (Short-Time Asymptotics for $q$-Means) Suppose that $u$ is the solution of (1.1)-(1.3) when $F$ is $\Delta_{p}^{G}$ or either one of $\mathcal{M} \pm$.

For $1<q \leq \infty$, let $\mu_{q}(x, t)$ be the $q$-mean of $u(\cdot, t)$ on $B_{R}(x)$, defined as in (1.7).

Then, for $1<q<\infty$, it holds that

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left(\frac{R^{2}}{t}\right)^{\frac{N+1}{4(q-1)}} \mu_{q}(x, t)=C_{N, q}\left\{\alpha^{\frac{N+1}{2}} \Pi_{\Gamma}\left(y_{x}\right)\right\}^{-\frac{1}{2(q-1)}}, \tag{3.1}
\end{equation*}
$$

where

$$
C_{N, q}=\left[\frac{N!\int_{0}^{\infty} \operatorname{Erfc}(\sigma)^{q-1} \sigma^{\frac{N-1}{2}} d \sigma}{\Gamma\left(\frac{N+1}{2}\right)^{2}}\right]^{\frac{1}{q-1}}
$$

Here, Erfc is the complementary error function, defined for $\sigma \in \mathbb{R}^{N}$ by

$$
\operatorname{Erfc}(\sigma)=\frac{2}{\sqrt{\pi}} \int_{\sigma}^{\infty} e^{-s^{2}} d s
$$

and $\Gamma\left(\frac{N+1}{2}\right)$ is the Euler's gamma function evaluated at $\frac{N+1}{2}$.

In the case $q=\infty$, we have:

$$
\lim _{t \rightarrow 0^{+}} \mu_{\infty}(x, t)=\frac{1}{2} .
$$

Proof Let $v: \bar{\Omega} \times(0, \infty) \rightarrow \mathbb{R}$ be such that

$$
\operatorname{Erfc}\left(\frac{\sqrt{\alpha} v\left(x^{\prime}, t\right)}{2 \sqrt{t}}\right)=u\left(x^{\prime}, t\right) \text { for any }\left(x^{\prime}, t\right) \in \bar{\Omega} \times(0, \infty) .
$$

Arguing as in [5, Corollary 2.12], after some manipulations based essentially on (2.4) and on an integration by parts, we get that

$$
v(\cdot, t)=d_{\Gamma}+O(t \log t) \text { for } t \rightarrow 0^{+}
$$

uniformly on $\overline{B_{R}(x)} \subset \bar{\Omega}$.
Now, define $\eta:(0, \infty) \rightarrow(0, \infty)$ by

$$
\eta(t)=\frac{1}{\sqrt{t}} \max \left\{\left|v\left(x^{\prime}, t\right)-d_{\Gamma}\left(x^{\prime}\right)\right|: x^{\prime} \in \overline{B_{R}(x)}\right\} \text { for } t>0 .
$$

For any $\left(x^{\prime}, t\right) \in \overline{B_{R}(x)} \times(0, \infty)$, it holds then that

$$
\begin{equation*}
\operatorname{Erfc}\left(\frac{\sqrt{\alpha} d_{\Gamma}\left(x^{\prime}\right)}{2 \sqrt{t}}+\eta(t)\right) \leq u\left(x^{\prime}, t\right) \leq \operatorname{Erfc}\left(\frac{\sqrt{\alpha} d_{\Gamma}\left(x^{\prime}\right)}{2 \sqrt{t}}-\eta(t)\right), \tag{3.2}
\end{equation*}
$$

where $\eta(t)=O(\sqrt{t} \log t)$, as $t \rightarrow 0^{+}$.
With these barriers in mind, we just proceed as in [5, Theorem 3.5] (see also [6, Theorem 5.2]). Since the $q$-means are monotonic with respect to the pointwise order between functions, formulas (3.1) and the one in the case $q=\infty$ result after computing them for both sides of (3.2). In the case $1<q<\infty$, the desired asymptotics are a consequence of applications of the co-area formula and the geometrical lemma [10, Lemma 2.1], which generates the term $\Pi_{\Gamma}\left(y_{x}\right)$. The case $q=\infty$ plainly follows from the fact that the $\infty$-mean of a function is the arithmetic mean of its supremum and its infimum.
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# Geometric Properties for a Finsler Bernoulli Exterior Problem 
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#### Abstract

The aim of this paper is to prove convexity results for an exterior anisotropic free boundary problem of the Bernoulli type. More precisely we recover the results obtained in Henrot and Shahgholian (Nonlinear Anal 28(5):815-823, 1997) for the exterior problem, in the Finsler setting.
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## 1 Introduction

Let $K$ be a bounded (regular) domain in $\mathbb{R}^{N}$. The classical Bernoulli problem consists in finding a domain $\Omega \supset K$ and a function $u: \Omega \backslash \bar{K} \rightarrow \mathbb{R}$ such that

$$
\begin{cases}\Delta u=0 & \text { in } \Omega \backslash \bar{K},  \tag{1.1}\\ u=1 & \text { on } K \\ u=0,|D u|=\tau & \text { on } \partial \Omega,\end{cases}
$$

where $\tau$ is a given positive constant.
Existence of a solution ( $\Omega, u$ ) has been obtained in various ways by several authors, also in the case of some non-linear operators as governing operator (see [12]) and more recently in the more general setting of $\mathcal{A}$-harmonic PDE's (see [1]).

[^46]If $K$ is convex we can ask whether this convexity property is inherited by the unknown set $\Omega$. The positive answer has been given firstly by A . Henrot and H . Shahgholian in [11] where the authors proved the following: let $K$ be a convex set and assume that $(\Omega, u)$ is a solution to (1.1). Then $\Omega$ is also convex and there are no other solutions. Then such a result has been generalized to more general classes of operators (see [1]).

In this paper we consider the analogous problem of (1.1) in the Finsler setting, that is in the space $\mathbb{R}^{N}$ endowed by an anisotropic norm $H$ which belongs to the class $\mathcal{H}$ :

$$
\begin{equation*}
\mathcal{H}=\left\{H \in C^{2, \alpha}\left(\mathbb{R}^{N} \backslash\{O\}\right), H^{2} \text { is uniformly convex }\right\} . \tag{1.2}
\end{equation*}
$$

The corresponding Finsler Bernoulli problem consists then in finding a couple $(u, \Omega)$, where $\Omega \subset \mathbb{R}^{N}$ contains $K$ and $u: \Omega \rightarrow \mathbb{R}$, is such that:

$$
\begin{cases}\Delta_{H} u=0 & \text { in } \Omega \backslash \bar{K}  \tag{1.3}\\ u=1 & \text { on } \partial K \\ u=0, H(D u)=\tau & \text { on } \partial \Omega,\end{cases}
$$

where $\Delta_{H} u$ is the so called Finsler Laplacian associated to the norm $H$ and is defined as

$$
\Delta_{H} u=\operatorname{div}\left(H(D u) \nabla_{\xi} H(D u)\right) .
$$

In this setting Henrot and Shahgholian's result reads as follows.
Theorem 1.1 Let $H$ be a norm of $\mathbb{R}^{N}$ in the class (1.2), and let $K$ be a bounded convex subset of $\mathbb{R}^{N}$ whose boundary is of class $C^{2}$, with $O \in K$. If there exists a solution $(\Omega, u)$ to (1.3), then $\Omega$ is convex, $u$ has convex super level sets and there is no other solution.

This result has been proved in [1] by adapting an idea of Lewis [13] and showing that if $K$ is convex then the superlevel sets of $u$ are convex sets (and hence $\Omega$ is convex).

In this paper we prove Theorem 1.1 by using a geometric approach. More precisely we first prove the convexity of the set $\Omega$ by comparing the capacitary potential of the ring $\operatorname{conv}(\Omega \backslash \bar{K})$ with a rearrangement of the capacitary potential of $\Omega \backslash \bar{K}$. Then a monotonicity result is proved, with respect to both data $K$ and $\tau$, which entails the uniqueness result.

## 2 Notation

Let $N \geq 3$ and $H: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a norm in $\mathbb{R}^{N}$, that is a nonnegative positively homogeneous convex function; more explicitly:

- (i) $H$ is convex;
- (ii) $H(\xi) \geq 0$ for $\xi \in \mathbb{R}^{N}$ and $H(\xi)=0$ if and only if $\xi=0$;
- (iii) $H(t \xi)=|t| H(\xi)$ for $\xi \in \mathbb{R}^{N}$ and $t \in \mathbb{R}$.

We indicate by $H_{0}$ the dual norm of $H$, that is

$$
\begin{equation*}
H_{0}(x)=\sup _{\xi \neq 0} \frac{\langle x ; \xi\rangle}{H(\xi)} \quad \text { for } x \in \mathbb{R}^{N} \tag{2.1}
\end{equation*}
$$

We denote by $B_{H}$ and $B_{H_{0}}$ the unitary balls in the norm $H$ and $H_{0}$ respectively; in general, for $r>0$, we set

$$
B_{H}(r)=\left\{\xi \in \mathbb{R}^{N} \quad H(\xi)<r\right\}=r B_{H}, \quad B_{H_{0}}(r)=\left\{x \in \mathbb{R}^{N} \quad H_{0}(x)<r\right\}=r B_{H_{0}} .
$$

We say that a set is a Wulff shape with respect to the norm $H$ if it is a ball in the norm $H_{0}$.

Given a smooth function $u$, we will use $H_{0}$ to measure the norm of $x \in \mathbb{R}^{N}$ and $H$ to measure the norm of $D u(x)$ (then $H$ is used on the dual of $\mathbb{R}^{N}$, that coincides however with $\mathbb{R}^{N}$ ).

Notice that by Schneider [14, Corollary 1.7.3], we have that $H_{0} \in C^{1}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ if and only $B_{H}$ is strictly convex. Moreover, we notice that if $H \in C^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ and $B_{H}$ is uniformly convex (i.e. $H^{2} \in C_{+}^{2}\left(\mathbb{R}^{N} \backslash\{0\}\right)$, see later for the definition), then the same holds for $H_{0}$ and $B_{H_{0}}$.

The Finsler Laplacian (associated to $H$ ) of the function $u$ is given by

$$
\begin{equation*}
\Delta_{H} u=\operatorname{div}\left(H(D u) \nabla_{\xi} H(D u)\right)=\left(H_{\xi_{i}}(D u) H_{\xi_{j}}(D u)+H(D u) H_{\xi_{i} \xi_{j}}(D u)\right) u_{i j} . \tag{2.2}
\end{equation*}
$$

The Finsler Laplacian have been widely investigated in the literature and goes back to Wulff [15], who considered it to describe the theory of crystals. Many other authors developed related theory in several settings; in particular in the case of overdetermined problems we mention [2-5, 7].

Thanks to the regularity and the homogeneity properties of the norm $H$, the Finsler Laplacian is a strictly elliptic operator. Moreover several results which are valid in the Euclidean case, hold true in the anisotropic case too. Here we present only few of them.

Proposition 2.1 (Weak Comparison Principle [10]) Let E be a bounded domain and assume that

$$
-\Delta_{H} u \leq-\Delta_{H} v \quad \text { in } E, \quad \text { and } u \leq v \quad \text { on } \partial E,
$$

then

$$
u \leq v \quad \text { a.e. in } E .
$$

In particular, the following maximum principle holds.

## Proposition 2.2 (Maximum Principle [10]) If $\Delta_{H} u=0$ in $E$, then

$$
\min _{\partial E} u \leq u(x) \leq \max _{\partial E} u,
$$

almost everywhere in $E$.
For two bounded nested open sets $D_{0} \subset D_{1}$, we define the Finsler capacitary potential of the ring $D_{0} \backslash \bar{D}_{1}$ as the function $u: D_{0} \backslash \bar{D}_{1} \rightarrow \mathbb{R}$ such that

$$
\begin{cases}\Delta_{H} u=0 & \text { in } D_{0} \backslash \bar{D}_{1},  \tag{2.3}\\ u=1 & \text { in } \bar{D}_{1}, \\ u=0 & \text { on } \partial D_{0} .\end{cases}
$$

In the special case of the annular Wulff ring case $B_{H_{0}}\left(r_{2}\right) \backslash \overline{B_{H_{0}}\left(r_{1}\right)}$, the Finsler capacitary potential is the function

$$
\begin{equation*}
u_{r_{1}, r_{2}}(x)=\frac{H_{0}^{2-N}(x)-r_{2}^{2-N}}{r_{1}^{2-N}-r_{2}^{2-N}} . \tag{2.4}
\end{equation*}
$$

## 3 Preliminary Results

We here present some notions and results which will be useful in the proof of the main result. We indicate by $\operatorname{conv}(E)$ the convex hull of the set $E$. Given a function $u: E \rightarrow \mathbb{R}$, we define its quasi-concave envelope as the function $u^{*}$ such that for every $t \in \mathbb{R}$,

$$
\begin{equation*}
\left\{x \in \mathbb{R}^{N}: u^{*}(x)<t\right\}=\operatorname{conv}\left(\left\{x \in \mathbb{R}^{N}: u(x)<t\right\}\right) \tag{3.1}
\end{equation*}
$$

If $\Omega(t)$ denotes the sublevel set of the function $u$ of level $t$, that is

$$
\Omega(t)=\left\{x \in \mathbb{R}^{N}: u(x)<t\right\}
$$

then the function $u^{*}$ can be equivalently defined as

$$
u^{*}(x)=\sup \{t \in \mathbb{R}: x \in \operatorname{conv}(\Omega(t))\}
$$

and

$$
\begin{aligned}
& u^{*}(x)= \\
& \quad \max \left\{\min \left\{u\left(x_{1}\right), \ldots, u\left(x_{N+1}\right)\right\}: x_{i} \in \bar{E}, \exists \lambda_{1}, \ldots \lambda_{N+1} \in[0,1],\right. \\
& \left.\quad \sum_{i=1}^{N+1} \lambda_{i}=1, x=\sum_{i=1}^{N+1} \lambda_{i} x_{i}\right\} .
\end{aligned}
$$

Proposition 3.1 ([9]) Let $\Omega, K$ be open bounded convex subsets of $\mathbb{R}^{N}$, of class $C^{2}$, such that $\bar{K} \subseteq \Omega$. Let $u \in C^{2}(\Omega \backslash \bar{K}) \cap C(\overline{\Omega \backslash K})$ be such that $u \equiv 0$ on $\partial \Omega$ and $u \equiv 1$ on $\partial K$. If $|D u|>0$ in $\Omega \backslash \bar{K}$, then for every $x \in \Omega \backslash \bar{K}$ there exist $\lambda_{1}, \ldots, \lambda_{N} \in[0,1], \sum_{i=1}^{N} \lambda_{i}=1$ and $x_{1}, \ldots, x_{N} \in \Omega \backslash \bar{K}$ such that

$$
\bar{x}=\sum_{i=1}^{N} \lambda x_{i}, \quad \text { and } \quad u\left(x_{1}\right)=\ldots=u\left(x_{N}\right)=u^{*}(\bar{x}) .
$$

Moreover the point $x_{i}$ belongs to the support hyperplane of the convex set $\left\{u^{*} \geq\right.$ $\left.u^{*}(\bar{x})\right\}$, for every $i=1, \ldots, N$. In particular for every $i, D u\left(x_{i}\right)$ is parallel to the normal vector to such hyperplane and

$$
\frac{1}{\left|D u^{*}(\bar{x})\right|}=\sum_{i=1}^{m} \frac{\lambda_{i}}{\left|D u\left(x_{i}\right)\right|} .
$$

The previous result has been generalized to a less regular situation in [6].

## 4 Proof of Theorem 1.1

Proof We compare the capacitary potential $u^{*}$ of the convex ring $\operatorname{conv}(\Omega) \backslash \bar{K}$ to the quasi-concave envelope $w$ of $u$.

Notice that, thanks to the Neumann condition on $\partial \Omega, \Omega$ is a bounded set. Indeed, if there exists an unbounded sequence $\left\{x_{n}\right\} \in \partial \Omega$, the comparison with the Finsler capacitary potential of $\mathbb{R}^{N} \backslash \bar{K}$ would give a contradiction, thanks to estimates in Theorem 3.3 of [4].

Let $t$ be given by

$$
t=\sup \{s>0: s \operatorname{conv}(\Omega) \subset \Omega\}
$$

it is clear that $0<t \leq 1$, and $t=1$ if and only if $\Omega$ is convex. We denote by $\bar{x}$ a common point to $\partial \Omega$ and $t \operatorname{conv}(\Omega)$.

We consider the rescaling of the capacitary potential $u^{*}$ given by

$$
v(x)=u^{*}\left(\frac{x}{t}\right), \quad \text { for } x \in t \operatorname{conv}(\Omega) \backslash \overline{t K}
$$

We notice that $v$ is the capacitary potential of $t(\operatorname{conv}(\Omega) \backslash \bar{K})$ and that

$$
D v(x)=\frac{1}{t} D u^{*}\left(\frac{x}{t}\right),
$$

for every $x \in t(\operatorname{conv}(\Omega) \backslash \bar{K})$.
By applying the comparison principle to $u$ and $v$, we obtain $u \geq v$ in $t \operatorname{Conv}(\Omega) \backslash$ $\bar{K}$ with $u(\bar{x})=v(\bar{x})$. Hence it holds

$$
\begin{equation*}
\tau=H(D u(\bar{x})) \geq H(D v(\bar{x}))=\frac{1}{t} H\left(D u^{*}(\bar{y})\right), \tag{4.1}
\end{equation*}
$$

where $\bar{y}=\frac{\bar{x}}{t}$ and $H(D u(\bar{x})), H\left(D u^{*}(\bar{y})\right)$ denote the limsup of $H(D u(x))$ and $H\left(D u^{*}(y)\right)$ for $x, y$ tending to $\bar{x}, \bar{y}$, with $x \in t(\operatorname{conv}(\Omega) \backslash \bar{K}), y \in \operatorname{conv}(\Omega) \backslash \bar{K}$, respectively.

Let us now consider the quasi-concave envelope $w$ of the function $u$ (see (3.1) for definition). By Proposition 3.1 there exist $x_{1}, \ldots, x_{N} \in \partial \Omega$ such that

$$
\bar{y}=\sum_{i=1}^{N} \lambda_{i} x_{i}
$$

with $\sum_{i=1}^{N} \lambda_{i}=1$ and $\lambda_{i} \geq 0$, and where

$$
v_{\operatorname{conv}(\Omega)}(\bar{y})=v_{\Omega}\left(x_{i}\right)=v
$$

for any $i=1, \ldots, N$, and

$$
|D w(y)|=\left(\sum_{i=1}^{N} \frac{\lambda_{i}}{\left|D u\left(x_{i}\right)\right|}\right)^{-1}
$$

Hence, since $x_{i} \in \partial \Omega$, it holds that $H(v)\left|D u\left(x_{i}\right)\right|=\tau$, which entails that

$$
H(D w(\bar{y}))=H(\nu)|D w(\bar{y})|=\tau .
$$

In the last step we compare $w$ with $u^{*}$. Notice that by Bianchini et al. [6] the function $w$ is a subsolution to $-\Delta_{H} u=0$ in a viscosity sense, that is

$$
\Delta_{H} w \geq 0 \quad \text { in } \operatorname{conv}(\Omega) \backslash \bar{K} .
$$

Moreover $w(\bar{y})=u^{*}(\bar{y})=0$. By the viscosity comparison principle (see [8]) we obtain that

$$
|D w(\bar{y})| \leq\left|D u^{*}(\bar{y})\right|,
$$

where $D w(\bar{y})$ is parallel to $D u^{*}(\bar{y})$ and are both parallel to $\nu$. This guarantees that

$$
H\left(D u^{*}(\bar{y})\right) \geq H(D w(\bar{y}))=\tau .
$$

Thanks to (4.1) and the fact that $0<t \leq 1$ we obtain $t=1$, that is $\Omega=\operatorname{conv}(\Omega)$.
Hence the function $u$ is the Finsler capacitary potential of the convex ring $\Omega \backslash \bar{K}$ and thanks to [6] it has convex super level sets. Indeed the equation $\Delta_{H} u=0$ can be written as

$$
\nabla_{\xi} H(\theta) B \nabla_{\xi} H(\theta)+H(\theta) \operatorname{tr}\left(\nabla_{\xi}^{2} H(\theta) B\right)=0,
$$

where $\theta$ is the direction of the gradient at a generic point $x, B$ is the Hessian matrix of $u$ at $x$ and $\operatorname{tr}(A)$ is the trace of the matrix $A$.

## 5 Monotonicity and Uniqueness Results

Theorem 5.1 Let $A, B$ be two convex bounded domains whose boundaries are of class $C^{2}$ and such that $O \in A \subseteq B$, let $\tau>0$. Assume that there exist solutions $\left(u_{A}, \Omega_{A}\right),\left(u_{B}, \Omega_{B}\right)$ to the Bernoulli problem (1.3) related to $A$ and $\tau$ and to $B$ and $\tau$, respectively. Then $\Omega_{A} \subseteq \Omega_{B}$.

Proof Assume by contradiction that $\Omega_{A} \nsubseteq \Omega_{B}$. Let

$$
\mathrm{t}=\sup \left\{s \in \mathbb{R}^{+}: s \Omega_{A} \subseteq \Omega_{B}\right\}
$$

hence $0<\mathrm{t}<1$ and there exists $\bar{x} \in \partial \Omega_{B} \cap \partial\left(\mathrm{t} \Omega_{A}\right)$. For every $x \in \mathrm{t}\left(\Omega_{A} \backslash \bar{A}\right)$ we define the function

$$
v(x)=u_{A}\left(\frac{x}{t}\right),
$$

which satisfies

$$
\begin{cases}\Delta_{p}^{H} v=0 & \text { in } \mathrm{t}\left(\Omega_{A} \backslash \bar{A}\right), \\ v=1 & \text { on } \partial(\mathrm{t} A) \\ v=0 & \text { on } \partial\left(\mathrm{t} \Omega_{A}\right) \\ H(D v)=\frac{\tau}{\mathrm{t}} & \text { on } \partial\left(\mathrm{t} \Omega_{A}\right)\end{cases}
$$

Let $\mathcal{U}$ be the intersection between an open neighbourhood of $\bar{x}$ and ( $\mathrm{t} \Omega_{A} \cap \Omega_{B}$ ) and denote by $\Gamma$ the portion of $\partial\left(\mathrm{t} \Omega_{A}\right)$ contained into $\mathcal{U}$. Hence it holds

$$
\left.v\right|_{\Gamma}=0 \leq\left. u_{B}\right|_{\Gamma}, \quad \text { with } u_{B}(\bar{x})=v(\bar{x}) .
$$

Moreover, since $\Omega_{B}$ is tangent to $\Omega_{A}$ at $\bar{x}$ then $D u_{B}(\bar{x})$ is parallel to $D u_{A}\left(\frac{\bar{x}}{\mathrm{t}}\right)$, and we denote by $v$ their direction. By using the homogeneity of $H$, we have that

$$
\tau=H\left(D u_{B}(\bar{x})\right)=H(\nu)\left|D u_{B}(\bar{x})\right| \geq H(v) \frac{\left|D u_{A}\left(\frac{\bar{x}}{\mathrm{t}}\right)\right|}{\mathrm{t}}=\frac{1}{\mathrm{t}} H\left(D u_{A}\left(\frac{\bar{x}}{\mathrm{t}}\right)\right)=\frac{\tau}{\mathrm{t}} .
$$

Hence we have that $\mathrm{t} \geq 1$, which gives a contradiction and we conclude.
Theorem 5.2 Let $K$ be a bounded convex domain whose boundary is of class $C^{2}$ and $O \in K$; let $\tau_{A} \geq \tau_{B}>0$. Assume that there exist two solutions $\left(u_{A}, \Omega_{A}\right)$ and $\left(u_{B}, \Omega_{B}\right)$ to the Bernoulli problem (1.3) related to $K$ and $\tau_{A}$ and to $K$ and $\tau_{B}$, respectively. Then $\Omega_{A} \subseteq \Omega_{B}$.

## Proof Let

$$
\mathrm{t}=\sup \left\{s \in \mathbb{R}^{+}: s \Omega_{A} \subseteq \Omega_{B}\right\}
$$

there exists $\bar{x} \in \partial \Omega_{B} \cap \partial\left(\mathrm{t} \Omega_{A}\right)$. For every $x \in \mathrm{t}\left(\Omega_{A} \backslash \bar{A}\right)$ we define the function

$$
v(x)=u_{A}\left(\frac{x}{t}\right),
$$

which satisfies

$$
\begin{cases}\Delta_{p}^{H} v=0 & \text { in } \mathrm{t}\left(\Omega_{A} \backslash \bar{A}\right), \\ v=1 & \text { on } \partial(\mathrm{t} A), \\ v=0 & \text { on } \partial\left(\mathrm{t} \Omega_{A}\right) \\ H(D v)=\frac{\tau}{\mathrm{t}} & \text { on } \partial\left(\mathrm{t} \Omega_{A}\right) .\end{cases}
$$

Let $\mathcal{U}$ be the intersection between an open neighbourhood of $\bar{x}$ and ( $\mathrm{t} \Omega_{A} \cap \Omega_{B}$ ) and denote by $\Gamma$ the portion of $\partial\left(\mathrm{t} \Omega_{A}\right)$ contained into $\mathcal{U}$. Hence it holds

$$
\left.v\right|_{\Gamma}=0 \leq\left. u_{B}\right|_{\Gamma}, \quad \text { with } u_{B}(\bar{x})=v(\bar{x}) .
$$

Moreover, since $\Omega_{B}$ is tangent to $t \Omega_{A}$ at $\bar{x}$, then $D u_{B}(\bar{x})$ is parallel to $D v(\bar{x})$; we denote by $v$ their direction. Notice that by definition of the function $v$, also $D u_{A}\left(\frac{\bar{x}}{\mathrm{t}}\right)$ has direction $v$. By the comparison principle it holds that $\left|D u_{B}(\bar{x})\right| \geq|D v(\bar{x})|$ and, by using the homogeneity of $H$ and the fact that

$$
H\left(D u_{B}(\bar{x})\right)=\left|D u_{B}(\bar{x})\right| H(v) ; H(D v(\bar{x}))=|D v(\bar{x})| H(v),
$$

we have that

$$
\tau_{A} \geq \tau_{B}=H\left(D u_{B}(\bar{x})\right) \geq H(D v(\bar{x}))=\frac{1}{\mathrm{t}} H\left(D u_{A}\left(\frac{\bar{x}}{\mathrm{t}}\right)\right)=\frac{1}{\mathrm{t}} \tau_{A} .
$$

Hence we have that $\mathrm{t} \geq 1$, which implies that $\Omega_{A} \subseteq \Omega_{B}$.
The monotonicity results in Theorems 5.1 and 5.2 straightforwardly imply the uniqueness of the solution in the following theorem (and hence its proof is omitted).
Theorem 5.3 Let $H$ be a norm of $\mathbb{R}^{N}$ in the class (1.2) and let $K$ be a bounded convex subset of $\mathbb{R}^{N}$ with boundary of class $C^{2}, \tau>0, O \in K$. If there exists a solution $(u, \Omega)$ to (1.3) then it is unique.
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# Symmetry Breaking Solutions for a Two-Phase Overdetermined Problem of Serrin-Type 
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#### Abstract

In this paper, we consider an overdetermined problem of Serrin-type for a two-phase elliptic operator with piecewise constant coefficients. We show the existence of infinitely many branches of nontrivial symmetry breaking solutions which bifurcate from any radially symmetric configuration satisfying some condition on the coefficients.
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## 1 Introduction and Main Result

In this paper, we consider a bifurcation analysis of a Serrin-type overdetermined problem for an elliptic operator with piecewise constant coefficients. First, let us introduce the problem setting of our overdetermined problem. Let $(D, \Omega)$ be a pair of sufficiently smooth bounded domains of $\mathbb{R}^{N}(N \geq 2)$ such that $\bar{D} \subset \Omega$. Moreover, let $n$ denote the outward unit normal vector of $\Omega$. We consider the

[^47]Fig. 1 Problem setting

following two-phase Serrin-type overdetermined problem:

$$
\left\{\begin{array}{l}
-\operatorname{div}(\sigma \nabla u)=1 \quad \text { in } \Omega  \tag{1.1}\\
u=0 \quad \text { on } \partial \Omega \\
\partial_{n} u=c \quad \text { on } \partial \Omega
\end{array}\right.
$$

where $c$ is a real constant and $\sigma=\sigma(D, \Omega)$ is the piecewise constant function given by

$$
\sigma(x)= \begin{cases}\sigma_{c} & \text { in } D \\ 1 & \text { in } \Omega \backslash D\end{cases}
$$

and $\sigma_{c}$ is a positive constant such that $\sigma_{c} \neq 1$ (Fig. 1).
We remark that, if (1.1) is solvable, then the parameter $c$ must be equal to $c(\Omega)=-|\Omega| /|\partial \Omega|$ by integration by parts. In what follows, we will say that a pair of domains $(D, \Omega)$ is a solution of problem (1.1) whenever problem (1.1) is solvable for $\sigma=\sigma(D, \Omega)$. Let us define the inner problem and outer problem associated to problem (1.1) (see [5]).

Problem 1 (Inner Problem) For a given domain $\Omega$ and a real number $0<V_{0}<$ $|\Omega|$, find a domain $D \subset \bar{D} \subset \Omega$ with volume $|D|=V_{0}$, such that the pair $(D, \Omega)$ is a solution of the overdetermined problem (1.1).

Problem 2 (Outer Problem) For a given domain $D$ and a real number $V_{0}>|D|$, find a domain $\Omega \supset \bar{D}$ with volume $|\Omega|=V_{0}$, such that the pair $(D, \Omega)$ is a solution of the overdetermined problem (1.1).

The case where $D$ is empty (one-phase setting) has been studied by many mathematicians in various situations since the pioneering work of Serrin [15], who proved that the overdetermined problem (1.1) without the inclusion $D$ is solvable if and only if the domain $\Omega$ is a ball. We refer to $[1,2,11,12]$ and references therein.

However, when $D$ is not empty (two-phase setting), there are a few results for the overdetermined problem (1.1). The paper [4] deals with the inner problem (Problem 1) of the overdetermined problem (1.1), the authors proved the local existence and uniqueness for the inner problem near concentric balls.

The authors, in [5], proved the following local existence and uniqueness results for the outer problem (Problem 2) near concentric balls by perturbation arguments by means of shape derivatives and the implicit function theorem for Banach spaces.

Theorem 1.1 Let us define

$$
\begin{align*}
s(k) & =\frac{k(N+k-1)-(N+k-2)(k-1) R^{2-N-2 k}}{k(N+k-1)+k(k-1) R^{2-N-2 k}} \text { for } k=1,2, \ldots,  \tag{1.2}\\
\Sigma & =\{s \in(0, \infty) \mid s=s(k) \text { for some } k=1,2, \ldots\} .
\end{align*}
$$

and let $B_{R} \subset B_{1}$ denote concentric balls of radius $R$ and 1 respectively. If $\sigma_{c} \notin \Sigma$, then for every domain $D$ of class $\mathcal{C}^{2, \alpha}$ sufficiently close to $B_{R}$ in the $\mathcal{C}^{2, \alpha}$-norm, there exists a domain $\Omega$ of class $\mathcal{C}^{2, \alpha}$ sufficiently close to $B_{1}$ in the $\mathcal{C}^{2, \alpha}$-norm such that the outer problem (Problem 2) admits a solution for the pair ( $D, \Omega$ ).

Remark 1.2 Notice that, by the definition of $s(k)$ in (1.2), the quantity $s(k)$ is not necessarily positive for all values of $N, k$ and $R$. Indeed, for fixed $N$ and $R$, the quantity $s(k)$ tends to -1 as $k \rightarrow+\infty$. In particular, this implies that the set $\Sigma$ is finite.

From Theorem 1.1, problem (1.1) has a solution near concentric balls except for $\sigma_{c} \in \Sigma$. Our aim in this paper is to examine the case for $\sigma_{c}$ near $s(m) \in \Sigma$ in the same situation of Theorem 1.1. In particular, our interest is the shape of the solution of the outer problem near $\sigma_{c} \in \Sigma$. In what follows, we introduce some notations in order to state the main theorem in this paper precisely (Fig. 2).

Let us take an element $s(m) \in \Sigma$ for some $m \geq 1$ and let $X$ and $Y$ denote the Banach spaces

$$
X=\left\{g \in \mathcal{C}^{2, \alpha}\left(\partial B_{1}\right): \int_{\partial B_{1}} g=0\right\}, \quad Y=\left\{h \in \mathcal{C}^{1, \alpha}\left(\partial B_{1}\right): \int_{\partial B_{1}} h=0\right\}
$$

endowed with their natural norms. We consider the functional $\Psi: X \times \mathbb{R} \rightarrow Y$ defined by

Fig. 2 The geometrical construction used in the definition of $\Psi(g, \lambda)$


$$
\begin{equation*}
\Psi(g, \lambda)=\left\{\partial_{n_{g}} v_{g}-c_{g}\right\} J_{\tau}(g) . \tag{1.3}
\end{equation*}
$$

In what follows, we will explain the notation involved in the definition of (1.3). For $g \in X$, let $\Omega_{g}$ be the unique bounded domain whose boundary is defined as

$$
\partial \Omega_{g}=\left\{x+g(x) n(x): x \in \partial B_{1}\right\}
$$

with outward unit normal vector denoted by $n_{g}$. Moreover, let $v_{g}$ be the solution of the Dirichlet boundary value problem given by the first two equations in (1.1) for $(D, \Omega)=\left(B_{R}, \Omega_{g}\right)$ and $\sigma_{c}=s(m)+\lambda$. By the definition (1.3), we notice that $\Psi(0, \lambda)=0$ for any $\lambda$ since the pair of concentric balls $\left(B_{R}, \Omega_{0}\right)$ is a solution of overdetermined problem (1.1). By a slight abuse of notation, we will use $\partial_{n_{g}} v_{g}$ to denote the function of value

$$
\partial_{n_{g}} v_{g}(x+g(x) n(x)) \quad \text { for } x \in \partial B_{1} .
$$

Finally, $c_{g}=c\left(\Omega_{g}\right)=-\left|\Omega_{g}\right| /\left|\partial \Omega_{g}\right|$ and $J_{\tau}(g)$ denotes the tangential Jacobian of the map $x \mapsto x+g(x) n(x)$ from $\partial B_{1}$ to $\partial \Omega_{g}$ (see [9, Definition 5.4.2]).

Now we can present the main result in this paper.
Theorem 1.3 Let $(D, \Omega)=\left(B_{R}, \Omega_{g}\right)(0<R<1)$. Also we take an element $s(m) \in \Sigma$ for some $m \geq 1$ and suppose that $\sigma_{c}=s(m)+\lambda$, where $\lambda \in \mathbb{R}$. If we consider the equation

$$
\Psi(g, \lambda)=0,
$$

then $(0,0)$ is a bifurcation point of the equation $\Psi(g, \lambda)=0$. That is, there exists a smooth function $\varepsilon \mapsto \lambda(\varepsilon) \in \mathbb{R}$ with $\lambda(0)=0$ such that overdetermined problem (1.1) admits a nontrivial solution of the form $\left(B_{R}, \Omega_{g(\varepsilon)}\right)$ for $\sigma_{c}=s(m)+\lambda(\varepsilon)$ and $\varepsilon$ small (notice that, by continuity, $\sigma_{c}=s(m)+\lambda(\varepsilon)>0$ if $\varepsilon$ is small enough). If $N=2$, then the symmetry breaking solution $\left(B_{R}, \Omega_{g(\varepsilon)}\right)$ satisfies

$$
\begin{equation*}
g(\varepsilon)=\varepsilon \cos (m \theta)+o(\varepsilon) \quad \text { in }^{2, \alpha}\left(\partial \Omega_{0}\right) \quad \text { as } \varepsilon \rightarrow 0 \tag{1.4}
\end{equation*}
$$

Moreover, if $N \geq 3$, then there exists a spherical harmonic $Y_{m}$ of $m$-th degree, such that the symmetry breaking solution ( $B_{R}, \Omega_{g(\varepsilon)}$ ) satisfies

$$
\begin{equation*}
g(\varepsilon)=\varepsilon Y_{m}(\theta)+o(\varepsilon) \quad \text { in } \mathcal{C}^{2, \alpha}\left(\partial \Omega_{0}\right) \quad \text { as } \varepsilon \rightarrow 0 \tag{1.5}
\end{equation*}
$$

From Theorem 1.3, if $D=B_{R}$, then the outer problem has solutions not only for $\Omega=B_{1}$ but also for $\Omega=\Omega_{g}$ given by (1.4) and (1.5). That is, there exist branches of symmetry breaking solutions of the outer problem emanating from the bifurcation points $\sigma_{c} \in \Sigma$. This implies that the uniqueness of the outer problem does not hold near $\sigma_{c} \in \Sigma$ because symmetry breaking phenomena occur. Similar results appear
in the context of free boundary problems of a circulating flow with surface tension [13] and a model of tumor growth [7, 8].

This paper is organized as follows. In Sect. 2, we prove Theorem 1.3 when $N=2$. This proof is based on the results obtained in [5] and the CrandallRabinowitz theorem. In Sect. 3, we consider high dimensional case $N \geq 3$ and establish Theorem 1.3.

## 2 Proof of Theorem 1.3 for $N=2$

In this section, we prove the main Theorem 1.3 when $N=2$. We obtain the existence of symmetry breaking bifurcation solutions of overdetermined problem (1.1) applying the following version of the Crandall-Rabinowitz theorem.

Theorem 2.1 (Crandall-Rabinowitz Theorem [6]) Let $X, Y$ be real Banach spaces and $\Psi(x, \lambda)$ be a $C^{p}$ map $(p \geq 3)$ of a neighborhood $\left(0, \lambda_{0}\right)$ in $X \times \mathbb{R}$ into $Y$. Suppose that
(i) $\Psi(0, \lambda)=0$ for all $\lambda$ in a neighborhood of $\lambda_{0}$.
(ii) There exists $x_{0} \in X$ such that $\operatorname{Ker} \partial_{x} \Psi\left(0, \lambda_{0}\right)$ is a one-dimensional space spanned by $x_{0}$.
(iii) $\operatorname{Im} \partial_{x} \Psi\left(0, \lambda_{0}\right)$ is a closed subspace of $Y$ which has codimension one.
(iv) $\partial_{\lambda} \partial_{x} \Psi\left(0, \lambda_{0}\right)\left[x_{0}\right] \notin \operatorname{Im} \partial_{x} \Psi\left(0, \lambda_{0}\right)$.

Then $\left(0, \lambda_{0}\right)$ is a bifurcation point of the equation $\Psi(x, \lambda)=0$ in the following sense: In a neighborhood of $\left(0, \lambda_{0}\right)$ the set of solutions of $\Psi(x, \lambda)=0$ consists of two $C^{p-2}$ smooth curves $\Gamma_{1}$ and $\Gamma_{2}$ which intersect only at the point $\left(0, \lambda_{0}\right) ; \Gamma_{1}$ is the curve $(0, \lambda)$ and $\Gamma_{2}$ can be parametrized as follows:

$$
\Gamma_{2}:(x(\varepsilon), \lambda(\varepsilon)), \quad \varepsilon: \text { small }, \quad(x(0), \lambda(0))=\left(0, \lambda_{0}\right), \quad x^{\prime}(0)=x_{0} .
$$

In what follows, we assume that $N=2$.
Theorem 1.3, $N=2$ Take an element $s(m) \in \Sigma$ for some $m \geq 1$ and let $\Psi$ be the map defined by (1.3). By definition, notice that $\Psi(g, \lambda)=0$ if and only if the pair ( $B_{R}, \Omega_{g}$ ) solves (1.1) for $\sigma_{c}=s(m)+\lambda$. By Cavallina [3, Theorem 3.15 (iii)], the map $\Psi$ is Fréchet differentiable infinitely many times in a neighborhood of the origin in $X$. Moreover, by the explicit formula of its Fréchet derivative $\partial_{x} \Psi(0, \lambda)$ computed in [5, Theorem 3.5], we know that $\operatorname{Ker} \partial_{x} \Psi(0, \lambda)$ is a two dimensional space, spanned by $\{\cos (m \theta), \sin (m \theta)\}$. As a consequence, we cannot apply the Crandall-Rabinowitz theorem (Theorem 2.1) directly. In order to reduce the kernel to a one dimensional space, we introduce the following spaces of even functions:

$$
\begin{aligned}
& X^{*}=\{g \in X: g(\theta)=g(2 \pi-\theta), \theta \in[0,2 \pi)\}, \\
& Y^{*}=\{h \in Y: h(\theta)=h(2 \pi-\theta), \theta \in[0,2 \pi)\},
\end{aligned}
$$

where we identified the unit circle $\partial B_{1} \subset \mathbb{R}^{2}$ with the interval $[0,2 \pi)$. Now, we consider the restriction $\Psi^{*}$ of $\Psi$ on $X^{*}$. We claim that $\Psi^{*}$ is a well-defined mapping

$$
\Psi^{*}: X^{*} \rightarrow Y^{*}
$$

To show this, notice that $g \in X^{*}$ implies that the configuration $\left(B_{R}, \Omega_{g}\right)$ is symmetric with respect to the $x$-axis. Now, by the unique solvability of the Dirichlet boundary value problem given by the first two equations in (1.1), this implies that also $v_{g}$ shares the same symmetry and, thus, $\Psi^{*}(g, \lambda)=\Psi(g, \lambda) \in Y^{*}$ as claimed.

We will now apply Theorem 2.1 to the map $\Psi^{*}$. Recall that $\Psi^{*}(0, \lambda)=0$ for any $\lambda$ since the pair of concentric balls ( $B_{R}, \Omega_{0}$ ) is a solution of overdetermined problem (1.1). This fact implies that (i) holds true. Let us check condition (ii). In the proof of Theorem 3.6 in [5], we computed the Fréchet derivative $\partial_{x} \Psi(0, \lambda)$. The case $N=2$ reads

$$
\begin{equation*}
\partial_{x} \Psi(0, \lambda)[g]=\sum_{k=1}^{\infty} \beta_{k}(\lambda)\left(\alpha_{k}^{\text {even }} \cos (k \theta)+\alpha_{k}^{\text {odd }} \sin (k \theta)\right) \tag{2.1}
\end{equation*}
$$

for

$$
g=\sum_{k=1}^{\infty}\left(\alpha_{k}^{\text {even }} \cos (k \theta)+\alpha_{k}^{\text {odd }} \sin (k \theta)\right)
$$

where

$$
\begin{equation*}
\beta_{k}(\lambda)=\frac{(k+1)(s(m)+\lambda-1) k+(k+k s(m)+k \lambda)(k-1) R^{-2 k}}{2(k+k s(m)+k \lambda) R^{-2 k}+2 k(1-s(m)-\lambda)} . \tag{2.2}
\end{equation*}
$$

Now, a simple computation with (1.2) at hand yields that

$$
\beta_{m}(0)=0 \quad \text { and } \quad \beta_{k}(0) \neq 0 \text { for } k \neq m
$$

Let $x_{0}=\cos (m \theta)$. Notice that $X^{*}$ is the subspace of $X$ spanned by $\{\cos (k \theta)\}_{k \geq 1}$. Then, combining (2.1) with the fact that $\beta_{m}(0)=0$ by construction, we obtain

$$
\operatorname{Ker} \partial_{x} \Psi^{*}(0,0)=\operatorname{span}\left\{x_{0}\right\}
$$

Thus condition (ii) holds true. Moreover, $\partial_{x} \Psi^{*}(0,0)[\cos (k \theta)]=\beta_{k}(0) \cos (k \theta)$, where $\beta_{k}(0) \neq 0$ for $k \neq m$. This implies that

$$
\operatorname{Im} \partial_{x} \Psi^{*}(0,0) \oplus \operatorname{Ker} \partial_{x} \Psi^{*}(0,0)=Y^{*}
$$

Therefore, $\operatorname{Im} \partial_{x} \Psi^{*}(0,0)$ is codimension one and thus also condition (iii) holds true.

Let us finally check condition (iv). Note that

$$
\partial_{x} \Psi^{*}(0, \lambda)\left[x_{0}\right]=\beta_{m}(\lambda) x_{0} .
$$

By (2.2), we can easily compute that

$$
\begin{equation*}
\partial_{\lambda} \beta_{m}(0)=\frac{\left\{m(m+1)+m(m-1) R^{-2 m}\right\}\left\{2(m+m s(m)) R^{-2 m}+2 m(1-s(m))\right\}}{\left\{2 m(1+s(m)) R^{-2 m}+2 m(1-s(m))\right\}^{2}}, \tag{2.3}
\end{equation*}
$$

where we used the fact that $\beta_{m}(0)=0$ by construction. Since $0<s(m)<1$ and $m \geq 1$, the right hand side of (2.3) is positive. Thus by (2.1),

$$
\partial_{\lambda} \partial_{x} \Psi^{*}(0,0)\left[x_{0}\right]=\partial_{\lambda} \beta_{m}(0) x_{0} \in \operatorname{Ker} \partial_{x} \Psi^{*}(0,0) \backslash\{0\} .
$$

In other words,

$$
\partial_{\lambda} \partial_{x} \Psi^{*}(0,0)\left[x_{0}\right] \notin \operatorname{Im} \partial_{x} \Psi^{*}(0,0) .
$$

Therefore, by the Crandall-Rabinowitz theorem (Theorem 2.1), $(0,0)$ is a bifurcation point of the equation $\Psi(g, \lambda)=0$ in the sense that there exists a $\mathcal{C}^{\infty}$ curve $(g(\cdot), \lambda(\cdot))$ from a neighborhood of $0 \in \mathbb{R}$ into $X^{*} \times \mathbb{R}$, with $(g(0), \lambda(0))=$ $(0,0)$ and such that, for all small $\varepsilon$, there exists a symmetry breaking solution of overdetermined problem (1.1) for $\sigma_{c}=s(m)+\lambda(\varepsilon)$, represented by ( $B_{R}, \Omega_{g(\varepsilon)}$ ), with

$$
g(\varepsilon)=\varepsilon \cos (m \theta)+o(\varepsilon) \quad \text { as } \varepsilon \rightarrow 0
$$

Remark 2.2 Theorem 1.3 ensures the existence of nontrivial solutions of (1.1) of the form ( $B_{R}, \Omega$ ). In particular, such solutions only partially inherit the symmetry of the core $B_{R}$. One might wonder whether nontrivial solutions of the form ( $D, B_{1}$ ) exist for some subdomain $D$ other than a ball. Actually this is not the case, since Theorem 5.1 of [14] states that, if $B_{1} \backslash D$ is connected and the pair ( $D, B_{1}$ ) solves (1.1), then $D$ and $B_{1}$ must be concentric balls (Fig. 3).

## 3 Proof of Theorem 1.3 for $N \geq 3$

The proof of Theorem 1.3 when $N \geq 3$ follows along the same lines as the previous section. Indeed, as in the case $N=2$, the Crandall-Rabinowitz theorem cannot be applied directly because $\operatorname{Ker} \partial_{x} \Psi(0,0)$ is not one dimensional. By the $N$-dimensional analogous of (2.1) (see [5, equation (3.12)]), $\operatorname{Ker} \partial_{x} \Psi(0,0)$ is the


Fig. 3 Left: a symmetry-breaking bifurcating solution of (1.1) given by Theorem 1.3 ( $m=6, N=$ 2). Right: a symmetry-breaking configuration that cannot be a solution to (1.1) in light of Theorem 5.1 of [14]
subspace of $X$ spanned by the spherical harmonics whose degree is $m$. In order to reduce the kernel to a one dimensional space, we follow the same ideas as [10] and consider the restriction $\Psi^{*}$ of $\Psi$ to the space $X^{*}$ of functions in $X$ that are invariant with respect to some specific group of symmetries $\Gamma \subset O(N)$. Here we recall the definition of $\Gamma$-invariance with respect to a subgroup $\Gamma$ of the orthogonal group $O(N)$. A function $g \in X$ is said to be $\Gamma$-invariant if

$$
g(\theta)=g(\gamma(\theta)) \quad \text { for all } \theta \in \partial B_{1}, \gamma \in \Gamma .
$$

If, for example, we set $\Gamma=\mathrm{Id} \times O(N-1)$, then the space of $\Gamma$-invariant spherical harmonics of any given degree $k \in \mathbb{N}$ is a one dimensional space. In particular, if $X^{*} \subset X$ is the subset of $\Gamma$-invariant functions and $\Psi^{*}$ the restriction of $\Psi$ to $X^{*}$, then also $\operatorname{Ker} \partial_{x} \Psi^{*}(0,0)$ is a one dimensional space, which can be considered to be spanned by some spherical harmonic $x_{0} \in X^{*}$. The rest of the proof runs just as the one in Sect. 2, by checking conditions (i)-(iv) of the Crandall-Rabinowitz theorem applied to the map $\Psi^{*}$.

Remark 3.1 We claim that all nontrivial solutions ( $B_{R}, \Omega_{g(\varepsilon)}$ ) given by Theorem 1.3 share the same symmetries of the element $x_{0} \in X^{*}$, defined such that $\operatorname{Ker} \partial_{x} \Psi^{*}(0,0)=\operatorname{span}\left\{x_{0}\right\}$. To this end, let $\Gamma \subset O(N)$ be a symmetry group such that the function $x_{0}$ is $\Gamma$-invariant. Now, consider the further restriction $\Psi^{* *}$ of $\Psi^{*}$ to the subspace $X^{* *}$ of all $\Gamma$-invariant functions in $X^{*}$. Notice that, since $x_{0}$ is $\Gamma$-invariant by hypothesis, then $\operatorname{Ker} \partial_{x} \Psi^{*}(0,0)=\operatorname{Ker} \partial_{x} \Psi^{* *}(0,0)=\operatorname{span}\left\{x_{0}\right\}$. Another application of the Crandall-Rabinowitz theorem to $\Psi^{* *}$ yields that $g(\varepsilon)$ is also $\Gamma$-invariant. The claim follows by the arbitrariness of $\Gamma$.
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# Regularity Results for Nonlocal Minimal Surfaces 

Eleonora Cinti


#### Abstract

In this note, we present some recent results in the study of nonlocal minimal surfaces. The notion of nonlocal minimal surface was introduced by Caffarelli, Roquejoffre, and Savin, they are boundaries of sets which minimize the nonlocal (or fractional) perimeter. In the last years, much interest has been devoted to the study of their regularity properties. Similarly to the classical local setting, a crucial ingredient in the study of regularity is the classification of minimal cones. In the nonlocal setting, only partial results are available, dealing mainly with the low-dimensional case. We describe the main achievements in the field, focusing in particular on the difference with respect to the classical theory and in the difficulties which arise due to the nonlocal character of the problem.
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## 1 Introduction

We describe some recent results in the study of regularity properties of nonlocal, or fractional, minimal surfaces. These geometric objects were defined by Caffarelli, Roquejoffre, and Savin in [7], as the boundaries of sets whose characteristic functions minimize a fractional Sobolev norm.

More precisely, in [7] the following notion of fractional perimeter was introduced. Let $s \in(0,1)$. Given $E$ a bounded subset of $\mathbb{R}^{n}$, the fractional $s$-perimeter

[^48]of $E$ is given by
\[

$$
\begin{equation*}
\operatorname{Per}_{s}(E)=c_{s} \int_{E} \int_{\mathbb{R}^{n} \backslash E} \frac{1}{|x-y|^{n+s}} d x d y=\frac{c_{s}}{2}\left[\chi_{E}\right]_{W^{s, 1}\left(\mathbb{R}^{n}\right)}, \tag{1.1}
\end{equation*}
$$

\]

where $\chi_{E}$ denotes the characteristic function of the set $E,[\cdot]_{W^{s, 1}\left(\mathbb{R}^{n}\right)}$ denotes the seminorm in the fractional Sobolev space $W^{s, 1}$, and $c_{s}$ is a constant depending on $s$ which behaves like $(1-s)$ as $s \uparrow 1$. To be more precise, in [7] the definition of $\operatorname{Per}_{s}$ was given in terms of the squared $W^{s / 2,2}$-seminorm of $\chi_{E}$, but it is easily seen that their definition coincide with the one given above.

Written as in (1.1), one can better appreciate the analogy with the notion of classical perimeter in the sense of De Giorgi, defined as

$$
\operatorname{Per}(E)=\left[\chi_{E}\right]_{B V\left(\mathbb{R}^{n}\right)},
$$

where $[\cdot]_{B V\left(\mathbb{R}^{n}\right)}$ denotes the seminorm in the space $B V$. In (1.1) we are considering a fractional order derivative of the characteristic function of a set and the two notions are consistent in the sense that $\operatorname{Per}_{\mathrm{s}} \rightarrow \operatorname{Per}$ as $s \uparrow 1$ (see e.g. [1, 9, 14]).

Roughly speaking, the $s$-perimeter captures the interactions between a set $E$ and its complement, these interactions take place in the whole $\mathbb{R}^{n}$ and are weighted by a kernel with polynomial decay. Due to its nonlocal character, the $s$-perimeter has several applications, for example in image reconstruction and nonlocal capillarity models, see e.g. [3, 17].

A set $E$ which is a minimizer for the fractional perimeter is called a fractional (or nonlocal) minimal set, and its boundary is referred to as a nonlocal minimal surface.

As it happens for the classical notion of area-minimizing surfaces, if the set $E$ is not bounded, in order to give the notion of minimizer for the perimeter functional, one needs to introduce a localized version of perimeter, since the perimeter of an unbounded set $E$ in the whole $\mathbb{R}^{n}$ could be infinite.

The localized notion of $s$-perimeter is the following: let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$, we define the fractional $s$-perimeter of a measurable set $E \subset \mathbb{R}^{n}$ relative to $\Omega$ as

$$
\begin{equation*}
\operatorname{Per}_{s}(E, \Omega):=\int_{E \cap \Omega} \int_{E^{c}} \frac{1}{|x-y|^{n+s}} d x d y+\int_{E \backslash \Omega} \int_{\Omega \backslash E} \frac{1}{|x-y|^{n+s}} d x d y \tag{1.2}
\end{equation*}
$$

where $E^{c}$ denotes the complement of $E$ in $\mathbb{R}^{n}$.
The choice of the set of integration in the definition of the fractional perimeter is the natural one which does not change the variational structure of the functional, once we have fixed the set $E$ outside of $\Omega$. We can now give the definition of minimizer for $\operatorname{Per}_{s}$ in $\Omega$.

Definition 1.1 We say that a set $E$ is a minimizer for the $s$-perimeter in $\Omega$ if

$$
\operatorname{Per}_{s}(E, \Omega) \leq \operatorname{Per}_{s}(F, \Omega), \quad \text { for all } F \text { such that } E \backslash \Omega=F \backslash \Omega .
$$

Moreover, we say that $E$ is a minimizer for the $s$-perimeter in $\mathbb{R}^{n}$, if $E$ is a minimizer in a ball $B_{R}$, for all radii $R>0$.

Said in other words, a nonlocal minimal surface in $\Omega$ is the boundary of a set $E$, whose characteristic function minimize the $W^{s, 1}$-seminorm, among all sets which coincide with $E$ in the complement of $\Omega$.

In [7] the Euler-Lagrange equation for this functional has been derived: similarly to the classical case, a nonlocal minimal set $E$ must have vanishing fractional mean curvature $H_{s}$, where $H_{s}$ is given by the following expression

$$
\begin{equation*}
H_{s}(x)=c_{s} \lim _{\epsilon \rightarrow 0^{+}} \int_{\mathbb{R}^{n} \backslash B_{\epsilon}(x)} \frac{\chi_{\mathbb{R}^{n} \backslash E}(y)-\chi_{E}(y)}{|x-y|^{n+s}} d y . \tag{1.3}
\end{equation*}
$$

Here $c_{s}$ denotes again a constant depending on $s$ which behaves like $(1-s)$ as $s \uparrow 1$.
The first example of a surface with zero nonlocal mean curvature is a half-space. Other examples of sets with vanishing nonlocal mean curvature have been studied in the recent contributions [11, 15]. In [15], the nonlocal analogue of catenoids are constructed, but they differ from the standard catenoids since they approach a singular cone at infinity instead of having a logarithmic growth. These surfaces are constructed using perturbative methods, by performing small perturbation along the normal vector to $\partial E$. Instead in [11] it is proven, just by an easy symmetry argument, that the standard helicoids are surfaces with zero nonlocal mean curvature.

In [7], the study of regularity of nonlocal minimal surfaces has been started. More precisely, Caffarelli, Roquejoffre, and Savin established density estimates, the improvement of flatness for minimizers, a monotonicity formula, a blow-up and a dimension reduction argument. Nevertheless, the regularity theory for minimizers of the fractional perimeter is still widely open. In the following sections we describe the main results and the main open questions in the field.

## 2 Classification of $s$-Minimal Cones in Low Dimensions

We start by recalling the following well known results in the regularity theory for classical area-minimizing surfaces.

Every minimal cone in $\mathbb{R}^{n}$ is a hyperplane, whenever $n<8$. The condition on the dimension is optimal, indeed in $\mathbb{R}^{8}$ the Simons cone defined as

$$
\mathcal{C}:=\left\{x \in \mathbb{R}^{8} \mid x_{1}^{2}+\cdots+x_{4}^{2}=x_{5}^{2}+\cdots+x_{8}^{2}\right\}
$$

is a minimizer for the perimeter functional.
The classification of minimal cones is one of the main ingredients in both the classification of entire minimal surfaces (that is surfaces that are minimizer of the
perimeter functional in the whole $\mathbb{R}^{n}$ ) and in the study of regularity for minimizers of the perimeter in a bounded set $\Omega$. Indeed, the classification of minimal cones leads, on the one hand, to the classification of any entire area minimizing surfaces via a blow-down argument. On the other hand the nonexistence of singular minimal cones in space dimension $n \leq 7$ implies, via blow-up and a dimension reduction argument, that any minimal surface is smooth outside a singular set of Hausdorff dimension $n-8$.

Moreover, again the classification of minimal cones leads to the classification of entire minimal graphs (the so called Bernstein problem): If $E$ is a minimizer of the perimeter functional and $\partial E$ is a graph, then $E$ is a half-space, whenever $n<9$. Note that the critical dimension for a graph to be flat is one more than the one for a general set. The main ingredients in the proof of these results are given by density estimates, perimeter estimates, improvement of flatness for minimizers and a monotonicity formula.

As already mentioned in the Introduction, many of these ingredients in the nonlocal setting were established in [7]. With these tools, Caffarelli, Roquejoffre and Savin could reduce the study of regularity for nonlocal minimal surfaces to the classification of nonlocal minimal cones. More precisely they proved that, if the blow-up, around the origin, of an $s$-minimal set $E$ is flat, then $\partial E$ is $C^{1, \alpha}$ in a neighborhood of the origin (see [7, Theorem 9.4]). As a consequence of a dimension reduction argument, they proved $C^{1, \alpha}$ regularity outside a singular set of Hausdorff dimension at most $n-2$ (see [7, Theorem 10.4]). The bound $n-2$ on the dimension of the singular set was not optimal due to the fact that in [7] the classification of nonlocal minimal cones was not known, not even in $\mathbb{R}^{2}$.

Later, in [19] Savin and Valdinoci proved that in $\mathbb{R}^{2}$ an $s$-minimal cone is necessarily a half-plane. As a consequence they could improve the bound on the Hausdorff dimension of the singular set from $n-2$ to $n-3$ and via a blow-down argument they obtained the classification of any $s$-minimal surface in $\mathbb{R}^{2}$.

Moreover, in [2] Barrios, Figalli, and Valdinoci showed that if $E$ is an $s$ minimal set such that $\partial E \in C^{1, \alpha}$, then $\partial E$ is in fact $C^{\infty}$ (such a result holds in every dimension). This is a consequence of a more general regularity result for solutions to integro-differential equations via a bootstrap argument. In [16], Figalli and Valdinoci addressed the fractional version of the Bernstein problem and proved that, if there are not $s$-minimal singular cones in $\mathbb{R}^{n}$, then the only entire $s$-minimal graphs in $\mathbb{R}^{n+1}$ are the hyperplanes. ${ }^{1}$

We summarize all these results in the following Theorem.
Theorem 2.1 The following facts hold:

1. Every s-minimal cone in $\mathbb{R}^{2}$ is a hyperplane [19];
2. If $E$ is a minimizer of the s-perimeter in the whole $\mathbb{R}^{2}$, then $E$ is a half-plane [19];

[^49]3. If $E$ is a minimizer of the s-perimeter in $\mathbb{R}^{n}$ and $\partial E$ is a graph, then $E$ is a half-space, whenever $n \leq 3$ [16];
4. If $E$ is a minimizer of the s-perimeter, then $\partial E$ is $C^{\infty}$ outside a singular set $\Sigma$ of Hausdorff dimension $n-3$ [2, 7, 19].

In addition, when $s$ is close to 1 , Caffarelli and Valdinoci proved that all the regularity results that hold in the classical setting are inherited, by a compactness argument, by $s$-nonlocal minimal surfaces (see [8, 9]).

Theorem 2.2 (Theorem 5 in [9]) There exists $\epsilon_{0} \in(0,1)$ such that if $s \geq 1-\epsilon_{0}$, then any s-minimal surfaces is $C^{\infty}$ outside a singular set $\Sigma$ of Hausdorff dimension $n-8$.

Finally, in the very recent contribution [5], Cabré, Serra and the author proved flatness for nonlocal $s$-minimal cones in $\mathbb{R}^{3}$ for $s$ close to 1 . We emphasize that in [5], differently from [9], the proof is not based on a compactness argument and it permits to quantify how much $s$ must be close to 1 . This last result holds not only for cones that are minimizers for the $s$-perimeter, but for the more general class of stable cones. Stability here has to be understood in the variational sense, i.e. it corresponds to the fact that the second variation of the $s$-perimeter is nonnegative (we will comment on the notion of stability in the next section). The following is the main result in [5].

Theorem 2.3 (Theorem 1.2 in [5]) There exists $s_{*} \in(0,1)$ such that for every $s \in\left(s_{*}, 1\right)$ the following statement holds.

Let $\Sigma \subset \mathbb{R}^{3}$ be a cone with nonempty boundary of class $C^{2}$ away from 0 . Assume that $\Sigma$ is a stable set for the s-perimeter. Then, $\Sigma$ is a half-space.

The proof of this result uses two crucial ingredients: the fractional Hardy inequality in $\mathbb{R}^{2}$ (with the precise behavior of its sharp constant as $s \uparrow 1$ ) and the perimeter estimates for stable sets contained in [12] and that we describe in the next Section.

## 3 Quantitative Flatness Results and Perimeter Estimates for Stable Sets

We now focus on the two-dimensional result proven by Savin and Valdinoci in [19] (see Theorem 2.1, point 1.). The proof of this result relies on the following idea: given a minimal cone $E$ in the whole $\mathbb{R}^{n}$ (i.e. a cone which is a minimizer in $B_{R}$ for any $R>0$ ), one considers perturbations $E_{R}^{+}$that are small translations, in some direction, of $E$ inside the half ball $B_{R / 2}$ (and which coincide with $E$ outside of $B_{R}$ ). A computation shows that the difference between the $s$-perimeter of $E_{R}^{+}$and the $s$-perimeter of $E$ is controlled in the following way:

$$
\operatorname{Per}_{s}\left(E_{R}^{+}, B_{R}\right)-\operatorname{Per}_{s}\left(E, B_{R}\right) \leq C R^{n-2-s}
$$

Hence, when $n=2$, this difference can be made arbitrarily small as $R \rightarrow \infty$. On the other hand, if $E$ was not a half-plane, it could be modified in such a way to decrease its $s$-perimeter by a small but fixed amount and this leads to a contradiction. It is clear that this argument works only in dimension $n=2$ (we are using that $R^{n-s-2}$ goes to 0 as $R \rightarrow \infty$ ). We emphasize that the factor $R^{n-s}$ comes from an optimal bound for the $s$-perimeter of minimizers. Indeed, by a comparison argument one can show that if $E$ is an $s$-minimal set in $B_{R}$, then

$$
\operatorname{Per}_{s}\left(E, B_{R}\right) \leq C R^{n-s},
$$

and this bound is optimal.
These ideas were recently used in [12] to prove a quantitative version of this twodimensional flatness result, where quantitative has to be understood in the following sense.

Suppose that $E$ is a minimizer for $\mathrm{Per}_{s}$ in a ball $B_{R}$ for some $R$ large enough (and not for all $R$ ). Is it true that $E$ is "close" to be a half-plane in $B_{1}$ ? Moreover, can we give an estimate on this closeness depending on $R$ ? The following result, contained in [12], gives an answer to these questions.

Theorem 3.1 (Theorem 1.3 in [12]) Let $n=2$. Let $R \geq 2$ and $E$ be a minimizer for the s-perimeter in the ball $B_{R} \subset \mathbb{R}^{2}$.

Then, there exists a half-plane $\mathfrak{h}$ such that

$$
\begin{equation*}
\left|(E \Delta \mathfrak{h}) \cap B_{1}\right| \leq C R^{-s / 2} \tag{3.1}
\end{equation*}
$$

Moreover, after a rotation, we have that $E \cap B_{1}$ is the subgraph of a measurable function $g:(-1,1) \rightarrow(-1,1)$ with oscillation osc $g \leq C R^{-s / 2}$ outside a "bad" set $\mathcal{B} \subset(-1,1)$ with measure $C R^{-s / 2}$.

As mentioned above, the proof of this result is based on the technique developed in [19] which uses perturbations given by small translations of the minimizer $E$ (inside the ball $B_{R}$ ) and introducing quantitative elements which allow to keep track of the dependence on the radius $R$.

The ideas developed in [12] to prove Theorem 3.1 above have also been used to prove an optimal estimate for the classical perimeter of an $s$-minimal set $E$. Of course, such an estimate cannot be deduced just by a comparison argument (indeed, it is a genuine regularity estimate which improves the order of differentiability of $\chi_{E}$ ) and needs a more sophisticated argument. More interestingly, this estimate holds true in the more general class of stable sets. Here stability has to be understood in the variational sense, that is we require the set to be a minimizer among small perturbations, which corresponds, for smooth objects, to the fact that the second variation of the $s$-perimeter is nonnegative. For the precise notion of stability that we use, we refer to [12, Definition 1.6] and [5, Section 2]. Once one has an estimate for the classical perimeter of $E$, by a standard interpolation, one can deduce an estimate for its $s$-perimeter. As already explained, for minimizers the upper bound on the $s$-perimeter comes easily by comparison, but for stable sets is highly nontrivial.

In order to explain the interest in perimeter estimates for stable objects, we recall some known facts in the classical local setting.

Stable minimal cones (for the classical perimeter) are completely classified: they are hyperplanes in space dimensions $n \leq 7$. In $\mathbb{R}^{8}$, the Simons cone is an example of stable cone which is singular (i.e., the classification that we have presented in the previous section for classical minimal surfaces holds true for stable cones). Once one has a complete classification of stable cones, using a blow-down technique, one could obtain the classification of any stable surface in the whole $\mathbb{R}^{n}$. A crucial tool needed for this argument is an optimal estimate for the perimeter of stable sets. It is well known that any minimizer of the classical perimeter in a ball $B_{R}$ satisfies the estimate

$$
\begin{equation*}
\operatorname{Per}\left(E, B_{R}\right) \leq C R^{n-1} \tag{3.2}
\end{equation*}
$$

Unfortunately, an estimate like (3.2) is not known to hold for stable sets, unless we are in dimension $n=3,4$ and we require some topological assumptions on the set $E$ (see $[10,13,18]$ ). The difficulty in proving perimeter estimates for stable sets relies on the fact that, when using a comparison argument, we are allowed to consider only competitors which are small perturbations of the given set $E$.

In dimension $n>3$ the search for a perimeter estimate for stable sets is still completely open. As explained above, having a universal bound for the classical perimeter of embedded minimal surfaces in every dimension $n>3$ would be a decisive step towards proving the following well-known and long standing conjecture: The only stable embedded minimal (hyper)surfaces in $\mathbb{R}^{n}$ are hyperplanes as long as the dimension of the ambient space is less than or equal to 7.

Surprisingly, in the fractional setting, the nonlocal character of the perimeter functional gives somehow more rigidity and allows to obtain the following result (which holds in every dimension):

Theorem 3.2 (Theorem 1.1 in [12]) Let $s \in(0,1), R>0$ and $E$ be a stable set in the ball $B_{2 R} \subset \mathbb{R}^{n}$ for the nonlocal s-perimeter functional. Then,

$$
\operatorname{Per}\left(E, B_{R}\right) \leq C R^{n-1},
$$

and

$$
\operatorname{Per}_{s}\left(E, B_{R}\right) \leq C R^{n-s} .
$$

As a consequence of Theorem 3.2, in [12] the quantitative flatness result in $\mathbb{R}^{2}$ was proven to hold also for stable set (and not only for minimizers).

In a similar way to what described for the classical case, once one has a complete classification for $s$-minimal stable cones, the $s$-perimeter estimates of Theorem 3.2 would allow to classify any stable $s$-minimal surface (see Theorem 2.1 in [6]) . In this respect, the difficulties in the nonlocal setting are, in some way, dual to the ones in the local setting: in the first case, we have perimeter estimates in any dimensions
but only the classification of stable cones in low dimensions is known; in the second the situation is reversed, since stable cones are completely classified but perimeter estimates are still missing in dimension $n>3$.

Having in mind this picture, an interesting motivation in the study of nonlocal minimal surfaces is whether nonlocal techniques and nonlocal results could lead to give an answer to some important open questions in the local setting, such as, for example, the complete classification of stable surfaces.
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## 1 Introduction

In these short notes we give an overview on the recent research line about solutions to overdetermined elliptic problems of the following form:

$$
\begin{cases}\Delta u+f(u)=0 & \text { in } \Omega  \tag{1.1}\\ u>0 & \text { in } \Omega \\ u=0 & \text { on } \partial \Omega \\ \frac{\partial u}{\partial \nu}=k & \text { on } \partial \Omega\end{cases}
$$

where $\Omega$ is a domain of class $C^{1}$ (in order to give a classical sense to the Neumann data), $f$ is a locally Lipschitz function, $k$ is a constant (that must be nonpositive), and $v$ is the unit normal vector about $\partial \Omega$. The first fact to point out is that if Problem 1.1 has a solution, then the domain $\Omega$ is much more regular than $C^{1}$ : it is in fact of class $C^{2, \alpha}$ for all $\alpha \in(0,1)$, as shown in [21]. The case of bounded domains

[^50]supporting solutions to Problem 1.1 has been completely solved by J. Serrin in [16] (see also [10]): the ball is the unique such domain and any solution is radial. This result, obtained with the moving plane method, had many applications to Physics and Applied Mathematics (see for example the beautiful survey [18]). The case of unbounded domains $\Omega$ is much more difficult. In 1997, H. Berestycki, L. Caffarelli and $L$. Nirenberg in [3] proposed the following conjecture:
BCN Conjecture If $\mathbb{R}^{n} \backslash \bar{\Omega}$ is connected, then the existence of a bounded solution to Problem 1.1 implies that $\Omega$ is either a ball, a half-space, a generalized cylinder $B^{k} \times \mathbb{R}^{n-k}\left(B^{k}\right.$ is a ball in $\left.\mathbb{R}^{k}\right)$, or the complement of one of them.

That question was justified by the results of the same authors in [3], and some other results concerning exterior domains, i.e. domains that are the complement of a compact region (see Sect. 4). This conjecture motivated almost all the research activity about overdetermined elliptic problems in unbounded domains.

## 2 New Nontrivial Solutions

Before 2010, the only known domains supporting solutions to Problem 1.1 were essentially balls, the exterior of balls and the half-space. Solutions in cylinders and in the exterior of cylinders are obviously obtained from the others, adding an empty variable: if $u(x)$ is the solution of Problem 1.1 in a ball $B$ or in the exterior of a ball $\mathbb{R}^{n} \backslash B$, then $v(x, y)=u(x)$, for $y \in \mathbb{R}^{k}$ is a solution respectively in the cylinder $B \times \mathbb{R}^{k}$ or the exterior of it, i.e. in $\left(\mathbb{R}^{n} \backslash B\right) \times \mathbb{R}^{k}$.

When the function $f$ is given by $f(u)=\lambda u$, Problem 1.1 represents the stationary condition for the functional $\Omega \rightarrow \lambda_{1}(\Omega)$ under volume preserving variations of the domain, where $\lambda_{1}(\Omega)$ is the first eigenvalue of the Dirichlet Laplacian in $\Omega$. This is true also in a Riemannian manifold, replacing the Euclidean Laplacian by the Laplace-Beltrami operator. For this reason, domains where there exists a positive constant $\lambda$ such that Problem 1.1 has a solution with $f(u)=\lambda u$ are called extremal domains. The theory of extremal domains shares strong similarity with the theory of constant mean curvature surfaces. In fact, the result by Serrin recalled before is parallel to the well known result of Alexandrov asserting that round spheres are the only embedded compact constant mean curvature hypersurfaces in the Euclidean space. In [9] F. Pacard and the author proved the existence of extremal domains in a Riemannian manifold which are perturbations of small geodesic balls centered at nondegenerate critical points of the scalar curvature function, paralleling an earlier result of R. Ye which provides constant mean curvature topological spheres close to small geodesic spheres centered at nondegenerate critical points of the scalar curvature function. The analogy with constant mean curvature surfaces has been the key ingredient to investigate the possibility to build new nontrivial extremal domains, and more generally nontrivial solutions to Problem 1.1 for different type of nonlinearities $f$.

### 2.1 Bifurcation from a Known Solution

In the Euclidean space cylinders are not the only unbounded constant mean curvature surfaces. In 1841, C. Delaunay discovered the beautiful family of onduloids $D_{\tau}$ in $\mathbb{R}^{3}, \tau \in(0,1]$, parametrized by

$$
X_{\tau}(\theta, t)=(y(t) \cos \theta, y(t) \sin \theta, z(t))
$$

for $(\theta, t) \in S^{1} \times \mathbb{R}$, where the function $y$ is the smooth solution of $4\left(y^{\prime}\right)^{2}=4 y^{2}-$ $\left(y^{2}+\tau\right)^{2}$ and $z$ is the solution (up to a constant) of $2 z^{\prime}=y^{2}+\tau$. They are complete, embedded, non-compact constant mean curvature surfaces invariant under rotation about an axis and periodic in the direction of this axis. This family of surfaces can be seen as a bifurcation of the straight cylinder in the following way. Consider the cylinder $C=\mathbb{S}^{1} \times \mathbb{R} / T \mathbb{Z}$ in the torus $\mathbb{R}^{2} \times \mathbb{R} / T \mathbb{Z}$ for some $T>0$. Consider the set of regular one variable functions $v$ of period 1 , with small $C^{2, \alpha}$-norm, and let $C_{v}^{T}$ be the perturbation of $C$ done with respect to the function $\tilde{v}(x, T t)=v(t)$. If $H$ denotes the mean curvature, it is clear that $H\left(C_{0}^{T}\right) \equiv 1$ for all $T>0$, and using the classical bifurcation theory one can prove that at the point $(v, T)=(0,2 \pi)$ the family $C_{0}^{T}$ bifurcates in a new branch of perturbed cylinders $C_{v}^{T}$ solutions of $H\left(C_{v}^{T}\right) \equiv 1$. The classification results in the theory of constant mean curvature surfaces allow to conclude that the cylinders $C_{v}^{T}$ are elements of the family $D_{\tau}$.

The same idea has been used in [17] by the author to build new nontrivial extremal domains, which are counterexamples to the BNC conjecture. Consider the cylinder $C=B_{1} \times \mathbb{R} / T \mathbb{Z}$ in the torus $\mathbb{R}^{n} \times \mathbb{R} / T \mathbb{Z}$ for some $T>0$, where $B_{1}$ is the unit Euclidean ball. It is clear that $C$ is a domain where Problem 1.1 can be solved. Consider the set of regular one variable functions $v$ of period 1 , with mean 0 and small $C^{2, \alpha}$-norm, and let $C_{v}^{T}$ the perturbation of $C$ obtained perturbing $\partial C$ by the function $\tilde{v}(x, T t)=v(t)$. In $C_{v}^{T}$ one can consider the first eigenfunction of the Dirichlet Laplacian $u_{v}^{T}$ (normalized to have $L^{2}$-norm equal to 1). Such a function, in general, does not have constant Neumann data at the boundary. It is then interesting to define the operator $F$ given by

$$
F(v, T)=\left.\frac{\partial u_{v}^{T}}{\partial v_{v}^{T}}\right|_{\partial C_{v}^{T}}-\left.f \frac{\partial u_{v}^{T}}{\partial v_{v}^{T}}\right|_{\partial C_{v}^{T}}
$$

where $v_{v}^{T}$ is the unit exterior normal vector about $\partial C_{v}^{T}$. In fact, $F(0, T)=0$ for all $T>0$, and the existence of a bifurcation point in the branch $\{(0, T)\}$ of solutions of $F(v, T)=0$ would give the existence of new nontrivial extremal domains (notice that in the new branch the function $v$ cannot be constant, since $v$ has mean 0 ). A priori, $F(v, T)$ is a function defined on $\partial C_{v}^{T}$, but some easy arguments show that it just depends on the variable $t$, in which it is periodic of period $T$ and of mean 0 . After rescaling we can assume that the period of $F(v, T)$ is 1 . So, the operator $F$ can be seen as an operator between some subset of $C_{m}^{2, \alpha}(\mathbb{R} / \mathbb{Z})$ and $C_{m}^{1, \alpha}(\mathbb{R} / \mathbb{Z})$, where the subscript $m$ denotes the fact that functions have mean 0 . A big difference
with respect to the case of constant mean curvature surfaces is that the operator $(v, T) \rightarrow H\left(C_{v}^{T}\right)$ was local, and here the operator $F$ is non-local. The study of the linearized operator prove that the bifurcation theory can be applied to the equation $F(v, T)=0$ with respect to the branch $\{(0, T)\}_{\{T>0\}}$ at a certain point $\left(0, T^{*}\right)$. This new branch of solutions gives raise to a one-parameter family of unbounded domains $\Omega_{s}$ where Problem 1.1 can be solved for $f(u)=\lambda u$. Their boundaries are surfaces invariant under rotation about an axis, periodic in the direction of this axis, and whose mean curvature is not constant. The period $T^{*}$ depends in fact on the dimension $n$, and estimations of $T^{*}$ are given in [15].

A similar method is used in [13] to prove the existence of perturbations of the exterior of a ball in $\mathbb{R}^{n}, n \geq 2$, where one can solve Problem 1.1 for some nonlinearities $f$. Here the new solutions bifurcates from the solution on the exterior of a ball $B_{R^{*}}$ for a certain radius $R^{*}$. This new domains also are counterexamples to the BCN conjecture (in dimension 2 they are the only known counterexamples).

### 2.2 Perturbation of a Constant-Mean-Curvature Surface

In [5] M. Del Pino, F. Pacard and J. Wei develop a strong method to use directly constant mean curvature surfaces to build new examples of domains where Problem 1.1 can be solved. In their work $f$ is supposed to satisfy the following hypothesis:

$$
f(0)=f(1)=0 \quad f(s)>0 \text { for } s \in(0,1) \quad f^{\prime}(1)<0
$$

(this is the case for example for the Allen-Cahn equation). Under such hypothesis there exists an increasing solution $w$ to the ODE $w^{\prime \prime}+f(w)=0$ in $(0,+\infty)$ with $w(0)=0$ and $w(+\infty)=1$, and then the function $u\left(x_{1}, x_{2}, \ldots, x_{n}\right)=w\left(x_{1}\right)$ is a bounded solution of Problem 1.1 in the half-space. The main objective of their work is to produce a new counterexample to the BCN conjecture diffeormorphic to a halfspace. They obtain it as a perturbation of the epigraph bounded by the BombieriDe Giorgi-Giusti graph, a very special nontrivial minimal surface, existing only in dimension 9 (and bigger than 9 , by an easy generalization), given by the graph of a certain non-constant entire function $F$ :

$$
\Gamma=\left\{\left(x_{1}, \ldots, x_{9}\right) \mid x_{9}=F\left(x_{1}, \ldots, x_{8}\right)\right\}
$$

This surface, discovered in 1969, gave a counterexample to the Bernstein conjecture (1914) asserting that an entire minimal graph should be a hyperplane. Then, for a sufficiently small $\epsilon>0$ they are able to solve Problem 1.1 in an epigraph $\Omega$ whose boundary lies in a $\mathcal{O}(\epsilon)$-neighborhood of $\epsilon^{-1} \Gamma$. Moreover the solution $u$ obtained is given by $u(x)=w(z)+\mathcal{O}(\epsilon)$, where $z$ is the inner coordinate to $\partial \Omega$. This result produces a counterexample to the BCN conjecture in the form of an epigraph, when $f$ is a nonlinearity of Allen-Cahn type, and it exists in dimension bigger or equal to
9. The strategy to obtain such result is based on perturbative methods, starting from the well known solution $w$ in the half-space, that represents the first approximation of the solution to Problem 1.1 (for this reason the authors need to consider a very large dilation of the Bombieri-De Giorgi Giusti graph).

The same strategy is used by the authors to exhibit two such examples of nontrivial solutions to Problem 1.1, in which the domain $\Omega$ is a non-cylindrical domain of revolution in $\mathbb{R}^{3}$. Both originate from constant mean curvature surfaces: the catenoid, i.e. the minimal surface

$$
\Sigma=\left\{(\cosh z \cos \theta, \cosh z \sin \theta, z) \mid \theta \in \mathbb{S}^{1}, z \in \mathbb{R}\right\}
$$

and the Delaunay surfaces $D_{\tau}$ introduced before. Exactly as for the perturbation of the epigraph of Bombieri-De Giorgi-Giusti, the authors prove that for each $\epsilon$ sufficiently small, there exist domains of revolution $\Omega$, which lie within a $\mathcal{O}(\epsilon)$ neighborhood of the region bounded by the surface $\epsilon^{-1} \Sigma$ (a large dilation of the catenoid) or the surface $\epsilon^{-1} D_{\tau}$ (a large dilation of a Delaunay surface), where Problem 1.1 is solvable. Here the nonlinearity $f$ is asked to satisfy the same hypothesis as before. In fact, the first approximation of the new solution of Problem 1.1 is again the function $w$, and such hypothesis on $f$ allow the existence of $w$.

## 3 Harmonic Overdetermined Problems

Limits under scaling of sequences of constant mean curvature surfaces produce minimal surfaces. By the strong analogy between constant mean curvature surfaces and extremal domains, it is reasonable to expect that limits under scaling of sequences of extremal domains behave like minimal surfaces. In fact, limits under scaling of sequences of extremal domains are domains where there exists a solution to

$$
\left\{\begin{array}{l}
\Delta u=0, u>0 \text { in } \Omega  \tag{3.1}\\
u=0, \frac{\partial u}{\partial v}=1 \text { on } \partial \Omega .
\end{array}\right.
$$

We will call it harmonic overdetermined problem.

### 3.1 Catenoidal Domains

One of the most important minimal surface in $\mathbb{R}^{3}$ (existing in fact in $\mathbb{R}^{n}$ for $n \geq 3$ ), is the catenoid $\Sigma$ defined before. The expected correspondence between minimal surfaces and harmonic overdetermined problems led to the question if it should exist a domain in $\mathbb{R}^{n}, n \geq 2$, that looks like the region inside a catenoid, where

Problem 3.1 can be solved. In the case $n=2$ such a domain has been found explicitly by F. Hélèin, L. Hauswirth and F. Pacard in [6]. It is

$$
\Omega=\left\{(x, y) \in \mathbb{R}^{2}| | y \left\lvert\,<\frac{\pi}{2}+\cosh x\right.\right\} .
$$

The function $u$ solving Problem 3.1 in $\Omega$ is $u(F(x, y))=\cosh x \cos y$, where $(x, y) \in S:=\mathbb{R} \times\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ and

$$
F(x, y)=(x+\sinh x \cos y, y+\cosh x \sin y)
$$

In fact, is it easy to prove that $F$ is a conformal diffeomorphism from $S$ to $\Omega$ and that $u$ is harmonic and positive in $\Omega$, vanishes and has constant Neumann data at the boundary.

The existence of the same kind of domain in $\mathbb{R}^{n}, n \geq 3$ has been conjectured in the same paper [6], and it has been proved by Y. Liu, K. Wang and J. Wei in [8]: there exists a function $g:[1,+\infty) \rightarrow[0,+\infty)$, with the property that

$$
\lim _{r \rightarrow+\infty} g^{\prime}(r) r^{n-2} \in[0,+\infty)
$$

such that the domain

$$
\mathbb{R}^{n} \backslash\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \mid x_{n}<g(r), r:=\sqrt{x_{1}^{2}+\cdots+x_{n-1}^{2}}\right\}
$$

supports a solution to Problem 3.1. It is important to remark that in [7] it is proved that this last example of domain does not exist in dimension $n \geq 3$, but the proof of such result is not correct. More precisely, Theorem 8.1 in [7] is wrong, and Conjecture 8.2 in the same paper is disproved by [8] for any $n \geq 3$.

### 3.2 Classification of Harmonic Overdetemined Problems in the Plane

In [20] M. Traizet showed that the correspondence between minimal surfaces and harmonic overdetermined problems is really deep. He establishes a one-to-one correspondence between the following two classes of objects:

1. the set of domains $\Omega$ of $\mathbb{R}^{2}$ such that the solution $u$ to Problem 3.1 satisfies $|\nabla u|<1$.
2. the set of minimal bigraphs in $\mathbb{R}^{3}$, i.e. the set of complete, embedded minimal surfaces $M$ in $\mathbb{R}^{3}$ symmetric with respect to $\left\{x_{3}=0\right\}$ and such that $M^{+}:=M \cap$ $\left\{x_{3}>0\right\}$ is a graph over a certain unbounded domain $\hat{\Omega}$ of the plane $\left\{x_{3}=0\right\}$.

An extra topological hypothesis is needed: the complement of the domain $\Omega$ and the complement of the domain $\hat{\Omega}$ are assumed to be non-thinning at infinity (see Definition 1 in [20]). It is reasonable to think that this hypothesis is non required to establish the correspondence, but this point is still an open question. The two implications in that correspondence can be made explicit. We present here only the way to associate to an element of the first class a minimal bigraph. We start from a solution $u$ of Problem 3.1 in a domain $\Omega$ of the plane $\mathbb{R}^{2}$ considered as the plane $\mathbb{C}$ of the complex variable $z$. The function $g=2 u_{z}$ is holomorphic, and we take the holomorphic differential $d h=2 u_{z} d z$ and a point $z_{0} \in \partial \Omega$. The Weierstrass representation formula

$$
X(z)=\left(x_{1}(z), x_{2}(z), x_{3}(z)\right)=\Re \int_{z_{0}}^{z}\left[\frac{1}{2}\left(g^{-1}-g\right) d h, \frac{i}{2}\left(g^{-1}+g\right) d h, d h\right]
$$

defines locally a conformal, minimal immersion $X: \Omega \rightarrow R^{3}$. In this case it can be proved

- that $X$ is globally well defined in all $\Omega$;
- that $X(\partial \Omega)$ lies in the horizontal plane $\left\{x_{3}=0\right\}$;
- that $M_{\Omega}^{+}=X(\Omega)$ is the graph of a positive function defined in the unbounded domain $\hat{\Omega} \subset\left\{x_{3}=0\right\}$ defined by $\hat{X}(\Omega)$, where $\hat{X}(z)=\left(x_{1}(z), x_{2}(z)\right)$, and $\partial \hat{\Omega}=\hat{X}(\partial \Omega) ;$
- that $M_{\Omega}^{+}$meets $\left\{x_{3}=0\right\}$ orthogonally, and then $M_{\Omega}^{+}$can be completed by symmetry with respect to $\left\{x_{3}=0\right\}$ to obtain a minimal bigraph $M_{\Omega}$.
$M_{\Omega}$ is the minimal bigraph associated to the initial domain $\Omega$. The result in [20] shows that the correspondence $\Omega \rightarrow M_{\Omega}$ is a bijection.

In this correspondence, the vertical minimal catenoid corresponds to the exterior of a disk and the horizontal minimal catenoid corresponds to the Hélèin-HauswirthPacard domain. Using the well developed classification theory for minimal surfaces, from the result of M. Traizet it follows that the only domains in $\mathbb{R}^{2}$ where there exists a solution to Problem 3.1 and whose boundary is done by a finite number of components are: the half-plane, the exterior of a ball and the Hélèin-HauswirthPacard domain. An other very interesting example of domain (with an infinite number of boundary components) where Problem 3.1 can be solved is the domain that corresponds to the the simply periodic Scherk minimal bigraph. It can be described in this way: for a parameter $\alpha \in\left(0, \frac{\pi}{2}\right)$ take the curve $\gamma$ given by the implicit equation

$$
\cos ^{2} \alpha \cosh \left(\frac{y}{\cos \alpha}\right)=\sin ^{2} \alpha+\cos (2 \alpha-x)
$$

(it is a closed curve), and consider the periodic unbounded domain $\Omega_{\alpha}$ whose boundary is made by the curve $\gamma$ and all its translates of a period $T_{\alpha}=2 \pi(1+\cos \alpha)$ along the $x$-direction. Again, using the classification theory for minimal surfaces, from the result of M . Traizet it follows that $\Omega_{\alpha}$ is the only simply periodic domain
in $\mathbb{R}^{2}$ where there exists a solution to Problem 3.1 and whose boundary has a finite number of components in the quotient (notice that by the maximum principle, if there exists a solution to Problem 3.1 then $\Omega$ cannot be doubly periodic). The result of M. Traizet classifies then all solutions of Problem 3.1 in $\mathbb{R}^{2}$ for domains with a finite number of boundary components, or periodic with a finite number of boundary components in the quotient. The open problem is to check if there exist non-periodic domains with infinite boundary components supporting solutions to Problem 3.1.

## 4 Rigidity Results

The main rigidity result on overdetermined elliptic problems is the Serrin's theorem stated in the introduction. Rigidity results for unbounded domains supporting solutions to Problem 1.1 are much more difficult to obtain, and this is now clear if we look at the many nontrivial solutions that have been built in the last years. We recollect here two recent achievements about rigidity of overdetermined elliptic problems in exterior domains and half-space type domains.

### 4.1 Exterior Domains

An exterior domain is the complement of a bounded region. In the case of exterior domains, the overdetermined elliptic problem that had been considered in the past was a slight modification of Problem 1.1:

In this framework, the main research line has aimed to prove the counterpart of the Serrin's symmetry result, that is to prove that $\Omega$ is the complement of a ball. For example under the assumptions that $g(t) \geq 0$ and that $t^{-\frac{n+2}{n-2}} g(t)$ is nonincreasing, A. Aftalion and J. Busca proved in [1] that if Problem 4.1 has a solution then $\Omega$ is the complement of a ball. In [11] W. Reichel proved the same symmetry result but under different assumptions: he assumes that $g(t)$ is decreasing for small positive $t$ and that $v \rightarrow 0$ at infinity. Finally, Sirakov [19] showed that the condition $v<a$ can be replaced by the assumption $c \geq 0$. The techniques used in these cases are the moving plane from infinity and the Kelvin transform.

With the change of functions $u:=a-v$ we have immediately Problem 1.1, but with the extra assumptions $u \leq a$. In this framework, the previous results give us a rigidity result for Problem 1.1 in exterior domains if we are able to prove the extra condition $u \leq a$. This is the case for example when $f \equiv 0$ or when $f$ is such that
there exists $L>0$ with:

$$
f(t)>0 \text { for } t \in(0, L) \quad f(t)<0 \text { for } t>L \quad f(L)=0 \quad f^{\prime}(L)<0 .
$$

If $f(0)=0$ then we also need to assume that $f^{\prime}(0)>0$. Under such assumptions on the nonlinearity $f, \Omega$ is the complement of a ball and $u$ is radially symmetric and increasing. We refer to [13] for the details of the proof. We also mention that for the case $f \equiv 0$, i.e. harmonic overdetermined problems, the rigidity results for exterior problems is also proved in [7].

### 4.2 Half-Space Type Domains

A half-space type domain is a domain diffeomorphic to $\mathbb{R}_{+}^{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \mid x_{n}>\right.$ $0\}$. The most typical examples are epigraphs.

The example of nontrivial epigraph supporting a solution to Problem 1.1 given by Del Pino, Pacard and Wei (see the previous section) shows that a classification theory for overdetermined elliptic problems in half-space type domains can be very difficult to be understood. Nevertheless, in dimension 2 such classification has been almost completely understood. This fact corresponds to the following result:

Theorem 4.1 (Ros, Ruiz, and Sicbaldi) Let $\Omega \subset \mathbb{R}^{2}$ a $C^{1}$ domain whose boundary is unbounded and connected (i.e. it is diffeomorphic to a half-space). Assume that there exists a bounded solution u to Problem 1.1 for some (locally) Lipschitz function $f:[0,+\infty) \rightarrow \mathbb{R}$ and some non-zero constant $k$. Then $\Omega$ is a half-plane and u is parallel, that is, u depends only on one variable.

The only two extra hypothesis here are: (1) the solution $u$ is asked to be bounded, (2) the constant $k$ is not 0 . The first hypothesis also appears in the BCN conjecture. For the second one, it is not a priori clear that the case $k=0$ does not occur, and up to now it remains an open question in the classification of solutions to overdetermined problems in $\mathbb{R}^{2}$. The proof of Theorem 4.1, [12], is divided in several steps, and we present here the ideas of every step. The authors start with a bounded solution $u$ to Problem 1.1 in a half-plane type domain $\Omega$ of $\mathbb{R}^{2}$ (with $k \neq 0$ ), and by contradiction they suppose that $\Omega$ is not a half-space.

Step 1: Boundedness of the Curvature The first step is to show that the curvature of $\partial \Omega$ is bounded. This is obtained by contradiction. Suppose that there exists a sequence of points $p_{n} \in \partial \Omega$ such that the curvature at $p_{n}$ tends to infinity. Then, a dilation of the domain $\Omega$ near $p_{n}$ and of the graph of the function $u$ in $\mathbb{R}^{3}$ near ( $p_{n}, 0$ ) allows to define a sequence of domains $\Omega_{n}$ and functions $u_{n}$ converging to a solution $u_{\infty}$ of Problem 3.1 in the limit domain $\Omega_{\infty}$, which is a half-space type domain with the property that at least a point of its boundary has non-zero curvature. Making use of the classification results of [20], there exists no limit domain $\Omega_{\infty}$ with such properties, leading to a contradiction. We remark that in this argument
some uniform regularity estimates are needed. Via standard regularity for elliptic problems, the boundedness of the curvature of $\partial \Omega$ implies the uniform boundedness of the $C^{2, \alpha}$ norm of the function $u$ in $\bar{\Omega}$.

Step 2: $\Omega$ Must Contain a Half-Plane This step is also obtained by contradiction. Assuming that $\Omega$ does not contain any half-space, the authors show that the moving plane method can be applied to it to prove that the solution $u$ must be increasing in one variable. The boundedness of the $C^{2, \alpha}$ norm of the function $u$ in $\bar{\Omega}$ (given in the previous step) and some ideas of the famous proof of the De Giorgi's conjecture in dimension 2 allow to prove that the solution $u$ is one-dimensional and $\Omega$ is a half-space, leading to a contradiction.
Step 3: Construction of a Parallel Solution as Limit of the Initial One The crucial ingredient in the proof of Theorem 4.1 is the existence of a divergent sequence of points in $p_{n} \in \partial \Omega$ such that $\partial \Omega$ converges to a straight line near such sequence. In the proof of this geometric property the authors use in a strong way the facts that the curvature of $\partial \Omega$ is bounded and that $\Omega$ contains a half-space. In particular, the sequence of functions $u_{n}(x)=u\left(x-p_{n}\right), x \in \Omega$, converges to a one-dimensional solution $u_{\infty}$ of Problem 1.1 in a half-space. In other words, this step shows that the existence of the solution $u$ in $\Omega$ implies the existence of a onedimensional solution $u_{\infty}$ of the same Problem 1.1 in a half-space (with the same $f$ ).

Step 4: Comparison of the Two Solutions Using variational methods, the authors are then able to show that the graph of the solution $u_{\infty}$ stays below the graph of the initial solution $u$ (recall that $\Omega$ contains a half-space). The maximum principle gives a direct contradiction.
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Part IX
Geometries Defined by Differential Forms

# Adjoint Representations of Symmetric Groups 

Mahir Bilen Can and Miles Jones


#### Abstract

We study the restriction to the symmetric group, $\mathcal{S}_{n}$ of the adjoint representation of $\mathrm{GL}_{n}(\mathbb{C})$. We determine the irreducible constituents of the space of symmetric as well as the space of skew-symmetric $n \times n$ matrices as $\mathcal{S}_{n}$-modules.


## 1 Introduction

In [2], the first author and Jeff Remmel introduced the notion of a loop-augmented rooted forest; they explained its combinatorial representation theoretic role for the conjugation action of the symmetric group on certain subsets of the partial transformation semigroups. In this note, we present an application of this development in a basic Lie theory context.

Let $G$ be a Lie group, and let $\mathfrak{g}$ denote the Lie algebra of $G$. The conjugation action $G \times G \rightarrow G,(g, h) \mapsto g h g^{-1}, g, h \in G$ leads to a linear representation of $G$ on its tangent space at the identity element,

$$
\begin{align*}
\operatorname{Ad}: G & \rightarrow \operatorname{Aut}(\mathfrak{g}) \\
g & \mapsto \operatorname{Ad}_{g} . \tag{1}
\end{align*}
$$

The representation (1), which is known as the adjoint representation of $G$, has a fundamental place in the structure theory of Lie groups. It has a concrete description when $G$ is a closed subgroup of $\mathrm{GL}_{n}(\mathbb{C})$, the general linear group of $n \times n$ matrices. In this case, $\mathfrak{g}$ is a Lie subalgebra of the Lie algebra of $n \times n$ matrices, and $\operatorname{Ad}_{g}(g \in$

[^51]$G)$ is defined by $\operatorname{Ad}_{g}(X)=g X g^{-1}$ for $X \in \mathfrak{g}$. Now let $\mathcal{S}_{n}$ denote the symmetric group of permutations of $\{1, \ldots, n\}$. We will view $\mathcal{S}_{n}$ as a subgroup of $\mathrm{GL}_{n}(\mathbb{C})$ by identifying permutations $\pi \in \mathcal{S}_{n}$ with invertible $n \times n 0 / 1$ matrices with at most one 1 in each row and column. The basic representation theoretic question that we address in the present paper is the following:

```
What are the irreducible constituents of the S}\mp@subsup{S}{n}{}\mathrm{ -representation that is obtained from (1) by
restriction?
```

Surprisingly, even though the adjoint representation is at the heart of Lie theory, to the best of our knowledge the answer to our question is missing from the literature, at least, it is not presented in the way that we are answering it. To state our theorem we set up the notation.

It is well-known that the finite dimensional irreducible representations of $\mathcal{S}_{n}$ are indexed by the integer partitions of $n$. The Frobenius character map $V \mapsto F_{V}$ is an assignment of symmetric functions to the finite dimensional representations of $\mathcal{S}_{n}$. (We will explain this in more detail in the sequel.) In particular, if $V$ is the irreducible representation determined by an integer partition $\lambda$, then $F_{V}$ is a Schur symmetric function, denoted by $s_{\lambda}$; if $V=\bigoplus V_{i}$ is a decomposition of $V$ into $\mathcal{S}_{n}$-submodules, then $F_{V}=\sum F_{V_{i}}$. Our first main result is as follows.

Theorem 1.1 Let $n$ be an integer such that $n \geq 2$. The Frobenius character of the adjoint representation of $\mathcal{S}_{n}$ on $\operatorname{Mat}_{n}(\mathbb{C})$ is given by

$$
F_{\text {Mat }_{n}(\mathbb{C})}= \begin{cases}2 s_{2}+2 s_{1,1} & \text { if } n=2 ;  \tag{2}\\ 2 s_{3}+3 s_{2,1}+s_{1,1,1} & \text { if } n=3 ; \\ 2 s_{n}+3 s_{n-1,1}+s_{n-2,2}+s_{n-2,1,1} & \text { if } n \geq 4 .\end{cases}
$$

The space of symmetric $n \times n$-matrices, denoted by $\operatorname{Sym}_{n}(\mathbb{C})$, is closed under the adjoint action of the orthogonal group $\mathrm{O}_{n}(\mathbb{C}):=\left\{g \in \mathrm{GL}_{n}(\mathbb{C}): g g^{\top}=i d\right\}$. However, $\operatorname{Sym}_{n}(\mathbb{C})$ is not closed under the adjoint action of $\mathrm{GL}_{n}(\mathbb{C})$. Nevertheless, since $\mathcal{S}_{n}$ is a subgroup of $\mathrm{O}_{n}(\mathbb{C})$, we see that the representation

$$
\begin{equation*}
\operatorname{Ad}: \mathcal{S}_{n} \rightarrow \operatorname{Aut}\left(\operatorname{Sym}_{n}(\mathbb{C})\right) \tag{3}
\end{equation*}
$$

is defined. Moreover, since there is a direct sum decomposition of matrices

$$
\operatorname{Mat}_{n}(\mathbb{C})=\operatorname{Sym}_{n}(\mathbb{C}) \oplus \operatorname{Skew}_{n}(\mathbb{C})
$$

where $\operatorname{Skew}_{n}(\mathbb{C})$ is the space of $n \times n$ skew-symmetric matrices, a complementary adjoint representation exists:

$$
\begin{equation*}
\operatorname{Ad}: \mathcal{S}_{n} \rightarrow \operatorname{Aut}\left(\operatorname{Skew}_{n}(\mathbb{C})\right) \tag{4}
\end{equation*}
$$

Our second main result is about the Frobenius character map image of the corresponding $\mathcal{S}_{n}$ representations.

Theorem 1.2 Let $n$ be an integer such that $n \geq 2$. The Frobenius character of the adjoint representation (3) of $\mathcal{S}_{n}$ on $\operatorname{Sym}_{n}(\mathbb{C})$ is given by

$$
F_{S m_{n}(\mathbb{C})}= \begin{cases}2 s_{2}+s_{1,1} & \text { if } n=2  \tag{5}\\ 2 s_{3}+3 s_{2,1} & \text { if } n=3 ; \\ 2 s_{n}+2 s_{n-1,1}+s_{n-2,2} & \text { if } n \geq 4\end{cases}
$$

Corollary 1.1 Let $n$ be an integer such that $n \geq 2$. The Frobenius character of the adjoint representation (4) of $\mathcal{S}_{n}$ on Skew $_{n}(\mathbb{C})$ is given by

$$
F_{\text {Skew }_{n}(\mathbb{C})}= \begin{cases}s_{1,1} & \text { if } n=2  \tag{6}\\ s_{1,1,1} & \text { if } n=3 ; \\ s_{n-1,1}+s_{n-2,1,1} & \text { if } n \geq 4\end{cases}
$$

## 2 Notation and Background

Let $n$ be a positive integer. We will use the notation $[n]$ and $\overline{[n]}$ to denote the sets $\{1, \ldots, n\}$ and $[n] \cup\{0\}$, respectively. A partition of $n$ is a nonincreasing sequence of positive integers $\lambda:=\left(\lambda_{1}, \ldots, \lambda_{l}\right)$ such that $\sum_{i=1}^{l} \lambda_{i}=n$. In this case, we will write $\lambda \vdash n$. It is well-known that the conjugacy classes in $\mathcal{S}_{n}$ are parameterized by the partitions of $n$. Consequently, the irreducible characters of $\mathcal{S}_{n}$ are in 1-1 correspondence with $\{\lambda \vdash n\}$.

### 2.1 Symmetric Functions and Plethysm

Let $X:=\left\{x_{1}, x_{2}, \ldots\right\}$ be a set of variables that are algebraically independent over $\mathbb{Q}$. A formal power series $f(X)$ is called a symmetric function if $f$ is invariant under every finite permutation of its variables. The set of all homogeneous symmetric functions of degree $n$ has the structure of a $\mathbb{Q}$-vector space, denoted by $\Lambda^{n}$. The direct sum $\bigoplus_{n \geq 0} \Lambda^{n}$ will be denoted by $\Lambda$; it forms a subring of the ring of formal power series with variables in $X$. Note that $\operatorname{dim}_{\mathbb{Q}} \Lambda^{n}=|\{\lambda \vdash n\}|$. For our purposes, the following vector space bases for $\Lambda^{n}$ will be instrumental: $\left\{p_{\lambda}\right\}_{\lambda \vdash n},\left\{h_{\lambda}\right\}_{\lambda \vdash n}$, and $\left\{s_{\lambda}\right\}_{\lambda \vdash n}$. The first of these bases, called the power sum basis, is defined as follows: For $\lambda=\left(\lambda_{1}, \ldots, \lambda_{l}\right) \vdash n, p_{\lambda}$ is the product $\prod_{i} p_{\lambda_{i}}$, where $p_{\lambda_{i}}:=\sum x_{j}^{\lambda_{i}}$ for $i \in\{1, \ldots, l\}$. Likewise, $h_{\lambda}$ is the product $\prod_{i} h_{\lambda_{i}}$, where $h_{\lambda_{i}}(i \in\{1, \ldots, l\})$ is the sum of all monomials of degree $\lambda_{i}$. Finally, the Schur function basis, $\left\{s_{\lambda}\right\}_{\lambda \vdash n}$
is defined by setting $s_{\lambda}:=\operatorname{det}\left(h_{\lambda_{i}+j-i}\right)_{i, j=1}^{l}$. In particular, for all $k \geq 1$, we have $s_{(k)}=h_{k}$. From now on, for simplifying the notation, we will denote $s_{(k)}$ by $s_{k}$.

The Frobenius character map is the map between the class functions on $\mathcal{S}_{n}$ and $\Lambda^{n}$; it is defined by extending linearly the assignment $\delta_{\sigma} \mapsto \frac{1}{n!} p_{\lambda}$, where $\sigma \subset \mathcal{S}_{n}$ is a conjugacy class of type $\lambda$ and $\delta_{\sigma}$ is the indicator function

$$
\delta_{\sigma}(x)= \begin{cases}1 & \text { if } x \in \sigma \\ 0 & \text { otherwise }\end{cases}
$$

It turns out that if $\chi^{\lambda}$ is the irreducible character of $\mathcal{S}_{n}$ indexed by the partition $\lambda$, then $F\left(\chi^{\lambda}\right)=s_{\lambda}$. In the sequel, we will not distinguish between representations of $\mathcal{S}_{n}$ and their corresponding characters. In particular, we will often write the Frobenius character of an orbit to mean the image under $F$ of the character of the representation of $\mathcal{S}_{n}$ that is defined by the action on the orbit. If $V$ is an $\mathcal{S}_{n}$-representation, then we will denote its Frobenius character by $F_{V}$. For two irreducible characters $\chi^{\mu}$ and $\chi^{\lambda}$ indexed by partitions $\lambda$ and $\mu$, the Frobenius character image of the "plethysm" $\chi^{\lambda}\left[\chi^{\mu}\right]$ is the plethystic substitution $s_{\lambda}\left[s_{\mu}\right]$ of the corresponding Schur functions. Roughly speaking, the plethysm of Schur function $s_{\lambda}$ with $s_{\mu}$ is the symmetric function obtained from $s_{\lambda}$ by substituting the monomials of $s_{\mu}$ for the variables of $s_{\lambda}$. This defines a binary operation on symmetric functions, [•]: $\Lambda \times \Lambda \rightarrow \Lambda$ which is uniquely determined by the following three axioms:

P1. For all $m, n \geq 1, p_{m}\left[p_{n}\right]=p_{m n}$.
P2. For all $m \geq 1$, the map $g \mapsto p_{m}[g], g \in \Lambda$ defines a $\mathbb{Q}$-algebra homomorphism on $\Lambda$.
P3. For all $g \in \Lambda$, the map $h \mapsto h[g], h \in \Lambda$ defines a $\mathbb{Q}$-algebra homomorphism on $\Lambda$.

For a detailed discussion of the properties of plethysm of symmetric functions, we recommend the article [4].

### 2.2 Partial Transformations and Loop Augmented Forests

Let us identify [ $n$ ] with the standard basis for the vector space of $n \times 1$ column matrices with complex entries. We will call a nonzero $n \times n 0 / 1$ matrix $f$ with at most one 1 in each of its columns a partial transformation on $[n]$. The nomenclature is justified by viewing such a matrix as a function $f: A \rightarrow[n]$, where $A$ is a subset of $[n]$. The value of $f$ on $i \in A$ is determined by the matrix multiplication $f \cdot i$. The set of all partial transformations on [ $n$ ], called the partial transformation semigroup on $[n]$, and denoted by $\mathcal{P}_{n}$, is a semigroup with respect to matrix multiplication. The set of all nilpotent partial transformations will be denoted by $\mathcal{C}_{n}$. The unit group of $\mathcal{P}_{n}$ is equal to $\mathcal{S}_{n}$. Therefore, its conjugation action on $\mathcal{P}_{n}$ makes sense. Note that $\mathcal{C}_{n}$ is stable under this conjugation action of $\mathcal{S}_{n}$.

It will be useful to view $\mathcal{P}_{n}$ as the set of incidence matrices of labeled directed graphs. For $\tau \in \mathcal{P}_{n}$, the corresponding graph has a directed edge from the $i$-th vertex to the $j$-th vertex if the $(i, j)$-th entry of $\tau$ is 1 . Note that the underlying graphs depend only on the $\mathcal{S}_{n}$-conjugacy classes. A pair $(\tau, \phi)$, where $\tau$ is a rooted forest on $n$ vertices and $\phi$ is a bijective map from [ $n$ ] onto the vertex set of $\tau$ is called a labeled rooted forest. The nilpotent partial transformations give the labeled rooted forests. To ease our notation, we will omit writing the corresponding labeling function despite the fact that the action of $\mathcal{S}_{n}$ does not change the underlying forest but the labeling function only. In particular, when we write $\mathcal{S}_{n} \cdot \tau$ we actually mean the orbit

$$
\begin{equation*}
\mathcal{S}_{n} \cdot(\tau, \phi)=\left\{\left(\tau, \phi^{\prime}\right): \phi^{\prime}=\sigma \cdot \phi, \sigma \in \mathcal{S}_{n}\right\} . \tag{7}
\end{equation*}
$$

The right hand side of (7) is an $\mathcal{S}_{n}$-set, hence it defines a representation of $\mathcal{S}_{n}$. More generally, to any partial transformation $\tau$ in $\mathcal{P}_{n}$, we associate the representation corresponding to the orbit $\mathcal{S}_{n} \cdot \tau$. We will call the resulting representation the odun of $\tau$, and denote it by $o(\tau)$. Since, $o(\tau)$ depends only on the underlying graph, we will write $\operatorname{Stab}_{\mathcal{S}_{n}}(\tau)$ to denote the stabilizer subgroup of the pair $(\tau, \phi)$. Since $o(\tau)$ is a permutation representation of $\mathcal{S}_{n}$, we have $o(\tau)=\operatorname{Ind}_{\operatorname{Stab}_{\mathcal{S}_{n}}(\tau)}^{\mathcal{S}_{n}} \mathbf{1}=$ $\mathbb{C}\left[\mathcal{S}_{n} / \operatorname{Stab}_{\mathcal{S}_{n}}(\tau)\right]$. A method for computing the Frobenius character image of $o(\tau)$ is presented in [1].

A loop-augmented forest is a rooted forest such that there is at most one loop at each of its roots. In Fig. 1, we depict a loop-augmented forest on 22 vertices and four loops.

Next, we will explain how to interpret loop-augmented forests in terms of partial functions, so, let $\sigma$ be a loop-augmented forest. Then some of the roots of $\sigma$ have loops. There is still a partial function for $\sigma$, as defined in the previous paragraph for a rooted forest. The loops in this case correspond to the "fixed points" of the associated function. Indeed, for the loop at the $i$-th vertex we have a 1 at the $(i, i)$ th entry of the corresponding matrix representation of the partial transformation. Recall that the permutation action of $\mathcal{S}_{n}$ on the labels translates to the conjugation action on the incidence matrix. By an appropriate relabeling of the vertices, the incidence matrix of a loop-augmented rooted forest can be brought to an uppertriangular form. Clearly, the conjugates of a nilpotent (respectively unipotent) matrix are still nilpotent (respectively unipotent). Let $U$ be an $n \times n$ upper triangular matrix with the Jordan decomposition $U=D+N$, where $D$ (resp. $N$ ) is a diagonal (resp. nilpotent) matrix. If $\sigma$ is from $\mathcal{S}_{n}$, then $\sigma \cdot U=\sigma U \sigma^{-1}=\sigma D \sigma^{-1}+\sigma N \sigma^{-1}$ shows that the conjugation action on the loop-augmented forests is equivalent

Fig. 1 A loop-augmented forest

to the simultaneous conjugation action on the labeled rooted forests and the $\mathcal{S}_{n}$ representation on the space of diagonal matrices. The following theorem from [2] describes the character of the odun corresponding to a loop-augmented rooted forest.

Theorem 2.1 Let $f$ be a partial function representing a loop-augmented forest on $n$ vertices. Then $f$ is similar to a block diagonal matrix of the form $\left(\begin{array}{ll}\sigma & 0 \\ 0 & \tau\end{array}\right)$ for some $\sigma \in \mathcal{S}_{k}$ and $\tau \in \mathcal{C}_{n-k}$. Furthermore, if $v$, which is a partition of $k$, is the conjugacy type of $\sigma$ in $\mathcal{S}_{k}$ and if the underlying rooted forest of the nilpotent partial transformation $\tau$ has $\lambda_{1}$ copies of the rooted tree $\tau_{1}, \lambda_{2}$ copies of the rooted forest $\tau_{2}$ and so on, then the character of $o(f)$ is given by $\chi_{o(f)}=\chi^{\nu} \cdot \chi_{o(\tau)}=\chi^{\nu}$. $\left(\chi^{\left(\lambda_{1}\right)}\left[\chi_{o\left(\tau_{1}\right)}\right]\right) \cdot\left(\chi^{\left(\lambda_{2}\right)}\left[\chi_{o\left(\tau_{2}\right)}\right]\right) \cdots \cdot\left(\chi^{\left(\lambda_{r}\right)}\left[\chi_{o\left(\tau_{r}\right)}\right]\right)$.

## 3 Proof of Theorem 1.1

Let $i$ and $j$ be two integers from $[n]$. We denote by $E_{i, j}$ the $n \times n 0 / 1$ matrix with 1 at its $(i, j)$-th entry and 0 's elsewhere. As a vector space, $\operatorname{Mat}_{n}(\mathbb{C})$ is spanned by $E_{i, j}$ 's. In fact, $\left\{E_{i, j}: i, j \in[n]\right\}$ constitute a basis,

$$
\begin{equation*}
\operatorname{Mat}_{n}(\mathbb{C})=\bigoplus_{i, j \in[n]} \mathbb{C} E_{i, j} \tag{8}
\end{equation*}
$$

Clearly, $E_{i, j}$ 's are partial transformation matrices, so, they represent labeled loopaugmented rooted forests. The structures of these forests depend on the indices.
(1) For $i, j \in[n]$, if $i \neq j$, then the labeled loop-augmented rooted forest corresponding to $E_{i, j}$ is as in Fig. 2.
By [1, Corollary 6.2], we see that $F_{o\left(E_{i, j}\right)}=s_{1} \cdot s_{1} \cdot s_{n-2}\left[s_{1}\right]=s_{1}^{2} s_{n-2}$. Now we apply the Pieri's formula twice:

$$
F_{o\left(E_{i, j}\right)}= \begin{cases}s_{2}+s_{1,1} & \text { if } n=2  \tag{9}\\ s_{3}+2 s_{2,1}+s_{1,1,1} & \text { if } n=3 \\ s_{n}+2 s_{n-1,1}+s_{n-2,2}+s_{n-2,1,1} & \text { if } n \geq 4\end{cases}
$$

(2) Let $i, j \in[n]$ be such that $i=j$. In this case, the labeled loop-augmented rooted forest corresponding to $E_{i, i}$ is as in Fig. 3.

$$
00 \cdots 0 \cdots \text { (1) }
$$

Fig. 2 The basis element $E_{i, j}$ as a labeled loop-augmented rooted forest

$$
008 \text { o }
$$

Fig. 3 The basis element $E_{i, i}$ as a labeled loop-augmented rooted forest

By Theorem 2.1, the Frobenius character of the $\mathcal{S}_{n}$-module structure on the orbit $\mathcal{S}_{n} \cdot E_{i, i}$ is given by $F_{o\left(E_{i, i}\right)}=s_{1} \cdot s_{n-1}\left[s_{1}\right]=s_{1} s_{n-1}$. By the Pieri's formula, we have

$$
\begin{equation*}
F_{o\left(E_{i, j}\right)}=s_{n}+s_{n-1,1} . \tag{10}
\end{equation*}
$$

Note that $E_{k, l} \in \mathcal{S}_{n} \cdot E_{i, j}$ for all $k, l \in[n]$ with $k \neq l$. Indeed, $\mathcal{S}_{n}$ acts on $E_{i, j}$ by permuting the labels on the vertices. Note also that $E_{k, k} \in \mathcal{S}_{n} \cdot E_{i, i}$ for all $k \in[n]$. Therefore, in the light of direct sum (8), by combining (9) and (10), we see that the Frobenius character of the adjoint representation of $\mathcal{S}_{n}$ on Mat ${ }_{n}(\mathbb{C})$ is as we claimed in Theorem 1.1. This finishes the proof of our first main result.

## 4 Proofs of Theorem 1.2 and Corollary 1.1

For two distinct elements $i$ and $j$ from $[n]$, we set $F_{i, j}:=E_{i, j}+E_{j, i}$. A vector space basis for $\operatorname{Sym}_{n}(\mathbb{C})$ is given by the union

$$
\begin{equation*}
\left\{E_{i, i}: i=1, \ldots, n\right\} \cup\left\{F_{i, j}: i, j \in[n], i \neq j\right\} \tag{11}
\end{equation*}
$$

Notice that $F_{i, j}$ 's are contained in $\mathcal{P}_{n}$. However, this time, the directed graph corresponding to $F_{i, j}$ is not a forest. See Fig. 4.

Lemma 4.1 Let $i$ and $j$ be two elements from $[n]$ such that $i \neq j$. The orbit of the adjoint action of $\mathcal{S}_{n}$ on the matrix $F_{i, j}$ is the same as the permutation action of $\mathcal{S}_{n}$ on the set of all labelings of the vertices of the directed graph in Fig. 5. In particular, $F_{1,2} \in \mathcal{S}_{n} \cdot F_{i, j}$.

Proof The indices $i$ and $j$ are distinct but arbitrary elements from [ $n$ ], so, it suffices to prove our second claim only. Also, without loss of generality we can assume that $i<j$. By applying the adjoint action of the transposition $(1, j)$ to $F_{i, j}$, we find $\operatorname{Ad}_{(1, j)}\left(F_{i, j}\right)=F_{1, j}$. Then we apply the adjoint action of the transposition $(2, j)$

$$
00 \text { - }
$$

Fig. 4 The basis element $F_{i, j}$ as a directed graph


Fig. 5 The arrows are between the $i$-th and the $j$-th vertices
to $F_{1, j}$, which gives $\operatorname{Ad}_{(2, j)}\left(F_{1, j}\right)=F_{1,2}$. Therefore, we have $\operatorname{Ad}_{(2, j)(1, j)}\left(F_{i, j}\right)=$ $F_{1,2}$. This finishes the proof.

In the notation of [3], any element from (11) is a partial involution. Following our arguments from [2] for the idempotents of $\mathcal{P}_{n}$, next, we will compute the stabilizer subgroup of the partial involution $F_{i, j}$. Let us mention in passing that, for all $i$ in [ $n$ ], the matrix $E_{i, i}$ is already an idempotent matrix, so, we know its stabilizer subgroup.

Lemma 4.2 If $i$ and $j$ are two distinct elements from [n], then the odun of $F_{i, j}$ is given by $o\left(F_{i, j}\right)=\oplus_{i, j \in[n], i \neq j} \mathbb{C} F_{i, j}$. The stabilizer subgroup of $F_{i, j}$ in $\mathcal{S}_{n}$ is isomorphic to the parabolic subgroup $\mathcal{S}_{2} \times \mathcal{S}_{n-2}$.

Proof As we already mentioned before, the adjoint (conjugation) action of $\mathcal{S}_{n}$ on $\mathcal{P}_{n}$ amounts to the permutation action of $\mathcal{S}_{n}$ on the labels of the associated graphs (Lemma 4.1). Our first claim readily follows from this argument. Now without loss of generality assume that $F_{i, j}=F_{1,2}=\left[\begin{array}{ccc}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & \mathbf{0}_{n-2}\end{array}\right]$. Clearly, the stabilizer subgroup of $F_{i, j}$ in $\mathcal{S}_{n}$ consists of the matrices of the form $\left[\begin{array}{cc}\sigma_{1} & 0 \\ 0 & \sigma_{2}\end{array}\right]$, where $\sigma_{1} \in \mathcal{S}_{2}$ and $\sigma_{2} \in \mathcal{S}_{n-2}$. This finishes the proof of our claim.

Proof of Theorem 1.2 It follows from Lemma 4.2 that the representation of $\mathcal{S}_{n}$ on the orbit $o\left(F_{i, j}\right) \cong \mathcal{S}_{n} \cdot F_{1,2}$ is isomorphic to $\operatorname{Ind}_{\mathcal{S}_{2} \times \mathcal{S}_{n-2}}^{\mathcal{S}_{n}}$ 1. In particular, its Frobenius character image is given by $F_{o\left(F_{i, j}\right)}=s_{2} s_{n-2}$. By using the Pieri's formula, we find that

$$
F_{o\left(F_{i, j}\right)}= \begin{cases}s_{2} & \text { if } n=2  \tag{12}\\ s_{3}+s_{2,1} & \text { if } n=3 ; \\ s_{n}+s_{n-1,1}+s_{n-2,2} & \text { if } n \geq 4\end{cases}
$$

The rest of the proof follows from combining (12) with the formula (10).
Proof of Corollary 1.1 The Frobenius character of $\operatorname{Mat}_{n}(\mathbb{C})$ is the sum of the Frobenius characters of $\operatorname{Sym}_{n}(\mathbb{C})$ and $\operatorname{Skew}_{n}(\mathbb{C})$. The rest of the proof is a consequence of Theorems 1.1 and 1.2.
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# Examples of Equivariant Lagrangian Mean Curvature Flow 

Jason D. Lotay


#### Abstract

We describe important examples of Lagrangian mean curvature flow in $\mathbb{C}^{2}$ which are invariant under a circle action. Through these examples, we see compact and non-compact situations, long-time existence, singularities forming via explicit models, and significant objects in Riemannian and symplectic geometry, including the Clifford torus, Whitney sphere and Lawlor necks.


## 1 Introduction

Lagrangian mean curvature flow has generated major interest from several viewpoints, due to its connections with Riemannian geometry (particularly calibrated geometry), symplectic topology, gauge theory, Calabi-Yau (and, more generally, Kähler-Einstein) manifolds and Mirror Symmetry. In particular, Lagrangian mean curvature flow has the potential to lead to striking applications in diverse areas.

However, there are relatively few cases in which the Lagrangian mean curvature flow is explicitly understood. An exception is the setting of equivariant Lagrangian mean curvature flow in $\mathbb{C}^{n}$, which was first studied in [4, 6, 7]. In particular, understanding equivariant flows in $\mathbb{C}^{2}$ was crucial in the ground-breaking result by Neves [7] that any embedded Lagrangian in a Calabi-Yau 2-fold is Hamiltonian isotopic to a Lagrangian which develops a finite-time singularity under Lagrangian mean curvature flow.

In the case of $\mathbb{C}^{2}$ (with its standard symplectic form), which will be the focus of this article, circle-invariant Lagrangian surfaces $L \subseteq \mathbb{C}^{2}$ are given by curves $\gamma: I \subseteq \mathbb{R} \rightarrow \mathbb{C}$ as follows:

$$
\begin{equation*}
L=\left\{(\gamma(s) \cos \phi, \gamma(s) \sin \phi) \in \mathbb{C}^{2}: s \in I, \phi \in[0,2 \pi)\right\} . \tag{1}
\end{equation*}
$$

[^52]This is the heart of the advantage of studying equivariant Lagrangian mean curvature flow, in that it reduces to a flow of curves in $\mathbb{C}$. (It is worth emphasising that points on $\gamma$ define circles in the Lagrangian $L$ in (1), except the origin which gives just a point in L.)

Recent exciting progress has been made in obtaining a detailed understanding of equivariant Lagrangian mean curvature flow in $\mathbb{C}^{2}$ (and, more generally, in $\mathbb{C}^{n}$ ), namely in [3, 8-11]. We shall briefly describe the main outcomes of this work in this article, which we organize into three cases that depend on the curve $\gamma$ in $\mathbb{C}$ defining our equivariant Lagrangian:

- Lagrangian tori $T^{2}$, given by embedded closed curves;
- Lagrangian spheres $S^{2}$, given by immersed closed curves;
- Lagrangian cylinders $S^{1} \times \mathbb{R}$, given by embedded open curves.
(One may also have planes $\mathbb{R}^{2}$, given by certain open curves, but these have not yet been studied.)

The examples described here provide important results for Lagrangian mean curvature flow, and it certainly motivates future research in the equivariant setting to obtain further progress in our understanding of the flow.

## 2 Preliminaries

We begin with some fundamental notions we require to describe the examples.
If $z_{1}=x_{1}+i y_{1}, z_{2}=x_{2}+i y_{2}$ are standard coordinates on $\mathbb{C}^{2}$, we have the standard symplectic form given by

$$
\omega=\frac{i}{2}\left(d z_{1} \wedge d \bar{z}_{1}+d z_{2} \wedge d \bar{z}_{2}\right)=d x_{1} \wedge d y_{1}+d x_{2} \wedge d y_{2}
$$

One may then check that surfaces $L$ as in (1) are Lagrangian, namely $\left.\omega\right|_{L} \equiv 0$. Lagrangian mean curvature flow in $\mathbb{C}^{2}$ (and any Kähler-Einstein manifold) is the mean curvature flow with a Lagrangian initial condition:

$$
\begin{equation*}
\frac{\partial L}{\partial t}=H \tag{2}
\end{equation*}
$$

where $H$ is the mean curvature vector of $L$.
If we take a circle-invariant Lagrangian $L$ as in (1), then Lagrangian mean curvature flow $L_{t}$ preserves the circle-invariance, so we may write the flow (2) as a flow of curves $\gamma_{t}$ in $\mathbb{C}$ :

$$
\begin{equation*}
\frac{\partial \gamma}{\partial t}=\kappa-\frac{\gamma^{\perp}}{|\gamma|^{2}} \tag{3}
\end{equation*}
$$

where $\kappa$ is the curvature vector of $\gamma$ with respect to the Euclidean metric on $\mathbb{C}$, and $\gamma^{\perp}$ is the projection of $\gamma$ to the normal direction to $\gamma$.

The key to understanding any geometric flow is to study the formation of singularities. There are two types of singularities in Lagrangian mean curvature flow at a finite time $t=T$, determined by the behaviour of the second fundamental form $A_{t}$ of the flow $L_{t}$, which must blow-up at the singularity.

- Type I: singularities where $\lim _{t \nearrow T} \sup _{L_{t}}\left|A_{t}\right|^{2}(T-t)<\infty$.
- Type II: any other singularity at $t=T$.

The simplest examples of Type I singularities are given by self-shrinkers: these are solutions to (2) that simply shrink by dilations under the flow.

There are also two main ways of studying these singularities via blow-up.

- Type I blow-up. For a positive sequence $\sigma_{i} \rightarrow \infty$ and $w \in \mathbb{C}^{2}$, we define

$$
L_{s}^{i}=\sigma_{i}\left(L_{T+\sigma_{i}^{-2} s}-w\right) \quad \forall s \in\left[-\sigma_{i}^{2} T, 0\right)
$$

The sequence $L_{s}^{i}$ subconverges weakly (i.e. as a Brakke flow) as $i \rightarrow \infty$, to a limit flow $L_{s}^{\infty}$ in $\mathbb{C}^{2}$ for all $s<0$, which is called a Type I blow-up (or tangent flow) at ( $w, T$ ). A Type I blow-up is a self-shrinker and it provides a "first approximation" to the nature of the singularity.

- Type II blow-up. Suppose we have a sequence $\left(w_{i}, t_{i}\right) \in \mathbb{C}^{2} \times(0, T)$ such that $t_{i} \rightarrow T$ and $\sigma_{i}:=A\left(w_{i}, t_{i}\right)=\sup \left\{\left|A_{t}(z)\right|: z \in L_{t}, t \leq t_{i}\right\}>0$. If

$$
L_{s}^{i}=\sigma_{i}\left(L_{t_{i}+\sigma_{i}^{-2} s}-w_{i}\right) \quad \forall s \in\left[-\sigma_{i}^{2} t_{i}, 0\right),
$$

then the sequence $L_{s}^{i}$ subconverges as $i \rightarrow \infty$ and it will define a smooth solution $L_{s}^{\infty}$ in $\mathbb{C}^{2}$ for all $s<0$, which we call a Type II blow-up. Type II blow-ups give more refined information about the singularity formation.

Suppose $L_{t}$ is a Type II blow-up. For a sequence $\lambda_{i} \rightarrow \infty$, we let

$$
L_{s}^{i}:=\lambda_{i}^{-1} L_{\lambda_{i}^{2} s} \quad \forall s<0,
$$

and define the blow-down $L_{s}^{\infty}$ as a subsequential limit of the sequence $L_{s}^{i}$. A blowdown of a Type II blow-up is a self-shrinker for Lagrangian mean curvature flow in $\mathbb{C}^{2}$ and will "approximate" the Type II blow-up. Recently, classification results have been obtained for Type II blow-ups in Lagrangian mean curvature flow in terms of their blow-downs [5].

## 3 Tori: Embedded Closed Curves

In this section we examine embedded, equivariant, Lagrangian 2-tori $L$ in $\mathbb{C}^{2}$ which are defined by embedded closed curves $\gamma$ in $\mathbb{C}$ which do not meet the origin as in Fig. 1.


Fig. 1 An ellipse defining an embedded Lagrangian 2-torus $T^{2}$

Example 1 (Clifford Torus/Circle) The case when $\gamma$ is a circle, i.e. when $a=b$ in Fig. 1, corresponds to $L$ being the well-known Clifford torus (which is Lagrangian) in $\mathbb{C}^{2}$. The Clifford torus is a self-shrinker for Lagrangian mean curvature flow, and this is reflected in the fact that a circle in the plane will self-similarly shrink to a point under the flow (3). Hence, the flow starting at the Clifford torus has a Type I singularity.

Example 2 (Ellipses) Recently, it was shown in [3], that for any Lagrangian torus $L$ defined by an ellipse as in Fig. 1 with $a \neq b$, the Lagrangian mean curvature flow starting at $L$ must develop a finite-time singularity which is not modelled on the Clifford torus. Hence, the Clifford torus is unstable under Lagrangian mean curvature flow, even under arbitrarily small Hamiltonian perturbations (which correspond to taking variations with $a b$ constant).

Further, it is known by work in [4, 6] that, for $a \gg b$, the Lagrangian mean curvature flow starting at a torus defined by such an ellipse would have to develop a Type II singularity at the origin, whose Type I blow-up is a circle-invariant Lagrangian pair of planes defined by a pair of lines in $\mathbb{C}$ which meet at right angles at the origin. The curve at the singular time will look something like the figure eight curve in Fig. 2, and thus the Lagrangian torus will become a 2 -sphere at the singular time. We expect that this same behaviour occurs for any $a \neq b$.


Fig. 2 A figure eight defining an immersed Lagrangian 2-sphere $S^{2}$

Example 3 (Star-Shaped Curves) In [4], the authors gave conditions under which a star-shaped curve with respect to the origin will contract to a point under the flow (3) so that the corresponding Lagrangian mean curvature flow has a finitetime Type I singularity. Moreover, the Type I blow-up is a Lagrangian self-shrinker constructed in [1]. However, in $\mathbb{C}^{2}$, the constraints on the star-shaped curve mean that the Lagrangian tori cannot be embedded.

## 4 Spheres: Immersed Closed Curves

In this section we consider Lagrangian 2-spheres in $\mathbb{C}^{2}$ (which must be immersed) and are equivariant, so defined by curves as in Fig. 2.

The curve $\gamma$ in Fig. 2 and the resulting Lagrangian $L$ defined by $\gamma$ as in (1) has two distinct properties.
(a) The curve $\gamma$ is contained in the region defined by the dashed lines, which each make an angle of $\frac{\pi}{4}$ with the horizontal axis, and $\gamma$ meets any circle centred at the origin in at most 4 points.
(b) The Ricci curvature of the induced metric on $L$ satisfies Ric $\geq c r^{2}$ where $c>0$ is a constant and $r$ is the distance to the origin in $\mathbb{C}^{2}$.

We shall describe results concerning curves satisfying each of these properties.
Example 4 (Case (a)) For curves $\gamma$ as in (a), Viana [10] showed that the flow (3) starting at $\gamma$ has a finite-time singularity at the origin where the flow shrinks to a point. The corresponding Lagrangian mean curvature flow has a Type II singularity at the origin, whose Type I blow-up is a plane with multiplicity two (roughly, two copies of the same plane).

Example 5 (Case (b)) For curves $\gamma$ as in (b), it was shown in [8] that again the flow (3) starting at $\gamma$ has a finite-time singularity at 0 , where the flow shrinks to a point. Moreover, the Lagrangian mean curvature flow given by $\gamma$ has a Type II singularity at the origin whose Type II blow-up is the product of a Grim Reaper curve and a real line. The Grim Reaper curve is shown in Fig. 3 and is given by

$$
\begin{equation*}
\gamma(t)=\left\{-\log \cos y+i y \in \mathbb{C}: y \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)\right\} \tag{4}
\end{equation*}
$$

It is a translator for curve shortening flow, i.e. it just translates to the right along the flow.

Fig. 3 Grim Reaper curve



Fig. 4 A collapsing figure eight along the flow (3)

Example 6 (Whitney Sphere/Figure Eight) The figure eight in Fig. 2 defines the well-known Whitney sphere in $\mathbb{C}^{2}$. The flow (3) starting at this curve cannot be selfsimilar as there are no Lagrangian self-shrinking spheres [2]. However, by the work in $[8,10]$ it will still shrink to a point in finite time.

At the finite-time singularity the Lagrangian mean curvature flow will have a Type II singularity whose Type I blow-up is a plane with multiplicity two, and the Type II blow-up is the product of a Grim Reaper curve with a line. Along the flow it deforms as in Fig. 4, "squashing" vertically faster than it does horizontally, and one can imagine the Grim Reaper curve emerging at the extreme left (and right) points of the curve in the limit.

## 5 Cylinders: Embedded Open Curves

For the final set of examples, we look at embedded non-compact curves asymptotic to straight lines, as in Fig. 5. The behaviour of the flow crucially depends on the angle $\alpha$ in Fig. 5.

Example $7\left(\alpha=\frac{\pi}{2}\right.$ : Lawlor Necks) In this case, the curve $\gamma$ in Fig. 5 is a standard hyperbola asymptotic to a pair of straight lines meeting at right angles. The corresponding Lagrangian $L$ is minimal, i.e. it has $H=0$, and so is a stationary point for Lagrangian mean curvature flow (2). The Lagrangian $L$ is called a Lawlor neck.

Recently, Su [9] considered a natural class of curves $\gamma$ asymptotic to a pair of lines with angle $\alpha=\frac{\pi}{2}$ as in Fig. 5, which, in particular, are sandwiched between hyperbolae defining Lawlor necks. Su showed that the Lagrangian mean curvature flow starting at the Lagrangian defined by $\gamma$ exists for all time and converges to a Lawlor neck.


Fig. 5 A non-compact arc defining an asymptotically planar Lagrangian cylinder $S^{1} \times \mathbb{R}$

Example $8\left(\alpha \in\left(0, \frac{\pi}{2}\right)\right.$ : Self-expanders) For every $\alpha \in\left(0, \frac{\pi}{2}\right)$, Anciaux [1] showed that there is a dilation family of curves $\gamma$ as in Fig. 5 so that the corresponding Lagrangian is a self-expander; i.e. it simply expands by dilation under the flow (2).

Su [9] considered certain natural curves $\gamma$ as in Fig. 5 for $\alpha \in\left(0, \frac{\pi}{2}\right)$, bounded between two curves defining self-expanders, and showed that (after rescaling) Lagrangian mean curvature flow starting at the Lagrangian defined by $\gamma$ exists for all time and converges to an Anciaux self-expander.

Example $9\left(\alpha \in\left(\frac{\pi}{2}, \pi\right)\right.$ : Singularities $)$ When $\alpha \in\left(\frac{\pi}{2}, \pi\right)$, it is shown in $[7,11]$ that for curves $\gamma$ as in Fig. 5 the flow (3) has a first finite-time singularity at the origin. Moreover, the singularity is Type II and the Type I blow-up is a circle-invariant pair of Lagrangian planes defined by a pair of lines in $\mathbb{C}$ which meet at right angles at 0 . A rough picture of what happens at the finite-time singularity is given in Fig. 6. The Lagrangian has become two tranversely intersecting copies of $\mathbb{R}^{2}$ at the singular time.

Recently, Wood [11] has shown further that the Type I blow-up at the origin is unique, the Type II blow-up is unique (up to scale) and given by the Lawlor neck asymptotic to the Type I blow-up, so that the blow-down of the Type II blow-up is


Fig. 6 Singularity formation for an asymptotically planar Lagrangian cylinder
equal to the Type I blow-up. This matches well with the classification results for Type II blow-ups in [5].

## 6 Outlook

There are many further questions one may ask about general Lagrangian mean curvature flow which may already yield an interesting answer in the equivariant setting, motivated in part by the examples we have discussed.

- When can one relate blow-downs of Type II blow-ups to Type I blow-ups at a finite-time singularity?
- Does the mean curvature necessarily blow-up at a finite-time singularity?
- Can one better understand the role of pseudoholomorphic curves in the formation of singularities in Lagrangian mean curvature flow?

Answering any of these questions would be significant for further study of Lagrangian mean curvature flow.
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# Some Useful Facts on Invariant Connections 

Gonçalo Oliveira


#### Abstract

This short note gathers a few useful results on connections invariant under a group action. The results here reviewed have proved useful in solving several gauge theoretical equations and may be of relevance to both mathematicians and physicists.


## 1 Introduction

### 1.1 Context

The use of Lie group actions in geometry, analysis and physics has long been a fashionable and fruitful tool. For example, there are difficult geometric classification problems which admit interesting very symmetric examples which under such symmetry assumptions can be effectively classified. In many cases, these simplified classifications shed light on the general theory and help to shape the developments which it then takes.

In a related but somewhat transverse direction, consider some geometric partial differential equation (PDE), such as a gauge theoretical equation originating from physics. These are in general difficult to solve, and in a generic geometric setting it is hopeless to expect explicit solutions to exist. However, in very symmetric situations, we may hope to use a Lie group symmetry to reduce these complicated equations to simpler ones depending on less variables, and that may be solved.

This is useful, for instance, when solving gauge theoretical PDEs for connections. When the connections are invariant, such PDEs reduce to lower dimensional equations in the orbit space. This may be a point, as is the case when the group acts transitively in a connected space, and so the original PDEs get reduced to algebraic equations (zero dimensional PDEs). More non-trivial examples happen when the

[^53]orbit space is 1-dimensional in which case the original problem is reduced to ODEs on it, and so forth. Thomas Parker's beautiful articles [7] and [8] are some of the earliest articles to have effectively used the techniques here reviewed in this line of research.

These notes contain the geometric input required to understand gauge theoretical problems under such symmetry assumptions.

### 1.2 Summary and Organization

This notes start in Sect. 2 by reviewing the notion of homogeneous principal $G$ bundles over homogeneous spaces $K / H$. These are bundles over $K / H$ equipped with a lift of the $K$-action to their total space and so there is a canonical notion of connections on these which are invariant under the $K$-action. Wang's theorem, which we review and prove in Sect. 3, classifies these invariant connections.

In Sect. 4, we clarify the relation between two natural definitions of the moduli spaces of invariant connections modulo gauge. Namely, one can consider an action of $K$ on the moduli space of connections up to gauge, denoted $\mathcal{A} / \mathcal{G}$, and define $[\mathcal{A} / \mathcal{G}]^{\text {inv }}$ as its fixed locus. Alternatively, we may find more natural/useful to instead consider the space of invariant connections $\mathcal{A}^{i n v}$ and quotient it by the action of the invariant gauge transformations $\mathcal{G}^{i n v}$, which clearly preserves $\mathcal{A}^{\text {inv }}$, yielding $\mathcal{A}^{\text {inv }} / \mathcal{G}^{\text {inv }}$. We show that there is a well defined surjective map

$$
\phi: \mathcal{A}^{i n v} / \mathcal{G}^{i n v} \rightarrow[\mathcal{A} / \mathcal{G}]^{i n v},
$$

which, for semisimple $G$, when restricted to the set of irreducible connections is also injevctive.

Several times it is convenient to work with connections on bundles over spaces with a $K$-action which may not act transitively. Then, we may consider connections whose restriction to each $K$-orbit is invariant. For these two give a well defined connection on the whole space, they must have some "restricted" behavior at the boundary of the orbit space. There may be several approaches to this, but in Sect. 5 we summarize an approach based on the Eschenburg-Wang analysis for the Cauchy problem for Einstein metrics. This can be effectively employed in the cohomogeneity- 1 case and may be adapted to deal with some higher cohomogeneity situations.

## 2 Principal Bundles with Connections on Homogeneous Spaces

This section introduces the notion of homogeneous bundles over homogeneous spaces following the nomenclature of [3]. A short summary of the content of this section and the next already appear in an Appendix to the author's PhD thesis [6].

Let $G$ be a compact Lie group. Any $G$-bundle $E$ can be constructed via the associated bundle construction from a principal $G$-bundle $P$. So let $\pi: P \rightarrow X$ be a principal $G$-bundle. We shall focus on the case where $H \subset K$ are connected Lie groups, and $X=K / H$ is a homogeneous space.

So $K$ acts transitively on $X$ with isotropy subgroup $H$, which is normal in $K$. As usual $K$ acts on the left on $X$ and $G$ on the right on $P$.

Definition 2.1 A lifting of the $K$-action to $P$ is an homomorphism $\rho: K \rightarrow$ $\operatorname{Diff}(P)$, such that:

- $\rho$ covers the $K$ action on the base, i.e.

$$
\forall k \in K, \quad \pi \circ \rho(k)=k \circ \pi,
$$

where in the right hand side $k \in \operatorname{Diff}(X)$ is the diffeomorphism defined by $k$.

- $\rho$ is a bundle map, i.e. commutes with right $G$ action on $P$.

Definition 2.2 A principal $G$-bundle $\pi: P \rightarrow X$ as above is called $K$ homogeneous if it is equipped is a lifting $\rho$ of the $K$-action. Two $K$-homogeneous principal $G$-bundles $\left(\pi_{i}: P_{i} \rightarrow X, \rho_{i}\right)$, for $i=1,2$, as above are said to be isomorphic if there is a bundle isomorphism $\phi: P_{1} \rightarrow P_{2}$ which intertwines the two $K$-actions, i.e.

$$
\phi \circ \rho_{1}=\rho_{2} \circ \phi .
$$

Remark 2.3 Let $H$ be the isotropy subgroup at $x \in X$. The restriction of the lifts $\left.\rho\right|_{H}$ preserve the fibre at $x$. Since the $G$ action is injective and transitive along the fibres, we obtain an homomorphism $\lambda: H \rightarrow G$. Notice that this depends on the choice of a point in the fibre above $x$, which we shall think as fixed from now on. We shall call $\lambda$ the isotropy homomorphism.

Moreover, the isotropy isomorphism can be used to recover the principal $G$ bundle $P$, via the associated bundle construction

$$
P=K \times_{H, \lambda} G .
$$

These bundles are clearly reducible, since we can embed $i: K \hookrightarrow P$ as a subbundle, via the map $k \mapsto i(k)=[k, 1]$, where $1 \in G$ is the identity.
Let $F$ be a differentiable manifold with a $G$ action $\eta: G \rightarrow \operatorname{Diff}(F)$, construct the associated bundle $E=P \times_{G, \eta} F$ with fibre $F$. We can naturally define a $K$-action on $E$, via the lifting $\rho$ to $P$. We shall also denote this action by $\rho$. Then there is an isomorphism of homogeneous bundles

$$
\begin{equation*}
P \times_{G, \eta} G \cong K \times_{H, \eta \circ \lambda} F . \tag{2.1}
\end{equation*}
$$

## 3 Invariant Sections and Connections

This section defines invariant sections and connections, culminating with the proof of Wang's theorem classifying invariant connections.

Definition 3.1 $s_{E} \in \Gamma(E)$ is said to be an invariant section under the $K$ action on $E$ if for all $k \in K$

$$
\rho(k) \circ s_{E}=s_{E} \circ k
$$

Proposition 3.2 There is a one to one correspondence between $K$-invariant sections of $E$ and points in $F$ fixed by the action $\eta \circ \lambda$ of $H$ in $F$.

Proof Since $E$ and $E^{\prime}=K \times_{H, \eta \circ \lambda} F$ are isomorphic as homogeneous bundles we can use the correspondence between sections of $E^{\prime}$ and $H$-equivariant maps $f: K \rightarrow F$. Then, $K$-invariant sections must correspond to constant maps. The $H$-equivariance condition on the map imposes that its image is a point fixed by $\eta \circ \lambda(H)$.

Remark 3.3 In the case where $F$ is a vector space and $\eta \circ \lambda: H \rightarrow G L(F)$ is a representation we can split $F$ into irreducible components $F=\bigoplus_{i} F_{i}$. Then invariant sections of $E=K \times_{H, \eta \circ \lambda} F$ are given by vectors in $F_{0}$ the component corresponding to the trivial representation in which $\eta \circ \lambda$ acts with eigenvalue 1.

We shall now restrict to the case of the above remark, i.e. $F$ be a vector space and $\eta$ a representation. The goal now is to define an invariant connection in a workable and equivalent way. We shall now describe connections on associated bundles of the form $E=P \times_{\eta} F$. Notice that this contains the case of connections on principal bundles as $P$ can be seen as such an associated bundle via $P=P \times_{\operatorname{id}_{G} G}$. A connection on $E=P \times{ }_{\eta} F$ is given by a 1 form in $P$ with values in $\operatorname{End}(F)$, say $B \in \Omega^{1}(P, \operatorname{End}(F))$, such that

1. For all $g \in G$,

$$
R_{g}^{*} B=A d_{\eta\left(g^{-1}\right)} B
$$

2. For all $X \in \mathfrak{g}$,

$$
B\left(\left.\frac{d}{d t}\right|_{t=0} p e^{t X}\right)=d \eta(X)
$$

However, as seen in (2.1), these connections can also be described as $A \in$ $\Omega^{1}(K, \operatorname{End}(F))$ such that

1. For all $h \in H$,

$$
R_{h}^{*} A=A d_{\eta\left(\lambda(h)^{-1}\right)} A
$$

2. For all $Y \in \mathfrak{h}$,

$$
A\left(\left.\frac{d}{d t}\right|_{t=0} p e^{t Y}\right)=d(\eta \circ \lambda)(Y)
$$

In fact, in view of the embedding $i: K \hookrightarrow P$ one has $A=i^{*} B$. So we shall stick to this later description of connections in any homogeneous principal and vector bundles.

Definition 3.4 A connection $A \in \Omega^{1}(K, \operatorname{End}(F))$ on $K \times_{H, \eta \circ \lambda} F$ is said to be invariant if the connection 1 form $A$ is left invariant, i.e.

$$
L_{k}^{*} A=A,
$$

for all $k \in K$.
In the case of homogeneous spaces Wang's theorem classifies all invariant connections on a homogeneous principal bundle. [3] volume II., theorem 11.5.

Theorem 3.5 (Wang's Theorem [10]) Let $P=K \times_{H, \lambda} G$ be a principal homogeneous $G$-bundle. Then $K$-invariant connections $A$ on $P$ are in one to one correspondence with linear maps $\Lambda: \mathfrak{k} \rightarrow \mathfrak{g}$, such that

1. $\Lambda \circ \operatorname{ad}(h)=\operatorname{ad}(\lambda(h)) \circ \Lambda$, for all $h \in H$, and
2. $\left.\Lambda\right|_{\mathfrak{h}}=d \lambda$.

The curvature of the connection can be written in terms of $\Lambda$ as

$$
F(X, Y)=[\Lambda(X), \Lambda(Y)]-\Lambda[X, Y],
$$

for $X, Y \in \mathfrak{k}$ extended as left invariant vector fields.
Proof Given $A \in \Omega^{1}(K, \mathfrak{g})$ we can restrict it to the identity to get a map $\Lambda: \mathfrak{k} \rightarrow \mathfrak{g}$, properties 1. and 2. in the theorem are obvious consequences of the conditions $A$ need to satisfy to be a connection. Conversely, given a map $\Lambda: \mathfrak{k} \rightarrow \mathfrak{g}$ we can extend it as a left invariant 1 -form. This will be a connection due to the properties 1 . and 2 . in the theorem.

To compute the curvature of an invariant connection $\left.A \in \Omega^{1}(K, \mathfrak{g})\right)$ on left invariant vector fields $X, Y$.

$$
\begin{aligned}
F(X, Y) & =d A(X, Y)+\frac{1}{2}[A \wedge A](X, Y) \\
& =X \cdot(A(Y))-A \cdot(A(X))-A([X, Y])+[A(X), A(Y)] \\
& =[A(X), A(Y)]-A([X, Y]),
\end{aligned}
$$

using that $A(X), A(Y)$ are constant.

From now on we must consider Homogeneous spaces $X=K / H$, where $H$ is connected and we can find an ad-h invariant complement to $\mathfrak{h}$, i.e.

$$
\mathfrak{k}=\mathfrak{m} \oplus \mathfrak{h}
$$

with $[\mathfrak{m}, \mathfrak{h}] \subset \mathfrak{m}$, this shall be called a reductive decomposition. Fixing a choice of $\mathfrak{m}, \Lambda$ is totally determined from its values in $\mathfrak{m}$, since $\Lambda=\left.\lambda_{*}\right|_{\mathfrak{h}}+\left.\Lambda\right|_{\mathfrak{m}}$. In such a situation, with a lift of the action to the principal bundle, invariant connections always exist and we define the canonical invariant connection to be given by $\left.\Lambda\right|_{\mathfrak{m}}=0$, i.e

$$
A=\left.d \lambda\right|_{\mathfrak{h}}
$$

Remark 3.6 Notice that according to our definition of canonical invariant connection, it is only unique once a specific complement $\mathfrak{m}$ have been chosen.

Example 3.7 A rather special case is when the bundle $P$ is the $H$-bundle $K \rightarrow$ $K / H$. Pick a reductive decomposition $\mathfrak{k}=\mathfrak{m} \oplus \mathfrak{h}$ and let $\theta$ be the Maurer Cartan form. This can be projected onto each $\mathfrak{m}$ or $\mathfrak{h}$, denote this last one by $\left.\theta\right|_{\mathfrak{h}}$. The action is the left multiplication of $H$ onto $K$. Hence the isotropy homomorphism $\lambda_{k}$ at $k \in K$ satisfying $h k=k \lambda(h)$ for $h \in H$ is given by $\lambda_{k}(h)=k^{-1} h k$. If we pick $k$ to be the identity, then the canonical invariant connection $A$ is defined by taking the left invariant extension of the projection $p_{\mathfrak{g}}$ into $\mathfrak{h}$. So for $Y$ a left invariant vector field, we have

$$
A(Y)=p_{\mathfrak{h}} \theta(Y)=p_{\mathfrak{h}}(Y)
$$

In this way we can view the connection as a 1 form in $K$ with values in $\mathfrak{h}$. Since it obviously agrees with the Maurer Cartan form along the fibres, to show this really is a connection we just need to verify the equivariance condition. Let $Y \in T_{k} K$ and compute

$$
\begin{aligned}
\left(R_{h}^{*} A\right)_{k}(Y) & =A_{k h}\left(d R_{h} Y\right)=p_{\mathfrak{h}}\left(d L_{(k h)^{-1}} d R_{h} Y\right) \\
& =p_{\mathfrak{h}}\left(A d_{h^{-1}} d L_{k^{-1}} Y\right) \\
& =A d_{h^{-1}} A_{k}(Y) .
\end{aligned}
$$

Moreover, this canonical invariant invariant connection on $K \rightarrow K / H$ has as horizontal space the left translations of $\mathfrak{m}$.

Let $P=K \times_{H, \lambda} G$ be a principal $G$ bundle over $K / H$. Notice that $\mathfrak{k}$ and $\mathfrak{g}$ are two representations of $H$, respectively given by $A d: H \rightarrow G L(\mathfrak{k})$ and $A d \circ \lambda$. Then, Wang's theorem 3.5 can be phrased in the following way.

Theorem 3.8 (Wang, Version 2) There is a one to one correspondence between $K$-invariant connections on $P$ and morphisms of $H$-representations $\Lambda: \mathfrak{k} \rightarrow \mathfrak{g}$ such that $\Lambda_{\mathfrak{h}}=d \lambda$.

The following example gives a way of constructing a special class of invariant connections.

Example 3.9 Suppose $K$ is simply connected and let $\Lambda: \mathfrak{k} \rightarrow \mathfrak{g}$ be a morphism of Lie Algebras. Then for each Lie group $G$ with Lie algebra $\mathfrak{g}$, we can uniquely integrate $\Lambda$ to a morphism $\tilde{\Lambda}: K \rightarrow G$ of Lie groups. Define

$$
\lambda: H \rightarrow G,
$$

through the composition $H \hookrightarrow K \rightarrow G$ via $\tilde{\Lambda}$. Then, the map $\Lambda$ obviously define a morphism of $H$ representations satisfying $\left.\Lambda\right|_{\mathfrak{h}}=d \lambda$ and hence gives rise to an invariant connection.

## 4 Moduli Space of Invariant Connections Modulo Gauge

Let us consider a reductive homogeneous space of the form $K / H$ for some compact $K$ and and a homogeneous principal $G$-bundle $P_{\lambda}=K \times{ }_{(\lambda, H)} G$. The lift of the $K$ action to $P_{\lambda}$ will be denoted by $\rho(k)\left[k^{\prime}, g\right]=\left[k k^{\prime}, g\right]$ and it acts on a connection form $A \in \Omega^{1}(K, \mathfrak{g})$ by $\rho(k) A=L_{k}^{*} A$.

Definition 4.1 A gauge transformation on $P_{\lambda}$ is a $g \in \Omega^{0}(K, G)$ such that

$$
g(k h)=\lambda(h) g(k) \lambda(h)^{-1}
$$

for all $k \in K$ and $h \in H$. A gauge transformation acts on a connection via

$$
g \cdot A=A d\left(g^{-1}\right) A
$$

We can define the moduli space of invariant connections in two different ways. The first and more standard one is by taking $\mathcal{A}^{\text {inv }} / \mathcal{G}^{\text {inv }}$, where $\mathcal{A}^{\text {inv }}$ are those connections $A$ such that $\rho(k) A=A$ for any $k \in K$ and $\mathcal{G}^{i n v}$ the gauge transformations $g$ such that $L_{k}^{*} g=g$ for all $k \in K$, whose action can be seen to preserve $\mathcal{A}^{i n v}$. We now take one second definition which requires some preparation. First we consider the full moduli space of connections up to gauge $\mathcal{A} / \mathcal{G}$. Then we define an action of $K$ on $\mathcal{A} / \mathcal{G}$ by letting $k \in K$ act on a gauge equivalence class by

$$
\rho(k)[A]=[\rho(k) A],
$$

where $A$ is some element in the class [ $A$ ].

## Lemma 4.2 This action is well defined!

Proof Let $A_{1}, A_{2} \in[A]$ we need to prove that for $k \in K, \rho(k) A_{1}$ and $\rho(k) A_{2}$ are gauge equivalent.

As $A_{2}$ is gauge equivalent to $A_{1}$ there is $g$ such that $g \cdot A_{2}=A_{1}$ and so
$\rho(k) A_{2}=\rho(k) g \cdot A_{1}=L_{k}^{*} A d\left(g^{-1}\right) A_{1}=A d\left(g^{-1} \circ L_{k}\right) L_{k}^{*} A_{1}=\left(g^{-1} \circ L_{k}\right) \cdot \rho(k) A_{1}$,
which is gauge equivalent to $\rho(k) A_{1}$ as $g^{-1} \circ L_{k}$ is a gauge transformation. To check that recall that for $h \in H \subset K, R_{h}^{*}\left(g^{-1} \circ L_{k}\right)=R_{h}^{*} L_{k}^{*} g^{-1}=L_{k}^{*} R_{h}^{*} g^{-1}=$ $L_{k}^{*} \operatorname{Ad}\left(\lambda\left(h^{-1}\right)\right) g^{-1}=\operatorname{Ad}\left(\lambda\left(h^{-1}\right)\right)\left(g^{-1} \circ L_{k}\right)$ as $R_{h}$ and $L_{k}$ commute and so $g^{-1} \circ L_{k}$ satisfies the correct equivariance condition for a gauge transformation.

We can then define the moduli space of invariant connections in one other way, namely

$$
[\mathcal{A} / \mathcal{G}]^{i n v}=\{[A] \in \mathcal{A} / \mathcal{G} \mid \rho(k)[A]=[A], \text { for all } k \in K\}
$$

The key point is that
Proposition 4.3 The map

$$
\begin{align*}
\phi: \mathcal{A}^{i n v} / \mathcal{G}^{i n v} & \rightarrow[\mathcal{A} / \mathcal{G}]^{i n v}  \tag{4.1}\\
A & \mapsto[A],
\end{align*}
$$

is surjective.
Proof Let $[A] \in[\mathcal{A} / \mathcal{G}]^{\text {inv }}$, we need to check that there is an invariant connection $\bar{A}$ in the gauge equivalence class of $[A]$. To do this we fix $A \in[A]$, and define our candidate to be

$$
\bar{A}=\int_{K} \rho(k) A d \mu_{K},
$$

where $d \mu_{K}$ denotes the Haar measure on $K$, which recall is compact. This $\bar{A}$ is obviously invariant and so in the image of $\phi$, so we only have to check that it is indeed gauge equivalent to $A$. Notice that as $[A] \in[\mathcal{A} / \mathcal{G}]^{\text {inv }}$, for any element $k \in K$ there is a gauge transformation $g_{k}$ such that $\rho(k) A=g_{k} \cdot A$. In fact, we can see that this defines a group homomorphism $K \rightarrow \mathcal{G}$, and

$$
\bar{A}=\int_{K} \rho(k) A d \mu_{K}=\left(\int_{K} g_{k} d \mu_{K}\right) \cdot A,
$$

which shows that $\bar{A}$ is gauge equivalent to $A$.
The previous map is not injective in general, we shall now investigate when such happens.

Lemma 4.4 Let $G$ be semisimple and $A_{1}, A_{2}$ be different connections in $\mathcal{A}^{\text {inv }} / \mathcal{G}^{\text {inv }}$ such that $\phi\left(A_{1}\right)=\phi\left(A_{2}\right)$, then $A_{1}$ and $A_{2}$ must be reducible.

Proof If $\phi\left(A_{1}\right)=\phi\left(A_{2}\right)$, then $A_{1}, A_{2} \in \mathcal{A}^{\text {inv }}$ must be gauge equivalent invariant connections, i.e. $\left[A_{1}\right]=\left[A_{2}\right]$ and so $A_{1}=g \cdot A_{2}$ for some gauge transformation $g \notin \mathcal{G}^{i n v}$. As $A_{1}, A_{2}$ are invariant we conclude that for all $k \in K$,

$$
A_{1}=L_{k}^{*} A_{1}=L_{k}^{*}\left(g \cdot A_{2}\right)=\left(g \circ L_{k}\right) \cdot A_{2} .
$$

Taking $k$ to be of the form $\exp (t X)$ for $X \in \mathfrak{k}$ we conclude that

$$
d_{A_{2}}(d g(X))=0,
$$

for all $X \in \mathfrak{k}$. Therefore, either $d g(X)=0$ which cannot happen as $g \notin \mathcal{G}^{i n v}$, or $d g(X) \neq 0$ and spans a nonvanishing vector sub-bundle of $\operatorname{ker}\left(d_{A_{2}}\right) \subset \Gamma\left(X, \mathfrak{g}_{P}\right)$, which must therefore be nonzero. As $G$ is semisimple $A_{2}$ must be reducible and so must $A_{1}$.

Corollary 4.5 The map $\phi$ from Eq. (4.1) is surjective and restricted to the irreducible connections also injective (for semisimple $G$ ).

## 5 Extending Invariant Tensors Over Singular Orbits

Consider a space $X$ with an action of a Lie group $K$ and a $G$-bundle over $X$ equipped with a lift of the $K$ to its total space. Recall from Definition 3.4 this implies it covers the $K$-action on $X$ and commutes with the right $G$ action on the total space. A connection on such a bundle is called invariant if its restriction to any $K$-orbit is invariant as in Definition 3.4. Not all of these give rise to globally well defined smooth connections on the whole $X$ as they must satisfy some smoothness conditions when the $K$-orbits are different from the generic ones, as happens for instance at the boundary of the orbit space.

In the case when $K$ acts on $X$ with cohomogeneity one, meaning that the generic orbit of the $K$-action has codimension one, a possible approach is to use the Eschenburg and Wang's method in [2], which we review in this section. This method was effectively used in [4], and the reader may view that as an example of application. We should also point out that there are other ways to proceed such as employing the techniques of [9], or in case the connections satisfy a PDE using a suitable removable singularity result such as in [1] and [5].

Let $K$ act with cohomogeneity- 1 on $X$ and $H$ be the principal isotropy, i.e. the isotropy of the generic orbits. A codimension $k$ singular orbit $Q$ is then of the form $Q=K / H_{-}$with $H_{-} / H \cong S^{k-1}$. Notice that if $V=\mathbb{R}^{k}$, then $H_{-}$acts transitively on the spheres in $V$, with isotropy $H$. The normal bundle of $Q$ is then

$$
E=K \times_{H_{-}} V,
$$

with projection $\pi_{E}: E \rightarrow Q$. Moreover, a neigbourhood of the zero section is $K$-equivariantly diffeomorphic to a neighborhood of the singular orbit $Q$ in $X$. Moreover, we can suppose $E$ is equipped with a Riemannian metric which we may assume to be $K$ invariant if this is compact.

Let $s \in \Omega^{0}(E, T)$ be a $K$-invariant tensor, i.e. a $K$-invariant section of some $K$-homogeneous vector bundle $T$ of tensors over $E$. In what follows let $V^{\prime}$ denote the tensor representation with which $T$ is associated, i.e. $T=K \times_{H} V^{\prime}$. As $s$ is $K$-invariant and $K$ acts on $E$ with cohomogeneity-1, $s$ is completely determined by its values along the line

$$
\ell_{v_{0}}:=\left\{t v_{0}, \quad t \in \mathbb{R}^{+}\right\}
$$

where $v_{0} \in E$ is some vector in the fiber over a point $p \in Q$. Moreover, as $s$ in $K$ invariant and the isotropy of any point $t v_{0}$, for $t \neq 0$ is $H$, the values

$$
s_{t}=s(t v) \in\left(V^{\prime}\right)^{H_{-}},
$$

must be $H$-invariant (where $H$ acts via $H \subset H_{-}$).
Eschenburg and Wang explain how to reverse this, i.e. they explain the conditions on a family of $H$-invariant vectors $s_{t} \in\left(V^{\prime}\right)^{H_{-}}$, so that the function

$$
\begin{equation*}
s: V \backslash\{0\} \rightarrow V^{\prime}, \quad s\left(h_{-}(t, 0, \ldots, 0)\right)=h_{-} \cdot s_{t} \tag{5.1}
\end{equation*}
$$

for $t \in \mathbb{R}^{+}$and $h_{-} \in H_{-}$, extends over the origin. The answer is most easily understood by considering the space $W$ of $H_{-}$-equivariant maps $S^{k-1} \rightarrow V^{\prime}$. Note that by construction $\left.s\right|_{S^{k-1}} \in W$ (where $s$ is as above). Moreover, the evaluation map

$$
e v: W \rightarrow\left(V^{\prime}\right)^{H_{-}}, \quad e v(s)=s(1,0, \ldots, 0)
$$

is an isomorphism of vector spaces. In what follows, we shall denote by $W_{m}$ the space of those maps which are the restriction to $S^{k-1}$ of degree- $m H_{-}$-equivariant maps $V \rightarrow V^{\prime}$.

Proposition 5.1 (Eschenburg and Wang [2]) Let $s_{t}: \mathbb{R}_{0}^{+} \rightarrow V^{\prime}$ be smooth with Taylor expansion $\sum_{i} s_{i} t^{i}$. Then, the map $s$ in 5.1 extends smoothly over the origin if an only if $s_{i} \in W_{i}$.

The following comment is crucial in easing most of the applications of this proposition.

Remark 5.2 Notice that $W=\sum_{i=0}^{+\infty} W_{m}$ and is finite dimensional and that multiplying an element in $W$ by $|\cdot|^{2}$ increases its degree by 2 . Hence we can find a set of generator of minimal degree.
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#### Abstract

A non-degenerate differential 2-form on an even dimensional manifold $M^{2 n}$ is called an almost-symplectic structure. A necessary condition for the existence of an almost-symplectic structure is that all odd-dimensional Stiefel-Whitney classes of $M$ should vanish. In this paper, we prove that all odd-dimensional StiefelWhitney classes of a smooth, closed, connected, orientable 8-manifold with spin structure vanish. We also study the almost-symplectic structures on certain classes of $\operatorname{Spin}(7)$-manifolds.
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## 1 Introduction

In this paper we study geometric structures on $\operatorname{Spin}(7)$ manifolds. A $\operatorname{Spin}(7)-$ manifold is an 8-dimensional Riemannian manifold with the holonomy group inside the exceptional Lie group $\operatorname{Spin}(7)$. Manifolds with special holonomy are spaces whose infinitesimal symmetries allow them to play a crucial role in M-theory compactifications. They represent the tiny curled up dimensions hiding at every point of spacetime. Examples of manifolds with special holonomy are 6-dimensional CalabiYau manifolds, 7-dimensional $G_{2}$ manifolds and 8-dimensional $\operatorname{Spin}(7)$ manifolds. Despite extensive research on Calabi-Yau manifolds, the geometric properties of $G_{2}$ and $\operatorname{Spin}(7)$ manifolds are not well understood. In this paper we initiate a

[^54]program to study almost symplectic structures on Riemannian 8-manifolds with spin structure.

In particular we prove
Theorem All the odd-dimensional Stiefel-Whitney classes of a smooth, closed, connected, orientable 8-manifold with spin structure vanish.

Note that a manifold $M$ with $\operatorname{Spin}(7)$-structure is orientable and spin. The theorem above implies that the obstructions for the existence of almost symplectic (and hence almost complex) structures on a manifold with full $\operatorname{Spin}(7)$ holonomy vanish as well. There are inclusions between the groups

$$
S U(2) \longrightarrow S U(3) \longrightarrow G_{2} \longrightarrow \operatorname{Spin}(7),
$$

and

$$
S U(2) \times S U(2) \longrightarrow S p(2) \longrightarrow S U(4) \longrightarrow \operatorname{Spin}(7) .
$$

These are the only connected Lie subgroups of $\operatorname{Spin}(7)$ which can be holonomy groups of Riemannian metrics on 8-manifolds. Hence the theorem above also holds for 8-manifolds with reduced holonomy groups.

## 2 Spin(7)-Structures

In this section we review the basics of $\operatorname{Spin}(7)$ geometry. More on the subject can be found in $[4,6,8]$ and [13].

Let $\left(x^{1}, \ldots, x^{8}\right)$ be coordinates on $\mathbb{R}^{8}$. The standard Cayley 4-form on $\mathbb{R}^{8}$ can be written as

$$
\begin{aligned}
\Phi_{0} & =d x^{1234}+d x^{1256}+d x^{1278}+d x^{1357}-d x^{1368}-d x^{1458}-d x^{1467} \\
& -d x^{2358}-d x^{2367}-d x^{2457}+d x^{2468}+d x^{3456}+d x^{3478}+d x^{5678}
\end{aligned}
$$

where $d x^{i j k l}=d x^{i} \wedge d x^{j} \wedge d x^{k} \wedge d x^{l}$.
The subgroup of $G L(8, \mathbb{R})$ that preserves $\Phi_{0}$ is the group $\operatorname{Spin}(7)$. It is a $21-$ dimensional compact, connected and simply-connected Lie group which preserves the orientation on $\mathbb{R}^{8}$ and the Euclidean metric $g_{0}$.

Definition 2.1 A differential 4-form $\Phi$ on an oriented 8-manifold $M$ is called admissible if it can be identified with $\Phi_{0}$ through an oriented isomorphism between $T_{p} M$ and $\mathbb{R}^{8}$ for each point $p \in M$.

Definition 2.2 Let $\mathcal{A}(M)$ denotes the space of admissible 4-forms on $M$. A $\operatorname{Spin}(7)$-structure on an 8-dimensional manifold $M$ is an admissible 4-form $\Phi \in$ $\mathcal{A}(M)$. If $M$ admits such structure, $(M, \Phi)$ is called a manifold with $\operatorname{Spin}(7)-$ structure.

Each 8 -manifold with a $\operatorname{Spin}(7)$-structure $\Phi$ is canonically equipped with a metric $g$. Hence, we can think of a $\operatorname{Spin}(7)$-structure on $M$ as a pair $(\Phi, g)$ such that for all $p \in M$ there is an isomorphism between $T_{p} M$ and $\mathbb{R}^{8}$ which identifies $\left(\Phi_{p}, g_{p}\right)$ with $\left(\Phi_{0}, g_{0}\right)$.

Existence of a $\operatorname{Spin}(7)$-structure on an 8 -dimensional manifold $M$ is equivalent to a reduction of the structure group of the tangent bundle of $M$ from $S O$ (8) to its subgroup $\operatorname{Spin}(7)$. The following result gives the necessary and sufficient conditions so that the 8 -manifold admits $\operatorname{Spin}(7)$-structure.

Theorem 2.3 ([4, 6]) Let $M$ be a differentiable 8-manifold. $M$ admits a Spin(7)structure if and only if $w_{1}(M)=w_{2}(M)=0$ and for appropriate choice of orientation on $M$ we have that

$$
p_{1}(M)^{2}-4 p_{2}(M) \pm 8 \chi(M)=0
$$

Furthermore, if $\nabla \Phi=0$, where $\nabla$ is the Riemannian connection of $g$, then $\operatorname{Hol}(M) \subseteq \operatorname{Spin}(7)$, and $M$ is called a $\operatorname{Spin}(7)$-manifold. All $\operatorname{Spin}(7)$ manifolds are Ricci flat.

Let $(M, g, \Phi)$ be a $\operatorname{Spin}(7)$ manifold. The action of $\operatorname{Spin}(7)$ on the tangent space gives an action of $\operatorname{Spin}(7)$ on the spaces of differential forms, $\Lambda^{k}(M)$, and so the exterior algebra splits orthogonally into components, where $\Lambda_{l}^{k}$ corresponds to an irreducible representation of $\operatorname{Spin}(7)$ of dimension $l$ :

$$
\begin{gathered}
\Lambda^{1}(M)=\Lambda_{8}^{1}, \quad \Lambda^{2}(M)=\Lambda_{7}^{2} \oplus \Lambda_{21}^{2}, \quad \Lambda^{3}(M)=\Lambda_{8}^{3} \oplus \Lambda_{48}^{3}, \\
\Lambda^{4}(M)=\Lambda_{+}^{4}(M) \oplus \Lambda_{-}^{4}(M), \quad \Lambda_{+}^{4}(M)=\Lambda_{1}^{4} \oplus \Lambda_{7}^{4} \oplus \Lambda_{27}^{4}, \quad \Lambda_{-}^{4}=\Lambda_{35}^{4} \\
\Lambda^{5}(M)=\Lambda_{8}^{5} \oplus \Lambda_{48}^{5} \quad \Lambda^{6}(M)=\Lambda_{7}^{6} \oplus \Lambda_{21}^{6}, \quad \Lambda^{7}(M)=\Lambda_{8}^{7}
\end{gathered}
$$

where $\Lambda_{ \pm}^{4}(M)$ are the $\pm$-eigenspaces of $*$ on $\Lambda^{4}(M)$ and

$$
\begin{gathered}
\Lambda_{7}^{2}=\left\{\alpha \in \Lambda^{2}(M) \mid *(\alpha \wedge \Phi)=3 \alpha\right\}, \quad \Lambda_{21}^{2}=\left\{\alpha \in \Lambda^{2}(M) \mid *(\alpha \wedge \Phi)=-\alpha\right\}, \\
\Lambda_{8}^{3}=\left\{*(\beta \wedge \Phi) \mid \beta \in \Lambda^{1}(M)\right\}, \quad \Lambda_{48}^{3}=\left\{\gamma \in \Lambda^{3}(M) \mid \gamma \wedge \Phi=0\right\}, \\
\Lambda_{1}^{4}=\{f \Phi \mid f \in \mathcal{F}(M)\}
\end{gathered}
$$

The Hodge star $*$ gives an isometry between $\Lambda_{l}^{k}$ and $\Lambda_{l}^{8-k}$.

## 3 Almost Symplectic Structures and Spin(7)-Structures

In this section we show that all the odd-dimensional Stiefel-Whitney classes on a closed, connected orientable 8-manifold with spin structure vanish.

An almost symplectic manifold $M$ is a n-dimensional manifold ( $n=2 m$ ) with a non degenerate 2 -form $\omega$. If in addition, $\omega$ is closed then $M$ is called a symplectic manifold. An almost symplectic structure defines an $S p(m, \mathbb{R})$ structure. A necessary and sufficient condition for the existence of an almost symplectic structure on $M$ is the reduction of the structure group of the tangent bundle to the unitary group $U(m)$. It is therefore necessary that all odd-dimensional StiefelWhitney classes of $M$ to vanish [9].

For any manifold $M$ and integer $k \geq 0$, one can construct a graded linear map $S q^{k}: H^{*}\left(M, \mathbb{Z}_{2}\right) \rightarrow H^{*}\left(M, \mathbb{Z}_{2}\right)$ of degree $k$. This is called the $k^{t h}$ Steenrod square. One can define Stiefel-Whitney classes using both Steenrod squares and the Thom isomorphism.

There is also a unique class $v_{k} \in H^{k}\left(M, \mathbb{Z}_{2}\right)$ such that for any $x \in$ $H^{n-k}\left(M, \mathbb{Z}_{2}\right), S q^{k}(x)=v_{k} \cup x$. We call this class $v_{k}$, the $k^{t h} \mathrm{Wu}$ class.

Now suppose $M$ is a smooth, closed, connected $n$-dimensional manifold. Wu's theorem states that the total Stiefel-Whitney class of the tangent bundle of $M$, denoted by $w$, Steenrod squares and Wu classes are all related by the equation $w=S q(\nu)$, for more on the subject see [11]. This gives the following formula:

$$
w_{k}=\sum_{i+j=k} S q^{i}\left(v_{j}\right)
$$

One can also compute the action of the Steenrod squares on the Stiefel-Whitney classes. This is called the Wu formula:

$$
S q^{i}\left(w_{j}\right)=\sum_{t=0}^{i}\binom{j+t-i-1}{t} w_{i-t} w_{j+t}
$$

for $0 \leq i \leq j$. Thus we obtain

$$
\begin{aligned}
& w_{1}=S q^{0}\left(v_{1}\right)=v_{1}, \\
& w_{2}=S q^{0}\left(v_{2}\right)+S q^{1}\left(v_{1}\right)=v_{2}+v_{1} \cup v_{1}, \\
& w_{3}=S q^{0}\left(v_{3}\right)+S q^{1}\left(v_{2}\right)=v_{3}+S q^{1}\left(v_{2}\right)=v_{3}+S q^{1}\left(w_{2}\right)+S q^{1}\left(w_{1} \cup w_{1}\right), \\
& w_{4}=S q^{0}\left(v_{4}\right)+S q^{1}\left(v_{3}\right)+S q^{2}\left(v_{2}\right)=v_{4}+S q^{1}\left(v_{3}\right)+v_{2} \cup v_{2} \\
& w_{5}=S q^{0}\left(v_{5}\right)+S q^{1}\left(v_{4}\right)+S q^{2}\left(v_{3}\right)=v_{5}+S q^{1}\left(v_{4}\right)+S q^{2}\left(w_{1} \cup w_{2}\right)
\end{aligned}
$$

And one can write the corresponding Wu classes as polynomials in the StiefelWhitney classes as follows: For simplicity, we replace the cup product symbol by multiplication sign.

$$
\begin{aligned}
& v_{1}=w_{1} \\
& v_{2}=w_{2}+w_{1}^{2} \\
& v_{3}=w_{1} w_{2} \\
& v_{4}=w_{4}+w_{3} w_{1}+w_{2}^{2}+w_{1}^{4} \\
& \nu_{5}=w_{4} w_{1}+w_{3} w_{1}^{2}+w_{2}^{2} w_{1}+w_{2} w_{1}^{3},
\end{aligned}
$$

In a spin manifold, $w_{1}=w_{2}=0$ which imply $v_{1}=v_{2}=0$ which then gives $w_{3}=v_{3}$. One can also see that $w_{3}=0$ as follows: Note that by definition of Wu classes, $v_{3} \cup x=S q^{3}(x)$ for all $x \in H^{(n-3)}\left(M, \mathbb{Z}_{2}\right)$. Then one can see that $S q^{3}$ is a linear combination of $S q^{1} \circ S q^{2}$ and $S q^{2} \circ S q^{1}$ and $S q^{1} \circ S q^{1} \circ S q^{1}$ so that we get

$$
v_{3} \cup x=\left(a S q^{1} S q^{2}+b S q^{2} S q^{1}+c S q^{1} S q^{1} S q^{1}\right)(x)=S q^{1}(y)+S q^{2}(z)
$$

for some $y, z$. This term is equal to $v_{1} \cup y+v_{2} \cup z=0$. As $v_{3} \cup x=0$ for all $x$, Poincare duality then gives $v_{3}=0$ and hence $w_{3}=0$.

The Wu relations also imply that $w_{4}=v_{4}$. Since $w_{1}=0$ (as $M$ is orientable) this gives us $w_{5}=S q^{1}\left(w_{4}\right)$. Equivalently, $w_{5}$ is the image of $w_{4}$ under the Bockstein map induced by

$$
0 \longrightarrow \mathbb{Z}_{2} \longrightarrow \mathbb{Z}_{4} \longrightarrow \mathbb{Z}_{2} \longrightarrow 0
$$

This implies that $w_{5}$ is the mod-2 reduction of the integral Stiefel-Whitney class $W_{5}$, which is the element of $H^{5}(M, \mathbb{Z})$, that is the image of $w_{4}$ under the Bockstein map induced by

$$
0 \longrightarrow \mathbb{Z} \longrightarrow \mathbb{Z} \longrightarrow \mathbb{Z}_{2} \longrightarrow 0
$$

Note also that $v_{4}$ is by definition the Poincare dual to the $\mathbb{Z}_{2}$ linear map

$$
S q^{4}: H^{4}\left(M, \mathbb{Z}_{2}\right) \rightarrow H^{8}\left(M, \mathbb{Z}_{2}\right)=\mathbb{Z}_{2}
$$

which implies

$$
w_{4} \cdot x=v_{4} \cdot x=x \cdot x
$$

for any element $x$ of $H^{4}\left(M, \mathbb{Z}_{2}\right)$. In other words, $w_{4}$ just represents the mod-2 intersection form.

One can then use the Hirzebruch-Hopf theorem [7] to show that $w_{4}$ has an integer lift and therefore $w_{4}$ is in the image of $H^{4}(M, \mathbb{Z}) \longrightarrow H^{4}\left(M, \mathbb{Z}_{2}\right)$ and so $W_{5}=0$.

The commutative diagram of short exact sequences

induces a commutative diagram of the corresponding long exact sequences and hence implies that $w_{5}=0$.

And finally, in order to show that $w_{7}=0$ we use a result of W. Massey. In [10, Thm II] it was shown that if $M^{2 m}$ is orientable (where $2 m \equiv 0(\bmod 4)$ ), then $w_{2 m-1}=0$. Hence for an 8 -manifold we obtain $w_{7}=0$. One can read more about the proof in [10, Section 5].

This completes the proof of the main theorem:
Theorem 3.1 All the odd-dimensional Stiefel-Whitney classes of a smooth, closed, connected, orientable 8-manifold with spin structure vanish.

## 4 A Motivating Example

Next, we discuss a special class of $\operatorname{Spin}(7)$ manifolds that admits an almost complex structure and show how it is related to the $\operatorname{Spin}(7)$-structure.

Let $(M, \Phi)$ be a $\operatorname{Spin}(7)$ manifold (or more generally manifold with $\operatorname{Spin}(7)-$ structure) admitting a non-vanishing 2-plane field $\Lambda=\{u, v\} \in T M$. In [12], E. Thomas shows that the Euler characteristic $\chi(M)=0$ and the signature $\sigma(M) \equiv 0$ (mod 4) provides the necessary and sufficient conditions for the existence of a 2plane field on an 8-manifold. Now define, $[u, v]^{\perp}=\{w \in T M \mid<u, w>=<$ $v, w>=0\}$. One can show that $[u, v]^{\perp}$ carries a non-degenerate 2 -form $\omega_{u, v}$ which is compatible with the almost complex structure $J_{u, v}:[u, v]^{\perp} \rightarrow[u, v]^{\perp}$ and given by

$$
\omega_{u, v}(w, z)=\Phi(w, u, v, z) \text { and } J_{u, v}(z)=u \times v \times z
$$

Definition 4.1 Let $(M, \Phi)$ be a $\operatorname{Spin}(7)$ manifold. Then $J_{u, v}(z)=u \times v \times z$ is the triple cross product defined by the identity:

$$
\begin{equation*}
<J_{u, v}(z), w>=\Phi(u, v, z, w) . \tag{4.1}
\end{equation*}
$$

Theorem 4.2 Let $(M, \Phi)$ be a Spin(7) manifold with a non-vanishing oriented 2plane field. Then, $J_{u, v}(z)=u \times v \times z$ defines an almost complex structure on $M$ compatible with the Spin(7) structure.

Proof Let $\{u, v\} \in T M$ be two vectors generating the non-vanishing oriented 2-plane field. $J(z)$ is well defined since by Equation (1), $<J(z), w>=$ $\Phi(u, v, z, w)$.

Next, we show $J^{2}(z)=-i d$. This can be done using the properties of the $\operatorname{Spin}(7)$-structure on $M$. Let $z_{i}, z_{j} \in T M$, Then

$$
\begin{aligned}
<u \times v \times\left(u \times v \times z_{i}\right), z_{j}> & =\Phi\left(u, v,\left(u \times v \times z_{i}\right), z_{j}\right) \\
& =-\Phi\left(u, v, z_{j},\left(u \times v \times z_{i}\right)\right) \\
& =-<u \times v \times z_{j}, u \times v \times z_{i}> \\
& =-\delta_{i j}
\end{aligned}
$$

The last equality holds since the map $J$ is orthogonal. Note that the map $J$ only depends on the oriented 2-plane $\Lambda=\{u, v\}$.

## 5 Interesting Questions

One major problem in the field of manifolds with special holonomy is a lack of an existence theorem that gives necessary and sufficient conditions for a 7-dimensional manifold to admit a $G_{2}$ metric. In an earlier paper, [3], Arikan, Cho and Salur proposed a program to study the relations between (almost) contact structures and $G_{2}$ structures. The main goal is to understand the topological obstructions for the existence of a $G_{2}$ metric on a Riemannian 7-manifold with spin structure. In that paper, they proved the following theorem:

Theorem 5.1 Every 7-manifold with a spin structure admits an almost contact structure.

Since every 7-manifold with spin structure admits a $G_{2}$ structure this implies:
Corollary 5.2 Every manifold with $G_{2}$-structure admits an almost contact structure.

As one might expect, a promising direction for future investigation is to obtain similar results for almost complex (and hence almost symplectic) 8-manifolds with $\operatorname{Spin}(7)$ structures. Understanding almost complex structures on a Spin(7) manifold might help us to understand the properties of the $\operatorname{Spin}(7)$ metric. We plan to investigate these relations in a future paper.

Also in the papers, [1,2] and [5], it is shown that the rich geometric structures of a $G_{2}$ manifold $N$ with 2-plane fields provide complex and symplectic structures to certain 6-dimensional subbundles of $T(N)$. Using the 2-plane fields, one can introduce a mathematical definition of "mirror symmetry" for Calabi-Yau and $G_{2}$ manifolds. More specifically, one can assign a $G_{2}$ manifold ( $N, \varphi, \Lambda$ ), with the
calibration 3-form $\varphi$ and an oriented 2-plane field $\Lambda$, a pair of parametrized tangent bundle valued 2 and 3 -forms of $N$. These forms can then be used to define different complex and symplectic structures on certain 6-dimensional subbundles of $T(N)$. When these bundles are integrated they give mirror CY manifolds. This is one way of explaining duality between the symplectic and complex structures on the CY 3-folds inside of a $G_{2}$ manifold. Similarly, one can construct these structures and define mirror dual Calabi Yau manifolds inside a $\operatorname{Spin}(7)$ manifold which admits an almost complex structure. These topics will be also studied in a future paper.
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# On Sub-Riemannian and Riemannian Spaces Associated to a Lorentzian Manifold 

Roman Sverdlov and Dimiter Vassilev


#### Abstract

We present a certain construction of a sub-Riemannian and Riemannian spaces naturally associated to a Lorentzian manifold. Some additional structures and relations between geometric properties of the corresponding spaces will be explored. The emphasis will be on keeping the text as self-sufficient as possible while linking various well developed fields.


## 1 Some Notations and Conventions

Throughout the text we let $d \geq 1$ be a positive integer, which equals the space dimension of the Lorentzian manifold $M$. Latin indices will vary from 1 to $d$, while Greek indices will vary from 0 to $d$, and we will assume a summation on repeated indices. We will consider a Lorentzian metric $g$ of signature $(1, d)$ on $M$. In local coordinates, $g=\left(g_{\alpha \beta}\right)$. We shall raise and lower indices using the metric and its inverse $g^{-1}=\left(g^{\alpha \beta}\right)$. In particular, for a tangent vector $y=y^{\alpha} \frac{\partial}{\partial x^{\alpha}} \in T_{x} M$ we have $y_{\alpha}=g_{\alpha \beta} y^{\beta}$ and $y^{\alpha}=g^{\alpha \beta} y_{\beta}$ and its length is given by

$$
|y|^{2} \stackrel{\text { def }}{=} g_{x}(y, y)=g_{\alpha \beta}(x) y^{\alpha} y^{\beta}=y^{\alpha} y_{\alpha} \in \mathbb{R}
$$

The simplest example is the case of Minkowski space where $M=\mathbb{R}^{1, d}$ and

$$
|y|^{2}=\left(y^{0}\right)^{2}-\left(y^{1}\right)^{2}-\cdots-\left(y^{d}\right)^{2} .
$$

In the general case, given a point and a normal coordinate system centered at it the metric takes the above form at the given point.

[^55]As usual, the Lorentzian metric induces a decomposition of the tangent vectors at each point, which with our agreement of the signature of the metric means that a tangent vector $v \in T M$ is timelike if $|v|>0$, lightlike if $|v|=0$, and spacelike if $|v|<0$.

We shall assume throughout that the considered spacetime is non-compact and time oriented, i.e., there exists a continuous timelike vector field. The future cone at every point is the part of the timelike double cone that contains the fixed timelike global vector field.

The authors would like to thank the referee for the careful reading and comments of the referee.

## 2 Causal Set Theory

The causal order of space-time has a long history. One of the more recent developments lead to a candidate of a framework on which a theory of quantum gravity can be based, see [7,11] and references therein. Causal set theory provides a way of discretization that avoids preferred frame, [3], while preserving Lorentz invariance as a fundamental property. Both of these underlining notions are present in our constructions as well. Let $(M, g)$ be a noncompact time-oriented Lorentzian manifold. We define a point $p$ to be in the past of a point $q, p \prec q$, if there is a smooth, future-directed timelike curve from $p$ to $q$. The future $I^{+}(p)$ and past $I^{-}(p)$ of $p$ are defined, respectively, by

$$
I^{+}(p)=\{q \mid p \prec q\} \quad \text { and } \quad I^{-}(p)=\{q \mid q \prec p\} .
$$

$(M, g)$ is called future (past) distinguishing if $I^{+}(p)=I^{+}(q)\left(I^{-}(p)=I^{-}(q)\right)$ implies $p=q$.

To a certain extent the Lorentzian geometry of space-time can be recovered from its causal order.

Theorem $1([8,9])$ Assume $M$ is both future and past distinguishing. Then, the causal structure determines the metric up to a conformal factor.

The modern version of Causal Set Theory began with the paper of Bombelli, Lee, Meyer and Sorkin [4].

Definition 1 A causal set is a partially ordered set $(C, \prec)$ where $\prec$ is (i) acyclic; (ii) transitive and (iii) locally finite, i.e, for all $x, y \in C$ the set $A(x, y)=\{z \mid x \prec$ $z \prec y\}$ is finite.

The absence of cycles in the above definition can be replaced with irreflexivity of the partial order. The general idea is that a causal set replaces the continuum manifold, while the latter is regarded as an approximation of the causal set.

A causal set $(C, \prec)$ with elements given through an injection in a spacetime $(M, g)$ and order induced from the causal structure of the spacetime is said to be an
embedding. The approximation is of density $\rho_{c}$ if there exists an order preserving injection $\Phi: C \rightarrow M$ such that $\Phi(C)$ is uniformly distributed with density $\rho_{c}$. Here, every spacetime region of volume $V$ contains approximately $\rho_{c} V$ elements of $C$. This approach leads to several problems, including symmetry breaking.

The adopted approach to handle this uniformity issue has been to introduce the concept of sprinkling, where we begin with a spacetime $(M, g)$ and then randomly "sprinkle" elements onto $M$ via a Poisson process. Thus, the probability of finding $n$ elements in a spacetime region of volume $V$ is $P_{V}(n)=\frac{\left(\rho_{c} V\right)^{n}}{n!} e^{-\rho_{c} V}$. The set of events within a proper time $\tau_{0}$ in the future of a point $p=0$ is the region between the light cone and the hyperboloid $|y|^{2}=\left(y^{0}\right)^{2}-\left(y^{1}\right)^{2}-\cdots-\left(y^{d}\right)^{2} \approx \tau_{0}^{2}$. This is a non-compact region and almost surely contains infinite number of points $q$ directly in the future of $p$, i.e, $p \prec q$ and there is no $r$ such that $p \prec r \prec q$. For a causal set that is approximated, for example, by Minkowski spacetime, every element therefore has an infinite number of nearest neighbours in its future and past light-cones. This "non-locality" complicates the definitions of discrete version of continuum quantities, including D'Alembertian, leading to non-convergent infinite sums.

The sub-Riemannian and Riemannian spaces introduced in the subsequent sections arose in our goal to remove the non-localities by modeling and discretizing a future directed timelike sector of the tangent bundle to Lorentzian space as a (sub)Riemannian manifold.

## 3 Sub-Riemannian Space

In this section we associate a sub-Riemannian space to the considered spacetime. For more details on the relevant definitions and results in sub-Riemannian geometry we refer to [1, 2], and [10]. The space we shall define is a sub-bundle of the tangent bundle. The latter and the cotangent bundle have appeared in theories of a maximal proper acceleration seeking geometric formulation of quantum mechanics whose early ideas can be found in $[5,6]$.

Definition 2 Let $M$ be a time-oriented Lorentzian manifold. Define the phase space manifold $\mathcal{M}$ to be the elements of $T M$ consisting of all points whose tangent component is a timelike future-oriented vector.

Definition 3 Let $\pi: T M \rightarrow M$ be the natural projection. For a point $\xi \in \mathcal{M}$ we shall say that $(x, y)$ is a normal coordinate system centered at $\xi$ if $x$ is a normal coordinate system centered at $\pi(\xi) \in M$ and $y$ is the fiber coordinate.

Thus, locally, using normal coordinate systems centered at the corresponding point $\xi$, we have

$$
\mathcal{M}=\left\{\xi \in T M\left|y^{0}>0,|y|^{2}>0\right\} .\right.
$$

Definition 4 Let $(x, y)$ be a normal coordinate system at the point $\xi \in \mathcal{M}$. Consider the following forms on $\mathcal{M}$ defined near $\xi$,

$$
\theta^{k}=y^{k} d x^{0}-y^{0} d x^{k}
$$

The horizontal space at $\xi$ is the joint kernel of the forms $\theta^{k}$ at $\xi$,

$$
\mathcal{H}_{\xi}=\left.\cap_{k=1}^{d} \operatorname{Ker} \theta^{k}\right|_{\xi} \subset T_{\xi} \mathcal{M}
$$

Let us observe that we obtain a (well defined) sub-bundle $\mathcal{H}$ of the tangent bundle of the phase space $\mathcal{M}$ due to the following proposition, which also exhibits the Lorentz invariance of the horizontal space.

Proposition 1 We have span $\left\{\theta^{1}, \ldots, \theta^{d}\right\}=\operatorname{span}\left\{\eta^{0}, \eta^{1}, \ldots, \eta^{d}\right\}$, where

$$
\eta^{\alpha} \stackrel{\text { def }}{=} d x^{\alpha}-\frac{y^{\alpha}}{|y|^{2}} y_{\beta} d x^{\beta} .
$$

Furthermore, the horizontal space $\mathcal{H}$ is Lorentz invariant under Lorentz transformations (of the spacetime coordinates).

Proof The first claim follows from the following easily verifiable identities

$$
\eta^{\alpha}\left(\frac{\partial}{\partial y^{\beta}}\right)=0, \eta^{\alpha}\left(y^{\beta} \frac{\partial}{\partial x^{\beta}}\right)=y^{\alpha}-\frac{y^{\alpha} y_{\beta} y^{\beta}}{|y|^{2}}=0, \text { and } \theta^{k}=y^{k} \eta^{0}-y^{0} \eta^{k} .
$$

For the proof of the second part let $x$ and $\tilde{x}$ are normal coordinates centered at the same point $p$ of $M$, hence $x=\Lambda \tilde{x}$ where $\Lambda$ is a Lorentzian matrix. Using vector notation we have at $p$ the identities $d x=\Lambda d \tilde{x}, y=\Lambda \tilde{y}$. The invariance follows from $\eta=d x-\frac{\langle y, d x\rangle}{|y|^{2}} y$, where we used the notation $\langle y, d x\rangle=y_{\alpha} d x^{\alpha}$.

In fact, we are in the realm of sub-Riemannian geometry since the horizontal vector fields and their commutators span the whole tangent space, i.e., the horizontal space is bracket generating (completely non-holonomic).

Proposition 2 For $\xi \in \mathcal{M}$ and $(x, y)$ a normal coordinate system of $\mathcal{M}$ centered at $\xi$ we have that

$$
\mathcal{H}_{\xi}=\operatorname{span}\left\{V=y^{\beta} \frac{\partial}{\partial x^{\beta}}, \frac{\partial}{\partial y^{\alpha}}\right\} .
$$

The horizontal space $\mathcal{H}$ is a rank $d+2$ bracket generating sub-bundle (distribution) of $T \mathcal{M}$ which satisfies Hörmander's condition of step one.

Proof It is obvious that the right-hand side involves $d+2$ linearly independent vectors that are annihilated by the 1 -forms defining the horizontal space. Furthermore, since we have

$$
\left[V, \frac{\partial}{\partial y^{\alpha}}\right]=\frac{\partial}{\partial x^{\alpha}} \quad \text { and } \quad \mathcal{H}^{[1]} \stackrel{\text { def }}{=} \mathcal{H}+[\mathcal{H}, \mathcal{H}]=T \mathcal{M}
$$

the horizontal bundle $\mathcal{H}$ together with its commutator span the tangent space.
Physically, the vector $V$ should be thought as a vector defining the future direction. It can be used to define a causal structure on the sub-Riemannian and Riemannian spaces we define.

By Chow-Rashevskii' theorem, see [1, 2] and [10], the bracket generating condition is sufficient for any two points of $\mathcal{M}$ to be connected by a horizontal curve, i.e., a curve whose velocity lies in the horizontal direction. We note explicitly that in our case $\mathcal{H}$ is not strong bracket generating due to $\mathcal{H}_{\xi}+\left[\frac{\partial}{\partial y^{\alpha}}, \mathcal{H}\right]_{\xi} \neq T_{\xi} \mathcal{M}$. Recall, [1] and [10], that strong bracket generating or fat distribution means either of the following equivalent conditions, where $\xi \in \mathcal{M}$ and $w, w^{\prime} \in \mathcal{H}_{\xi}, w \neq 0$, with horizontal extensions $W$ and $W^{\prime}$ : (i) $\mathcal{H}+[W, \mathcal{H}]_{\xi}=T_{\xi} \mathcal{M}$; (ii) the curvature (Levi) form $\mathcal{L}: \mathcal{H} \times \mathcal{H} \rightarrow T \mathcal{N} / \mathcal{H}$,

$$
\mathcal{L}_{z}\left(w, w^{\prime}\right)=\left[W, W^{\prime}\right]_{\xi} \bmod \mathcal{H}_{\xi}
$$

defines a surjective map $\mathcal{L}(w,$.$) , i.e., the dual curvature is symplectic. In general, the$ strong bracket generating property (which does not hold here) excludes the existence of abnormal (sub-Riemannian) geodesics, see Sect. 3.1.1.

### 3.1 Sub-Riemannian Metrics

Let $f$ and $h$ be smooth positive functions on $\mathcal{M}$. For $0<b<1, \xi=(x, y) \in \mathcal{M}$ and $y=y^{\alpha} \frac{\partial}{\partial x^{\alpha}}$, recalling that $y_{\alpha}=g_{\alpha \beta} y^{\beta}$, define

$$
G=G_{b}(\xi) \stackrel{\text { def }}{=} f(|y|) \frac{y_{\alpha} y_{\beta}}{|y|^{2}} d x^{\alpha} \otimes d x^{\beta}+h(|y|)\left(\frac{y_{\alpha} y_{\beta}}{|y|^{2}}-b g_{\alpha \beta}\right) d y^{\alpha} \otimes d y^{\beta}
$$

Theorem 2 The above formula for $G$ defines a positive definite and Lorentz invariant symmetric tensor on $\mathcal{H}$, i.e., $G$ is invariant under the transformations

$$
(x, y) \mapsto(\Lambda x, \Lambda y),
$$

where $\Lambda$ is a Lorentz transformation with respect to the given Lorentzian metric $g$ on $M$.

Proof The Lorentz invariance is obvious. We sketch the proof of the positivity. For $W=u^{\alpha} \frac{\partial}{\partial y^{\alpha}}+a V \in \mathcal{H}$, where $V$ was defined in Proposition 2, we have

$$
G(W, W)=a^{2} f(|y|)|y|^{2}+h(|y|) \frac{g(y, u)^{2}-b|u|^{2}|y|^{2}}{|y|^{2}},
$$

where $u=u^{\alpha} \frac{\partial}{\partial x^{\alpha}}$. Consider the two cases (recall $|y|^{2}>0$ ), depending on $u$ being timelike or non-timelike. If $u$ is timelike we have the reverse Cauchy-Schwarz inequality $\left(y^{\alpha} u_{\alpha}\right)^{2} \geq|y|^{2}|u|^{2}$, hence

$$
G(W, W) \geq a^{2} f(|y|)|y|^{2}+h(|y|)(1-b)|u|^{2} .
$$

In the second case, where $|u|^{2} \leq 0$, we use that $b|u|^{2}|y|^{2} \leq 0$.
When $M=\mathbb{R}^{1, d}$ is a Lorentz spacetime, then $G$ is also invariant under translations in $x$.

### 3.1.1 The Sub-Riemannian Distance and Geodesics

For the sake of giving some context and the possible difficulties we may encounter we recall some known results.

As usual, we define the Carnot-Carathédory (sub-Riemannian) distance using the arclength of "admissible" curves. For sufficiently smooth (e.g. locally rectifiable) $\gamma:[0,1] \rightarrow \mathcal{M}$ which is horizontal, $z^{\prime}(\tau) \in \mathcal{H}_{\gamma(\tau)}$, we define the CarnotCarathédory (sub-Riemannian) length of $\gamma$ by the formula

$$
l(\gamma)=\int_{0}^{1} \sqrt{G_{b}\left(z^{\prime}, z^{\prime}\right)} d \tau
$$

For $z_{1}, z_{2} \in \mathcal{M}$ the Carnot-Carathédory (sub-Riemannian) distance(abbr. CCdistance) between the two points is

$$
d_{C C}\left(z_{0}, z_{1}\right)=\inf \left\{l(\gamma) \mid \gamma(0)=z_{0}, \gamma(1)=z_{1}, \gamma^{\prime}(\tau) \in \mathcal{H}_{\gamma(\tau)}\right\} .
$$

As well known, the CC-distance defines a topology equivalent to the manifold topology.A (horizontal) curve is called a minimizing CC-geodesic if it achieves the CC-distance between its endpoints. It is called a CC-geodesic if it is locally a minimizing CC-geodesic.

Let $W_{0}, \ldots, W_{d+2}$ be a local orthonormal frame for the horizontal distribution $\mathcal{H}$. For $\theta \in T_{\xi}^{*} \mathcal{M}$ define the Hamiltonian function

$$
H(\theta)=\frac{1}{2}\left(\left\langle\theta, W_{0}(\xi)\right\rangle^{2}+\cdots+\left\langle\theta, W_{d+2}(\xi)\right\rangle^{2}\right)
$$

$H$ is a fiber-quadratic positive semi-definite form on $T^{*} \mathcal{M}$ of $\operatorname{rank} d+3=\operatorname{dim} \mathcal{H}$. Recall that $T^{*} \mathcal{M}$ has the canonical symplectic form.

The projection to $\mathcal{M}$ of an integral curve for the Hamiltonian vector field with Hamiltonian $H$ is a CC-geodesic.

In the Riemannian case this characterizes the geodesics. In the sub-Riemannian case there could be CC-geodesics which are not the projections of integral curves for the Hamiltonian vector field of $H$. Let $\mathcal{H}^{\perp} \subset T^{*} \mathcal{M}$ be the annihilator of the distribution $\mathcal{H}$. Let $\omega$ be the restriction to $\mathcal{H}^{\perp}$ of the canonical symplectic form of $T^{*} \mathcal{M} \subset T(T M)$. A characteristic curve for $\mathcal{H}^{\perp}$ is an absolutely continuous nowhere vanishing curve $\eta:[0,1] \rightarrow \mathcal{H}^{\perp}$ whose derivative lies in the kernel of $\omega$ whenever it exists, $\omega\left(\theta^{\prime}(t), \Theta\right)=0$ for all $\Theta \in T_{\theta(t)} \mathcal{H}^{\perp}$. An admissible curve $\gamma$ on $\mathcal{M}$ is singular if and only if it is the projection of a characteristic curve, which depends only on the distribution, not on the sub-Riemannian metric. We note that there is another (equivalent) definition of singular curves as the critical points of the end-point map. It is also known that if $\omega$ is "symplectic", i.e., has trivial kernel then there are no characteristics ("strong bracket generating case"). However, every CC-geodesic is a singular curve or a normal geodesics.

A sub-Riemannian metric space is complete if and only if the closed metric balls (or all sufficiently small balls) are compact. In this case, there exists a minimizing CC-geodesics between any two given point. This is the case when the sub-Riemannian metric $G$ is the restriction of a complete Riemannian metric on $\mathcal{M}$.

## 4 The Riemannian Space

Below we shall use the notation set at the beginning of Sect. 3.1. The following proposition is an easy corollary of the previous constructions, see in particular Theorem 2.
Theorem 3 For $a>0, \hat{G}_{a, b} \stackrel{\text { def }}{=} G_{b}-$ af $g_{\alpha \beta} \eta^{\alpha} \otimes \eta^{\beta}$ defines a "Lorentzinvariant" Riemannian metric on $\mathcal{M}$. Explicitly, dropping $a$ and $b$ in the notation,

$$
\hat{G}=f \cdot\left(\frac{(1+a) y_{\alpha} y_{\beta}}{|y|^{2}}-a g_{\alpha \beta}\right) d x^{\alpha} \otimes d x^{\beta}+h \cdot\left(\frac{y_{\alpha} y_{\beta}}{|y|^{2}}-b g_{\alpha \beta}\right) d y^{\alpha} \otimes d y^{\beta} .
$$

The Riemannian metrics $\hat{G}_{a, b}$ are a Riemannian approximation of the subRiemannian metric $G_{b}$, which in the limit $a \rightarrow \infty$ converge to the sub-Riemannian space.

## 5 Some Remarks on the Minkowski Space Case

Assume that $g$ is the Minkowski metric on $\mathbb{R}^{1, d}$. We note that, the horizontal space $\mathcal{H}$ is invariant under Lorentz transformations and in the case of Minkowski space also under translations in the space time variable $x$. The exhibited Lorentz invariances imply

Proposition 3 Let $\gamma(\tau)=(x(\tau), y(\tau))$ be a smooth phase space curve, $\Lambda$ a Lorentz transformation of $\mathbb{R}^{1, d}$, and $\gamma_{\Lambda}(\tau) \stackrel{\text { def }}{=}(\Lambda x(\tau), \Lambda y(\tau))$. If $\gamma$ is a Riemannian geodesic (for $\hat{G}$ ) then $\gamma_{\Lambda}$ is also a geodesic. The same is true in the setting of CC-geodesics.

An interesting case comes from letting $f=k=$ const, $h=l /|y|^{2}, l=$ const. With these assumptions, the Riemannian metric $\hat{G}$ is complete, hence, the subRiemannian metric is complete as well. Furthermore, using vector notation and letting $\left\langle y, x^{\prime}\right\rangle=y_{\alpha} d x^{\alpha} / d \tau$ etc., with prime denoting derivative with respect to the parameter $\tau$, the geodesic equations of the Riemannian metric $\hat{G}$ are

$$
\begin{aligned}
x^{\prime \prime} & =(a+1)\left(\frac{a-1}{a} \frac{\left\langle y, x^{\prime}\right\rangle\left\langle y, y^{\prime}\right\rangle}{|y|^{2}}-\left\langle x^{\prime}, y^{\prime}\right\rangle\right) \frac{y}{|y|^{2}}+\frac{1+a}{a} \frac{\left\langle y, x^{\prime}\right\rangle}{|y|^{2}} y^{\prime} \\
y^{\prime \prime} & =\left(\frac{k(a+1)}{l a}\left\langle y, x^{\prime}\right\rangle^{2}-\left|y^{\prime}\right|^{2}\right) \frac{y}{|y|^{2}}-\frac{k(a+1)}{l a}\left\langle y, x^{\prime}\right\rangle x^{\prime}+\frac{2}{|y|}|y|^{\prime} y^{\prime} .
\end{aligned}
$$

Proposition 4 If $\gamma(\tau)=(x(\tau), y(\tau))$ is a geodesic of $(\mathcal{M}, \hat{G})$ such that $\gamma(0)=$ $(0, v)$ and $\gamma^{\prime}(0)=(u, w)$ with $v, v^{\prime}$ and $w$ parallel vectors in $\mathbb{R}^{1, d}$, then the same condition holds throughout the definition of $\gamma$

As a corollary, we have that every timelike line in Minkowski space is locally the projection of some geodesic of ( $\mathcal{M}, \hat{G})$.
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#### Abstract

A classical result in differential geometry states that for a free and proper Lie group action, the quotient map to the orbit space induces an isomorphism between the de Rham complex of differential forms on the orbit space and the basic differential forms on the original manifold. In this paper, this result is generalized to the case of a proper Lie groupoid, in which the orbit space is equipped with the quotient diffeological structure. As an application of this, we obtain a de Rham theorem for the de Rham complex on the orbit space.
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## 1 Introduction

Given a proper Lie group action on a smooth manifold, the Slice Theorem of Koszul and Palais [9, 12] states that any orbit of the action has an invariant tubular neighbourhood equivariantly diffeomorphic to a linear model about the orbit. From this it follows that in the case of a free and proper action, the quotient map induces an isomorphism between the complex of differential forms on the orbit space and the complex of basic differential forms on the manifold.

Using the theory of diffeology, which generalises the theory of smooth manifolds (see Definition 2.1), this result was extended by the author to include any compact Lie group action (not necessarily free) [14, Chapter 3], and further to Lie group actions for which the identity component of the Lie group acts properly by KarshonWatts [7]. The purpose of this note is to extend the result to proper Lie groupoids;

[^56]namely, to prove Theorem 1.1 below. Denote by Bi the bicategory of Lie groupoids with (right principal) bibundles as arrows and isomorphisms of bibundles as 2arrows (see [10, 11] for definitions and more details). Given a Lie groupoid $G=$ ( $G_{1} \rightrightarrows G_{0}$ ), we define a differential form $\alpha$ on $G_{0}$ to be basic if $s^{*} \alpha=t^{*} \alpha$, where $s$ and $t$ are the source and target maps.

Theorem 1.1 Given a proper Lie groupoid $G=\left(G_{1} \rightrightarrows G_{0}\right)$, the quotient map $G_{0} \rightarrow G_{0} / G_{1}$ induces an isomorphism between the diffeological de Rham complex of the orbit space $G_{0} / G_{1}$ and the complex of basic forms on $G_{0}$; moreover, this isomorphism is natural on the full sub-bicategory of proper Lie groupoids in $\mathbf{B i}$.

The natural isomorphism in Theorem 1.1 suggests that functors should be involved. Indeed, we show that there is a 2-functor $\Psi$ from $\mathbf{B i}$ to the category of diffeological spaces, sending a Lie groupoid $G$ to its orbit space $G_{0} / G_{1}$, a bibundle $P: G \rightarrow H$ to a smooth map $\Psi_{P}: G_{0} / G_{1} \rightarrow H_{0} / H_{1}$, and a 2-arrow between bibundles to a trivial 2 -arrow. If $\Omega_{\text {basic }}^{*}$ is the (contravariant) functor sending a Lie groupoid to its complex of basic forms, and $\Omega^{*}$ is the functor sending a diffeological space to its de Rham complex, then Theorem 1.1 states that when restricting to proper groupoids, there is a natural isomorphism from $\Omega^{*} \circ \Psi$ to $\Omega_{\text {basic }}^{*}$ given by the pullback map induced by the quotient map from the base of a groupoid to its orbit space.

The proof of Theorem 1.1 relies on the corresponding result for compact Lie group actions (see Theorem 3.7), and a linearisation theorem for proper Lie groupoids (see Theorem 4.1). This linearisation theorem has been developed throughout a series of works, which include authors such as Zung, Weinstein, Crainic-Struchiner, and del Hoyo-Fernandes [2, 3, 17-19]; for our purposes we adopt the language of del Hoyo-Fernandes.

We obtain some immediate consequences of Theorem 1.1. It follows from the Slice Theorem for a proper Lie group action on a manifold that the cohomology of the basic forms is isomorphic to the singular cohomology on the orbit space. This result was extended to proper Lie groupoids by Pflaum-Posthuma-Tang [13, Section 8]. Thus together with Theorem 1.1, we obtain a de Rham theorem for the orbit space of a proper Lie groupoid which is intrinsic, in the sense that it only depends on the diffeology (i.e. smooth structure) of the orbit space, and not on the original Lie groupoid.

Corollary 1.2 Given a proper Lie groupoid $G=\left(G_{1} \rightrightarrows G_{0}\right)$, the de Rham cohomology of the orbit space $G_{0} / G_{1}$ is isomorphic to the singular cohomology of $G_{0} / G_{1}$.

Another application is a reinterpretation of Corollary 3.6 and Theorem 1.1 in terms of exactness in the following sequence:

$$
\begin{equation*}
0 \longrightarrow \Omega^{*}\left(G_{0} / G_{1}\right) \xrightarrow{\pi_{G}^{*}} \Omega^{*}\left(G_{0}\right) \xrightarrow{s^{*}-t^{*}} \Omega^{*}\left(G_{1}\right) \tag{1.1}
\end{equation*}
$$

Corollary 1.3 For any Lie groupoid $G=\left(G_{0} \rightrightarrows G_{1}\right)$, the sequence 1.1 is exact at $\Omega^{*}\left(G_{0} / G_{1}\right)$. If $G$ is proper, then the sequence is also exact at $\Omega^{*}\left(G_{0}\right)$.

At this point it is natural for the reader to ask whether the properness condition on a Lie groupoid in Theorem 1.1 can be relaxed. At this time, the author is not aware of an example in which the isomorphism does not hold. Indeed, even when the quotient has trivial topology but non-trivial diffeology, such as the 1-dimensional irrational torus, Theorem 1.1 still holds; see [7, Example 5.11].

This paper is broken down as follows: Section 2 reviews the theory of diffeology. Section 3 reviews and develops needed results on basic differential forms on Lie groupoids from a categorical perspective. Section 4 reviews linearizations, and proves Theorem 1.1.

We end this introduction with a brief survey of related ideas in the literature. For instance, the functor $\Psi$ between Lie groupoids and diffeological spaces appears in the literature already, sometimes in disguise. It follows from [6] that the restriction of $\Psi$ to effective orbifolds, viewed as effective proper étale Lie groupoids, is essentially injective on objects. There is a similar functor to (Sikorski) differential spaces that factors through $\Psi$; see [15, Theorem B] for details. The point-of-view of stacks over manifolds is taken in [16], in which a functor sending a stack to its underlying diffeological coarse moduli space is constructed; as differentiable stacks are represented by Lie groupoids, this is just a stacky manifestation of the functor $\Psi$ above extended to all stacks. Finally, a more detailed study of when and how a diffeologically smooth map between orbit spaces is in the image of the functor $\Psi$ appears in [8].

The author would like to thank Rui Loja Fernandes, Eugene Lerman, and Ioan Mărcuţ for many illuminating discussions about Lie groupoids, and Yael Karshon for her comments and encouragement to publish this note.

## 2 Background

It is assumed that the reader is familiar with Lie groupoids and (right principal) bibundles between them; see [10, 11] for an exposition on these. For the purposes of this paper, all Lie groupoids $G=\left(G_{1} \rightrightarrows G_{0}\right)$ are assumed to be finite dimensional, paracompact, and Hausdorff. Groupoid homomorphisms $F: G \rightarrow H$ are denoted using $F_{0}: G_{0} \rightarrow H_{0}$ for the map between bases, and $F_{1}: G_{1} \rightarrow H_{1}$ for the map between arrow spaces. A more detailed exposition of diffeological spaces appears in [5], but we give a brief review of them now.
Definition 2.1 (Diffeology) Let $X$ be a set. A parametrisation of $X$ is a map of sets $p: U \rightarrow X$ where $U$ is an open subset of some Euclidean space (no fixed dimension). A diffeology $\mathcal{D}$ on $X$ is a family of parametrisations satisfying:

1. (Covering) $\mathcal{D}$ contains all constant maps into $X$.
2. (Locality) Let $p: U \rightarrow X$ be a parametrisation, $\left\{U_{\alpha}\right\}$ an open cover of $U$, and $\left\{p_{\alpha}: U_{\alpha} \rightarrow X\right\} \subseteq \mathcal{D}$ such that $\left.p\right|_{U_{\alpha}}=p_{\alpha}$ for each $\alpha$. Then $p \in \mathcal{D}$.
3. (Smooth Compatibility) For any $(p: U \rightarrow X) \in \mathcal{D}$ and any smooth parametrisation $f: V \rightarrow U$ of $U$, the composition $p \circ f$ is in $\mathcal{D}$.

A set $X$ equipped with a diffeology $\mathcal{D}$ is called a diffeological space, and is denoted by $(X, \mathcal{D})$. When the diffeology is understood, we will drop the symbol $\mathcal{D}$. The parametrisations $p \in \mathcal{D}$ are called plots. Given two diffeological spaces $\left(X, \mathcal{D}_{X}\right)$ and $\left(Y, \mathcal{D}_{Y}\right)$, a map $\varphi: X \rightarrow Y$ is (diffeologically) smooth if $\varphi \circ p \in \mathcal{D}_{Y}$ for any plot $p \in \mathcal{D}_{X}$.

Diffeological spaces with smooth maps between them form a category Diffeol, which contains the category of smooth manifolds as a full subcategory. Indeed, the standard diffeology on $M$ is the set of all smooth parametrisations $f: U \rightarrow M$, where "smooth" is taken in the usual sense.

The usefulness of Diffeol is illustrated by the fact that it is complete and cocomplete [1,5]. For instance, given a diffeological space $X$ and an equivalence relation $\sim$ on $X$ with quotient map $\pi: X \rightarrow X / \sim$, the quotient comes equipped with the quotient diffeology. This is the family of all parametrisations $p: U \rightarrow$ $X / \sim$ satisfying the condition that each point $u \in U$ has an open neighbourhood $V$ such that $\left.p\right|_{V}$ factors through $\pi$. As another example, given a subset $Z \subseteq X$, the subset diffeology on $Z$ consists of all plots of $X$ whose image lies in $X$. Finally, given another diffeological space $Y$, the product diffeology on $X \times Y$ is the collection of all parametrisations $\left(p_{1}, p_{2}\right)$ such that $p_{1}$ is a plot of $X$ and $p_{2}$ is a plot of $Y$.

Example 2.2 Let $G$ be a Lie groupoid and fix $x \in G_{0}$. The orbit $\mathcal{O}$ of $G$ through $x$ is the set

$$
\mathcal{O}=\left\{y \in G_{0} \mid \exists g \in G_{1} \text { so that } s(g)=x \text { and } t(g)=y\right\} .
$$

The subset diffeology on $\mathcal{O}$ gives it the structure of an immersed submanifold of $G_{0}$ (see [2, Section 1.2]). The orbit space $G_{0} / G_{1}$ of $G$ is the quotient of $G_{0}$ by the equivalence relation $\sim$ given by: $x \sim y$ if $x$ and $y$ are in the same orbit. $G_{0} / G_{1}$ comes equipped with the quotient diffeology induced by the standard manifold diffeology on $G_{0}$; denote the quotient map by $\pi_{G}: G_{0} \rightarrow G_{0} / G_{1}$.

The fibred product $G_{0} \times_{\pi} G_{0}$ is the arrow space of the relation groupoid of $\sim$

$$
\left\{\left(x_{1}, x_{2}\right) \in G_{0} \times G_{0} \mid \exists g \in G_{1} \text { such that } s(g)=x_{1} \text { and } t(g)=x_{2}\right\}
$$

whose source and target are restrictions of the first and second projection maps, respectively, to $G_{0}$. The arrow space comes equipped with the subset diffeology induced by $G_{0} \times G_{0}$, with respect to which the map ( $s, t$ ): $G_{1} \rightarrow G_{0} \times_{\pi} G_{0}$ is a smooth surjection.

Definition 2.3 (Differential Forms) A differential $k$-form $\alpha$ on a diffeological space $X$ is an assignment to each plot $p: U \rightarrow X$ a differential form $\alpha_{p} \in \Omega^{k}(U)$, satisfying $\alpha_{p \circ f}=f^{*} \alpha_{p}$ for any smooth parametrisation $f: V \rightarrow U$ of $U$. Denote
the collection of $k$-forms on $X$ by $\Omega^{k}(X)$. The exterior derivative $d: \Omega^{k}(X) \rightarrow$ $\Omega^{k+1}(X)$ is defined plot-wise: $(d \alpha)_{p}=d\left(\alpha_{p}\right)$.

The 0 -forms of a diffeological space are exactly the smooth functions $f: X \rightarrow$ $\mathbb{R}$; the collection of all differential forms on $X$ forms a de Rham complex $\left(\Omega^{*}(X), d\right)$, although we will abbreviate the notation to just $\Omega^{*}(X)$; and a smooth map $\varphi: X \rightarrow Y$ induces a pullback map $f^{*}: \alpha \mapsto f^{*} \alpha$, which is a map of complexes. In particular, we have a contravariant functor $\Omega$ sending a diffeological space $X$ to the complex $\Omega^{*}(X)$ and a smooth map to its corresponding pullback map. Finally, on a manifold equipped with the standard diffeology, the diffeological de Rham complex is exactly the standard one.

## 3 Basic Differential Forms and Bibundles

In this section, we collect a number of results regarding basic forms of a Lie groupoid. After defining them and relating them to the classical notion for a Lie group action (Lemma 3.3), we prove that pullbacks of forms from an orbit space are basic (Corollary 3.6). We also show that there is a functor between Bi and Diffeol (Theorem 3.8), as well as that basic forms "pullback" by bibundles to basic forms (Proposition 3.9). These results will be needed in the sequel.

Definition 3.1 (Basic Differential Forms) Given a Lie groupoid $G$, a differential form $\alpha$ on $G_{0}$ is basic if $s^{*} \alpha=t^{*} \alpha$. Together with the standard differential, these form a complex, denoted by $\Omega_{\text {basic }}^{*}(G)$.

Remark 3.2 Pflaum-Posthuma-Tang define a form $\alpha \in \Omega^{k}(M)$ to be basic with respect to a Lie groupoid $G$ if $\rho(X)\lrcorner \alpha=0$ for all smooth sections $X$ of the associated Lie algebroid to $G$ with anchor map $\rho$, and if $\alpha$ is $G$-invariant [13, Definition 8.1]. Regarding the second condition, the first condition implies that $\alpha$ descends to a smooth section $\tilde{\alpha}$ of the $k$ th wedge power of the normal bundle to an orbit, for each orbit in $G_{0}$; the second condition now requires that $\left.\left(\left[s_{*} v\right]-\left[t_{*} v\right]\right)\right\lrcorner \tilde{\alpha}$ vanishes for each $v \in T G_{1}$ (abusing notation). It is not difficult to show that this definition is equivalent to Definition 3.1 using the standard identification of the Lie algebroid with the pullback by the unit map of the subbundle $\bigcup_{x \in M} T\left(t^{-1}(x)\right) \subset$ $T G_{1}$; we do not need this result, however, in this paper, and so we provide no further detail.

Recall that for a Lie group $K$ and a $K$-manifold $M$, a differential form on $M$ is basic if it is $K$-invariant and horizontal, the latter term meaning that it vanishes on vectors tangent to the $K$-orbits.

Lemma 3.3 (Equivalence of Notions of Basicness) Let $K$ be a Lie group and $M$ a $K$-manifold. A differential form $\alpha$ on $M$ is basic with respect to the action if and only if it is basic with respect to the action groupoid $K \ltimes M:=(K \times M \rightrightarrows M) .{ }^{1}$

Proof Fix $(k, x) \in K \times M$, and a vector $v \in T_{(k, x)}(K \times M)$. Denote by $\mathfrak{k}$ the Lie algebra of $K$. Via a left trivialisation of $T K$ we identify $T(K \times M)$ with $K \times \mathfrak{k} \times T M$. Under this identification, there is some $\xi \in \mathfrak{k}$ and $u \in T_{x} M$ such that $v=(k, \xi, u)$. It follows that $s_{*} v=u$ and $t_{*} v=\left.\xi_{M}\right|_{k \cdot x}+k_{*} u$, where $\xi_{M}$ is the vector field on $M$ induced by $\xi \in \mathfrak{k}$.

Given $v_{1}, \ldots, v_{\ell} \in T_{(k, x)}(K \times M)$, setting $v_{i}=\left(k, \xi_{i}, u_{i}\right)$ as above, for any $\ell$-form $\alpha$ on $M$ :

$$
\begin{gather*}
s^{*} \alpha\left(v_{1}, \ldots, v_{l}\right)=\alpha\left(u_{1}, \ldots, u_{l}\right),  \tag{3.1}\\
t^{*} \alpha\left(v_{1}, \ldots, v_{l}\right)=\alpha\left(\left.\left(\xi_{1}\right)_{M}\right|_{k \cdot x}+k_{*} u_{1}, \ldots,\left.\left(\xi_{l}\right)_{M}\right|_{k \cdot x}+k_{*} u_{l}\right) \tag{3.2}
\end{gather*}
$$

If follows that if $\alpha$ is $K$-invariant and horizontal, then $s^{*} \alpha=t^{*} \alpha$.
Conversely, suppose that $s^{*} \alpha=t^{*} \alpha$. Fix $u_{1}, \ldots, u_{l} \in T_{x} M$. Since $s$ is a surjective submersion, there exist for each $i=1, \ldots, l$ vectors $v_{i}=\left(k, \xi_{i}, u_{i}\right) \in$ $K \times \mathfrak{k} \times T M$ such that $s_{*} v_{i}=u_{i}$. Without loss of generality, we may take $\xi_{i}=0$ for each $i$. By Eqs. (3.1) and (3.2), it follows that $\alpha$ is $K$-invariant.

Now suppose that $u_{1}$ is tangent to the $K$-orbit through $x$. There exists $\zeta \in \mathfrak{k}$ such that $u_{1}=\left.\zeta_{M}\right|_{x}$. Let $\xi_{1}=-\operatorname{Ad}_{k}(\zeta)$. Then

$$
t_{*} v_{1}=-\left.\left(\operatorname{Ad}_{k}(\zeta)\right)_{M}\right|_{k \cdot x}+k_{*} u_{1}=0
$$

By (3.1) and (3.2) we conclude that $\alpha$ is horizontal. The proof is complete.
The following is a useful tool when checking whether a differential form on the base of a Lie groupoid is the pullback of a form on its orbit space by the quotient map. A proof appears in [5, Article 6.38].

Proposition 3.4 (Pullbacks from a Quotient) Let $X$ be a diffeological space equipped with an equivalence relation $\sim$, with quotient $Y=X / \sim$ and quotient map $\pi: X \rightarrow Y$. For any $k$ and $\alpha \in \Omega^{k}(X)$, there exists $\beta \in \Omega^{k}(Y)$ such that $\pi^{*} \beta=\alpha$ if and only if $p_{1}^{*} \alpha=p_{2}^{*} \alpha$ for any plots $p_{1}, p_{2}: U \rightarrow X$ such that $\pi \circ p_{1}=\pi \circ p_{2}$.
Remark 3.5 Proposition 3.4 can be restated in terms of the relation groupoid as follows. Let $\mathrm{pr}_{i}: X \times_{\pi} X \rightarrow X$ be the $i$ th standard projection map. For any $k$ and $\alpha \in \Omega^{k}(X)$, there exists $\beta \in \Omega^{k}(Y)$ such that $\pi^{*} \beta=\alpha$ if and only if $\mathrm{pr}_{1}^{*} \alpha=\operatorname{pr}_{2}^{*} \alpha$.

We now can prove part of Theorem 1.1.

[^57]Corollary 3.6 (Pullbacks from the Quotient Are Basic) Let G be a Lie groupoid. The pullback map $\pi_{G}^{*}: \Omega^{*}\left(G_{0} / G_{1}\right) \rightarrow \Omega^{*}\left(G_{0}\right)$ is an injection with image in $\Omega_{\text {basic }}^{*}(G)$.

Proof Fix $\beta \in \Omega^{k}\left(G_{0} / G_{1}\right)$ and let $\alpha=\pi_{G}^{*} \beta$. By Proposition 3.4 and Remark 3.5, $\operatorname{pr}_{1}^{*} \alpha=\operatorname{pr}_{2}^{*} \alpha$. Thus $(s, t)^{*}\left(\operatorname{pr}_{1}^{*} \alpha-\operatorname{pr}_{2}^{*} \alpha\right)=0$ (see Example 2.2), and so $s^{*} \alpha=t^{*} \alpha$. Injectivity follows from the definition of the quotient diffeology on $G_{0} / G_{1}$.

In the case of a compact Lie group action, $\pi_{G}^{*}$ from Corollary 3.6 becomes an isomorphism. This follows from Lemma 3.3 and [14, Theorem 3.20] (see also [7]), stated below.

Theorem 3.7 (Group Action Case) Let $K$ be a compact Lie group and $M$ a $K$-manifold, with quotient map $\pi: M \rightarrow M / K$. The pullback map $\pi^{*}$ is an isomorphism between the de Rham complexes of differential forms on $M / K$ and basic differential forms on $M$.

Sending a Lie groupoid to its diffeological orbit space constitutes a functor.
Theorem 3.8 (The Functor $\Psi$ ) There is a functor $\Psi: \mathbf{B i} \rightarrow$ Diffeol sending a Lie groupoid $G$ to its orbit space $G_{0} / G_{1}$, a bibundle $P: G \rightarrow H$ to a unique smooth map $\Psi_{P}: G_{0} / G_{1} \rightarrow H_{0} / H_{1}$ such that $\Psi_{P} \circ \pi_{G} \circ a_{L}=\pi_{H} \circ a_{R}$, and a 2-arrow in Bi to a trivial 2-arrow in Diffeol.

Proof Let $P: G \rightarrow H$ a bibundle between Lie groupoids; denote the anchor maps to $G$ and $H$ by $a_{L}^{P}: P \rightarrow G_{0}$ (or just $a_{L}$ if $P$ is understood) and $a_{R}^{P}: P \rightarrow H_{0}$, respectively. Fix $x \in G_{0}$. Define $\Psi_{P}: G_{0} / G_{1} \rightarrow H_{0} / H_{1}$ by $\Psi_{P}([x])=\pi_{H} \circ a_{R} \circ$ $\sigma(x)$ where $\sigma$ is a local section of $a_{L}$ about $x$. To show $\Psi_{P}$ is well-defined, let $y$ be in the same orbit as $x$, and $\sigma^{\prime}$ a local section of $a_{L}$ about $y$. It suffices to show there exists $h \in H_{1}$ so that $a_{R}\left(\sigma^{\prime}(y)\right)=s(h)$ and $a_{R}(\sigma(x))=t(h)$. Let $g \in G_{1}$ so that $s(g)=x$ and $t(g)=y$. Then $a_{L}(g \cdot \sigma(x))=y$. Since $a_{L}$ is a principal $H$-bundle, there exists a unique $h$ such that $(g \cdot \sigma(x)) \cdot h=\sigma^{\prime}(y)$. Well-definedness of $\Psi_{P}$ now follows from the $G$-invariance of $a_{R}$. The identity $\Psi_{P} \circ \pi_{G} \circ a_{L}=\pi_{H} \circ a_{R}$ follows from the definition of $\Psi_{P}$, and implies uniqueness.

To show that $\Psi_{P}$ is smooth, through local sections of $a_{L}$ and local lifts of a plot $p: U \rightarrow G_{0} / G_{1}$ (which exist by definition of the quotient diffeology), one obtains that $\Psi_{P} \circ p$ is locally a plot, and hence globally a plot by the Locality Axiom.

That a 2-arrow $\alpha: P \Rightarrow Q$ is sent to a trivial 2-arrow follows from the uniqueness of $\Psi_{P}$ and $\Psi_{Q}$ and the $(G-H)$-equivariance of $\alpha$.

Given a third Lie groupoid $K=\left(K_{1} \rightrightarrows K_{0}\right)$ and bibundle $Q: H \rightarrow K$, the composition $Q \circ P$ is the quotient by the diagonal $H$-action $\left(P \times_{H_{0}} Q\right) / H$. To show $\Psi_{Q \circ P}=\Psi_{Q} \circ \Psi_{P}$, it suffices to show

$$
\Psi_{Q} \circ \Psi_{P} \circ \pi_{G} \circ a_{L}^{P}(p)=\pi_{K} \circ a_{R}^{Q}(q) \quad \forall(p, q) \in P \times_{H_{0}} Q .
$$

This follows from $\pi_{H} \circ a_{R}^{P}(p)=\pi_{H} \circ a_{L}^{Q}(q)$, which in turn follows from the definition of $P \times_{H_{0}} Q$. Thus $\Psi(P):=\Psi_{P}$ respects composition, and all other identities are straightforward to check.

We now show that bibundles induce maps between complexes of basic forms, similar to what smooth maps between manifolds do with the corresponding de Rham complexes. Versions of this result appear in the literature; for instance, [4, 13].

Proposition 3.9 (Pullbacks of Basic Forms by Bibundles) Let $P: G \rightarrow H$ be a bibundle between Lie groupoids with anchor maps $a_{L}: P \rightarrow G_{0}$ and $a_{R}: P \rightarrow H_{0}$. For any $\beta \in \Omega_{\text {basic }}^{k}(H)$ there exists a unique form in $\Omega_{\text {basic }}^{k}(G)$, denoted $P^{*} \beta$, such that $a_{L}^{*}\left(P^{*} \beta\right)=a_{R}^{*} \beta$. In fact, $\Omega_{\text {basic }}^{k}$ is a functor on $\mathbf{B i}$ sending $P$ to a homomorphism of complexes $P^{*}: \Omega_{\text {basic }}^{k}(H) \rightarrow \Omega_{\text {basic }}^{k}(G)$, and a 2-arrow in $\mathbf{B i}$ to a trivial 2-arrow. In particular, a Morita equivalence induces an isomorphism between complexes of basic forms.
Proof Fix $\beta \in \Omega_{\text {basic }}^{k}\left(H_{0}\right)$. The action groupoid $P \rtimes H$ has source the action map $\operatorname{act}_{H}$ and target $\mathrm{pr}_{1}$; with respect to these we have

$$
\operatorname{act}_{H}^{*} a_{R}^{*} \beta=\operatorname{pr}_{2}^{*} s^{*} \beta=\operatorname{pr}_{2}^{*} t^{*} \beta=\operatorname{pr}_{1}^{*} a_{R}^{*} \beta
$$

Thus $a_{R}^{*} \beta$ is basic with respect to $P \rtimes H$.
Since $P$ is a principal $H$-bundle over $G_{0}, P \rtimes H$ is isomorphic as a groupoid to $P \times{ }_{G_{0}} P \rightrightarrows P$. But this is the relation groupoid for the action groupoid $G \ltimes P$, and so it follows that $a_{R}^{*} \beta$ is basic with respect to $G \ltimes P$ as well. By Remark 3.5 there exists a form $\alpha$ on $G_{0}$ such that $a_{L}^{*} \alpha=a_{R}^{*} \beta ; \alpha$ is unique since $a_{L}$ is a surjective submersion. Similarly, $\mathrm{pr}_{1}: G_{1} \times{ }_{G_{0}} P \rightarrow G_{1}$ is a surjective submersion, and so the result follows from

$$
\operatorname{pr}_{1}^{*} s^{*} \alpha=\operatorname{pr}_{2}^{*} a_{L}^{*} \alpha=\operatorname{pr}_{2}^{*} a_{R}^{*} \beta=\operatorname{act}_{G}^{*} a_{R}^{*} \beta=\operatorname{act}_{G}^{*} a_{L}^{*} \alpha=\operatorname{pr}_{1}^{*} t^{*} \alpha
$$

It follows from uniqueness and the definitions that $(Q \circ P)^{*}=P^{*} Q^{*}$ for composable bibundles $P$ and $Q$, and that isomorphic bibundles yield the same pullback map between complexes. The remaining statements are straightforward to check.

## 4 Linearisations and Proof of Theorem 1.1

In this section we review linearisations in the context of Lie groupoids, and prove Theorem 1.1. We follow the notation and terminology of [3]; more details can be found in [2, Subsection 1.2].

Fix a Lie groupoid $G$. A submanifold $S \subseteq G_{0}$ is saturated if it is a union of orbits of $G$. The restriction of $G$ to $S$ is denoted by $G_{S} \rightrightarrows S$. The normal bundle $v(S)$ of $S$ in $G_{0}$ along with the normal bundle $v\left(G_{S}\right)$ of $G_{S}$ in $G_{1}$ form a Lie groupoid $\nu\left(G_{S}\right) \rightrightarrows \nu(S)$ whose structure maps are induced by the differentials of those of $G$. The standard bundle projections form a homomorphism $\left(\nu\left(G_{S}\right) \rightrightarrows \nu(S)\right) \rightarrow\left(G_{S} \rightrightarrows S\right)$ that provides a local linear model of $G$ about $S$.

A groupoid neighbourhood of $G_{S} \rightrightarrows S$ is a subgroupoid $U=\left(U_{1} \rightrightarrows U_{0}\right)$ of $G$ in which $U_{0}$ is an open neighbourhood of $S$ and $U_{1}$ an open neighbourhood of $G_{S}$; it is full if $U_{1}=s^{-1}\left(U_{0}\right) \cap t^{-1}\left(U_{0}\right)$. We say that $G$ is linearisable at a saturated submanifold $S$ if there exist full groupoid neighbourhoods $U$ of $G_{S} \rightrightarrows S$ in $G$ and $V$ of $G_{S} \rightrightarrows S$ in $\nu\left(G_{S}\right) \rightrightarrows v(S)$, and a Lie groupoid isomorphism $\Lambda: V \rightarrow U$ whose restriction to $G_{S}$ is the identity. A celebrated result is the following:

Theorem 4.1 ([2], Corollary 5.13 of [3]) Proper Lie groupoids are linearisable at each of their orbits.

We now show given an orbit $\mathcal{O}$ of a proper Lie groupoid $G$ that the condition that the de Rham complex of the orbit space of $v\left(G_{\mathcal{O}}\right) \rightrightarrows v(\mathcal{O})$ is isomorphic via pullback of the quotient map to basic forms of $v\left(G_{\mathcal{O}}\right) \rightrightarrows v(\mathcal{O})$ is a local one.

Lemma 4.2 (Locality) Let $G$ be a proper Lie groupoid, fix $x \in G_{0}$, and let $\mathcal{O}$ be the orbit of $x$. If $V$ is a full groupoid neighbourhood of $\mathcal{O}$ in $N:=$ $\left(\nu\left(G_{\mathcal{O}}\right) \rightrightarrows \nu(\mathcal{O})\right)$ then $\pi_{V}^{*}: \Omega^{*}\left(V_{0} / V_{1}\right) \rightarrow \Omega_{\text {basic }}^{*}(V)$ is an isomorphism of complexes.

Proof Let $V^{N}$ be the saturation of $V$ in $N$; i.e. $\left(V^{N}\right)_{0}$ is the union of orbits of points in $V_{0}$ and $\left(V^{N}\right)_{1}=v\left(G_{\mathcal{O}}\right)_{\left(V^{N}\right)_{0}}$. By [2, Example 3.2] $V$ and $V^{N}$ are Morita equivalent. Let $G_{x}$ be the stabiliser of $x$ in $G$. By [2, Example 3.3], there is a linear action of $G_{x}$ on the normal space $\nu(\mathcal{O})_{x}$ to $\mathcal{O}$ at $x$ whose action groupoid $G_{x} \ltimes v(\mathcal{O})_{x}$ is Morita equivalent to $N$; this Morita equivalence restricts to one between the restriction $W$ of $G_{x} \ltimes v(\mathcal{O})_{x}$ to $W_{0}:=v(\mathcal{O})_{x} \cap\left(V^{N}\right)_{0}$ and $V^{N}$. By Proposition 3.9 and Theorem 3.8, it suffices to prove $\pi_{W}^{*}: \Omega^{*}\left(W_{0} / W_{1}\right) \rightarrow$ $\Omega_{\text {basic }}^{*}(W)$ is an isomorphism. But as $G_{x}$ is a compact Lie group, this follows from Theorem 3.7 using $G_{x}$-invariant partitions of unity on $W_{0}$.

Proof (of Theorem 1.1) By Corollary 3.6, it is sufficient to show that the image of $\pi_{G}^{*}$ is $\Omega_{\text {basic }}^{*}(G)$. Fix $\alpha \in \Omega_{\text {basic }}^{k}(G)$. By Proposition 3.4, it suffices to show $p_{1}^{*} \alpha=p_{2}^{*} \alpha$ for any two plots $p_{1}, p_{2}: U \rightarrow G_{0}$ such that $\pi_{G} \circ p_{1}=\pi_{G} \circ p_{2}$; fix two such plots. It further suffices to show this equality near each point $u \in$ $U$; fix such a point. Let $\mathcal{O}$ be the orbit of $p_{1}(u)$ (and hence $p_{2}(u)$ as well). By Theorem 4.1, $G$ is linearisable; let $V=\left(V_{1} \rightrightarrows V_{0}\right)$ and $W=\left(W_{1} \rightrightarrows W_{0}\right)$ be full groupoid neighbourhoods of $G_{\mathcal{O}} \rightrightarrows \mathcal{O}$ in $\nu\left(G_{\mathcal{O}}\right) \rightrightarrows \nu(\mathcal{O})$ and $G_{1} \rightrightarrows G_{0}$, respectively, and let $\Lambda: V \rightarrow W$ be an isomorphism that fixes $G_{\mathcal{O}} \rightrightarrows \mathcal{O}$. Set $B:=p_{1}^{-1}\left(W_{0}\right) \cap p_{2}^{-1}\left(W_{0}\right)$ and let $i: W \rightarrow G$ be the inclusion morphism. The pullback $\Lambda_{0}^{*} i_{0}^{*} \alpha$ is basic with respect to $V$.

By Lemma 4.2, there exists $\beta \in \Omega^{k}\left(V_{0} / V_{1}\right)$ such that $\pi_{V}^{*} \beta=\Lambda_{0}^{*} i_{0}^{*} \alpha$. By Theorem 3.8, $\Lambda$ descends to a diffeomorphism $\Psi_{\Lambda}: V_{0} / V_{1} \rightarrow W_{0} / W_{1}$ such that $\Psi_{\Lambda} \circ \pi_{V}=\pi_{W} \circ \Lambda_{0}$, from which it follows that $\pi_{W}^{*}\left(\Psi_{\Lambda}^{-1}\right)^{*} \beta=i_{0}^{*} \alpha$. Setting $q_{n}=\left.p_{n}\right|_{B}$ for $n=1,2$,

$$
\left.p_{n}\right|_{B} ^{*} \alpha=q_{n}^{*} i_{0}^{*} \alpha=q_{n}^{*} \pi_{W}^{*}\left(\Psi_{\Lambda}^{-1}\right)^{*} \beta .
$$

The proof now is reduced to showing that $\pi_{W} \circ q_{1}=\pi_{W} \circ q_{2}$.
By Theorem 3.8 the inclusion $i$ descends to a smooth map $j: W_{0} / W_{1} \rightarrow G_{0} / G_{1}$ such that for $n=1,2$,

$$
j \circ \pi_{W} \circ q_{n}=\pi_{G} \circ i_{0} \circ q_{n}=\left.\pi_{G} \circ p_{n}\right|_{B} .
$$

Thus $j \circ \pi_{W} \circ q_{1}=j \circ \pi_{W} \circ q_{2}$, and the proof is now reduced to showing that $j$ is injective.

Fix $x_{1}, x_{2} \in W$ such that $j\left(\pi_{W}\left(x_{1}\right)\right)=j\left(\pi_{W}\left(x_{2}\right)\right)$. There exists $g \in G_{1}$ such that $s(g)=x_{1}$ and $t(g)=x_{2}$. Since $W$ is full, $g \in W_{1}$ as well, and so $\pi_{W}\left(x_{1}\right)=$ $\pi_{W}\left(x_{2}\right)$. This shows that $j$ is injective.

Naturality of the isomorphism of complexes follows from Proposition 3.9 and Theorem 3.8. This completes the proof.
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#### Abstract

In this paper, we show that simply connected, closed, spin, 7-manifolds with a fixed non-vanishing vector field admit a second linearly independent vector field. As a corollary, this shows that every almost contact structure on a simply connected, closed, (almost) $G_{2}$-manifold is $B$-compatible with the $G_{2}$ structure in the sense of (Firat Arikan et al., Asian J. Math. 17(2), 321-334 (2013)).
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## 1 Introduction

One major direction of research in the field of $G_{2}$ geometry is the problem of finding the right analogue to the Calabi conjecture in Kähler geometry. One key idea in the proof of the Calabi conjecture is the idea of "triality" where one exploits the relationship between the Kähler form, the complex structure, and the metric to find distinguished metrics on Kähler manifolds. The obvious analogue of the Kähler form in the $G_{2}$ case is the three form $\varphi$ while the analogue of the complex structure might be the cross product. However, this $G_{2}$ triality is too rigid to yield any Calabi conjecture-like statements due to the fact that the $G_{2}$-structure $\varphi$ determines both the metric and the cross product structure on a $G_{2}$-manifold all by itself. Thus it makes sense to consider other structures on $G_{2}$-manifolds in the search for a more flexible triality. It is a fact that $G_{2}$-manifolds are always contact manifolds making the contact structure a good candidate in this sense.

[^58]In [1] Arikan, Cho, and Salur defined two ways in which a (co-oriented) almostcontact structure on a $G_{2}$-manifold can be compatible with the $G_{2}$-structure $\varphi$. They called them $A$ - and $B$-compatible. In their paper, they mainly investigated the $A$ compatible condition. However, they also showed that $A$-compatible almost contact structures cannot exist on closed manifolds. In this paper, we reduce the problem of the existence of $B$-compatible contact structures to the problem of extending a given one-frame field to a two-frame field. More precisely, we prove:

Theorem 1.1 Given a one-frame field $X$ on a closed, simply connected, spin, 7manifold $M, M$ admits a one-frame field $Y$ that is linearly independent from $X$.

Next, we define $B$-compatibility and explain the reduction to Theorem 1.1.
Definition 1.2 ([1]) A (co-oriented) almost contact structure $\xi$ on a $G_{2}$-manifold is said to be $B$-compatible with the $G_{2}$-structure $\varphi$ if there exist global, non vanishing vector fields $X$ and $Y$ on $M$ such that $\alpha=\iota_{X} \iota_{Y} \varphi$ is a contact form for $\xi$.

Let $\xi$ be a contact structure on a $G_{2}$-manifold $(M, \varphi)$ with contact one form $\alpha$. Suppose that there exists a global, non vanishing vector field which is linearly independent from $\alpha^{\sharp}$ (the metric dual of $\alpha$ ). Then there exists a unit vector field $Y$ which is everywhere perpendicular to $\alpha^{\sharp}$. Also assume that $\alpha^{\sharp}$ is a unit vector field (by normalizing it). Next, choose $X=Y \times \alpha^{\sharp}$. Then we have

$$
\iota_{X} \iota_{Y} \varphi=\left(\left(Y \times \alpha^{\sharp}\right) \times Y\right)^{b}=\left(-\left(Y \cdot \alpha^{\sharp}\right) Y+(Y \cdot Y) \alpha^{\sharp}\right)^{b}=\left(\alpha^{\sharp}\right)^{b}=\alpha
$$

Therefore an almost contact structure is always $B$-compatible if there exists a non vanishing, global vector field on $M$ which is linearly independent from $\alpha^{\sharp}$. The question of whether a vector field has such a linearly independent partner is a homotopy lifting problem.

In [6], Emery Thomas showed that all 7-manifolds admit two-frame fields $(X, Y)$. The main difference in our theorem is we show for simply connected, spin, 7-manifolds, one can choose $X$ to be any non-vanishing vector field. In fact, our theorem does not necessarily apply to non simply connected manifolds. For example if $M=S^{1} \times S^{6}$, one can take $X$ to be the vector field generated by the obvious $S^{1}$ action. Then, existence of a linearly independent vector field $Y$ would imply that $S^{6}$ has a non trivial vector field by restriction.

It is well known that topologically $G_{2}$ structures are equivalent to spin structures on a 7 -manifold. Therefore, we have:

Corollary 1.3 Every almost contact structure on a simply connected, 7-manifold with a $G_{2}$-structure is $B$-compatible with the $G_{2}$-structure.

## 2 The Lifting Problem

In this section, $M$ will be a closed, 7 -dimensional, spin manifold and all vector fields will be non vanishing. More details about topics in this section can be found in [2, 7].

A manifold admits a spin structure if and only if the second Stiefel-Whitney class of its tangent bundle, $w_{2}$, vanishes. Now suppose that there exists a vector field $u$ on $M$. In this case, the structure group of the tangent bundle reduces to $\operatorname{Spin}(6)$. Thus we have a $\operatorname{map} \xi$ from $M$ to $B \operatorname{Spin}(6)$, the classifying space of $\operatorname{Spin}(6)$. Therefore the question of whether or not there is a second vector field linearly independent from $u$ is the same question as whether or not the map $\xi$ lifts to $B \operatorname{Spin}(5)$. Notice that there is a fibration $S^{5} \rightarrow B \operatorname{Spin}(5) \xrightarrow{\pi} B \operatorname{Spin}(6)$ where the map $\pi$ is induced by the inclusion $\operatorname{Spin}(5) \rightarrow \operatorname{Spin}(6)$. Thus the problem of proving Theorem 1 can be summed up by the following diagram:

where $B_{n}=B \operatorname{Spin}(n)$. To solve this problem, we consider a Postnikov resolution of the top row which gives us the following diagram:


It is convenient to give maps suggestive names based on the representability theorem for singular cohomology. For example, $\chi$ is the map which pulls back the fundamental class $l_{6}$ of $K(\mathbb{Z}, 6)$ to the euler class, $\chi$, of $B_{6}$. Similarly, $S q^{2}$ is the map which represents the class $S q^{2}\left(\left\lfloor\iota_{6}\right\rfloor_{2}\right) \in H^{8}\left(K(\mathbb{Z}, 6) ; \mathbb{Z}_{2}\right)$ (where $\lfloor\cdot\rfloor_{2}$ is $\bmod 2$ reduction). Notice that there are only two nontrivial levels of our Postnikov tower since $M$ is a 7-manifold and therefore has trivial cohomology in dimensions 8 and above. The maps $\chi$ and $k$ are referred to as obstructions because they are the obstructions to lifting $\xi$ to $B_{5}$ in the following sense: If $\chi \circ \xi \sim *$ (homotopically trivial) then $\xi$ lifts to a map, say, $\xi^{\prime}$, from $M$ to $E$. Similarly if $k \circ \xi^{\prime} \sim *$ then $\xi^{\prime}$ lifts to one level higher in the Postnikov tower but since the tower ends at $k$ this is enough to say that $\xi$ lifts all the way to $B_{5}$. For details of this approach, we refer
the reader to [7]. A more elementary description of Postnikov towers can be found in [3].

In this paper, we assume that the manifold is closed and simply connected and therefore, $H^{6}(M, \mathbb{Z})=0$. Hence, any map $M \rightarrow K(\mathbb{Z}, 6)$ is homotopically trivial. In other words, the first obstruction vanishes. Thus, it is enough to show that the second obstruction vanishes as well. To get a hold on the secondary obstruction, we will need to introduce several new tools.

## 3 Secondary Compositions and Secondary Operations

Almost all the constructions here will arise from a situation where one has a nullhomotopic composition of maps $A \xrightarrow{\alpha} B \xrightarrow{\beta} C$, where for our purposes $A, B$, and $C$ will always be $C W$ complexes. A pair of maps $\alpha, \beta$ along with a null homotopy $H$ from $*$ to $\beta \circ \alpha$ will often be referred to as a sequence with homotopy and denoted by $(\alpha, \beta, H)$. Note that such a contracting homotopy $H$ also defines a map from $A$ to $P C$, the pathspace of $C$. More details can be found in [2]. For the most part, we follow his conventions with very minor variations. Here are the relevant definitions:

Definition 3.1 The direction reversal map of the unit interval is given by $\tau: I \rightarrow$ $I, \tau(t)=1-t$ and the notation $H_{\tau}(t, x)$ means $H(\tau(t), x)$.

Definition 3.2 The adjoint of a map $f: I \times X \rightarrow Y$ is $f^{\natural}: X \rightarrow Y^{I}$ given by $f^{\natural}(x)(t)=f(x, t)$. The adjoint of a map $f: X \rightarrow Y^{I}$ is $g^{\natural}: I \times X \rightarrow Y$ $g^{\natural}(t, x)=g(x)(t)$. The analogous definitions will apply to the reduced cone $T_{0} X$ and the reduced suspension $\Sigma X$.

Definition 3.3 Given a map $f: X \rightarrow Y$ we construct the fiber square:

called the homotopy fiber of f , where $W_{f}=\{(x, \gamma) \in X \times P Y \mid f(x)=\gamma(1)\}$
Definition 3.4 Given a sequence with homotopy $(\alpha, \beta, H)$ a lifting of $\alpha$ is the map $\bar{\alpha}: A \rightarrow W_{\beta}$ obtained by the naturality of pullbacks from the following data:


More precisely, we form a pullback from the top row of the diagram which gives us $A$ again. Then we also form a pullback from the bottom row of the diagram. This gives us the space $W_{\beta}$. Since we have maps from the top row to the bottom row, you obtain the map $\bar{\alpha}: A \rightarrow W_{\beta}$

Definition 3.5 On the other hand, a colifting of $\beta$ is the map $\tilde{\beta}: W_{\alpha} \rightarrow \Omega C$ obtained by the naturality of pullbacks from the following data:


A composition of the form $\bar{\alpha} \circ \tilde{\beta}$ is called a secondary composition. Let $C_{0} \xrightarrow{\theta}$ $C_{1} \xrightarrow{\varphi} C_{2}$ be a pair of maps and $C_{2}$ a simply connected $H$-space.

Definition 3.6 Given a space $X$ the source $S_{\theta}(X)$ is the set of homotopy classes of maps $\epsilon: X \rightarrow C_{0}$ such that the composition $\theta \circ \epsilon$ is null-homotopic. The target $T_{\Omega \varphi}(X)=\left[X, \Omega C_{2}\right] / \operatorname{im}\left(\Omega \varphi_{\sharp}\right)$ where $\Omega \varphi_{\sharp}:\left[X, \Omega C_{1}\right] \rightarrow\left[X, \Omega C_{2}\right]$ is given by $\Omega \varphi_{\sharp}(g)=\Omega \varphi \circ g$. We will denote the image of $g: X \rightarrow \Omega C_{2}$ in the target by [ $[g]]$. Both $S_{\theta}$ and $T_{\Omega \varphi}$ are functors. A secondary cohomology operation is a natural transformation $\Theta: S_{\theta}(-) \rightarrow T_{\Omega \varphi}(-)$ of these functors. Furthermore, $\operatorname{im}\left(\Omega \varphi_{\sharp}\right)$ is called the indeterminancy of $\Theta$.

One can show that, given a sequence with homotopy, $(\varphi, \theta, H)$, and a representative $\epsilon: X \rightarrow C_{0}$ of an element in $S_{\theta}(X)$, the value of [ $\left.[\tilde{\varphi} \circ \bar{\epsilon}]\right]$ in $T_{\Omega \varphi}(X)$ does not depend on the choice of lifting, $\bar{\epsilon}$. Therefore, these secondary compositions are invariants of the homotopy class of $(\varphi, \theta, H)$. Thus there is a well-defined, natural transformation $\Theta: S_{\theta}(-) \rightarrow T_{\Omega \varphi}(-)$ given by the formula $\Theta(\epsilon)=[[\tilde{\varphi} \circ \bar{\epsilon}]]$ for each homotopy class of $(\varphi, \theta, H)$. In this case, $\Theta$ is said to be associated to ( $\varphi, \theta, H$ ) and the homotopy $H$ is referred to as a tethering.

Our strategy for approaching Theorem 1.1 will be to express the obstruction to lifting $\xi$ in terms of the image of a secondary operation $\Theta$. Then, we will discover that by an appropriate choice of the sequence with homotopy, this obstruction will be zero. In general, calculating the value of secondary operations depends on knowing the cohomology rings of all the spaces involved as well as being able to arrange the diagrams in a favorable way. Now that we have the basic setup, we will collect the information needed to solve the problem below:

Fact 1 The Euler class $\bmod 2,\lfloor\chi\rfloor_{2}=w_{n}$ where $w_{n}$ is the Stiefel-Whitney class and $\xi$ has degree $n$. Similarly, if $c_{i}$ is a Chern class, $\left\lfloor c_{i}\right\rfloor_{2}=w_{2 i}$.

Wu Formulas The Stiefel-Whitney classes have the following relationships over the Steenrod algebra: $S q^{i}\left(w_{j}\right)=\Sigma_{t=0}^{i}\binom{j+t-i-1}{t} w_{i-t} w_{j+1}$.

Adem Relations For all $i, j>0$ such that $i<2 j$, and with mod 2 binomial coefficients, $S q^{i} S q^{j}=\Sigma_{k=0}^{\lfloor k / 2\rfloor}\binom{j-k-1}{i-2 k} S q^{i+j-k} S q^{k}$.

Definition 3.7 A sequence of numbers $I=\left\{i_{1}, i_{1}, \ldots, i_{k}\right\}$ is called admissible if $i_{j} \geq 2 i_{j+1}$. The excess of $I, e(I)$, is the measure of how close a sequence is to being admissible. That is, $e(I)=\left(i_{1}-2 i_{2}\right)+\left(i_{2}-2 i_{3}\right)+\cdots+\left(i_{k-1}-2 i_{k}\right)+i_{k}$.

Fact 2 Let $t_{q}$ be the fundamental class of the Eilenberg-MacLane space $K(\mathbb{Z}, q)$. Then the cohomology ring $H^{*}\left(K(\mathbb{Z}, q), \mathbb{Z}_{2}\right)$ is the polynomial ring with generators $S q^{I}\left(\iota_{q}\right)$ where $I$ runs through admissible sequences of excess $e(I)<q$ and where $i_{k}$, the last entry in $I$ is not 1 . The requirement that $i_{k}>1$ comes from another important fact: $S q^{1}\left(\iota_{q}\right)=0$. For a recent treatment of this fact see [5].

Fact 3 There is an exceptional isomorphism between $\operatorname{Spin}(6)$ and $S U(4)$. Therefore the cohomology ring of $B_{6}$ with integer coefficients is $\mathbb{Z}\left[c_{2}, c_{3}, c_{4}\right]$.

Fact 4 All the Stiefel-Whitney classes of an orientable, 7-dimensional, compact, spin manifold, $M$, are zero. It is also a fact that the first nonzero Stiefel-Whitney class must be $w_{i}$ where $i$ is a power of two. Therefore, since the manifold is orientable and spin, $w_{1}=w_{2}=w_{3}=0$. Also, from [4], we know that $w_{7}=w_{6}=w_{5}=0$. So the only Stiefel-Whitney class which might be non-zero is $w_{4}$. We can use the properties of Wu classes to show that $w_{4}$ is also zero. Let $v_{k}$ be the Wu classes. The facts already stated imply that $v_{1}=v_{2}=v_{3}=0$. Let $v$ be the total Wu class, $w$ the total Stiefel-Whitney class, and $S q$ the total Steenrod square. Then $S q(v)=w$. Also from [4] we know that $v_{k}=0$ if $k>\frac{1}{2} n$ which, in our case, means $v_{k}=0$ for $k=4,5,6$, and 7 . Thus $w=S q(1)=1$ and we see that all the Stiefel-Whitney classes of $M$ are zero.

In general, the Wu formulas give us the following:

$$
S q^{2} w_{6}=\binom{6-2-1}{0} w_{2} w_{6}+\binom{6+1-2-1}{1} w_{1} w_{7}+\binom{6+2-2-1}{2} w_{0} w_{8}
$$

In the context we are interested in, the only non-zero Stiefel Whitney classes are the mod 2 reductions of the generators of $H^{*}(B S U(4))$ which are $w_{4}, w_{6}$, and $w_{8}$ so $S q^{2} w_{6}=0 \Rightarrow S q^{2} \circ \chi$ is homotopically trivial. These are exactly the maps occurring in diagram (2.1). Therefore, we may fix a nullhomotopy and consider the secondary cohomology operation associated with this homotopy. Furthermore, the secondary compositions representing elements in the target of this operation are exactly the ones representing the obstruction to lifting $\xi$. From [2, p. 61], we know that up to homotopy, there is only one colifting and effectively only one homotopy that we can choose. Therefore there is a unique secondary operation associated to the composition $S q^{2} \circ \chi$. Thus we may choose the map $k$ above to be the colifting $\widetilde{S q^{2}}$. Figuring out whether or not we can choose the composition $k \circ \xi^{\prime}$ to be trivial now amounts to figuring out whether 0 is contained in the target of this secondary
composition or not. We analyze the composition by factoring it through the lower line in the diagram below:


For simplicity, we denote $\left(S q^{2} S q^{1}\right)$ by $\theta$ and $\binom{S q^{2}}{S q^{3}}$ by $\varphi$. We have that $k=$ $\widetilde{S q^{2}}=\tilde{\varphi} \circ i$. Next we will see why this diagram helps us. First of all, we will see how it is constructed. Since $B_{6}$ has the Stiefel-Whitney class $w_{4}$, we can think about starting with that map. Next, note that we can map $K\left(\mathbb{Z}_{2}, 4\right)$ to $K\left(\mathbb{Z}_{2}, 6\right) \times K\left(\mathbb{Z}_{2}, 5\right)$ by applying $S q^{2}, S q^{1}$. Our motivation for doing that is the Adem relation $S q^{2} S q^{2}=$ $S q^{3} S q^{1}$. This, combined with the fact that $S q^{2} S q^{3}$ maps $K\left(\mathbb{Z}_{2}, 6\right) \times K\left(\mathbb{Z}_{2}, 5\right)$ to $K\left(\mathbb{Z}_{2}, 8\right)$ ensures that the second row is still a nullhomotopy and ends at the same space as the first row. It remains to fill in the middle map so that the right half of the diagram commutes. We can achieve this by letting the middle map from $K(\mathbb{Z}, 6)$ to $K\left(\mathbb{Z}_{2}, 6\right) \times K\left(\mathbb{Z}_{2}, 5\right)$ be reduction $\bmod 2$ on the first factor and zero on the second factor. Then, since $S q^{2} w_{4}=w_{6}=\lfloor\chi\rfloor_{2}$ and $S q^{1} w_{4}=S q^{1}\left\lfloor c_{2}\right\rfloor_{2}=0$, as $S q^{1}$ is the Bockstein homomorphism. Thus the second square from the right commutes. The square on the far right commutes trivially. Next, we form $W$ as the pullback bundle of the map ( $S q^{2}, S q^{1}$ ) so its fiber is $\Omega\left(K\left(\mathbb{Z}_{2}, 6\right) \times K\left(\mathbb{Z}_{2}, 5\right)\right)$. Commutativity of the rest of the diagram now follows easily.

To finish up the argument, consider the map $\bar{\epsilon}=i \circ \xi^{\prime}$. Note that since $w_{4}(M)=0$ by Fact $4, j \circ \bar{\epsilon}$ is also zero so we know that $\bar{\epsilon}$ factors through a map $f$ from $M$ to $K\left(\mathbb{Z}_{2}, 5\right) \times K\left(\mathbb{Z}_{2}, 4\right)$. Finally, from [4], we know that $S q^{2}$ and $S q^{1}$ as maps from $H^{5}(M) \rightarrow H^{7}(M)$ and from $H^{6}(M) \rightarrow H^{7}(M)$ are zero. Therefore, again by commutativity, $0=\binom{S q^{2}}{S q^{3}} \circ f=\tilde{\varphi} \circ \bar{\epsilon}=k \circ \xi^{\prime}$ and Theorem 1.1 is proved.

## 4 Conclusion

Theorem 1.1 can be strengthened in a few different ways which we plan to address in a future paper. First of all, Thomas' result about two-frame fields applies to any closed $(4 s+3)$-manifold. So one might hope that for any closed $(4 s+3)$-manifold one can choose the first vector field in the two-frame field freely. Here, we have
three conditions; simply connected, spin, 7 dimensional. We will investigate which of these properties can be dropped so that Theorem 1.1 still applies.
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#### Abstract

Local existence and uniqueness for a class of solutions for the Euler Poisson system is shown, whose properties can be described as follows. Their density $\rho$ either falls off at infinity or has compact support. Their mass and the energy functional is finite and they also include the static spherical solutions for $\gamma=\frac{6}{5}$. The result is achieved by using weighted Sobolev spaces of fractional order and a new non-linear estimate that allows to estimate the physical density by the regularised non linear matter variable.
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## 1 Introduction

We consider the Euler-Poisson system

$$
\begin{equation*}
\partial_{t} \rho+v^{a} \partial_{a} \rho+\rho \partial_{a} v^{a}=0 \tag{1.1}
\end{equation*}
$$

[^59][^60]\[

$$
\begin{align*}
\rho\left(\partial_{t} v^{a}+v^{b} \partial_{b} v^{a}\right)+\partial^{a} p & =-\rho \partial^{a} \phi  \tag{1.2}\\
\Delta \phi & =4 \pi G \rho \tag{1.3}
\end{align*}
$$
\]

where $G$ denotes the gravitational constant. Using suitable physical units we can set $G=1$. Here we have used the summation convention, for example, $v^{k} \partial_{k}:=$ $\sum_{k=1}^{3} v^{k} \partial_{k}$, a convention we will use in the rest of the paper wherever it seems appropriate to us. Moreover $\partial^{a} \phi:=\delta^{a b} \partial_{b} \phi$, and we will wherever it is convenient denote $\partial^{a} \phi$ by $\nabla \phi$. In this paper, we consider the barotropic equation of state

$$
\begin{equation*}
p=K \rho^{\gamma} \quad 1<\gamma, 0<K \tag{1.4}
\end{equation*}
$$

and we study this system with initial data for the density which either has compact support or falls off at infinity in an appropriate way. It is well known that the usual symmetrization of the Euler equations is badly behaved in such cases. The coefficients of the system degenerate or become unbounded when $\rho$ approaches zero. It was observed by Makino [11] that this difficulty can be to some extent circumvented by using a new matter variable $w$ in place of the density. For this reason, we introduce the quantity

$$
\begin{equation*}
w=\frac{2 \sqrt{K \gamma}}{\gamma-1} \rho^{\frac{\gamma-1}{2}} \tag{1.5}
\end{equation*}
$$

which allows treating the situation where $\rho=0$. Replacing the density $\rho$ by the Makino variable $w$, the system (1.1)-(1.3) coupled with the equation of state (1.4) takes the following form:

$$
\begin{align*}
\partial_{t} w+v^{a} \partial_{a} w+\frac{\gamma-1}{2} w \partial_{a} v^{a} & =0  \tag{1.6}\\
\partial_{t} v^{a}+v^{b} \partial_{b} v^{a}+\frac{\gamma-1}{2} w \partial^{a} w & =-\partial^{a} \phi  \tag{1.7}\\
\Delta \phi & =4 \pi \rho \tag{1.8}
\end{align*}
$$

which we will sometimes denote as the Euler-Poisson-Makino system. The EulerPoisson system consists of a hyperbolic system of evolution equations and the elliptic Poisson equation.

## 2 Main Results

We obtain local existence and uniqueness for classical solutions of the Euler-Poisson-Makino system (1.6)-(1.8) for densities without compact support but with a polynomial decay at infinity, and with the equation of state (1.4). The class
of solutions we obtain has finite mass, a finite energy functional, moreover, they contain the static spherically symmetric solutions for the adiabatic constant $\gamma=\frac{6}{5}$ (see Sect. 2.1). These solutions are continuously differentiable and they are also classical solutions of the Euler-Poisson system (1.1)-(1.3).

The Euler-Poisson-Makino system is considered in the weighted Sobolev spaces of fractional order $H_{s, \delta}$. So we first define these spaces.

Let $\left\{\psi_{j}\right\}_{j=0}^{\infty}$ dyadic partition of unity in $\mathbb{R}^{3}$, that is, $\psi_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right), \psi_{j}(x) \geq 0$, $\operatorname{supp}\left(\psi_{j}\right) \subset\left\{x: 2^{j-2} \leq|x| \leq 2^{j+1}\right\}, \psi_{j}(x)=1$ on $\left\{x: 2^{j-1} \leq|x| \leq 2^{j}\right\}$ for $j=1,2, \ldots, \operatorname{supp}\left(\psi_{0}\right) \subset\{x:|x| \leq 2\}, \psi_{0}(x)=1$ on $\{x:|x| \leq 1\}$ and

$$
\begin{equation*}
\left|\partial^{\alpha} \psi_{j}(x)\right| \leq C_{\alpha} 2^{-|\alpha| j}, \tag{2.1}
\end{equation*}
$$

where the constant $C_{\alpha}$ does not depend on $j$. We denote by $H^{s}$ the Sobolev spaces with the norm given by

$$
\|u\|_{H^{s}}^{2}=\int\left(1+|\xi|^{2}\right)^{s}|\hat{u}(\xi)|^{2} d \xi
$$

where $\hat{u}$ is the Fourier transform of $u$. The scaling by a positive number $\epsilon$ is denoted by $f_{\varepsilon}(x)=f(\varepsilon x)$.

Definition 2.1 (Weighted Fractional Sobolev Spaces) Let $s, \delta \in \mathbb{R}$, the weighted Sobolev space $H_{s, \delta}$ is the set of all tempered distributions such that the norm

$$
\begin{equation*}
\left(\|u\|_{H_{s, \delta}}\right)^{2}=\sum_{j=0}^{\infty} 2^{\left(\frac{3}{2}+\delta\right) 2 j}\left\|\left(\psi_{j} u\right)_{\left(2^{j}\right)}\right\|_{H^{s}}^{2} \tag{2.2}
\end{equation*}
$$

is finite.
The largest integer less than or equal to $s$ is denoted by $[s]$. In this setting our main result is the following.

Theorem 2.2 (Local Existence and Uniqueness of Classical Solutions to the Euler-Poisson-Makino System) Let $1<\gamma<\frac{5}{3},-\frac{3}{2}+\frac{2}{\left[\frac{2}{\gamma-1}\right]-1} \leq \delta<-\frac{1}{2}$, $\frac{5}{2}<s$ if $\frac{2}{\gamma-1}$ is an integer and $\frac{5}{2}<s<\frac{5}{2}+\frac{2}{\gamma-1}-\left[\frac{2}{\gamma-1}\right]$ otherwise. Suppose $\left(w_{0}, v_{0}^{a}\right) \in H_{s, \delta}$ and $w_{0} \geq 0$, then there exists a positive $T$ which depends on the $H_{s, \delta}$-norm of the initial data and there exists and a unique solution ( $w, v^{a}$ ) of the Euler-Poisson-Makino system (1.6)-(1.8) such that

$$
\left(w, v^{a}\right) \in C\left([0, T], H_{s, \delta}\right) \cap C^{1}\left([0, T], H_{s-1, \delta+1}\right)
$$

and $0 \leq w(t, \cdot)$ in $[0, T]$.
The proof of this theorem is outlined in Sect. 3, while the complete version can be found in [1]. It has been common in recent years to use the term well-posedness
as a synonym for existence and uniqueness, however well-posedness, as originally introduced by Hadamard [7], includes the continuity of the flow map with respect to the initial data. This, however, has been proven recently by the authors [2].

In any case, our result as stated here has a series of noteworthy corollaries which we list below:

### 2.1 Properties of the Solutions

We start with static solutions of the Euler-Poisson system. Those solutions must be spherical symmetric (see for example [9]) and they can be obtained by solving the Lane-Emden equation [5]. The linear stability has been an open problem for a long time, so it is interesting to see whether a class of solutions can be constructed which include static solutions. To the best of our knowledge, this has not been achieved for solutions with a finite radius. For $\gamma=\frac{6}{5}$ there is one parameter family (parameterized by the central density) of solutions which have finite mass but infinite radius, and it is given by

$$
\begin{equation*}
\rho(t, x)=\rho(|x|)=a^{\frac{5}{2}}\left(a^{2}+|x|^{2}\right)^{-\frac{5}{2}} \sim|x|^{-5}, \tag{2.3}
\end{equation*}
$$

where $a$ is a positive constant see [5]. The corresponding solutions in the Makino variable are given by

$$
\begin{equation*}
w(x, t)=a^{\frac{1}{4}}\left(a^{2}+|x|^{2}\right)^{-\frac{1}{4}} \sim|x|^{-\frac{1}{2}} . \tag{2.4}
\end{equation*}
$$

Such static solutions are included in the class of solutions whose existence is guaranteed by Theorem 2.2, as it is stated in the following corollary.
Corollary 2.3 (The Static Solutions of the Euler-Poisson System) Let $\gamma=\frac{6}{5}$, $-\frac{23}{18}<\delta<-1$ and $\frac{5}{2}<s$. Then there exists a positive $T$ and a unique solution ( $w, v^{a}$ ) to the Euler-Poisson-Makino system (1.6)-(1.8) such that

$$
\left(w, v^{a}\right) \in C\left([0, T], H_{s, \delta}\right) \cap C^{1}\left([0, T], H_{s-1, \delta+1}\right),
$$

and for which the initial data include the static solution $w_{0}(x)=\left(a^{2}+|x|^{2}\right)^{-\frac{1}{4}}$.
Proof The proof is straightforward. As discussed above for $\gamma=\frac{6}{5}, \rho$ is given by equation (2.3), while $w$ is given by Eq. (2.4). Note that $\left(a^{2}+|x|^{2}\right)^{-\frac{1}{4}} \in H_{s, \delta}$ if $\delta<-1$. On the other hand, the lower bound for $\delta$ in Theorem 2.2 for $\gamma=\frac{6}{5}$ gives us $-\frac{3}{2}+\frac{2}{9}=-\frac{23}{18}<-1$.

Note that the local existence and uniqueness result is obtained in terms of the Makino variable. Nevertheless, setting $\rho(t, x)=c_{K, \gamma} w^{\frac{2}{\gamma-1}}(t, x), c_{K, \gamma}=$ $\left(\frac{2 \sqrt{K \gamma}}{\gamma-1}\right)^{\frac{-2}{\gamma-1}}$, we also get a classical solution to the Euler-Poisson system (1.1)(1.3).

Corollary 2.4 (Local Solutions of the Original Euler-Poisson System) Let $1<$ $\gamma<\frac{5}{3},-\frac{3}{2}+\frac{3}{\left[\frac{2}{\gamma-1}\right]} \leq \delta<-\frac{1}{2}, \frac{5}{2}<s$ if $\frac{2}{\gamma-1}$ is an integer and $\frac{5}{2}<s<$ $\frac{5}{2}+\frac{2}{\gamma-1}-\left[\frac{2}{\gamma-1}\right]$ otherwise. Suppose $\left(\rho_{0}^{\frac{2}{\gamma-1}}, v_{0}^{a}\right) \in H_{s, \delta}$. Then there exists a positive $T$ and a unique $C^{1}$-solution ( $\rho, v^{a}$ ) to the Euler-Poisson system (1.1)-(1.3) with the equation of state (1.4) such that

$$
\left(\rho(t, \cdot), v^{a}(t, \cdot)\right) \in L^{\infty}\left([0, T], H_{s, \delta}\right) .
$$

Please note that the initial data in Corollary 2.4 are given by the Makino variable $w$ and not by the physical quantity $\rho$. It is an open problem to solve the Euler-Poisson system entirely in terms of $\rho$ for situations in which $\rho$ could be zero.

There exists a wide range of publications concerning the non-linear stability of stationary solutions of the Euler-Poisson system relying on the method of energy functionals, see for example Rein [8, 14]. Having this context in mind we turn to the question of finite mass and finite energy functional.

Corollary 2.5 (Finite Mass and Finite Energy Functional) The solutions obtained by Theorem 2.2 have the properties that,

1. $\rho(t, \cdot) \in L^{1}\left(\mathbb{R}^{3}\right)$, that is, they have finite mass.
2. The energy functional

$$
\begin{equation*}
E=E\left(\rho, v^{a}\right):=\int\left(\frac{1}{2} \rho\left|v^{a}\right|^{2}+\frac{K \rho^{\gamma}}{\gamma-1}\right) d x-\frac{1}{2} \iint \frac{\rho(t, x) \rho(t, y)}{|x-y|} d x d y \tag{2.5}
\end{equation*}
$$

is well defined for those solutions.

### 2.2 The Advantages of the $H_{s, \delta}$ Spaces

In this section, we discuss the consequences of our main result, Theorem 2.2 and possible applications, and compare them with previous results obtained by other authors.

- We recall that the Euler-Poisson system (1.1)-(1.3) degenerates when the density approaches to zero and the only known method to solve an initial value problem in this context is to regularize the Euler equations by introducing the Makino
variable (1.5). All the previous local existence results [3,6,11], including the present paper, have used this technique. It should, however, be noted that Bezard uses the ordinary Sobolev spaces $H^{s}$, and therefore his claim that his solutions include static spherical solutions if $\gamma=\frac{6}{5}$ is simply not correct, since the initial data of the corresponding Makino variable do not belong to $H^{s}$.

Thus in order to include the spherically symmetric static solutions of the Lane-Emden equation for $\gamma=\frac{6}{5}$ in our class of solutions, it is necessary to express it in terms of the Makino variable $w$. But from (2.4) we see that this function does not belong to the Sobolev $H^{s}$ space.

- To overcome the difficulty with the Makino variable Gamblin uses uniformly locally Sobolev spaces $H_{u l}^{s}$ spaces which were introduced by Kato. However, as it was pointed out by Majda [10, Thm 2.1, p. 50 ], for first-order symmetric hyperbolic systems with a given initial data $u_{0} \in H_{u l}^{s}, \frac{3}{2}+1<s$ the corresponding solutions belong only to $C\left([0, T] ; H_{l o c}^{s}\right) \cap C^{1}\left([0, T] ; H_{l o c}^{s-1}\right) \cap$ $L^{\infty}\left([0, T] ; H_{u l}^{s}\right)$. Furthermore, continuity in the $H_{u l}^{s}$ norm causes a loss of regularity [6, Theorem 2.4]. We prove well-posedness in the $H_{s, \delta}$ spaces, Theorem A.4, and circumvent these weaknesses of the uniformly locally Sobolev spaces.
- Another benefit of the $H_{s, \delta}$ spaces concerns the treatment of the Poisson equations. The Laplacian is a Fredholm operator in those spaces [4, 12], and for certain values of $\delta$ is an isomorphism. Thus with the aid of the nonlinear power estimate, Proposition A.3, we are able to treat both the hyperbolic and the elliptic part in the same type of Sobolev spaces. On the contrary, the $H_{u l}^{s}$ spaces are not suited for the Poisson equation. To circumvent this difficulty Gamblin demanded that the initial density $\rho_{0}$ belong to $W^{1, p}, 1 \leq p<3$. Therefore he has two types of initial data, namely, $\rho_{0} \in W^{1, p}$ and the Makino variable $\rho_{0}^{\frac{\gamma-1}{2}} \in H_{u l}^{s}$. However, his initial data for the velocity $v_{0}^{a}$ belongs to $H_{u l}^{s}$. Under these initial conditions, Gamblin proved that for $\frac{7}{2}<s<\frac{2}{\gamma-1}$ the solutions are:

$$
\left(\rho, v^{a}\right) \in \cap_{i=1,2} C^{i}\left(\left[0, T^{*}\right] ; H_{u l}^{s^{\prime}-i}\right), \quad s^{\prime}<s, \quad \rho \in L^{\infty}\left([0, T] ; W^{1, p} \cap H_{u l}^{s_{\epsilon}}\right),
$$

where $s_{\epsilon}=\min \left\{\frac{2}{\gamma-1}-\epsilon, s\right\}$ if $\frac{2}{\gamma-1} \notin \mathbb{N}$ and $s_{\epsilon}=s$ otherwise. Thus the density belongs to $W^{1, p}$ and falls off at infinity, while the velocity is in $H_{u l}^{s}$ and therefore does not tend to zero. Such a class of solutions, even if it contains spherically symmetric static solutions, does not model isolated bodies in an appropriate way.

- The uniform Sobolev spaces $H_{u l}^{s}$, that Gamblin used in order to include the static solutions for $\gamma=\frac{6}{5}$ are not suited for the Einstein-Euler system in an asymptotically flat setting. Recall that in these functional spaces the Einstein constraint equations cannot be solved, while they can be solved using the $H_{s, \delta}$ spaces. The last question is important if one considers the Euler-Poisson system as the Newtonian limit of the Einstein-Euler system.

Oliynyk [13] proved the Newtonian limit in an asymptotically flat setting. He showed that solutions of the Einstein-Euler system converge to solutions of the Euler-Poisson system, under the restriction that the density has compact support. In order to generalize his result to the case where the density only falls off in an appropriate way one needs a functional setting that is suited for both systems. While the weighted fractional Sobolev spaces are known to be appropriate, there is no existence result known for the Einstein equations (plus matter fields) in an asymptotically flat situation using the functional setting of $H_{u l}^{s}$ spaces.

## 3 Structure of the Proof

The most obvious way to solve system (1.6)-(1.8) would be to apply some sort of iteration procedure or a fixed-point argument directly to that system. But since the system is coupled to an elliptic equation, it seemed more convenient and transparent to split up the proof in several parts. Firstly we prove local existence and wellposedness for a general symmetric hyperbolic system $\left(A^{0} \neq \mathrm{Id}\right)$ in the weighted Sobolev spaces.

Since the density falls off but could become zero, we will need the established tool of regularizing the system, by introducing a new matter variable, the Makino variable (1.5). In this setting, the power $w^{\frac{2}{\gamma-1}}$ must be estimated in the weighted fractional norm. The estimates of the power in the $H^{s}$ spaces under certain restrictions on the power and $s$ are known (see e.g. [15]). An essential ingredient of our proof is a nonlinear power estimate in the weighted fractional Sobolev spaces that preserves the regularity and improves the fall off at infinity (Proposition A.3). It enables us to apply the known estimates for the Poisson equation (1.8) in these spaces. We then prove the existence of solutions to the Euler-Poisson-Makino system by using a fixed-point argument. In any case, either for the fixed-point or for the direct iteration we are faced with the well-known fact that we have to use a higher and a lower norm. We show boundness in the higher norm and contraction in the lower. Under this circumstances, the existence of a fixed point in the higher norm is well known.

## Appendix A Useful Propositions

The following Proposition was proved by Kateb in the $H^{s}$ spaces.
Proposition A. 1 Let $u \in H_{s, \delta} \cap L^{\infty}, 1<\beta, 0<s<\beta+\frac{1}{2}$, and $\delta \in \mathbb{R}$, then

$$
\begin{equation*}
\left\||u|^{\beta}\right\|_{H_{s, \delta}} \leq C\left(\|u\|_{L^{\infty}}\right)\|u\|_{H_{s, \delta}} . \tag{A.1}
\end{equation*}
$$

## Proposition A. 2 (Sobolev Embedding)

(i) If $\frac{3}{2}<s$ and $\beta \leq \delta+\frac{3}{2}$, then $\|u\|_{L_{\beta}^{\infty}} \leq C\|u\|_{H_{s, \delta}}$.
(ii) Let $m$ be a nonnegative integer, $m+\frac{3}{2}<s$, and $\beta \leq \delta+\frac{3}{2}$, then

$$
\|u\|_{C_{\beta}^{m}} \leq C\|u\|_{H_{s, \delta}} .
$$

Proposition A. 3 (Nonlinear Estimate of Power of Functions) Suppose that $w \in$ $H_{s, \delta}, 0 \leq w$ and $\beta$ is a real number greater or equal 2 . Then

1. If $\beta$ is an integer, $\frac{3}{2}<s$ and $\frac{2}{\beta-1}-\frac{3}{2} \leq \delta$, then

$$
\begin{equation*}
\left\|w^{\beta}\right\|_{H_{s-1, \delta+2}} \leq C_{n}\left(\|w\|_{H_{s, \delta}}\right)^{\beta} \tag{A.2}
\end{equation*}
$$

2. If $\beta \notin \mathbb{N}, \frac{5}{2}<s<\beta-[\beta]+\frac{5}{2}$ and $\frac{2}{[\beta]-1}-\frac{3}{2} \leq \delta$, then

$$
\begin{equation*}
\left\|w^{\beta}\right\|_{H_{s-1, \delta+2}} \leq C_{n}\left(\|w\|_{H_{s, \delta}}\right)^{[\beta]} \tag{A.3}
\end{equation*}
$$

Theorem A. 4 (Well Posedness of First Order Hyperbolic Symmetric Systems in $H_{s, \delta}$ ) Let $\frac{5}{2}<s,-\frac{3}{2} \leq \delta, U_{0} \in H_{s, \delta}$, and $F(t, \cdot) \in C\left(\left[0, T^{0}\right], H_{s, \delta}\right)$ for some positive $T^{0}$. Then there exists a positive $T \leq T^{0}$ and a unique solution $U$ to the system

$$
\left\{\begin{array}{l}
\partial_{t} U+A^{a}(U) \partial_{a} U+B(U) U=F(t, x)  \tag{A.4}\\
U(0, x)=U_{0}(x)
\end{array}\right.
$$

such that

$$
U \in C\left([0, T], H_{s, \delta}\right) \cap C^{1}\left([0, T], H_{s-1, \delta+1}\right)
$$
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# Isometric Flows of $\boldsymbol{G}_{\mathbf{2}}$-structures 
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#### Abstract

We survey recent progress in the study of flows of isometric $G_{2}$ structures on seven-dimensional manifolds, that is, flows that preserve the metric, while modifying the $G_{2}$-structure. In particular, heat flows of isometric $G_{2}$ structures have been recently studied from several different perspectives, in particular in terms of 3 -forms, octonions, vector fields, and geometric structures. We will give an overview of each approach, the results obtained, and compare the different perspectives.
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## 1 Introduction

One of the most challenging problems in differential geometry is the question of existence conditions for torsion-free $G_{2}$-structures on smooth seven-dimensional manifolds. Such $G_{2}$-structures are precisely the ones that correspond to metrics with holonomy contained in $G_{2}$. One approach that has been pioneered by Robert Bryant [4] is to considered heat-like flows of $G_{2}$-structures with the hope that under certain conditions they may converge to a torsion-free $G_{2}$-structure. A difficulty that is encountered in such an approach is that in general, deformations of a $G_{2^{-}}$ structure also affect the corresponding metric, and so any heat equation for the $G_{2}$-structure becomes nonlinear. This is not unlike the situation for the Ricci flow,

[^61][^62]where the underlying geometry changes along the flow, however in the $G_{2}$ case, we have two separate but closely related objects, the $G_{2}$-structure and the metric, both of which vary along the flow. Given a Riemannian metric on a 7-manifold that admits $G_{2}$-structures, there is a family of $G_{2}$-structures that correspond to it, so a possible approach could be to separate as much as possible the deformations of the metric from the deformations of $G_{2}$-structures that preserve the metric. Indeed, as was shown by Karigiannis [13], given a decomposition of 3-forms according to representations of $G_{2}$, the deformations of the $G_{2}$-structure 3-form that preserve the metric are precisely the ones that lie in the seven-dimensional representation $\Lambda_{7}^{3}$. Bryant's original Laplacian flow of closed $G_{2}$-structures has no component in $\Lambda_{7}^{3}$ [4], and as such is transverse to directions that preserve the metric. This allowed for more tractable analytic properties. In contrast, a similar flow for co-closed $G_{2-}$ structures that was proposed in [15] does have a component in $\Lambda_{7}^{3}$, which, as shown in [9], causes non-parabolicity of the flow. This suggests that the freedom of $G_{2-}$ structures to move in directions that preserve the metric is some kind of degeneracy and thus suitable gauge-fixing conditions within the metric class are needed to address it.

These considerations show that it is necessary to have a clearer picture of $G_{2-}$ structures within a fixed metric class. In [4], Bryant observed that such $G_{2}$-structures are parametrized by sections of an $\mathbb{R} P^{7}$-bundle, or more concretely, by pairs ( $a, \alpha$ ) where $a$ is a real-valued function and $\alpha$ is a vector field such that $a^{2}+|\alpha|^{2}=1$, and $\pm(a, \alpha)$ define the same $G_{2}$-structure. If $\varphi$ is a fixed $G_{2}$-structure, then any other $G_{2}$-structure $\sigma_{(a, \alpha)}(\varphi)$ within the same metric class is given by:

$$
\begin{equation*}
\left.\left.\sigma_{(a, \alpha)}(\varphi)=\left(a^{2}-|\alpha|^{2}\right) \varphi-2 a \alpha\right\lrcorner \psi+2 \alpha \wedge(\alpha\lrcorner \varphi\right), \tag{1}
\end{equation*}
$$

where $\psi=* \varphi$.
Given that the group $G_{2}$ may be defined as the automorphism group of the octonions, a $G_{2}$-structure defines an octonion structure on the manifold, and in [10], this observation was used to interpret the above pair $(a, \alpha)$ as a unit octonion $V$, and then (1) is just the 3 -form that corresponds to a modified octonion product defined by $V$. Thus, a flow of isometric $G_{2}$-structures can be interpreted as a flow of the unit octonion section $V$. In particular, a natural heat flow of isometric $G_{2}$-structures was introduced in [10]. Given an octonionic covariant derivative $D$, constructed from the Levi-Civita connection and the torsion of the initial $G_{2}$-structure $\varphi$, the heat flow of isometric $G_{2}$-structures is then the semilinear, parabolic equation

$$
\begin{equation*}
\frac{\partial V}{\partial t}=\Delta_{D} V+|D V|^{2} V \tag{2}
\end{equation*}
$$

with some initial condition $V(0)=V_{0}$ and where $\Delta_{D}=-D^{*} D$ is the Laplacian operator corresponding to $D$. This was obtained as the negative gradient flow of an energy functional with respect to $D$. The critical points of the flow (2) correspond to $G_{2}$-structures for which the torsion tensor is divergence-free, i.e. satisfies $\operatorname{div} T=0$,
where divergence is taken with respect to the Levi-Civita connection. This is significant for several reasons. The divergence of torsion is precisely the term that causes the non-parabolicity of the Laplacian flow of co-closed $G_{2}$-structures from [15] as mentioned above, and $\operatorname{div} T=0$ for closed $G_{2}$-structures. Thus, closed $G_{2}$-structures are automatically critical points of (2). Secondly, $T$ has been interpreted in [10] as an imaginary octonion-valued 1-form, which is added to the Levi-Civita connection to obtain the octonionic covariant derivative $D$, hence the condition $\operatorname{div} T=0$ is precisely analogous to the Coulomb gauge condition in gauge theory. This analogy makes this condition a reasonable candidate for a gauge-fixing condition within a fixed metric class.

Soon after the introduction of the flow (2) in [10], it was further studied from different perspectives by several authors: Bagaglini in [1]; Dwivedi, Gianniotis, and Karigiannis in [8]; the author in [11]; Loubeau and Sá Earp in [17].

Equivalently to the flow of octonions (2), one can consider directly the evolution of the 3 -form $\varphi$ via the equation

$$
\begin{equation*}
\left.\frac{\partial \varphi}{\partial t}=2(\operatorname{div} T)\right\lrcorner \psi \tag{3}
\end{equation*}
$$

where $T$ is the torsion tensor that corresponds to the $G_{2}$-structure 3-form at time $t$. This is the way the flow was formulated in [1] and in [8] (although here we are following [10, 11] and added a factor of 2 in (3). In [17], a more general approach is taken and a harmonic heat flow of geometric structures is considered. In the case of $G_{2}$-structures, it is shown to reduce to (3). In this survey we will review the above approaches to the flow of isometric $G_{2}$-structures and outline the key analytic results.

## 2 Isometric $\boldsymbol{G}_{\mathbf{2}}$-structures

A $G_{2}$-structure on a 7 -manifold is defined by a smooth positive 3-form $\varphi[3,12]$. This is a nowhere-vanishing 3-form that defines a Riemannian metric $g_{\varphi}$, such that for any vectors $u$ and $v$, the following holds

$$
\begin{equation*}
\left.\left.g_{\varphi}(u, v) \operatorname{vol}_{\varphi}=\frac{1}{6}(u\lrcorner \varphi\right) \wedge(v\lrcorner \varphi\right) \wedge \varphi . \tag{4}
\end{equation*}
$$

At any point, the stabilizer of $g_{\varphi}$ (along with orientation) is $S O$ (7), whereas the stabilizer of $\varphi$ is $G_{2} \subset S O(7)$. This shows that at a point, positive 3forms that correspond to the same metric, i.e., are isometric, are parametrized by $S O(7) / G_{2} \cong \mathbb{R}^{7} \cong S^{7} / \mathbb{Z}_{2}$. Therefore, on a Riemannian manifold, metriccompatible $G_{2}$-structures are parametrized by sections of an $\mathbb{R P}^{7}$-bundle, or alternatively, by sections of an $S^{7}$-bundle, with antipodal points identified. This is precisely the parametrization given by (1).

Alternatively, a $G_{2}$-structure in a fixed metric class can be interpreted as a reduction of the principal $S O$ (7)-bundle $P$ of orthonormal frames to a principal $G_{2}$-subbundle, and hence each such reduction corresponds to a section $\sigma$ of an $S O$ (7) $/ G_{2}$-bundle $N$ and equivalently, an $S O$ (7)-equivariant map $s: P \longrightarrow$ $S O$ (7) $/ G_{2} \cong S^{7} / \mathbb{Z}_{2}$. This is the picture used in [17].

We may also use the $G_{2}$-structure $\varphi$ and the metric to define the octonion bundle $\mathbb{O} M \cong \Lambda^{0} \oplus T M$ on $M$ as a rank 8 real vector bundle equipped with an octonion product of sections given by

$$
\begin{equation*}
A \circ_{\varphi} B=\left(a b-g(\alpha, \beta), a \beta+b \alpha+\alpha \times_{\varphi} \beta\right) \tag{5}
\end{equation*}
$$

for any sections $A=(a, \alpha)$ and $B=(b, \beta)$. We set the metric $g=g_{\varphi}$, since we are fixing the metric, even though the $G_{2}$-structure may change. Here we define $\times_{\varphi}$ by $g\left(\alpha \times_{\varphi} \beta, \gamma\right)=\varphi(\alpha, \beta, \gamma)$ and given $A \in \Gamma(\mathbb{O} M)$, we write $A=(\operatorname{Re} A, \operatorname{Im} A)$. The metric on $T M$ is extended to $\mathbb{O} M$ to give the octonion inner product $\langle A, B\rangle=a b+g(\alpha, \beta)$, which is Hermitian with respect to the octonion product. In the formula (1), the pair $(a, \alpha)$ can now be interpreted as a unit octonion section.

The intrinsic torsion of a $G_{2}$-structure is defined by $\nabla \varphi$, where $\nabla$ is the LeviCivita connection for the metric $g$ that is defined by $\varphi$. Following [14], we have

$$
\begin{equation*}
\nabla_{a} \varphi_{b c d}=2 T_{a}{ }^{e} \psi_{e b c d} \text { and } \nabla_{a} \psi_{b c d e}=-8 T_{a[b} \varphi_{c d e]} \tag{6}
\end{equation*}
$$

where $T_{a b}$ is the full torsion tensor, note that an additional factor of 2 is for convenience, and $\psi=* \varphi$ is the 4 -form that is the Hodge dual of $\varphi$ with respect to the metric $g$. The $G_{2}$-structure is known as torsion-free if $T=0$, and in that case $\nabla$ has holonomy contained in $G_{2}$. Conversely, if $\nabla$ has holonomy contained in $G_{2}$, then there exists a torsion-free $G_{2}$-structure within the metric class. Let $V=(a, \alpha)$ be a unit octonion section, then define $\sigma_{V}(\varphi)=\sigma_{(a, \alpha)}(\varphi)$, as in (1). It has been shown in [10] that the torsion of the $G_{2}$-structure $\varphi_{V}=\sigma_{V}(\varphi)$ is given by

$$
\begin{equation*}
T^{(V)}=V T V^{-1}-(\nabla V) V^{-1} \tag{7}
\end{equation*}
$$

where $T$ is the torsion of $\varphi$, interpreted as a 1-form with values in the bundle of imaginary octonions $\operatorname{Im} \mathbb{O} M$. If we now define an octonion covariant derivative $D$ on sections of $\mathbb{O} M$ via

$$
\begin{equation*}
D V=\nabla V-V T \tag{8}
\end{equation*}
$$

the expression (7) simply becomes

$$
\begin{equation*}
T^{(V)}=-(D V) V^{-1} \tag{9}
\end{equation*}
$$

As shown in [10], the derivative $D$ has other nice properties-it is metriccompatible, and satisfies a partial product rule with respect to octonion product on
$\mathbb{O} M$, that is, $D(U V)=(\nabla U) V+U(D V)$. Now given (9), the divergence of $T^{(V)}$ can be expressed as

$$
\begin{equation*}
\operatorname{div} T^{(V)}=-\left(\Delta_{D} V\right) V^{-1}-|D V|^{2} \tag{10}
\end{equation*}
$$

## 3 Energy Functional

Given that the torsion varies across $G_{2}$-structures within the same metric class, an obvious question is how to pick a representative of the class with the "best" torsion. A reasonable way to try and characterize the best torsion is to look for critical points of a functional. Therefore, given the set $\mathcal{F}_{g}$ of all $G_{2}$-structures that are compatible with a given metric $g$, and assuming $M$ is compact, define the functional $\mathcal{E}: \mathcal{F}_{g} \longrightarrow$ $\mathbb{R}$ by

$$
\begin{equation*}
\mathcal{E}(\varphi)=\int_{M}\left|T^{(\varphi)}\right|^{2} \text { vol } \tag{11}
\end{equation*}
$$

where $T^{(\varphi)}$ is the torsion of a $G_{2}$-structure $\varphi$. This is the functional used by Dwivedi, Gianniotis, and Karigiannis in [8].

As we have seen in the previous section, given a $G_{2}$-structure $\varphi$, any other $G_{2-}$ structure within the same metric class is given by $\sigma_{V}(\varphi)$ for a unit octonion section $V$. Therefore, the functional (11) is equivalent to the functional $\mathcal{E}_{\mathbb{O}}: \Gamma(S \mathbb{O} M) \longrightarrow$ $\mathbb{R}$ given by

$$
\begin{equation*}
\mathcal{E}_{\mathbb{O}}(V)=\int_{M}\left|T^{(V)}\right|^{2} \mathrm{vol}=\int_{M}|D V|^{2} \mathrm{vol} \tag{12}
\end{equation*}
$$

where we have also applied (9). Hence, in fact, the functional $\mathcal{E}_{\varphi}$ is equivalent to an energy functional with respect to the derivative $D$. This is the functional used in [10, 11].

On the other hand, following the approach in [17], recall that a principal H subbundle of a principal $G$-bundle $P$ may be characterized by an equivariant map $s: P \longrightarrow G / H$, or equivalently, as a section $\sigma$ of the associated bundle $N=P \times{ }_{G}$ $(G / H) \cong P / H$. Assuming that $G$ is semi-simple, so that it admits a bi-invariant metric, we may define a metric $\eta$ on $N$, together with the corresponding Levi-Civita connection $\nabla^{\eta}$. Moreover, given a metric $g$ on the base manifold, we may induce a metric on $T^{*} M \otimes \sigma^{*} T N$, which is compatible with the splitting $T N=\mathcal{V} N \oplus \mathcal{H} N$ induced by $\nabla^{\eta}$. Using this metric, we may then define an energy functional $\mathcal{E}_{\Gamma}$ : $\Gamma(N) \longrightarrow \mathbb{R}$ on sections of $N$ :

$$
\begin{equation*}
\mathcal{E}_{\Gamma}(\sigma)=\int_{M}|d \sigma|^{2} \mathrm{vol} \tag{13}
\end{equation*}
$$

Alternatively, suppose that moreover $G$ is compact, so that $P$ is compact. Then, let us define an energy functional on $G$-equivariant maps $s: P \longrightarrow G / H$ :

$$
\begin{equation*}
\mathcal{E}_{G}(s)=\int_{P}|d s|^{2} \operatorname{vol}_{P} \tag{14}
\end{equation*}
$$

where an induced metric on $T^{*} P \otimes s^{*} T(G / H)$ is used. It is then shown in [17], that for any section $\sigma \in \Gamma(N)$ and its corresponding $G$-equivariant map $s \in C_{G}^{\infty}(P, G / H), \mathcal{E}_{G}(s)=c_{1} \mathcal{E}_{\Gamma}(\sigma)+c_{2}$ where $c_{1}$ and $c_{2}$ are uniform constants.

Consider the orthogonal splitting $d \sigma=d^{\mathcal{V}} \sigma+d^{\mathcal{H}} \sigma$ into horizontal and vertical parts. Since the horizontal component of the metric is given by $\pi^{*} g$, where $\pi$ : $N \longrightarrow M$ is the bundle projection map, we find that for any $X \in T M$,

$$
\left|d^{\mathcal{H}} \sigma(X)\right|^{2}=\left(\pi^{*} g\right)(d \sigma(X), d \sigma(X))=g\left((\pi \circ \sigma)_{*} X,(\pi \circ \sigma)_{*} X\right)=g(X, X)
$$

Thus, the horizontal part of $d \sigma$ contributes only a constant term to (13), and it is thus sufficient to consider just the vertical component

$$
\begin{equation*}
\mathcal{E}_{\Gamma}^{\mathcal{V}}(\sigma)=\int_{M}\left|d^{\mathcal{V}} \sigma\right|^{2} \mathrm{vol} \tag{15}
\end{equation*}
$$

In the $G_{2}$ case, Loubeau and Sá Earp show in [17] that this functional is equivalent to (11).

Theorem 3.1 ([17]) If $M$ is seven-dimensional, $P$ is the $S O$ (7)-principal bundle of oriented orthonormal frames, and $N$ is an associated $S O$ (7) / $G_{2}$-bundle over $M$, then $\left|d^{\mathcal{V}} \sigma\right|^{2}=\frac{8}{3}\left|T^{(\sigma)}\right|^{2}$ where $T^{(\sigma)}$ is the torsion tensor of the $G_{2}$-structure defined by the section $\sigma$.

## 4 Gradient Flow

Given the functionals defined in the previous section, we may consider critical points and negative gradient flows of the functionals. This is summarized below.

| Space | Functional | Critical points | Negative gradient flow |
| :--- | :--- | :--- | :--- |
| $\mathcal{F}_{g}$ | $\mathcal{E}(\varphi)$ | $\operatorname{div} T^{(\varphi)}=0$ | $\left.\frac{\partial \varphi_{t}}{\partial t_{t}}=2 \operatorname{div} T^{\left(\varphi_{t}\right)}\right\lrcorner \psi_{t}$ |
| $\Gamma(S \circlearrowleft M)$ | $\mathcal{E}_{\mathbb{O}}(V)$ | $\Delta_{D} V+\|D V\|^{2} V=0$ | $\frac{V_{t}}{\partial t}=\Delta_{D} V_{t}+\left\|D V_{t}\right\|^{2} V_{t}$ |
| $\Gamma(N)$ | $\mathcal{E}_{\Gamma}(\sigma)$ | $\tau^{\mathcal{V}}(\sigma)=0$ | $\frac{\partial \tau_{t}}{\partial t}=\tau^{\mathcal{V}}\left(\sigma_{t}\right)$ |
| $C_{G}^{\infty}(P, G / H)$ | $\mathcal{E}_{G}(s)$ | $\tau^{\mathcal{H}}(s)=0$ | $\frac{\partial s_{t}}{\partial t}=\tau^{\mathcal{H}}\left(s_{t}\right)$ |

where $\tau^{\mathcal{V}}(\sigma):=\operatorname{Tr}_{g}\left(\nabla^{\eta} d^{\mathcal{V}} \sigma\right)$ is the vertical tension field of the functional $\mathcal{E}_{\Gamma}(\sigma)$ and $\tau^{\mathcal{H}}(s):=\operatorname{Tr}_{g}^{\mathcal{H}}\left(\nabla^{\eta} d s\right)$ is the horizontal tension field of the functional $\mathcal{E}_{G}(s)$. It is proved in [20, Theorem 1] that $\sigma \in \Gamma(N)$ is a harmonic section, i.e. a critical point of the functional (13), if and only if the corresponding $G$-equivariant map $s \in C_{G}^{\infty}(P, G / H)$ is a horizontally harmonic map, that is $\tau^{\mathcal{H}}(s)=0$. In the expression for $\tau^{\mathcal{H}}(s)$, the trace is just over the horizontal distribution in $T P$. It should be emphasized that the reason that the critical points of $\mathcal{E}_{G}$ are not exactly harmonic maps is that we are varying over only the equivariant maps, rather than arbitrary maps. On the other hand, Wood does prove in [20, Theorem 3], that if $G / H$ is a normal $G$-homogeneous manifold and the metric on $P$ is constructed from any compatible metric on $G$, then $\sigma$ is a harmonic section if and only $s$ is a harmonic map, that is, $\tau(s):=\operatorname{Tr}_{g}\left(\nabla^{\eta} d s\right)=0$. Crucially, these conditions are satisfied for $G=S O(7), H=G_{2}$, and $P$ the orthonormal frame bundle on $M$. Moreover, as shown in [17], given these conditions, a family $\sigma_{t} \in \Gamma(N)$ satisfies the harmonic section flow $\frac{\partial \sigma_{t}}{\partial t}=\tau^{\mathcal{V}}\left(\sigma_{t}\right)$ if and only if there is a corresponding family $s_{t} \in C_{G}^{\infty}(P, G / H)$ that satisfies the harmonic map flow $\frac{\partial s_{t}}{\partial t}=\tau\left(s_{t}\right)$. Also, Wood has shown in [19] that equivariance is preserved along the harmonic map flow, so that if the initial condition is equivariant, then the flow will continue to be equivariant. This shows a close relationship between harmonic map theory and the theory of harmonic sections, and hence the flow (3) of isometric $G_{2}$-structures.

On the other hand, one must be careful when applying harmonic map results. In particular, the energy $\mathcal{E}_{G}(s)$ contains a topological term that can never be arbitrarily small, and thus standard small initial energy long-time existence results [5] for harmonic maps cannot be applied. Similarly, while a constant map is always harmonic, an equivariant map $s: P \longrightarrow G / H$ can never be constant (if $H \neq G$ ). Thus existence of non-trivial harmonic equivariant maps and hence harmonic sections is not guaranteed, as expected.

Some results from the theory of harmonic maps do carry over, at least in the $G_{2}$-case. It was shown in $[8,11]$ that almost monotonicity and $\varepsilon$-regularity results similar to the harmonic map heat flow $[5,6,18]$ hold for the flow (3).

Let $p_{x_{0}, t_{0}}(x, t)$ be the backward heat kernel on $M$, that is, the solution of the backward heat equation for $0 \leq t \leq t_{0}$ that converges to a delta function at $(x, t)=$ $\left(x_{0}, t_{0}\right)$. Then, given a time-dependent octonion section $V_{t}$ or equivalently, a 3-form $\varphi_{t}=\sigma_{V(t)}(\varphi)$ for some fixed $G_{2}$-structure $\varphi$, define the $\mathcal{F}$-functional [11]

$$
\begin{equation*}
\mathcal{F}\left(x_{0}, t_{0}, t\right)=\left(t_{0}-t\right) \int_{M}\left|T^{\left(V_{t}\right)}(x)\right|^{2} p_{x_{0}, t_{0}}(x, t) \operatorname{vol}(x) \tag{16}
\end{equation*}
$$

where $T^{\left(V_{t}\right)}=-\left(D V_{t}\right) V_{t}^{-1}$ is the torsion of the $G_{2}$-structure $\varphi_{t}$. In [8], the analogous quantity is denoted by $\Theta_{\left(x_{0}, t_{0}\right)}(\varphi(t))$. It is then shown in both [8, Theorem 5.3] and [11, Proof of Corollary 7.2] that $\mathcal{F}$ satisfies an almost monotonicity formula along the flow (2). Suppose $V_{t}$ is a solution of the flow (2) for $0 \leq t<t_{0}$ with initial energy $\mathcal{E}(0)=\mathcal{E}_{0}$. Then, there exists a constant $C>0$, that only depends on the background geometry, such that for any $t$ and $\tau$ satisfying $t_{0}-1 \leq \tau \leq t<t_{0}, \mathcal{F}$
satisfies the following relation

$$
\begin{equation*}
\mathcal{F}\left(x_{0}, t_{0}, t\right) \leq C \mathcal{F}\left(x_{0}, t_{0}, \tau\right)+C(t-\tau)\left(\mathcal{E}_{0}+\mathcal{E}_{0}^{\frac{1}{2}}\right) \tag{17}
\end{equation*}
$$

In [8], the last term in (17) was $C(t-\tau)\left(\mathcal{E}_{0}+1\right)$, which of course follows from (17) for a different constant $C$. In both [8] and [11] similar versions of an $\varepsilon$ regularity result is proven for $\mathcal{F}$. We'll state it as in [11].

Theorem 4.1 ([8, Theorem 5.7] and [11, Theorem 7.1]) Given $\mathcal{E}_{0}$, there exist $\varepsilon>$ 0 and $\beta>0$, both depending on $M$ and $\beta$ also depending on $\mathcal{E}_{0}$, such that if $V$ is a solution of the flow (2) on $M \times\left[0, t_{0}\right)$ with energy bounded by $\mathcal{E}_{0}$, and if

$$
\begin{equation*}
\mathcal{F}\left(x_{0}, t_{0}, t\right) \leq \varepsilon \tag{18}
\end{equation*}
$$

for $t \in\left[t_{0}-\beta, t_{0}\right)$, then $V$ extends smoothly to $U_{x_{0}} \times\left[0, t_{0}\right]$ for some neighborhood $U_{x_{0}}$ of $x_{0}$ with $|D V|=\left|T^{(V)}\right|$ bounded uniformly.

Then, Theorem 4.1 was used in $[8,11]$ to show long-time existence of the isometric heat flow and convergence to a $G_{2}$-structure with $\operatorname{div} T=0$ given sufficiently small initial pointwise torsion.

Given a $G_{2}$-structure 3-form $\varphi$, in [8] a concept of entropy was defined:

$$
\begin{equation*}
\lambda(\varphi, \sigma)=\max _{(x, t) \in M \times(0, \sigma)}\left\{t \int_{M}\left|T^{(\varphi)}(y)\right|^{2} p_{(x, t)}(y, 0) \operatorname{vol}(y)\right\} \tag{19}
\end{equation*}
$$

This mirrors similar entropy concepts defined for the mean curvature flow, YangMills flow, and the harmonic map heat flow, in [7, 16], and [2], respectively. The quantity $\lambda(\varphi, \sigma)$ is shown in [8] to be invariant under the scaling $(\varphi, \sigma) \mapsto$ $\left(c^{3} \varphi, c^{2} \sigma\right)$. While the same quantity could be defined for an octonion section $V$, if considered as a function of $V, \lambda$ would lose the scaling property for $V$. So in this case, using the 3-form has an advantage. Overall, one of the key results in [8] is long term existence and convergence of the flow (3) given sufficiently small entropy.

Theorem 4.2 ([8, Theorem 5.15]) Let $\varphi_{0}$ be a $G_{2}$-structure on a compact 7manifold M. For any $\delta, \sigma>0$, there exists $\varepsilon>0$, such that if $\lambda\left(\varphi_{0}, \sigma\right)<\varepsilon$, then the flow (3) with initial condition $\varphi(0)=\varphi_{0}$ exists for all time and converges smoothly to a $G_{2}$-structure $\varphi_{\infty}$ that satisfies div $T^{\left(\varphi_{\infty}\right)}=0$ and $\left|T^{\left(\varphi_{\infty}\right)}\right|<\delta$.

Although good progress has been made on properties of the flows (2) and (3), many questions still remain. For example, is it possible to prove long-time existence given small initial energy, rather than entropy or pointwise torsion? If we combine the equivariant harmonic map approach with the octonion approach, then everything could be reformulated in terms of equivariant maps from the orthonormal frame bundle $P$ to $S^{7}$ equipped with the octonion product. It is likely that the additional algebraic structure could help achieve stronger results.
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The Navier-Stokes equations are derived in homogeneous and isotropic spacetimes. The effects of the spatial expansion and contraction are considered.


Keywords Navier-Stokes equations • Cosmological principle
Mathematics Subject Classification (2010) Primary 35Q30; Secondary 35Q75

## 1 Introduction

We recall the Navier-Stokes equations in the Minkowski spacetime. Let us consider the incompressible viscous fluid with the density $\rho$, the rate of the viscosity $\mu$ and the pressure $p$. The Navier-Stokes equations are given by the form

$$
\left\{\begin{array}{l}
\operatorname{div} u=0,  \tag{1.1}\\
\partial_{0} u^{k}+\sum_{j=1}^{n} u^{j} \partial_{j} u^{k}+\frac{1}{\rho} \partial_{k} p-\frac{\mu}{\rho} \Delta u^{k}=0
\end{array}\right.
$$

for $1 \leq k \leq n$ on $[0, T) \times \mathbb{R}^{n}$ for $T>0$, where $x=\left(x^{0}, x^{1}, \cdots, x^{n}\right) \in \mathbb{R}^{1+n}, u=$ $u(x)=\left(u^{1}(x), \cdots, u^{n}(x)\right)$ denotes the velocity vector, $\operatorname{div} u:=\sum_{1 \leq j \leq n} \partial_{j} u^{j}, \Delta$ is the Laplacian defined by $\Delta:=\sum_{j=1}^{n} \partial_{j}^{2}$. By the Helmholtz projection defined by

$$
\begin{equation*}
(H f)^{k}:=f^{k}-\partial_{k} \frac{1}{\Delta} \operatorname{div} f \tag{1.2}
\end{equation*}
$$

[^63]for $1 \leq k \leq n$ and any function $f=\left(f^{1}, \cdots, f^{n}\right)$, Eq. (1.1) are rewritten as
\[

\left\{$$
\begin{array}{l}
\operatorname{div} u=0,  \tag{1.3}\\
\partial_{0} u^{k}+(H f)^{k}-\frac{\mu}{\rho} \Delta u^{k}=0
\end{array}
$$\right.
\]

for $1 \leq k \leq n$, where we have put $f^{k}:=\sum_{j=1}^{n} u^{j} \partial_{j} u^{k}$.
We consider the extension of the Navier-Stokes equations in the Minkowski spacetime to the equations in homogeneous and isotropic spacetimes. Under the assumption of the cosmological principle, namely, that the space is homogeneous and isotropic, the solution of the Einstein equations with the spatial curvature 0 is given by the Friedmann-Lemaître-Robertson-Walker metric (the FLRW metric) defined by

$$
\begin{equation*}
-c^{2}(d \tau)^{2}=g_{\alpha \beta} d x^{\alpha} d x^{\beta}=-c^{2}\left(d x^{0}\right)^{2}+a\left(x^{0}\right)^{2} \sum_{j=1}^{n}\left(d x^{j}\right)^{2}, \tag{1.4}
\end{equation*}
$$

where $\tau$ denotes the proper time, and $a(\cdot)$ is the scale-function of the space defined by

$$
a\left(x^{0}\right):= \begin{cases}a(0)\left(1+\frac{n(1+\sigma) \partial_{0} a(0) x^{0}}{2 a(0)}\right)^{2 / n(1+\sigma)} & \text { if } \sigma \neq-1  \tag{1.5}\\ a(0) \exp \left(\frac{\partial_{0} a(0) x^{0}}{a(0)}\right) & \text { if } \sigma=-1\end{cases}
$$

(see [1] for the references of the Einstein equations and the FLRW metric). Put

$$
\begin{equation*}
T_{0}:=-\frac{2 a(0)}{n(1+\sigma) \partial_{0} a(0)} \tag{1.6}
\end{equation*}
$$

To describe the generalization of the Navier-Stokes equations (1.3) in homogeneous and isotropic spacetimes, we use the following convention. The Greek letters $\alpha, \beta, \gamma, \cdots$ run from 0 to $n$, and the Latin letters $j, k, \ell, \cdots$ run from 1 to $n$. We use the Einstein rule for the sum of indices of tensors, for example, $T^{\alpha}{ }_{\alpha}:=\sum_{\alpha=0}^{n} T^{\alpha}{ }_{\alpha}$ and $T^{i}{ }_{i}:=\sum_{i=1}^{n} T^{i}{ }_{i}$. We denote the speed of light by $c>0$, the metric by $g_{\alpha \beta} d x^{\alpha} d x^{\beta}$ for $x=\left(x^{0}, \cdots, x^{n}\right) \in \mathbb{R}^{1+n}$. We denote by $\left(g_{\alpha \beta}\right)$ the matrix whose components are given by $\left\{g_{\alpha \beta}\right\}_{0 \leq \alpha, \beta \leq n}$. Put $g:=\operatorname{det}\left(g_{\alpha \beta}\right)$. Let $\left(g^{\alpha \beta}\right)$ be the inverse matrix of $\left(g_{\alpha \beta}\right)$. The change of upper and lower indices is done by $g_{\alpha \beta}$ and $g^{\alpha \beta}$, for example, $T^{\alpha}{ }_{\beta}:=g^{\alpha \gamma} T_{\gamma \beta}$ for any tensor $T_{\alpha \beta}$.

To derive the Navier-Stokes equations, we use a stress-energy tensors $T^{\alpha \beta}$ (see Sect. 2, below). The conservation law of $T^{\alpha \beta}$ is expressed by $\nabla_{\alpha} T^{\alpha \beta}=0$. We consider the nonrelativistic limit of this conservation law. Namely,

$$
\begin{equation*}
\lim _{c \rightarrow \infty} \nabla_{\alpha} T^{\alpha \beta}=0 \tag{1.7}
\end{equation*}
$$

We put

$$
\partial^{k}:=a^{-2} \partial_{k} \text { and } f^{k}:=u^{j} \partial_{j} u^{k}
$$

for $1 \leq k \leq n$. We note $\partial_{j} \partial^{j}=a^{-2} \Delta$ and $\partial^{k} / \partial_{\ell} \partial^{\ell}=\partial_{k} / \Delta$. Equation (1.7) yield the Navier-Stokes equations

$$
\left\{\begin{array}{l}
\partial_{j} u^{j}+\frac{n \partial_{0} a^{2}}{2 a^{2}}=0,  \tag{1.8}\\
\partial_{0} u^{k}+(H f)^{k}+\frac{\partial_{0} a^{2}}{a^{2}} u^{k}-\frac{\mu}{\rho} \partial_{j} \partial^{j} u^{k}=0,
\end{array}\right.
$$

where the outline of the derivation is described in Sect. 2.
For the Cauchy problem of (1.8), we have the following results.
Proposition 1.1 The scale-function in (1.8) must satisfy

$$
\begin{equation*}
a(t)=a_{0}\left(1+\frac{2 a_{1} t}{a_{0}}\right)^{1 / 2} \tag{1.9}
\end{equation*}
$$

Namely, $\sigma$ must satisfy $\sigma=4 / n-1$ in (1.5).
When we consider the problem in the Minkowski spacetime with $a_{0}=1$, namely $a(\cdot)=1$, the Cauchy problem (1.8) is rewritten as

$$
\left\{\begin{array}{lr}
\partial_{j} U^{j}=0 & \text { on }[0, T) \times \mathbb{R}^{n},  \tag{1.10}\\
\partial_{t} U^{k}+f(U)^{k}+\frac{1}{\rho} \partial^{k} \tilde{p}-\frac{\mu}{\rho} \Delta U^{k}=0 \text { on }[0, T) \times \mathbb{R}^{n}, \\
U(0, \cdot)=U_{0}(\cdot) &
\end{array}\right.
$$

for $1 \leq k \leq n$, where $U=\left(U^{1}, \cdots, U^{n}\right), U_{0}=\left(U_{0}^{1}, \cdots, U_{0}^{n}\right)$ and $\tilde{p}$ is the pressure for $U$. The following lemma shows one relation between the solutions $u$ of (1.8) and $U$ of (1.10).

Proposition 1.2 Put

$$
\begin{equation*}
\phi(x):=\frac{1}{2} a_{0} a_{1} \sum_{j=1}^{n}\left(x^{j}\right)^{2} \tag{1.11}
\end{equation*}
$$

for $x \in \mathbb{R}^{n}$. If $u$ is the solution of (1.8), then the function $U$ defined by

$$
\begin{equation*}
U^{j}(t, x)=a(t) u^{j}\left(t, \frac{x}{a(t)}\right)+\frac{1}{a(t)}\left(\partial_{j} \phi\right)\left(\frac{x}{a(t)}\right) \tag{1.12}
\end{equation*}
$$

for $1 \leq j \leq n$ is the solution of (1.10). Conversely, the function $u$ defined by (1.12) for the solution $U$ of (1.10) is the solution of (1.8).

Proposition 1.2 is a useful tool to consider the problem (1.8) since the transformation reduces it to the well-known problem (1.10) in the Minkowski spacetime. For example, we show an application of Proposition 1.2 to the Cauchy problem of (1.8). For any fixed $r_{0}$ with $1 \leq r_{0}<\infty$, we put

$$
\alpha(r):=\frac{n}{2}\left(\frac{1}{r_{0}}-\frac{1}{r}\right)
$$

for $1 \leq r<\infty$. For $T>0$ and $r_{1}$ with $1 \leq r_{1}<\infty$, we set function spaces

$$
\begin{aligned}
X_{0}:= & \left\{U_{0} \in\left(L^{r_{0}}\left(\mathbb{R}^{n}\right)\right)^{n} ; \quad \partial_{j} U_{0}^{j}=0\right\}, \\
X(T):=\{U ; & t^{\alpha(r)} U \in B C\left((0, T), H\left(L^{r}\left(\mathbb{R}^{n}\right)\right)^{n}\right), \\
& \left.t^{1 / 2+\alpha\left(r_{1}\right)} \nabla U \in B C\left((0, T),\left(H\left(L^{r_{1}}\left(\mathbb{R}^{n}\right)\right)^{n}\right)^{n}\right)\right\},
\end{aligned}
$$

where $U:=\left(U^{1}, \cdots, U^{n}\right)$ and $U_{0}:=\left(U_{0}^{1}, \cdots, U_{0}^{n}\right)$, with the norms

$$
\begin{aligned}
\|U\|_{A} & :=\sup _{0<t<T} t^{\alpha(r)}\|U(t)\|_{r}, \\
\|\nabla U\|_{A_{1}} & :=\sup _{0<t<T} t^{1 / 2+\alpha\left(r_{1}\right)}\|\nabla U(t)\|_{r_{1}}, \\
\|U\|_{X} & :=\max \left\{\|U\|_{A},\|\nabla U\|_{A_{1}}\right\}
\end{aligned}
$$

and the metric

$$
d_{X}(U, V):=\max \left\{\|U-V\|_{A},\|\nabla(U-V)\|_{A_{1}}\right\}
$$

For the function $\phi$ defined by (1.11), we set function spaces

$$
\begin{aligned}
Y_{0} & :=\left\{a_{0}^{-1} U_{0}\left(a_{0} \cdot\right)-a_{0}^{-2} \nabla \phi(\cdot) ; U_{0} \in X_{0}\right\}, \\
Y(T) & :=\left\{a(t)^{-1} U(t, a(t) \cdot)-a(t)^{-2} \nabla \phi(\cdot) ; U \in X(T)\right\} .
\end{aligned}
$$

We put

$$
T_{1}:= \begin{cases}\infty & a_{1} \geq 0 \\ T_{0} & a_{1}<0\end{cases}
$$

where $T_{0}$ is defined by (1.6). We say that the solution $u$ of (1.8) is global if $u \in Y\left(T_{1}\right)$ since the space does not exist after $T_{0}$ when $a_{1}<0$.

We have the following results.

Theorem 1.3 Let $n \geq 2$. Let $\rho$ and $\mu$ be constants with $\mu / \rho>0$. Let $a_{0}>0$, $a_{1} \in \mathbb{R}$. Let us consider the Cauchy problem (1.8). Then the following results hold.

1. (Local and global solutions) For sufficiently small number $\varepsilon>0$, put $r_{0}, r_{1}$ as $1 / r_{0}=1 / r_{1}=1 / n-\varepsilon$, and let $r$ be a number with $0 \leq 1 / r \leq 1 / n-\varepsilon$. Then for any $u_{0} \in Y_{0}$, there exists a unique solution $u \in Y(T)$ of (1.8), where $T$ with $0<T<T_{1}$ can be taken of the form

$$
\begin{equation*}
T=\left(\frac{C}{\left\|U_{0}\right\|_{\left(L^{r} 0\left(\mathbb{R}^{n}\right)\right)^{n}}}\right)^{2 / n \varepsilon} \tag{1.13}
\end{equation*}
$$

for a constant $C>0$ which is independent of $u_{0}$, where

$$
\begin{equation*}
U_{0}(x):=a_{0} u_{0}\left(\frac{x}{a_{0}}\right)+\frac{1}{a_{0}} \nabla \phi\left(\frac{x}{a_{0}}\right) \tag{1.14}
\end{equation*}
$$

and $\nabla \phi:=\left(\partial_{1}, \cdots, \partial_{n}\right) \phi$. Moreover, if $a_{1}<0$ and $U_{0}$ is small such that

$$
\left\|U_{0}\right\|_{\left(L^{r_{0}}\left(\mathbb{R}^{n}\right)\right)^{n}} \leq C T_{0}^{-n \varepsilon / 2}
$$

holds, then $T$ can be taken as $T=T_{1}$. Namely, $u$ is a unique global solution in $Y\left(T_{1}\right)$.
2. (Global solutions) Let $r_{0}=r_{1}=n$, and let $r$ be a number with $0<1 / r<1 / n$. If $\left\|U_{0}\right\|_{\left(L^{\left.r_{0}(n)\right)^{n}}\right.}$ is sufficiently small, then there exists a unique global solution $u \in Y\left(T_{1}\right)$ of (1.8).

In Theorem 1.3, we have shown the results in Lebesgue spaces corresponding to the results in [2]. Compared with the results in [2], we obtain the small global solution in (1) in Theorem 1.3 when the space is contracting, namely, $a_{1}<0$.

## 2 Derivation of the Equations

In this section, we show the outline to derive the equations in (1.8). We show some results on the stress-tensor $P^{\alpha \beta}$ with Lamé's elastic constants $\lambda$ and $\mu$. We put $\partial^{\alpha}:=$ $g^{\alpha \beta} \partial_{\beta}$. In the case of (1.4), we have

$$
\partial^{0}=-\frac{1}{c^{2}} \partial_{0}, \quad \partial^{j}=\frac{1}{a^{2}} \partial_{j} .
$$

When we take the nonrelativistic limit $(c \rightarrow \infty)$, we naturally regard $\partial^{0}$ as the zerooperator $\left(\partial^{0}=0\right)$. Let $p$ be a function which denotes the pressure. For $0 \leq \alpha \leq n$, let $v^{\alpha}$ be a contravariant tensor which satisfies $\lim _{c \rightarrow \infty} \partial_{j} v^{0}=0$ for $1 \leq j \leq n$.

Let $P^{\alpha \beta}$ be a stress-tensor defined by

$$
\begin{equation*}
P^{\alpha \beta}:=-p g^{\alpha \beta}+\lambda g^{\alpha \beta} \nabla_{\gamma} v^{\gamma}+\mu\left(\nabla^{\alpha} v^{\beta}+\nabla^{\beta} v^{\alpha}\right) \tag{2.1}
\end{equation*}
$$

for $0 \leq \alpha, \beta \leq n$. Then we have the following results step by step.

$$
\text { (1) } \lim _{c \rightarrow \infty} v^{\alpha} \nabla_{\alpha} v^{\beta}=v^{0} \partial_{0} v^{\beta}+v^{j} \partial_{j} v^{\beta}+2 v^{0} \Gamma^{\beta}{ }_{0 j} v^{j}, ~ \begin{aligned}
& \text { (2) } \nabla_{\gamma} v^{\gamma}=\frac{\partial_{0} a^{n}}{a^{n}} v^{0}+\partial_{\gamma} v^{\gamma}, \\
& \text { (3) } \lim _{c \rightarrow \infty} \nabla^{\beta} \nabla_{\gamma} v^{\gamma}=\partial^{\beta} \partial_{j} v^{j}, \\
& \text { (4) } \lim _{c \rightarrow \infty} \nabla_{\alpha} \nabla^{\alpha} v^{\beta}=\partial_{j} \partial^{j} v^{\beta}, \\
& \text { (5) } \lim _{c \rightarrow \infty} \nabla_{\alpha} \nabla^{\beta} v^{\alpha}=\partial^{\beta} \partial_{j} v^{j}, \\
& \text { (6) } \lim _{c \rightarrow \infty} \nabla_{\alpha}\left(p g^{\alpha \beta}\right)=\partial^{\beta} p,
\end{aligned}
$$

$$
\text { (7) } \lim _{c \rightarrow \infty} \nabla_{\alpha} P^{\alpha \beta}=-\partial^{\beta} p+\mu \partial_{j} \partial^{j} v^{\beta}+(\mu+\lambda) \partial^{\beta} \partial_{j} v^{j}
$$

for $0 \leq \beta \leq n$, where we regard $\partial^{0}$ as the zero-operator in the right hand side of each equation.

By the metric (1.4), any velocity-tensor $u^{\alpha}$ must satisfy the equation

$$
-c^{2}=-c^{2}\left(u^{0}\right)^{2}+a\left(x^{0}\right)^{2} \sum_{j=1}^{n}\left(u^{j}\right)^{2}
$$

So that, $u^{0}$ satisfies $\lim _{c \rightarrow \infty} u^{0}= \pm 1$. We assume

$$
\begin{equation*}
\lim _{c \rightarrow \infty} u^{0}=1 \text { and } \lim _{c \rightarrow \infty} \partial_{\alpha} u^{0}=0 \tag{2.2}
\end{equation*}
$$

for $0 \leq \alpha \leq n$, which means that the local time tends to the proper time in the nonrelativistic limit. The Navier-Stokes equations in homogeneous and isotropic spacetimes are given as follows.

Now, let us consider the spacetime which has the metric (1.4). Let $u^{\alpha}$ denote a velocity-tensor. Assume (2.2). Let $P^{\alpha \beta}$ be the stress-tensor with $v^{\alpha}:=u^{\alpha}$. Let $\rho$ be a function which denotes the density of mass. Let $T^{\alpha \beta}$ be a stress-energy tensor defined by

$$
\begin{equation*}
T^{\alpha \beta}:=\left(\rho+\frac{p}{c^{2}}\right) u^{\alpha} u^{\beta}-P^{\alpha \beta} \tag{2.3}
\end{equation*}
$$

for $0 \leq \alpha, \beta \leq n$. Then we have the following results step by step.

1. We have

$$
\lim _{c \rightarrow \infty} \nabla_{\alpha}\left(\left(\rho+\frac{p}{c^{2}}\right) u^{\alpha} u^{\beta}\right)=I^{\beta}
$$

for $0 \leq \beta \leq n$, where we have put

$$
\begin{align*}
I^{\beta}:= & \partial_{0} \rho u^{\beta}+\partial_{j} \rho u^{j} u^{\beta} \\
& +\rho\left(\left(\frac{\partial_{0} a^{n}}{a^{n}}+\partial_{j} u^{j}\right) u^{\beta}+\partial_{0} u^{\beta}+u^{j} \partial_{j} u^{\beta}+2 \Gamma^{\beta}{ }_{0 j} u^{j}\right) \tag{2.4}
\end{align*}
$$

and we regard $u^{0}=1$ in the right hand side.
2. We have

$$
\lim _{c \rightarrow \infty} \nabla_{\alpha} T^{\alpha \beta}=I^{\beta}+\partial^{\beta} p-\mu \partial_{j} \partial^{j} u^{\beta}-(\mu+\lambda) \partial^{\beta} \partial_{j} u^{j}
$$

for $0 \leq \beta \leq n$, where we regard $u^{0}=1$ and $\partial^{0}=0$ in the right hand side. Let us consider the nonrelativistic limits of the conservation $\nabla_{\alpha} T^{\alpha \beta}=0$ for $0 \leq \beta \leq n$. The equations

$$
\begin{equation*}
\lim _{c \rightarrow \infty} \nabla_{\alpha} T^{\alpha \beta}=0 \tag{2.5}
\end{equation*}
$$

for $0 \leq \beta \leq n$ are equivalent to

$$
\begin{equation*}
\partial_{0} \rho+\partial_{j} \rho u^{j}+\rho\left(\partial_{j} u^{j}+\frac{\partial_{0} a^{n}}{a^{n}}\right)=0 \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho\left(\partial_{0} u^{k}+u^{j} \partial_{j} u^{k}+\frac{\partial_{0} a^{2}}{a^{2}} u^{k}\right)+\partial^{k} p-\mu \partial_{j} \partial^{j} u^{k}-(\mu+\lambda) \partial^{k} \partial_{j} u^{j}=0 \tag{2.7}
\end{equation*}
$$

for $1 \leq k \leq n$.
3. When $\rho(\neq 0)$ is a constant, Eq. (2.5) are equivalent to

$$
\begin{equation*}
\partial_{j} u^{j}+\frac{n \partial_{0} a^{2}}{2 a^{2}}=0 \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{0} u^{k}+f^{k}+\frac{\partial_{0} a^{2}}{a^{2}} u^{k}+\frac{1}{\rho} \partial^{k} p-\frac{\mu}{\rho} \partial_{j} \partial^{j} u^{k}=0 \tag{2.9}
\end{equation*}
$$

for $1 \leq k \leq n$. Equation (2.9) is rewritten as

$$
\begin{equation*}
\partial_{0} u^{k}+(H f)^{k}+\frac{\partial_{0} a^{2}}{a^{2}} u^{k}-\frac{\mu}{\rho} \partial_{j} \partial^{j} u^{k}=0 \tag{2.10}
\end{equation*}
$$

for $1 \leq k \leq n$, where $(H f)^{k}$ is defined by (1.2).
Therefore, we have obtained the required equations.
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## 1 Introduction

The focus of this article is centered on the well-posedness topics for the initialboundary value problem for the quasi-linear ultra-parabolic equation with partial diffusivity and multiple impulsive source terms. Such equations are commonly called Kolmogorov-type equations. Besides, they are also called impulsive equations due to the presence of impulsive source terms. Impulsive sources involve parameterized Dirac delta measures in their construction. From the physical viewpoint, they reflect phenomena of instantaneous loading, i.e., drastic change of mass, energy, impulse, etc. at a moment. The theory of impulsive partial differential equations is rather new and far from complete. In the present article, we develop the results earlier obtained in [3-5] for quasi-linear equations with autonomous coefficients

[^64]and single impulsive source onto the cases with non-autonomous coefficients and multiple impulsive sources, which is the novelty of this research.

## 2 Problem $\Pi_{0}$ : The Basic Formulation

Let $\Omega$ be a bounded domain of spatial variables $\boldsymbol{x} \in \mathbb{R}^{d}$ with a smooth boundary $\partial \Omega$ ( $\partial \Omega \in C^{2}$ ). Let $t \in[0, T]$ and $s \in[0, S]$ be two independent time-like variables. Here $T$ and $S$ are given positive constants. Let $\tau_{1}, \tau_{2}, \ldots, \tau_{N} \in(0, T)$ be fixed time moments, labeled so that $0<\tau_{1}<\ldots<\tau_{N}<T$. Denote

$$
\begin{gathered}
G_{T, S}:=\Omega \times(0, T) \times(0, S), \quad \Xi^{1}:=\bar{\Omega} \times[0, S], \quad \Xi^{2}:=\bar{\Omega} \times[0, T], \\
\Gamma_{l}:=\partial \Omega \times[0, T] \times[0, S], \quad \Gamma_{0}^{1}:=\bar{\Omega} \times\{t=0\} \times[0, S], \\
\Gamma_{T}^{1}:=\bar{\Omega} \times\{t=T\} \times[0, S], \quad \Gamma_{\tau_{j}}^{1}:=\bar{\Omega} \times\left\{t=\tau_{j}\right\} \times[0, S](j=1, \ldots, N), \\
\Gamma_{0}^{2}:=\bar{\Omega} \times[0, T] \times\{s=0\}, \quad \Gamma_{S}^{2}:=\bar{\Omega} \times[0, T] \times\{s=S\} .
\end{gathered}
$$

In this article, the focus of our study is centered on the following problem.
Problem $\Pi_{0}$ It is necessary to find a function $u: G_{T, S} \mapsto \mathbb{R}$ satisfying the quasilinear ultra-parabolic equation

$$
\begin{align*}
\partial_{t} u+\partial_{s} a(u)+\operatorname{div}_{x} \boldsymbol{\varphi} & (\boldsymbol{x}, t, s, u)=\operatorname{div}_{x}\left(\mathbb{A}(\boldsymbol{x}, t, s, u) \nabla_{x} u\right) \\
& +\sum_{j=1}^{N} \beta_{j}(\boldsymbol{x}, s, u) \delta_{\left(t=\tau_{j}-0\right)}, \quad(\boldsymbol{x}, t, s) \in G_{T, S} \tag{2.1a}
\end{align*}
$$

the initial condition with respect to time-like variable $t$

$$
\begin{equation*}
\left.u\right|_{t=0}=u_{0}^{(1)}(\boldsymbol{x}, s), \quad(\boldsymbol{x}, s) \in \Xi^{1} \tag{2.1b}
\end{equation*}
$$

the initial and final conditions with respect to time-like variable $s$

$$
\begin{equation*}
\left.u\right|_{s=0} \approx u_{0}^{(2)}(\boldsymbol{x}, t),\left.\quad u\right|_{s=S} \approx u_{S}^{(2)}(\boldsymbol{x}, t), \quad(\boldsymbol{x}, t) \in \Xi^{2}, \tag{2.1c}
\end{equation*}
$$

and the homogeneous boundary condition

$$
\begin{equation*}
\left.u\right|_{\Gamma_{l}}=0 \tag{2.1d}
\end{equation*}
$$

In the formulation of Problem $\Pi_{0}$, we suppose that the initial and final data $u_{0}^{(1)}$, $u_{0}^{(2)}, u_{S}^{(2)}$, the nonlinear convective fluxes $a$ and $\varphi=\left(\varphi_{1}, \ldots, \varphi_{d}\right)$, the diffusion matrix $\mathbb{A}$ and the impulsive perturbations $\beta_{j}$ are given and satisfy the conditions
stated further. In (2.1a) and further, by $\delta_{(t=\tau-0)}$ we denote the Dirac delta measure centered 'on the left-hand side' of a point $t=\tau$ in $\mathbb{R}$, i.e.,

$$
\begin{equation*}
\left\langle\delta_{(\cdot=\tau-0)}, \phi\right\rangle=\phi(\tau-0) \tag{2.2}
\end{equation*}
$$

for any integrable in a neighborhood of $\{t=\tau\} \subset \mathbb{R}$ function $\phi$ having the trace at the point $t=\tau$ from the left: $\phi(\tau-0)=\lim _{t \rightarrow \tau-0} \phi(t)$.

In (2.1c) the relation sign $\approx$ means that $u_{0}^{(2)}$ and $u_{S}^{(2)}$ may be unattained by a solution $u$ on some parts of the sets $\Gamma_{0}^{2}$ and $\Gamma_{S}^{2}$, respectively. The fact whether $\approx$ becomes equality ( $=$ ), or not, is figured out a posteriori, i.e., after a solution of equation (2.1a) is constructed somehow.
Conditions on $u_{0}^{(1)} \& u_{0}^{(2)} \& u_{S}^{(2)}$ The initial and final data meet the regularity requirements $u_{0}^{(1)} \in C^{2+\alpha}\left(\Xi^{1}\right), u_{0}^{(2)}, u_{S}^{(2)} \in C^{2+\alpha}\left(\Xi^{2}\right)(\alpha \in(0,1))$ and the following consistency conditions: $u_{0}^{(1)}$ vanishes in a neighbourhood of $\partial \Xi^{1}$ and $u_{0}^{(2)}$ and $u_{S}^{(2)}$ vanish in a neighbourhood of $\partial \Xi^{2}$.

Conditions on $a \& \varphi \& \mathbb{A} \& \beta$
(i) Matrix $\mathbb{A}=\left(a_{i j}(\boldsymbol{x}, t, s, \lambda)\right)_{i, j=1, \ldots, d}$ is symmetric and uniformly positivedefinite, i.e., $a_{i j}(\boldsymbol{x}, t, s, \lambda)=a_{j i}(\boldsymbol{x}, t, s, \lambda)$ and there exists a positive constant $a_{*}$ independent of $\boldsymbol{x}, t, s$ and $\lambda$ such that $\sum_{i, j=1}^{d} a_{i j}(\boldsymbol{x}, t, s, \lambda) \xi_{i} \xi_{j} \geq$ $a_{*}|\boldsymbol{\xi}|^{2} \quad \forall \boldsymbol{\xi} \in \mathbb{R}^{d}, \forall(\boldsymbol{x}, t, s, \lambda) \in G_{T, S} \times \mathbb{R}_{\lambda}$.

Components $a_{i j}$ meet the regularity requirement $a_{i j} \in C_{\text {loc }}^{2}\left(G_{T, S} \times \mathbb{R}_{\lambda}\right)$.
(ii) Convective fluxes $a$ and $\boldsymbol{\varphi}$ and impulsive perturbations $\beta_{j}(j=1, \ldots, N)$ meet the regularity requirements $a \in C_{\mathrm{loc}}^{2}(\mathbb{R}), a(0)=0, \varphi \in C_{\mathrm{loc}}^{2}\left(G_{T, S} \times\right.$ $\left.\mathbb{R}_{\lambda}\right)^{d}, \boldsymbol{\varphi}(\boldsymbol{x}, t, s, 0)=(0, \ldots, 0)$, and $\beta_{j} \in C_{0}^{1}\left(\Xi^{1} \times \mathbb{R}_{\lambda}\right)$.
(iii) Flux $a$ satisfies the following genuine nonlinearity condition: the Lebesgue measure of the set $\left\{\lambda \in \mathbb{R}: \xi_{1}+a^{\prime}(\lambda) \xi_{2}=0\right\}$ is zero for every fixed pair $\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2}$ such that $\xi_{1}^{2}+\xi_{2}^{2}=1$, i.e., for every fixed $\left(\xi_{1}, \xi_{2}\right) \in \mathbb{S}^{1}$.
(iv) Flux $\varphi$ satisfies the following growth condition: there exist constants $b_{1}, b_{2}>0$ such that for all $(\boldsymbol{x}, t, s) \in G_{T, S}$ and $\lambda \in \mathbb{R}$ the inequality $-\operatorname{div}_{x} \boldsymbol{\varphi}(\boldsymbol{x}, t, s, \lambda) \lambda \leq b_{1} \lambda^{2}+b_{2}$ takes place.
Remark 2.1 Note that, with $\left.u\right|_{s=0}=u_{0}^{(2)}$ and $\left.u\right|_{s=S}=u_{S}^{(2)}$ on $\Xi^{2}$ on the place of (2.1c), Problem $\Pi_{0}$ becomes ill-posed. Indeed, since flux $a$ is nonlinear and, in general, non-monotonous, it may be impossible to equate a solution $u$ of Problem $\Pi_{0}$ to $u_{0}^{(2)}$ and $u_{S}^{(2)}$ on the entire sets $\Gamma_{0}^{2}$ and $\Gamma_{S}^{2}$. Therefore, we permit that a possible weak solution of Problem $\Pi_{0}$ may deviate from $u_{0}^{(2)}$ and $u_{S}^{(2)}$ on $\Gamma_{0}^{2}$ and $\Gamma_{S}^{2}$, respectively. Like in [4, 5], we set up a more loose non-classical condition (2.1c) following the original ideas presented in [1, 7].

Remark 2.2 In the formulation of Problem $\Pi_{0}$ notice that, in the sense of distributions, Eq. (2.1a) can be equivalently written with the help of identity (2.2) as the system consisting of the equation

$$
\partial_{t} u+\partial_{s} a(u)+\operatorname{div}_{x} \boldsymbol{\varphi}(\boldsymbol{x}, t, s, u)=\operatorname{div}_{x}\left(\mathbb{A}(\boldsymbol{x}, t, s, u) \nabla_{x} u\right) \quad \text { in } G_{T, S} \backslash\left(\cup_{j=1}^{N} \Gamma_{\tau_{j}}^{1}\right)
$$

and the impulsive conditions $(j=1, \ldots, N)$

$$
\begin{equation*}
u\left(\boldsymbol{x}, \tau_{j}+0, s\right)=u\left(\boldsymbol{x}, \tau_{j}-0, s\right)+\beta_{j}\left(\boldsymbol{x}, s, u\left(\boldsymbol{x}, \tau_{j}-0, s\right)\right), \quad(\boldsymbol{x}, s) \in \Xi^{1} \tag{2.3}
\end{equation*}
$$

Our first aim in this article is to establish the existence and uniqueness results for Problem $\Pi_{0}$. To this end, we revisit and extend our research originally carried out in [2, 4, 5]. This way we introduce and study the suitable concept of entropy solutions to Problem $\Pi_{0}$. This concept arises from the strictly parabolic regularization of Problem $\Pi_{0}$.

## 3 Parabolic Regularization of Problem $\Pi_{0}$

We construct an entropy solution of Problem $\Pi_{0}$ as a limit of the family of weak solutions $u_{\varepsilon}$ of the following strictly parabolic model, as $\varepsilon \rightarrow 0+$.
Problem $\Pi_{\varepsilon}$ Under Conditions on $u_{0}^{(1)} \& u_{0}^{(2)} \& u_{S}^{(2)}$ and on $a \& \varphi \& \mathbb{A} \& \boldsymbol{\beta}$, it is necessary to find $u_{\varepsilon}: G_{T, S} \mapsto \mathbb{R}$ satisfying the strictly parabolic equation

$$
\begin{equation*}
\partial_{t} u_{\varepsilon}+\partial_{s} a\left(u_{\varepsilon}\right)+\operatorname{div}_{x} \varphi\left(\boldsymbol{x}, t, s, u_{\varepsilon}\right)=\operatorname{div}_{x}\left(\mathbb{A}\left(\boldsymbol{x}, t, s, u_{\varepsilon}\right) \nabla_{x} u_{\varepsilon}\right)+\varepsilon \partial_{s s}^{2} u_{\varepsilon} \tag{3.1}
\end{equation*}
$$

in $G_{T, S} \backslash\left(\bigcup_{j=1}^{N} \Gamma_{\tau_{j}}^{1}\right)$, the impulsive conditions (2.3) for $j=1, \ldots, N$, the initial condition (2.1b), the homogeneous boundary condition (2.1d) and the (exact!) initial and final conditions

$$
\begin{equation*}
\left.u_{\varepsilon}\right|_{s=0}=u_{0}^{(2)}(\boldsymbol{x}, t),\left.\quad u_{\varepsilon}\right|_{s=S}=u_{S}^{(2)}(\boldsymbol{x}, t), \quad(\boldsymbol{x}, t) \in \Xi^{2} . \tag{3.2}
\end{equation*}
$$

Here $\varepsilon \in(0,1]$ is an arbitrarily fixed small parameter.
The notion of weak solution to Problem $\Pi_{\varepsilon}$ is quite standard in the theory of parabolic problems. We notice that, in order to find a weak solution of Problem $\Pi_{\varepsilon}$, it is necessary and sufficient to fulfill the following $N+1$ steps. On the first step, in the subdomain $\Omega \times\left(0, \tau_{1}\right) \times(0, S) \subset G_{T, S}$, we find a weak solution $u_{\varepsilon}$ of the system consisting of Eq. (3.1) and conditions (2.1b), (2.1d) and (3.2). On the $j$-th step $(j=2, \ldots, N+1)$, in the subdomain $\Omega \times\left(\tau_{j-1}, \tau_{j}\right) \times(0, S) \subset G_{T, S}$, we find
the weak solution $u_{\varepsilon}$ of the system consisting of Eq. (3.1) and conditions (2.1d), (3.2) and

$$
\begin{equation*}
\left.u_{\varepsilon}(\boldsymbol{x}, t, s)\right|_{t=\tau_{j-1}}=u_{\varepsilon}\left(\boldsymbol{x}, \tau_{j-1}-0, s\right)+\beta_{j-1}\left(\boldsymbol{x}, s, u\left(\boldsymbol{x}, \tau_{j-1}-0, s\right)\right),(\boldsymbol{x}, s) \in \Xi^{1} . \tag{3.3}
\end{equation*}
$$

In the right-hand side of (3.3), $u_{\varepsilon}\left(\boldsymbol{x}, \tau_{j-1}-0, s\right)$ is the trace on $\left\{t=\tau_{j-1}-0\right\}$ of the weak solution $u_{\varepsilon}$ obtained on the $(j-1)$-th step.

Thus, Problem $\Pi_{\varepsilon}$ is, in fact, the set of $N+1$ initial boundary value problems that should be solved successively. Each of these problems is well-posed in the class of weak solutions due to the well-known theory of quasilinear parabolic equations of the second order [6]. Aggregating the results of the $N+1$ steps we conclude that the following assertion holds true.

Proposition 3.1 Under Conditions on $u_{0}^{(1)} \& u_{0}^{(2)} \& u_{S}^{(2)}$ and on $a \& \varphi \& \mathbb{A} \& \boldsymbol{\beta}$, for any fixed $\varepsilon \in(0,1]$ there exists the unique weak solution $u_{\varepsilon} \in L^{\infty}\left(G_{T, S}\right) \cap$ $L^{2}\left(0, T ; W_{2}^{1}\left(\Xi^{1}\right)\right)$ of Problem $\Pi_{\varepsilon}$.

Moreover, the energy estimate $\left\|\nabla_{x} u_{\varepsilon}\right\|_{L^{2}\left(G_{T, S}\right)}^{2}+\varepsilon\left\|\partial_{s} u_{\varepsilon}\right\|_{L^{2}\left(G_{T, S}\right.}^{2} \leq M_{0}$ and the maximum principle $\left\|u_{\varepsilon}\right\|_{L^{\infty}\left(G_{T, S}\right)} \leq M_{1}$ hold, where constants $M_{0}$ and $M_{1}$ do not depend on $\varepsilon$.

## 4 Entropy Solutions of Problem $\Pi_{0}$

The first main result of this article arises as $\varepsilon \rightarrow 0+$ in the formulation of the Problem $\Pi_{\varepsilon}$. Similarly to [2, Theorem 1] and [5, Theorem 3.1 (assertion 2)], we establish the following theorem.

## Theorem 4.1

(1) (Convergence result.) There exist a subsequence
$\varepsilon_{k} \underset{k \rightarrow \infty}{\longrightarrow} 0+$ and a limiting function $u \in L^{\infty}\left(G_{T, S}\right) \cap L^{2}((0, T) \times$ $\left.(0, S) ; \stackrel{o}{W}_{2}^{1}(\Omega)\right)$ such that the sequence of weak solutions $u_{\varepsilon_{k}}$ of Problems $\Pi_{\varepsilon_{k}}$ converges to $u$ strongly in $L^{1}\left(G_{T, S}\right)$, as $k \rightarrow \infty$. In other words, the family of weak solutions $\left\{u_{\varepsilon}\right\}_{\varepsilon \in(0,1]}$ of Problem $\Pi_{\varepsilon}$ is relatively compact in $L^{1}\left(G_{T, S}\right)$, as $\varepsilon \rightarrow 0+$.
(2) (Existence of entropy solutions.) Function $u=\lim _{k \rightarrow \infty} u_{\varepsilon_{k}}$ serves as an entropy solution of Problem $\Pi_{0}$ in the sense of Definition 4.2 formulated below.
(3) (Uniqueness of entropy solutions.) Let, in addition to Conditions on $a \& \varphi \& \mathbb{A} \& \boldsymbol{\beta}$, the convective flux $\varphi$ and the diffusion matrix $\mathbb{A}$ be autonomous, i.e., be independent of $\boldsymbol{x}$, $t$ and s explicitly. Then the entropy solution of Problem $\Pi_{0}$ is unique.

Definition 4.2 Function $u \in L^{\infty}\left(G_{T, S}\right) \cap L^{2}\left((0, T) \times(0, S) ; \stackrel{o}{W}_{2}^{1}(\Omega)\right)$ is called an entropy solution to Problem $\Pi_{0}$, if it satisfies the entropy inequality

$$
\begin{align*}
\partial_{t} \eta(u)+\partial_{s} q_{a}(u) & +\operatorname{div}_{x} \boldsymbol{q}_{\varphi}(\boldsymbol{x}, t, s, u)-\operatorname{Div}_{x} \boldsymbol{q}_{\varphi}(\boldsymbol{x}, t, s, u) \\
& +\left(\operatorname{Div}_{x} \boldsymbol{\varphi}(\boldsymbol{x}, t, s, u)\right) \eta^{\prime}(u)-\operatorname{div}_{x}\left(\mathbb{A}(\boldsymbol{x}, t, s, u) \nabla_{x} \eta(u)\right) \leq \\
& -\eta^{\prime \prime}(u)\left|\mathbb{A}^{1 / 2}(\boldsymbol{x}, t, s, u) \nabla_{x} u\right|^{2} \quad \text { in } G_{T, S} \backslash\left(\cup_{j=1}^{N} \Gamma_{\tau_{j}}^{1}\right), \tag{4.1a}
\end{align*}
$$

the maximum principle $\|u\|_{L^{\infty}\left(G_{T, S}\right)} \leq M_{1}$, the initial condition (2.1b) (in the trace sense) and the impulsive conditions (2.3), possesses the strong traces $u_{0}^{\mathrm{tr},(2)}$ and $u_{S}^{\operatorname{tr},(2)}$ on the planes $\Gamma_{0}^{2}$ and $\Gamma_{S}^{2}$, respectively, and satisfies the following two entropy boundary conditions:

$$
\begin{align*}
& q_{a}\left(u_{0}^{\mathrm{tr},(2)}(\boldsymbol{x}, t)\right)-q_{a}\left(u_{0}^{(2)}(\boldsymbol{x}, t)\right) \\
& \quad-\eta^{\prime}\left(u_{0}^{(2)}(\boldsymbol{x}, t)\right)\left(a\left(u_{0}^{\mathrm{tr},(2)}(\boldsymbol{x}, t)\right)-a\left(u_{0}^{(2)}(\boldsymbol{x}, t)\right)\right) \leq 0, \quad(\boldsymbol{x}, t) \in \Xi^{2},  \tag{4.1b}\\
& q_{a}\left(u_{S}^{\mathrm{tr},(2)}(\boldsymbol{x}, t)\right)-q_{a}\left(u_{S}^{(2)}(\boldsymbol{x}, t)\right) \\
& \quad-\eta^{\prime}\left(u_{S}^{(2)}(\boldsymbol{x}, t)\right)\left(a\left(u_{S}^{\mathrm{tr},(2)}(\boldsymbol{x}, t)\right)-a\left(u_{S}^{(2)}(\boldsymbol{x}, t)\right)\right) \geq 0, \quad(\boldsymbol{x}, t) \in \Xi^{2} . \tag{4.1c}
\end{align*}
$$

In (4.1a), (4.1b) and (4.1c), $\eta \in C^{2}(\mathbb{R})$ is an arbitrary convex test-function: $\eta^{\prime \prime}(z) \geq 0 \forall z \in \mathbb{R}$, and $\left(\eta, q_{a}, \boldsymbol{q}_{\varphi}\right)$ is the convex entropy-entropy flux triple such that $\boldsymbol{q}_{\varphi}(\boldsymbol{x}, t, s, z)=\int_{0}^{z} \eta^{\prime}(\tilde{z}) \partial_{\tilde{z}} \boldsymbol{\varphi}(\boldsymbol{x}, t, s, \tilde{z}) d \tilde{z}$ and $q_{a}(z)=\int_{0}^{z} a^{\prime}(\tilde{z}) \eta^{\prime}(\tilde{z}) d \tilde{z}$, $\forall z \in \mathbb{R}$.

In (4.1a) the differential operator $\operatorname{Div}_{x}$ is defined by the formula

$$
\operatorname{Div}_{x} \boldsymbol{\psi}(\boldsymbol{x}, t, s, u)=\left.\left(\operatorname{div}_{x} \boldsymbol{\psi}(\boldsymbol{x}, t, s, z)\right)\right|_{z=u(\boldsymbol{x}, t, s)} \quad \forall \boldsymbol{\psi} \in C^{1}\left(G_{T, S} \times \mathbb{R}_{z}\right)^{d}
$$

In particular, operators $\operatorname{Div}_{x}$ and $\operatorname{div}_{x}$ relate through the identity

$$
\operatorname{div}_{x} \boldsymbol{\psi}(\boldsymbol{x}, t, s, u)=\operatorname{Div}_{x} \boldsymbol{\psi}(\boldsymbol{x}, t, s, u)+\partial_{u} \boldsymbol{\psi}(\boldsymbol{x}, t, s, u) \cdot \nabla_{x} u .
$$

Entropy inequality (4.1a) is understood in the sense of distributions. Entropy boundary conditions (4.1b) and (4.1c) are understood a.e. in $\Xi^{2}$, and impulsive conditions (2.3) are understood a.e. in $\Xi^{1}$.

## 5 Problem $\Pi_{0}$ as a Singular Limit Model Arising due to the Collapse of a Distributed Source

In this section let us consider the following Cauchy-Dirichlet problem for Eq. (2.1a) incorporating the distributed source term instead of the multiple impulsive ones.

Problem $\Pi_{\gamma}$ It is necessary to find a function $u: G_{T, S} \mapsto \mathbb{R}$ satisfying the quasilinear ultra-parabolic equation

$$
\begin{array}{r}
\partial_{t} u+\partial_{s} a(u)+\operatorname{div}_{x} \boldsymbol{\varphi}(\boldsymbol{x}, t, s, u)=\operatorname{div}_{x}\left(\mathbb{A}(\boldsymbol{x}, t, s, u) \nabla_{x} u\right)+Z_{\gamma}(\boldsymbol{x}, t, s, u), \\
(\boldsymbol{x}, t, s) \in G_{T, S},
\end{array}
$$

the initial and final conditions (2.1b) and (2.1c) and the homogeneous boundary condition (2.1d).

We suppose that the initial and final data are given and satisfy Conditions on $u_{0}^{(1)} \& u_{0}^{(2)} \& u_{S}^{(2)}$; and the diffusion matrix $\mathbb{A}$, convective fluxes $a$ and $\varphi$ and the source term $Z_{\gamma}$ are given and satisfy the following requirements.

Conditions on $a \& \varphi \& \mathbb{A} \& Z_{\gamma}$
(i) Matrix $\mathbb{A}=\left(a_{i j}\right)_{i, j=1, \ldots, d}$ and fluxes $a$ and $\varphi$ satisfy all requirements in items (i)-(iii) of Conditions on $a \& \varphi \& \mathbb{A} \& \beta$.
(ii) $Z_{\gamma}$ belongs to the space $L^{\infty}\left(0, T ; C_{\mathrm{loc}}\left(\Xi^{1} \times \mathbb{R}\right)\right)$.
(iii) Flux $\varphi$ and source $Z_{\gamma}$ satisfy the following growth condition: there exist constants $b_{\gamma}^{(1)}, b_{\gamma}^{(2)}>0$ such that for all $(\boldsymbol{x}, t, s) \in G_{T, S}$ and $\lambda \in \mathbb{R}$ the inequality $\left(Z_{\gamma}(\boldsymbol{x}, t, s)-\operatorname{div}_{x} \varphi(\boldsymbol{x}, t, s, \lambda)\right) \lambda \leq b_{\gamma}^{(1)} \lambda^{2}+b_{\gamma}^{(2)}$ takes place.

We remark that label $\boldsymbol{\gamma}$ is dumb so far.
For Problem $\Pi_{\gamma}$ the notion of entropy solutions is introduced quite analogously to [5, Definition 3.4] with several necessary natural modifications. The following results on well-posedness of Problem $\Pi_{\gamma}$ take place.

## Proposition 5.1

(1) (Existence of entropy solutions.) Under Conditions on $u_{0}^{(1)} \& u_{0}^{(2)} \& u_{S}^{(2)}$ and on $a \& \varphi \& \mathbb{A} \& Z_{\gamma}$ there exists at least one entropy solution to Problem $\Pi_{\gamma}$.
(2) (Uniqueness of entropy solutions.) Let, in addition to Conditions on $a \& \varphi \& \mathbb{A} \& Z_{\gamma}$, the convective flux $\varphi$ and the diffusion matrix $\mathbb{A}$ be autonomous, i.e., be independent of $\boldsymbol{x}, t$ and s explicitly. Then the entropy solution of Problem $\Pi_{\gamma}$ is unique.

Proof In order to justify the proposition, it is sufficient to keep track of the proof of Theorem 3.1 in [5] and fulfill necessary natural changes in it.

Now suppose that the source term has the specific form

$$
\begin{equation*}
Z_{\boldsymbol{\gamma}}(\boldsymbol{x}, t, s, \lambda)=\sum_{j=1}^{N} K_{\gamma_{j}}\left(t ; \tau_{j}\right) \beta_{j}(\boldsymbol{x}, s, \lambda) \tag{5.1}
\end{equation*}
$$

where $\boldsymbol{\gamma}=\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{N}\right)$ is multi-index, $\gamma_{j}(j=1,2, \ldots, N)$ are small positive parameters, $\beta_{j}$ are given smooth functions satisfying the requirements of item (ii) of Conditions on $a \& \varphi \& \mathbb{A} \& \boldsymbol{\beta}, \tau_{j}$ are given fixed moments of time labeled so that $0<\tau_{1}<\ldots<\tau_{N}<T$, and $K_{\gamma_{j}}$ are given by the formula

$$
\begin{equation*}
K_{\gamma_{j}}\left(t ; \tau_{j}\right)=\mathbf{1}_{\left(t \leq \tau_{j}\right)} \frac{2}{\gamma_{j}} \omega\left(\frac{t-\tau_{j}}{\gamma_{j}}\right) \quad\left(\gamma_{j}>0\right) \tag{5.2a}
\end{equation*}
$$

where $\omega: \mathbb{R} \mapsto \mathbb{R}^{+}$is a standard regularizing kernel having the properties

$$
\begin{equation*}
\omega \in C_{0}^{\infty}(\mathbb{R}), \quad \omega(-t)=\omega(t) \forall t \in \mathbb{R}, \quad \operatorname{supp} \omega \subset[-1,1], \int_{\mathbb{R}} \omega(t) d t=1 \tag{5.2b}
\end{equation*}
$$

For each $j=1, \ldots, N$, function $K_{\gamma_{j}}=K_{\gamma_{j}}\left(t ; \tau_{j}\right)$ is a weak ${ }^{\star}$ approximation of the Dirac delta-function $\delta_{\left(t=\tau_{j}-0\right)}$. Indeed, from (5.2) we easily deduce that

$$
\begin{equation*}
K_{\gamma_{j}}\left(\cdot ; \tau_{j}\right) \underset{\gamma_{j} \rightarrow 0+}{\longrightarrow} \delta_{\left(t=\tau_{j}-0\right)} \text { weakly }^{\star} \text { in } \mathcal{M}(\mathbb{R}), \tag{5.3}
\end{equation*}
$$

where $\mathcal{M}(\mathbb{R})$ is the space of Radon measures on $\mathbb{R}: \mathcal{M}(\mathbb{R})=\left(C_{0}(\mathbb{R})\right)^{*}$.
Remark 5.2 Analogously to [5, Remark 1.5], we have that the function $Z_{\gamma}$ of the form (5.1) meets the requirements of items (ii) and (iii) of Conditions on $a \& \varphi \& \mathbb{A} \& Z_{\gamma}$ for all small fixed $\gamma_{j}>0$. This implies that Proposition 5.1 holds true for such source terms $Z_{\boldsymbol{\gamma}}$.

Let us denote by $u_{\gamma}=u_{\gamma}(\boldsymbol{x}, t, s)$ the entropy solution of Problem $\Pi_{\gamma}$ incorporating the source term of the form (5.1). In view of the limiting relation (5.3), there arises a question whether the family $\left\{u_{\gamma}\right\}$ converges to an entropy solution $u_{*}$ of Problem $\Pi_{0}$. The answer to this question is positive. It constitutes the second main result of this article and reads as follows.

Theorem 5.3 (Convergence Result) Let the source term $Z_{\boldsymbol{\gamma}}$ in Problem $\Pi_{\gamma}$ be given by (5.1), where functions $K_{\gamma_{j}}$ satisfy demands (5.2) and functions $\beta_{j}$ satisfy the requirements of item (ii) of Conditions on $a \& \varphi \& \mathbb{A} \& \boldsymbol{\beta}$. Let the convective fluxes $a$ and $\varphi$ and the diffusion matrix $\mathbb{A}$ satisfy Conditions on $a \& \varphi \& \mathbb{A} \& \beta_{j}$ and the

## additional demands

$$
\begin{aligned}
& \max _{\lambda \in \mathbb{R}}\left|a^{\prime}(\lambda)\right| \leq M_{2}, \quad \max _{G_{T, S} \times \mathbb{R}_{\lambda}}\left|\partial_{\lambda} \varphi(\boldsymbol{x}, t, s, \lambda)\right| \leq M_{2}, \\
& \max _{G_{T, S} \times \mathbb{R}_{\lambda}}\left|\partial_{\lambda} \mathbb{A}(\boldsymbol{x}, t, s, \lambda)\right| \leq M_{2}, \quad M_{2}=\mathrm{const}<+\infty .
\end{aligned}
$$

Then there exist a subsequence $\left\{u_{\boldsymbol{\gamma}^{(k)}}\right\}_{k \in \mathbb{N}}\left(\boldsymbol{\gamma}^{(k)} \underset{k \rightarrow \infty}{\longrightarrow}(0, \ldots, 0)\right)$ of entropy solutions to Problem $\Pi_{\boldsymbol{\gamma}^{(k)}}$ and a limiting function $u_{*} \in L^{\infty}\left(G_{T, S}\right) \cap L^{2}((0, T) \times$ $\left.(0, S) ; \stackrel{o}{W}_{2}^{1}(\Omega)\right)$ such that

$$
\begin{align*}
u_{\boldsymbol{\gamma}^{(k)}} \underset{k \rightarrow \infty}{\longrightarrow} u_{*} & \text { strongly in } L^{1}\left(G_{T, S}\right)  \tag{5.4}\\
& \quad \text { and weakly in } L^{2}\left((0, T) \times(0, S) ; \stackrel{o}{W}_{2}^{1}(\Omega)\right) .
\end{align*}
$$

Furthermore, $u_{*}$ is an entropy solution of Problem $\Pi_{0}$ in the sense of Definition 4.2.
Addition to Theorem 5.3 Let hypotheses of Theorem 5.3 hold and, additionally, $\varphi$ and $\mathbb{A}$ be autonomous, i.e., be independent of $\boldsymbol{x}, t$ and $s$ explicitly. Then the limiting relations (5.4) hold true for the whole family $\left\{u_{\gamma}\right\}$ as $\gamma_{j} \rightarrow 0+(j=1, \ldots, N)$, i.e., for any subsequence $\boldsymbol{\gamma}^{(k)} \underset{k \rightarrow \infty}{\longrightarrow}(0, \ldots, 0)$.

Proof In order to establish Theorem 5.3, it is sufficient to keep track of the proof of assertion 1 in Theorem 9.1 in [5] and fulfill necessary natural changes in this proof. Addition to Theorem 5.3 holds true thanks to the uniqueness result in Theorem 4.1.
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## Part XII

Quaternionic and Clifford Analysis

# On a Sylvester Equation over a Division Ring 

Vladimir Bolotnikov


#### Abstract

The matrix Sylvester equation $A X-B X=C$ is considered over a division ring. In the case where $A$ and $B$ are Jordan blocks, the solvability criterion is given along with the description of all solutions.


## 1 Introduction

Given complex matrices $A \in \mathbb{C}^{n \times n}, B \in \mathbb{C}^{m \times m}$ and $C \in \mathbb{C}^{n \times m}$, the Sylvester equation

$$
\begin{equation*}
A X-X B=C \tag{1.1}
\end{equation*}
$$

can be equivalently written in the form $G \mathbf{x}=\mathbf{c}$ where $G=I_{m} \otimes A-B^{\top} \otimes I_{n}$ and $\mathbf{x}, \mathbf{c}$ are the columns constructed from the entries of $X=\left[x_{i j}\right]$ and $C=\left[c_{i j}\right]$ by

$$
\mathbf{x}=\operatorname{Col}_{1 \leq i \leq n}\left(\operatorname{Col}_{1 \leq i \leq m} x_{i j}\right), \quad \mathbf{c}=\operatorname{Col}_{1 \leq i \leq n}\left(\operatorname{Col}_{1 \leq i \leq m} c_{i j}\right) .
$$

In this way, the consistency criterion and the description of all solutions of the Sylvester equation (1.1) reduce to the standard questions concerning the equation $G \mathbf{x}=\mathbf{c}$. In particular, (1.1) has a unique solution $X$ (corresponding to the column $\mathbf{x}=G^{-1} \mathbf{c}$ ) if and only if $G$ is invertible or, equivalently, if and only if the spectrums of $A$ and $B$ are disjoint. For more explicit formulas for solutions of (1.1) (in terms of $A, B$ and $C$ rather than their entries) can be found in the survey [6].

In the case Eq. (1.1) is considered over a division ring $\mathbb{F}$, even its scalar version is non-trivial. It has been settled in [3] and [4] (see also [2], [5, Section 6]). Here, we consider the matrix equation (1.1) with $A$ and $B$ being algebraic Jordan blocks. The regular (determinate) case is presented in Sect. 3 along with the formula for

[^65]the unique solution. The singular case is discussed in Sect. 4, where we present the solvability criterion and the parametrization of all solutions in case the equation is solvable.

## 2 Background

Given a division ring $\mathbb{F}$ with the center $Z_{\mathbb{F}}$, we denote by $\mathbb{F}[z]$ the ring of polynomials in one formal variable $z$ which commutes with coefficients from $\mathbb{F}$. The center of $\mathbb{F}[z]$ is formed by polynomials with coefficients in $Z_{\mathbb{F}}$ (central polynomials); in other words, $Z_{\mathbb{F}[z]}=Z_{\mathbb{F}}[z]$.

Left and right evaluations of an $f \in \mathbb{F}[z]$ at $\alpha \in \mathbb{F}$ can be defined as the remainders of $f$ when divided by $\rho_{\alpha}(z)=z-\alpha$ on the left and on the right, respectively. As is easily verified, for any $\alpha \in \mathbb{F}$ and $f \in \mathbb{F}[z]$,

$$
\begin{equation*}
f(z)=f^{\mathfrak{e}_{\ell}}(\alpha)+\boldsymbol{\rho}_{\alpha} \cdot\left(L_{\alpha} f\right)=f^{\mathfrak{e}_{r}}(\alpha)+\left(R_{\alpha} f\right)(z) \cdot \boldsymbol{\rho}_{\alpha} \quad\left(\boldsymbol{\rho}_{\alpha}(z):=z-\alpha\right), \tag{2.1}
\end{equation*}
$$

where $f^{\mathfrak{e}_{\ell}}(\alpha)$ and $f^{\mathfrak{e}_{r}}(\alpha)$ are left and right evaluations of $f$ at $\alpha$ :

$$
\begin{equation*}
f^{\mathcal{e}_{\ell}}(\alpha)=\sum_{j=0}^{m} \alpha^{j} f_{j} \quad \text { and } \quad f^{\mathfrak{e}_{r}}(\alpha)=\sum_{j=0}^{m} f_{j} \alpha^{j} \quad \text { if } \quad f(z)=\sum_{j=0}^{m} z^{j} f_{j} \tag{2.2}
\end{equation*}
$$

and where $L_{\alpha} f$ and $R_{\alpha} f$ are the polynomials given by

$$
\begin{equation*}
\left(L_{\alpha} f\right)(z)=\sum_{i+j=0}^{m-1} \alpha^{i} f_{i+j+1} z^{j}, \quad\left(R_{\alpha} f\right)(z)=\sum_{i+j=0}^{m-1} z^{j} f_{i+j+1} \alpha^{i} . \tag{2.3}
\end{equation*}
$$

For $g \in Z_{\mathbb{F}}[z]$, we simply write $g(\alpha)$, as in this case, $g^{\mathfrak{\ell}_{\ell}}(\alpha)=g^{\mathfrak{e}_{r}}(\alpha)$ for any $\alpha \in \mathbb{F}$. Also, we see from (2.3) that $L_{\alpha} g=R_{\alpha} g$ for any $g \in Z_{\mathbb{F}}[z]$ and $\alpha \in \mathbb{F}$.

Remark 2.1 The objects introduced in (2.2), (2.3) are related as follows:

$$
\begin{equation*}
\alpha \cdot\left(L_{\alpha} f\right)^{\mathfrak{e}_{r}}(\beta)-\left(L_{\alpha} f\right)^{\mathfrak{e}_{r}}(\beta) \cdot \beta=f^{\mathfrak{e}_{\ell}}(\alpha)-f^{\mathfrak{e}_{r}}(\beta), \tag{2.4}
\end{equation*}
$$

for any $\alpha, \beta \in \mathbb{F}$ and $f \in \mathbb{F}[z]$.
Indeed, evaluating the first equality in (2.1) at $z=\beta$ on the right gives

$$
f^{\mathfrak{e}_{r}}(\beta)=f^{\mathfrak{e}_{\ell}}(\alpha)+\left(L_{\alpha} f\right)^{\mathfrak{e}_{r}}(\beta) \cdot \beta-\alpha \cdot\left(L_{\alpha} f\right)^{\mathfrak{e}_{r}}(\beta)
$$

which is equivalent to (2.4). To keep notation compact, we will use notation

$$
\begin{equation*}
f \cdot X:=f(z) \otimes X, \quad(f X)^{\mathfrak{e}_{r}}(\beta):=\left[\left(f x_{i, j}\right)^{\mathfrak{e}_{r}}(\beta)\right] \tag{2.5}
\end{equation*}
$$

for $f \in \mathbb{F}[z], X=\left[x_{i, j}\right] \in \mathbb{F}^{n \times m}$ and $\beta \in \mathbb{F}$. Also, we will write $f^{\prime}$ for the formal derivative of $f \in \mathbb{F}[z]$. Upon differentiating equalities (2.1) we get

$$
\begin{equation*}
f^{\prime}=L_{\alpha} f+\rho_{\alpha} \cdot\left(L_{\alpha} f\right)^{\prime}=R_{\alpha} f+\left(R_{\alpha} f\right)^{\prime} \cdot \rho_{\alpha} . \tag{2.6}
\end{equation*}
$$

Given $\alpha \in \mathbb{F}$, we let $[\alpha]=\left\{h \alpha h^{-1}: h \in \mathbb{F} \backslash\{0\}\right\}$ to denote its similarity (conjugacy) class. An element $\alpha \in \mathbb{F}$ is called algebraic (over $Z_{\mathbb{F}}$ ) if it is annihilated by some central polynomial. In this case, all such polynomials form a two-sided ideal of $\mathbb{F}[z]$ whose generator (the monic central polynomial of the least degree that vanishes at $\alpha) \mu_{\alpha}$ is called the minimal central polynomial of $\alpha$. Observe that

$$
\begin{equation*}
\boldsymbol{\mu}_{\alpha}=\boldsymbol{\rho}_{\alpha} \cdot\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right) \cdot \boldsymbol{\rho}_{\alpha}, \quad \boldsymbol{\mu}_{\alpha}^{\prime}(\alpha) \neq 0 . \tag{2.7}
\end{equation*}
$$

Indeed, the equalities follow from (2.1) since $\mu_{\alpha}(\alpha)=0$ and $\mu_{\alpha} \in Z_{\mathbb{F}}[z]$, while the last relation holds since $\boldsymbol{\mu}_{\alpha}^{\prime} \in Z_{\mathbb{F}}[z]$ and $\operatorname{deg} \boldsymbol{\mu}_{\alpha}^{\prime}<\operatorname{deg} \boldsymbol{\mu}_{\alpha}$. We also recall that $\boldsymbol{\mu}_{\alpha}(\beta)=0$ if and only if $\beta \in[\alpha]$ and $\boldsymbol{\mu}_{\alpha}=\boldsymbol{\mu}_{\beta}$ for all $\beta \in[\alpha]$.

## 3 The Regular Case

We extend evaluation functionals (2.2) to square matrices using the standard polynomial calculus. Then we have the following result.

Lemma 3.1 Given $A \in \mathbb{F}^{n \times n}$ and $B \in \mathbb{F}^{m \times m}$, let us assume that there is a central polynomial $p(z)=z^{\kappa}+p_{\kappa-1} z^{\kappa-1}+\ldots+p_{0}\left(p_{j} \in Z_{\mathbb{F}}\right)$ such that $p(A)=0$ and $p(B)$ is invertible. Then for any $C \in \mathbb{F}^{n \times m}$ Eq. (1.1) has a unique solution given by the formula

$$
\begin{equation*}
X=-\sum_{i=1}^{\kappa} p_{j} \sum_{i=0}^{j-1} A^{i} C B^{j-i-1} \cdot p(B)^{-1} . \tag{3.1}
\end{equation*}
$$

Proof Since $p \in Z_{\mathbb{F}}[z]$ and $p(A)=0$, we have for any $X \in \mathbb{F}^{n \times k}$,

$$
\begin{align*}
\sum_{j=1}^{\kappa} p_{j} \sum_{i=0}^{j-1} A^{i}(A X-X B) B^{j-i-1} & =\sum_{j=0}^{\kappa} p_{j}\left(A^{j} X-X B^{j}\right) \\
& =p(A) X-X p(B)=-X p(B) . \tag{3.2}
\end{align*}
$$

If $X$ satisfies (1.1), we replace $A X-X B$ on the left side by $C$ and see that $X$ (on the right side) is uniquely defined from (3.2) by the formula (3.1). To verify that $X$
of the form (3.1) satisfies (1.1), we use the computation as above but with $C$ instead of $X$ :

$$
\sum_{j=1}^{\kappa} p_{j} \sum_{i=0}^{j-1}\left(A^{i+1} C B^{j-i-1}-A^{i} C B^{j-i}\right)=-C p(B)
$$

If $X$ is defined as in (3.1), the expression on the left side of the latter equality can be written as $A X p(B)-X p(B) B$. Since the matrices $B$ and $p(B)$ commute, we therefore, have

$$
A X p(B)-X B p(B)=-C p(B),
$$

which is equivalent to (1.1), since $p(B)$ is invertible.
We next consider the particular case where $A$ and $B$ are Jordan blocks.
Corollary 3.2 Let $\alpha \in \mathbb{F}$ be algebraic. Then the Sylvester equation

$$
A X-X B=C, \quad A=\left[\begin{array}{cccc}
\alpha & 0 & \ldots & 0  \tag{3.3}\\
1 & \alpha & . . & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 1 & \alpha
\end{array}\right], \quad B=\left[\begin{array}{cccc}
\beta & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & . . & \beta & 1 \\
0 & \ldots & 0 & \beta
\end{array}\right]
$$

has a unique solution for any $C \in \mathbb{F}^{n \times m}$ if and only if $\beta \notin[\alpha]$.
Proof If $\mu_{\alpha} \in Z_{\mathbb{F}}[z]$ is the minimal polynomial of $\alpha$, then for $A$ and $B$ as in (3.3), we have $\boldsymbol{\mu}_{\alpha}^{n}(A)=0$, while $\boldsymbol{\mu}_{\alpha}^{n}(B)$ is an upper triangular matrix with $\boldsymbol{\mu}_{\alpha}^{n}(\beta)$ on the main diagonal. If $\beta \notin[\alpha]$, then $\mu_{\alpha}(\beta) \neq 0$ and therefore, $\mu_{\alpha}^{n}(B)$ is invertible. Hence, the "if" part of the statement follows from Lemma 3.1 with $p=\boldsymbol{\mu}_{\alpha}^{n}$. For the "only if" part, see Remark 4.6 below.

## 4 The Singular Case

We now consider Eq. (3.3) with algebraic $\alpha \sim \beta$. Our goal is to establish necessary and sufficient conditions for the equation to have a solution (see part (1) in Theorem 4.2 below) and to describe all solutions if these conditions are met. Since the equation is linear, it suffices to construct a particular solution (see part (2) in Theorem 4.2) and to describe all solutions to the homogeneous equation $A X-X B=0$ (see Theorem 4.4). We start with several preliminary results.

Lemma 4.1 Let $\alpha \in \mathbb{F}$ be algebraic with the minimal polynomial $\mu_{\alpha}$.

1. If the equality $\alpha y-y \beta=\gamma$ holds for some $\beta, y, \gamma \in \mathbb{F}$, then

$$
\begin{equation*}
\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta)=y \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)+\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \gamma\right)^{\prime}\right)^{\mathfrak{e}_{r}}(\beta), \tag{4.1}
\end{equation*}
$$

2. If $u=\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} y\right)^{\mathfrak{e}_{r}}(\beta)$, then

$$
\begin{equation*}
\alpha u-u \beta=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta)-y \boldsymbol{\mu}_{\alpha}^{\prime}(\beta) . \tag{4.2}
\end{equation*}
$$

3. If $v=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta)$ and $\beta \sim \alpha$, then $\alpha v-v \beta=0$.

Proof It follows from (2.2) that for all $f, g \in \mathbb{F}[z]$ and $\beta \in \mathbb{F}$,

$$
\begin{equation*}
(f g)^{\mathfrak{e}_{r}}(\alpha)=\sum f_{k} g^{\mathfrak{e}_{r}}(\beta) \beta^{k}=\left(f \cdot g^{\mathfrak{e}_{r}}(\beta)\right)^{\mathfrak{e}_{r}}(\beta) . \tag{4.3}
\end{equation*}
$$

To prove part (1), we apply (4.3) to $f=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime}$ and $g=\rho_{\alpha} y$; taking into account that $\left(\rho_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta)=y \beta-\alpha y=-\gamma$ (by the assumption) we get

$$
\begin{equation*}
\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \boldsymbol{\rho}_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta)=-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \gamma\right)^{\mathfrak{e}_{r}}(\beta) . \tag{4.4}
\end{equation*}
$$

On the other hand, differentiating the second representation in (2.7) gives

$$
\boldsymbol{\mu}_{\alpha}^{\prime}=L_{\alpha} \boldsymbol{\mu}_{\alpha}+\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \boldsymbol{\rho}_{\alpha}
$$

Multiplying this identity by $y$ on the right and then evaluating the resulting identity at $\beta$ on the right we get

$$
y \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)=\left(\boldsymbol{\mu}_{\alpha}^{\prime} y\right)^{\mathfrak{e}_{r}}(\beta)=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta)+\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \boldsymbol{\rho}_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta),
$$

which, due to (4.4), is equivalent to (4.1). To prove part (2) we invoke part (1) according to which the expression on the right side of (4.2) equals $\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \gamma\right)^{\mathfrak{e}_{r}}(\beta)$ with $\gamma=\alpha y-y \beta$. We transform it using (4.3) and the definition of $u$ as follows:

$$
\begin{aligned}
\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime}(\alpha y-y \beta)\right)^{\mathfrak{e}_{r}}(\beta) & =-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot\left(\boldsymbol{\rho}_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta)\right)^{\mathfrak{e}_{r}}(\beta) \\
& =-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot \boldsymbol{\rho}_{\alpha} y\right)^{\mathfrak{e}_{r}}(\beta) \\
& =-\left(\boldsymbol{\rho}_{\alpha} \cdot\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} y\right)^{\mathfrak{e}_{r}}(\beta) \\
& =-\left(\boldsymbol{\rho}_{\alpha} \cdot\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} y\right)^{\mathfrak{e}_{r}}(\beta)\right)^{\mathfrak{e}_{r}}(\beta) \\
& =-\left(\boldsymbol{\rho}_{\alpha} u\right)^{\mathfrak{e}_{r}}(\beta)=\alpha u-u \beta,
\end{aligned}
$$

which completes the proof of part (2). The last part follows by letting $f=\mu_{\alpha} y$ in (2.4), due to equalities $\mu_{\alpha}(\alpha)=\mu_{\alpha}(\beta)=0$.

For the rest of the section, we will assume (without much loss of generality) that $n \geq m$. Making use of the entries $c_{i, j}$ of the matrix $C=\left[c_{i, j}\right]$ on the right side of the Sylvester equation (3.3), we next introduce the elements $\Gamma_{k, j} \in \mathbb{F}$ for all

$$
\begin{equation*}
(k, j) \quad \text { such that } \quad 1 \leq k<n, \quad 1 \leq j<m, \quad k+j \leq n, \tag{4.5}
\end{equation*}
$$

by the double recursion

$$
\begin{align*}
\Gamma_{k, j}= & \left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(\Gamma_{k+1, j-1}+c_{k+1, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \cdot\left(\boldsymbol{\mu}_{\alpha}^{\prime}(\beta)\right)^{-1} \\
& -\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot\left(\Gamma_{k, j-1}-\Gamma_{k-1, j}+c_{k, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \cdot\left(\boldsymbol{\mu}_{\alpha}^{\prime}(\beta)\right)^{-1} \tag{4.6}
\end{align*}
$$

with the initial conditions

$$
\begin{equation*}
\Gamma_{0, j}=\Gamma_{k, 0}=0 \quad \text { for all } \quad k, j \geq 1 \tag{4.7}
\end{equation*}
$$

Theorem 4.2 Let $\Gamma_{k, j}$ be defined as in (4.6), (4.7). If Eq. (3.3) has a solution $X=$ $\left[x_{i, j}\right]$, then necessarily, $x_{k, j}=\Gamma_{k, j}$ for all $(k, j)$ as in (4.5), and

$$
\begin{equation*}
\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(\Gamma_{1, j-1}+c_{1, j}\right)\right)^{\mathfrak{e}_{r}}(\beta)=0 \quad \text { for } \quad j=1, \ldots, m \tag{4.8}
\end{equation*}
$$

Conversely, if conditions (4.8) are satisfied, then

$$
\begin{equation*}
\Delta_{k, j}:=\alpha \Gamma_{k, j}-\Gamma_{k, j} \beta+\Gamma_{k-1, j}-\Gamma_{k, j-1}-c_{k, j}=0 \tag{4.9}
\end{equation*}
$$

for all $(k, j)$ as in (4.5).
Proof Let us introduce the Jordan block $F_{k}=J_{k}(0)=\left[\delta_{i, j+1}\right]_{i, j=1}^{k}$, where $\delta_{i, j}$ is the Kronecker symbol, so that $A$ and $B$ in (3.3) can be written as

$$
\begin{equation*}
A=\alpha I_{n}+F_{n} \quad \text { and } \quad B=\beta I_{m}+F_{m}^{\top} . \tag{4.10}
\end{equation*}
$$

Making use of (4.10), we can write (3.3) in the "polynomial" form as

$$
\begin{equation*}
-\left(\boldsymbol{\rho}_{\alpha} \cdot I_{n}-F_{n}\right) X+X\left(\boldsymbol{\rho}_{\beta} \cdot I_{m}-F_{m}^{\top}\right)=C \tag{4.11}
\end{equation*}
$$

and multiply both parts of the latter equality by the two-diagonal matrix

$$
\begin{equation*}
G=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right) \cdot I_{n}-\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot F_{n} . \tag{4.12}
\end{equation*}
$$

on the left. Due to equalities (2.7) and (2.6) (with $f=\boldsymbol{\mu}_{\alpha}$ ), we get

$$
\begin{equation*}
\left(-\boldsymbol{\mu}_{\alpha} \cdot I_{n}+\boldsymbol{\mu}_{\alpha}^{\prime} \cdot F_{n}-\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot F_{n}^{2}\right) X+G X\left(\boldsymbol{\rho}_{\beta} \cdot I_{m}-F_{m}^{\top}\right)=G C . \tag{4.13}
\end{equation*}
$$

Recall that $\boldsymbol{\mu}_{\alpha}(\beta)=0($ since $\beta \sim \alpha)$ and $\boldsymbol{\mu}_{\alpha}, \boldsymbol{\mu}_{\alpha}^{\prime} \in Z_{\mathbb{F}}[z]$. Therefore we have

$$
\left(\boldsymbol{\mu}_{\alpha} X\right)^{\mathfrak{e}_{r}}(\beta)=X \boldsymbol{\mu}_{\alpha}(\beta)=0 \quad \text { and } \quad\left(\boldsymbol{\mu}_{\alpha}^{\prime} X\right)^{\mathfrak{e}_{r}}(\beta)=X \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)
$$

Taking this into account along with equality $\boldsymbol{\rho}_{\beta}(\beta)=0$, we evaluate both parts in (4.13) at $\beta$ on the right:

$$
F_{n} X \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} F_{n}^{2} X\right)^{\mathfrak{e}_{r}}(\beta)-\left(G X F_{m}^{\top}\right)^{\mathfrak{e}_{r}}(\beta)=(G C)^{\mathfrak{e}_{r}}(\beta) .
$$

Substituting (4.12) into the latter equality gives

$$
\begin{aligned}
& \left.F_{n} X \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right) X F_{m}^{\top}\right)^{\mathfrak{e}_{r}}(\beta)\right)-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime}\left(F_{n}^{2} X-F_{n} X F_{m}^{\top}\right)\right)^{\mathfrak{e}_{r}}(\beta) \\
& =\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right) C\right)^{\mathfrak{e}_{r}}(\beta)-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} F_{n} C\right)^{\mathfrak{e}_{r}}(\beta),
\end{aligned}
$$

which can be written, as the evaluation functionals are additive, as

$$
\begin{align*}
F_{n} X \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)= & \left.\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right) \cdot\left(X F_{m}^{\top}+C\right)\right)^{\mathfrak{e}^{r}}(\beta)\right) \\
& -\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot\left(F_{n} X F_{m}^{\top}-F_{n}^{2} X+F_{n} C\right)\right)^{\mathfrak{e}_{r}}(\beta) . \tag{4.14}
\end{align*}
$$

Writing the $n \times m$ matrices in (4.14) explicitly as

$$
\begin{aligned}
& F_{n} X=\left[\begin{array}{ccc}
x_{11} & \ldots & 0 \\
\vdots & & x_{1 m} \\
\vdots & \vdots \\
x_{n-1,1} & \ldots & x_{n-1, m}
\end{array}\right], \quad X F_{m}^{\top}+C=\left[\begin{array}{cccc}
c_{11} & x_{11}+c_{12} & \ldots & x_{1, m-1}+c_{1, m} \\
\vdots & \vdots & \vdots \\
c_{n 1} & x_{n 1}+c_{n, 2} & \ldots & x_{n, m-1}+c_{n, m}
\end{array}\right], \\
& F_{n} X F_{m}^{\top}-F_{n}^{2} X+F_{n} C \\
& =\left[\begin{array}{cccc}
0 & 0 & \ldots & x_{1, m-1}+c_{1, m} \\
c_{11} & x_{11}+c_{12} & \ldots & x_{2, m-1}-x_{1, m}+c_{2, m} \\
c_{21}-x_{11} & x_{21}-x_{12}+c_{22} & \ldots & \vdots \\
\vdots & \vdots & & x_{n-1, m-1}-x_{n-2, m}+c_{n-1, m}
\end{array}\right]
\end{aligned}
$$

we see that upon letting

$$
\begin{equation*}
x_{-1, j}=x_{0, j}=x_{k, 0}=0 \quad \text { for all } \quad k, j \geq 1, \tag{4.15}
\end{equation*}
$$

the entries of the latter matrices can be written more uniformly as

$$
\begin{aligned}
& {\left[F_{n} X\right]_{k, j}=x_{k-1, j}, \quad\left[X F_{m}^{\top}+C\right]_{k, j}=x_{k, j-1}+c_{k j}} \\
& {\left[F_{n} X F_{m}^{\top}-F_{n}^{2} X+F_{n} C\right]_{k, j}=x_{k-1, j-1}-x_{k-2, j}+c_{k-1, j}}
\end{aligned}
$$

for $k=1, \ldots, n$ and $j=1, \ldots, m$. Plugging the latter formulas into (4.14) and recalling (2.5), we write the matrix equality (4.14) entry-wise as

$$
\begin{align*}
x_{k, j} \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)= & \left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(x_{k+1, j-1}+c_{k+1, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \\
& -\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot\left(x_{k, j-1}-x_{k-1, j}+c_{k, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \tag{4.16}
\end{align*}
$$

for $0 \leq k<n$ and $1 \leq j \leq m$. Due to (4.15), letting $k=0$ in (4.16) gives

$$
\begin{equation*}
\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(x_{1, j-1}+c_{1, j}\right)\right)^{\mathfrak{e}_{r}}(\beta)=0 \quad \text { for } \quad j=1, \ldots, m . \tag{4.17}
\end{equation*}
$$

For $k \geq 1$ and $j=1, \ldots, m$, relations (4.16) along with the initial conditions $x_{0, j}=x_{k, 0}=0$ in (4.15) recursively determine $x_{k, j}$ for all indices ( $k, j$ ) as in (4.5). Since the recursion formula (4.16) and the initial conditions (4.7) for $\Gamma_{k, j}$ are the same as the ones for $x_{k, j}$, we conclude that $x_{k, j}=\Gamma_{k, j}$ for all $(k, j)$ as in (4.5). In particular, $x_{1, j}=\Gamma_{1, j}$ for all $j=1, \ldots, m$ and therefore, conditions (4.8) hold, due to (4.17).

For the converse statement, we first verify that the formula

$$
\begin{equation*}
\Delta_{k, j}=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(\Gamma_{k-1, j}-\Gamma_{k, j-1}-c_{k, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \cdot\left(\boldsymbol{\mu}_{\alpha}^{\prime}(\beta)\right)^{-1} \tag{4.18}
\end{equation*}
$$

holds for all indices $(k, j)$ as in (4.5). To this end, we first multiply both sides in (4.6) by $\alpha$ on the left, then by $\beta$ on the right and then take the difference of the resulting equalities. By invoking part (2) in Lemma 4.1 with $y=\Gamma_{k, j-1}-\Gamma_{k-1, j}+c_{k, j}$ and part (3) with $y=\Gamma_{k-1, j}+c_{k+1, j}$ and recalling that $\beta$ commutes with $\boldsymbol{\mu}_{\alpha}^{\prime}(\beta)$ (since $\boldsymbol{\mu}_{\alpha}^{\prime} \in Z_{\mathbb{F}}[z]$ ), we arrive at

$$
\begin{aligned}
\alpha \Gamma_{k, j}-\Gamma_{k, j} \beta= & -\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(\Gamma_{k, j-1}-\Gamma_{k-1, j}+c_{k, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \cdot\left(\boldsymbol{\mu}_{\alpha}^{\prime}(\beta)\right)^{-1} \\
& +\Gamma_{k, j-1}-\Gamma_{k-1, j}+c_{k, j},
\end{aligned}
$$

which being substituted into the right side of (4.9) implies (4.18).
Let us now assume that equalities (4.8) hold. Letting $k=1$ in (4.18) and making use of initial conditions (4.7), we get

$$
\begin{equation*}
\Delta_{1, j}=-\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(\Gamma_{1, j-1}+c_{1, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \cdot\left(\boldsymbol{\mu}_{\alpha}^{\prime}(\beta)\right)^{-1}=0 \quad(1 \leq j \leq m) \tag{4.19}
\end{equation*}
$$

where the rightmost equality in (4.19) are justified by (4.8). To proceed by induction, let us assume that $\Delta_{k, j}=0$ for some $(k, j)$ such that $j \leq m$ and $k+j<n$. Writing (4.9) equivalently as

$$
\alpha \Gamma_{k, j}-\Gamma_{k, j} \beta=\Gamma_{k, j-1}-\Gamma_{k-1, j}+c_{k, j}
$$

we apply part (1) in Lemma 4.1 to $y=\Gamma_{k, j}$ and $\gamma=\Gamma_{k, j-1}-\Gamma_{k-1, j}+c_{k, j}$ arriving at

$$
\begin{aligned}
\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \Gamma_{k, j}\right)^{\mathfrak{e}_{r}}(\beta) & =\Gamma_{k, j} \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)+\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot\left(\Gamma_{k, j-1}-\Gamma_{k-1, j}+c_{k, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \\
& =\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(\Gamma_{k+1, j-1}+c_{k+1, j}\right)\right)^{\mathfrak{e}_{r}}(\beta),
\end{aligned}
$$

where the second equality follows from (4.6). Thus,

$$
\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(\Gamma_{k, j}-\Gamma_{k+1, j-1}-c_{k+1, j}\right)\right)^{\mathfrak{e}^{r}}(\beta)=0,
$$

which together with formula (4.18) (with $k+1$ instead of $k$ ) implies

$$
\Delta_{k+1, j}=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \cdot\left(\Gamma_{k, j}-\Gamma_{k+1, j-1}-c_{k+1, j}\right)\right)^{\boldsymbol{e}_{r}}(\beta) \cdot\left(\boldsymbol{\mu}_{\alpha}^{\prime}(\beta)\right)^{-1}=0
$$

This proves the implication $\Delta_{k, j}=0 \Rightarrow \Delta_{k+1, j}=0$ which together with equalities (4.19) as the induction basis completes the proof of (4.9) by the induction argument.

Remark 4.3 Let us observe that the element $\Gamma_{k, j}$ produced by the recursion (4.6), (4.7) within the index range (4.5), is independent of the elements $c_{i, \ell}$ with $\ell>j$ or $i+\ell>k+j+1$. In other words, the closed formula for $\Gamma_{k, j}$ may contain only the entries $c_{i, \ell}$ from the $j$ leftmost columns and above the $(k+j)$-th counter-diagonal of $C$.

Theorem 4.4 Given a matrix $C=\left[c_{k, j}\right] \in \mathbb{F}^{n \times m}(n \geq m)$ and algebraic elements $\alpha \sim \beta$, let $\Gamma_{k, j}$ be defined by (4.6), (4.7) for all $(k, j)$ as in (4.5).

1. Equation (3.3) has a solution if and only if equalities (4.8) hold.
2. If this is the case, a particular solution $X$ to Eq. (3.3) can be constructed as follows: pick any $c_{n+i, j}(i, j=1, \ldots, m)$ and apply the recursion (4.6), (4.7) to the extended set $\left\{c_{i, j}\right\}$ to produce $\Gamma_{k, j}$ for all

$$
\begin{equation*}
(k, j) \quad \text { such that } \quad 1 \leq k<n+m, \quad 1 \leq j<m, \quad k+j \leq n+m . \tag{4.20}
\end{equation*}
$$

Then the matrix $X=\left[\Gamma_{k, j}\right] \in \mathbb{F}^{n \times m}$ solves Eq. (3.3).
Proof The necessity of conditions (4.8) was confirmed in Theorem 4.2. Conversely, assuming (4.8) to be in force, let us use the entries $c_{i, j}$ of the matrix $C$ along with the arbitrarily chosen elements $c_{n+i, j}(i, j=1, \ldots, m)$ to produce via the recursion (4.6), (4.7) the elements $\Gamma_{k, j}$ for all $(k, j)$ as in (4.20). By Remark 4.3, these elements are independent of $c_{n+i, j}$ for $i+j>m+1$, whereas the elements $\Gamma_{1,1}, \ldots \Gamma_{1, m-1}$ in conditions (4.8) (and hence, the conditions themselves) do not depend on the chosen $c_{n+i, j}$ at all.

We now apply the converse statement in Theorem 4.2 to the extended set $\left\{\Gamma_{k, j}\right.$ : $1 \leq j<m, \quad k+j \leq n+m\}$ by just keeping $m$ the same and replacing $n$ by $n+m$. Since the requisite conditions (4.8) are satisfied, we conclude that equalities (4.9) hold for all $(k, j)$ as in (4.20). In particular, they hold for all $k=1, \ldots, n$ and $j=1, \ldots, m$. Thus,

$$
\alpha \Gamma_{k, j}+\Gamma_{k-1, j}-\Gamma_{k, j} \beta-\Gamma_{k, j-1}=c_{k, j} \quad \text { for } \quad 1 \leq k \leq n ; 1 \leq j \leq m,
$$

which means that the matrix $X=\left[\Gamma_{k, j}\right] \in \mathbb{F}^{n \times m}$ satisfies (3.3).

We next consider the homogeneous Sylvester equation

$$
A X=X B, \quad A=\left[\begin{array}{cccc}
\alpha & 0 & \ldots & 0  \tag{4.21}\\
1 & \alpha & \ldots . & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & 1 & \alpha
\end{array}\right], \quad B=\left[\begin{array}{cccc}
\beta & 1 & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \beta & 1 \\
0 & \ldots & 0 & \beta
\end{array}\right] .
$$

Theorem 4.5 Given $n \geq m \geq 1$ and algebraic elements $\alpha \sim \beta \in \mathbb{F}$, a matrix $X \in \mathbb{F}^{n \times m}$ solves (4.21) if and only if it is of the Hankel form

$$
\begin{equation*}
X=\left[\gamma_{i+j-1}\right]: \quad \gamma_{\ell}=0(\ell \leq n-1) \text { and } \alpha \gamma_{\ell}=\gamma_{\ell} \beta(\ell \geq n) . \tag{4.22}
\end{equation*}
$$

Proof The fact that any matrix $X$ as in (4.22) satisfies (4.21) is verified directly by comparing the corresponding entries in matrices $A X$ and $X B$.

Conversely, let us assume that $X$ satisfies (4.21) (i.e., (3.3) with $C=0$ ). Then it follows by (the proof of) Theorem 4.2 that, under the conventions (4.15), the entries of $X$ also satisfy equalities (4.16) with $c_{k, j}=c_{k, j+1}=0$ :

$$
\begin{equation*}
x_{k, j} \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)=\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} x_{k+1, j-1}\right)^{\mathfrak{e}_{r}}(\beta)-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot\left(x_{k, j-1}-x_{k-1, j}\right)\right)^{\mathfrak{e}_{r}}(\beta) \tag{4.23}
\end{equation*}
$$

for $1 \leq j \leq m$ and $1 \leq k \leq n-1$. Again by Theorem 4.2, all the entries above the $n$-th counter-diagonal (i.e., $x_{k, j}$ with $k+j \leq n$ ) in any solution $X$ to (4.21) are determined uniquely. Since the zero matrix is a solution of (4.21), it now follows that

$$
\begin{equation*}
x_{k, j}=0 \quad \text { for all } \quad 0 \leq j \leq m ; \quad k+j \leq n . \tag{4.24}
\end{equation*}
$$

Taking (4.24) into account, we equate the corresponding entries (on and below the $n$-th counter-diagonal) in the matrix equality $A X=B X$ to get

$$
\begin{equation*}
\alpha x_{k, j}+x_{k-1, j}=x_{k, j} \beta+x_{k, j-1} \quad(1 \leq j \leq m ; \quad n+1 \leq k+j \leq n+m) . \tag{4.25}
\end{equation*}
$$

Assuming that for some $\ell \leq n$, all entries $x_{i, j}$ with $i+j=\ell$ are equal to each other, which can be written equivalently as

$$
\begin{equation*}
x_{k-1, j}=x_{k, j-1}=\gamma_{\ell-1}, \quad \text { whenever } \quad k+j=\ell+1 . \tag{4.26}
\end{equation*}
$$

we will show that the entries in the next counter-diagonal of $X$ are also equal to each other, i.e.,

$$
\begin{equation*}
x_{k, j}=x_{k+1, j-1}=\gamma \ell, \quad \text { whenever } \quad k+j=\ell+1 . \tag{4.27}
\end{equation*}
$$

Indeed, on account of (4.26), we have from (4.23) and (4.25)

$$
\begin{equation*}
x_{k, j} \boldsymbol{\mu}_{\alpha}^{\prime}(\beta)=\left(L_{\alpha} \mu_{\alpha} x_{k+1, j-1}\right)^{\mathfrak{e}_{r}}(\beta) \quad \text { and } \quad \alpha x_{k, j}=x_{k, j} \beta, \tag{4.28}
\end{equation*}
$$

whenever $k+j=\ell+1$. In particular, $\alpha x_{k+1, j-1}=x_{k+1, j-1} \beta$ and therefore, part (1) in Lemma 4.1 applies to $\gamma=0$ and $y=x_{k+1, j-1}$ and leads us to

$$
\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} x_{k+1, j-1}\right)^{\mathfrak{e}_{r}}(\beta)=x_{k+1, j-1} \cdot \boldsymbol{\mu}_{\alpha}^{\prime}(\beta) .
$$

Combining the latter equality with the first equality in (4.28) and cancelling $\boldsymbol{\mu}_{\alpha}^{\prime}(\beta) \neq 0$ we arrive at (4.27). It now follows from the second relation in (4.28) that $\alpha \gamma_{\ell}=\gamma_{\ell} \beta$. Since the entries on the $(n-1)$-th counter-diagonal of $X$ are equal (to zero, by (4.24)), we may use the induction argument to justify the Hankel structure (4.22) of $X$.

Throughout this section, we assumed that $n \geq m$. The case $n \leq m$ can be handled similarly: multiplying both sides in (4.11) by $\widetilde{G}=\left(R_{\beta} \boldsymbol{\mu}_{\alpha}\right) \cdot I_{m}-\left(R_{\beta} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \cdot F_{m}^{\top}$ on the right and then evaluating the resulting identity at $\alpha$ on the left, eventually lead us to $n$ conditions (similar to those in (4.8)) given in terms of left evaluations at $\alpha$ (rather than right evaluations at $\beta$ ) that turn out to be necessary and sufficient for the singular equation (3.3) to have a solution. As for Theorem 4.5, it still holds true for $n \leq m$ once we replace $n$ by $m$ in (4.22). Combining both cases we conclude that $X \in \mathbb{F}^{n \times m}$ satisfies (4.21) if and only it is of Hankel structure with all non-zero entries in it last $\min (m, n)$ counter-diagonals and intertwining $\alpha$ and $\beta$.

Remark 4.6 By Theorems 4.4 and 4.5, whenever algebraic $\alpha$ and $\beta$ are similar, Eq. (3.3) either has infinitely many solutions or has no solution. This justifies the "only if" part in Corollary 3.2.

Being specified to the case $n=m=1$, Corollary 3.2 and Theorem 4.4 recover the results in [3, 4] concerning the scalar Sylvester equation

$$
\begin{equation*}
\alpha x-x \beta=\gamma, \quad \alpha, \beta, \gamma \in \mathbb{F} \tag{4.29}
\end{equation*}
$$

with an algebraic $\alpha$. More directly, writing (4.29) in the form $\rho_{\alpha} x-x \rho_{\beta}=-\gamma$ (see (4.11)), multiplying both sides by $L_{\alpha} \mu_{\alpha}$ on the left and evaluating the resulting identity at $\beta$ on the right, we get

$$
\begin{equation*}
x \boldsymbol{\mu}_{\alpha}(\beta)=-\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \gamma\right)^{\mathfrak{e}_{r}}(\beta), \tag{4.30}
\end{equation*}
$$

which in case $\beta \not \nsim \alpha$, implies the formula $x=-\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \gamma\right)^{\mathfrak{e}_{r}}(\beta) \cdot\left(\boldsymbol{\mu}_{\alpha}(\beta)\right)^{-1}$ (more compact than (3.1)) for the unique solution to Eq. (4.29).

If $\alpha \sim \beta$ (i.e., $\boldsymbol{\mu}_{\alpha}(\beta)=0$ ) then (4.30) implies $\left(L_{\alpha} \boldsymbol{\mu}_{\alpha} \gamma\right)^{\mathfrak{e}_{r}}(\beta)=0$. The latter condition is identical to that in (4.8) (with $j=1$ and $\gamma=c_{11}$ ) and hence, is necessary and sufficient for Eq. (4.29) to have a solution. The formula $x=-\left(\left(L_{\alpha} \boldsymbol{\mu}_{\alpha}\right)^{\prime} \gamma\right)^{\boldsymbol{e}_{r}}(\beta)$ for a particular solution follows from (4.16) (for $k=j=1$ and with $c_{11}=\gamma$ and $\left.c_{12}=0\right)$.

The case where $\alpha$ and $\beta$ are both transcendental is less clear at the moment. Even with $\alpha \nsucc \beta$, Eq. (4.29) may have no solutions; see [1]. We are not aware of solvability or uniqueness criteria for this case.
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# Hypercomplex Iterated Function Systems 

Peter Massopust


#### Abstract

We introduce the novel concept of hypercomplex iterated function system (IFS) on the complete metrizable space $\left(\mathbb{A}_{n+1}^{k}, d\right)$ and define its hypercomplex attractor. Systems of hypercomplex function systems arising from hypercomplex IFSs and their backward trajectories are also introduced and it is shown that the attractors of such backward trajectories possess different local (fractal) shapes.


## 1 Preliminaries and Notation

This paper intends to merge two areas of mathematics: Clifford Algebra and Analysis and Fractal Geometry. The former has a long successful history of extending concepts from classical analysis and function theory to a noncommutative division algebra setting and the latter has developed into an area of bourgeoning research over the last few decades. Attractors of so-called iterated function systems (IFSs) are fractal sets in the sense given first by B. Mandelbrot [1]. Fractals generated by IFSs have the following significant approximation property, called the Collage Theorem[2]: Every nonempty compact subset of a complete metric space can be approximated arbitrarily close (in the sense of the Hausdorff metric) by the attractor of an IFS, that is, by a fractal set. (For the precise mathematical statement, we refer to [2].) This property has important and fundamental implications in image compression and image analysis; cf. for instance, [3]. Moreover, it has initiated the construction of fractal functions and fractal surfaces and their application to approximation and interpolation theory. A collection of related results can be found in, e.g., [4]. This monograph also provides the fundamental result by D. Hardin [5], namely, that every continuous compactly supported and refinable function, i.e., every wavelet, is a piecewise fractal function.

[^66]Here, we initiate the inclusion of fractal techniques into the Clifford setting. The non-commutativity generates more intricate fractal patterns. The structure of this paper is as follows. After a short and terse introduction to Clifford algebras and IFSs, we define hypercomplex IFSs and their attractors. The final section extends these concepts to systems of function systems as defined in [6].

### 1.1 A Brief Introduction to Clifford Algebras

In this section, we give a terse introduction to the concept of Clifford algebra, mainly, to set notation and terminology, and refer the reader to, for instance, [7-9]. To this end, denote by $\left\{e_{1}, \ldots, e_{n}\right\}$ the canonical basis of the Euclidean vector space $\mathbb{R}^{n}$. The real Clifford algebra $C \ell(n)$ generated by $\mathbb{R}^{n}$ is defined by the multiplication rules $e_{i} e_{j}+e_{j} e_{i}=-2 \delta_{i j}, i, j \in\{1, \ldots, n\}=: \mathbb{N}_{n}$, where $\delta_{i j}$ is the Kronecker symbol. The dimension of $C \ell(n)$ regarded as a real vector space is $2^{n}$.

An element $x \in C \ell(n)$ can be represented in the form $x=\sum_{A} x_{A} e_{A}$ with $x_{A} \in \mathbb{R}$ and $\left\{e_{A}: A \subseteq \mathbb{N}_{n}\right\}$, where $e_{A}:=e_{i_{1}} e_{i_{2}} \cdots e_{i_{m}}, 1 \leq i_{1}<\cdots<i_{m} \leq n$, and $e_{\emptyset}=: e_{0}:=1$. A conjugation on Clifford numbers is defined by $\bar{x}:=\sum_{A} x_{A} \bar{e}_{A}$ where $\bar{e}_{A}:=\bar{e}_{i_{m}} \cdots \bar{e}_{i_{1}}$ with $\bar{e}_{i}:=-e_{i}$ for $i \in \mathbb{N}_{n}$, and $\bar{e}_{0}:=e_{0}=1$. The Clifford norm of the Clifford number $x=\sum_{A} x_{A} e_{A}$ is $|x|:=\sqrt{\sum_{A}\left|x_{A}\right|^{2}}$.

An important subspace of $C \ell(n)$ is the space of hypercomplex numbers or paravectors. These are Clifford numbers of the form $x=x_{0}+\sum_{i=1}^{n} x_{i} e_{i}$. The subspace of hypercomplex numbers is denoted by $\mathbb{A}_{n+1}:=\operatorname{span}_{\mathbb{R}}\left\{e_{0}, e_{1}, \ldots, e_{n}\right\}=\mathbb{R} \oplus \mathbb{R}^{n}$. Given a Clifford number $x \in C \ell(n)$, we assign to $x$ its hypercomplex or paravector part by means of the mapping $\pi: C \ell(n) \rightarrow \mathbb{A}_{n+1}, x \mapsto x_{0}+\sum_{i=1}^{n} x_{i} e_{i}$.

Note that each hypercomplex number $x$ can be identified with an element $\left(x_{0}, x_{1}, \ldots, x_{n}\right)=:\left(x_{0}, \boldsymbol{x}\right) \in \mathbb{R} \times \mathbb{R}^{n}$. For many applications in Clifford theory, one therefore identifies $\mathbb{A}_{n+1}$ with $\mathbb{R}^{n+1}$.

The scalar part, Sc , and vector part, Vec, of a hypercomplex number $\mathbb{A}_{n+1} \ni x=$ $x_{0}+\sum_{i=1}^{n} x_{i} e_{i}$ is given by $x_{0}$ and $\boldsymbol{x}=\sum_{i=1}^{n} x_{i} e_{i}$, respectively.

The conjugate $\bar{x}$ of the hypercomplex number $x=s+\boldsymbol{x}$ is the hypercomplex number $\bar{x}=s-\boldsymbol{x}$. The Clifford norm of $x \in \mathbb{A}_{n+1}$ is given by $|x|=\sqrt{x \bar{x}}=$ $\sqrt{s^{2}+|\boldsymbol{x}|^{2}}=\sqrt{s^{2}+\sum_{i=1}^{n} x_{i}^{2}}$.

We denote by $M_{k}\left(\mathbb{A}_{n+1}\right)$ the right module of $k \times k$-matrices over $\mathbb{A}_{n+1}$. Every element $H=\left(H_{i j}\right)$ of $M_{k}\left(\mathbb{A}_{n+1}\right)$ induces a right linear transformation $L: \mathbb{A}_{n+1}^{k} \rightarrow$ $C \ell(n)^{k}$ via $L(x)=H x$ defined by $L(x)_{i}=\sum_{j=1}^{k} H_{i j} x_{j}, H_{i j} \in \mathbb{A}_{n+1}$. To obtain an endomorphism $\mathcal{L}: \mathbb{A}_{n+1}^{k} \rightarrow \mathbb{A}_{n+1}^{k}$, we set $\mathcal{L}(x)_{i}:=\pi\left(L(x)_{i}\right), i=1, \ldots, k$. In this case, we write $\mathcal{L}=\pi \circ L$. For example, if $n:=3$ (the case of real quaternions) $L: \mathbb{A}_{4}^{k} \rightarrow \mathbb{A}_{4}^{k}$ and thus $\mathcal{L}=L$.

A function $f: \mathbb{A}_{n+1} \rightarrow \mathbb{A}_{n+1}$ is called a hypercomplex or paravectorvalued function. Any such function is of the form $f\left(x_{0}+\boldsymbol{x}\right)=f_{0}\left(x_{0},|\boldsymbol{x}|\right)+$ $\omega(\boldsymbol{x}) f_{1}\left(x_{0},|\boldsymbol{x}|\right)$, where $f_{0}, f_{1}: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\omega(\boldsymbol{x}):=\frac{\boldsymbol{x}}{|\boldsymbol{x}|} \in \mathbb{S}^{n}$ with $\mathbb{S}^{n}$ denoting the unit sphere in $\mathbb{R}^{n}$. For some properties of hypercomplex functions, see, for instance[10].

### 1.2 Iterated Function Systems and Their Attractors

Let $(X, d)$ be a complete metrizable space with metric $d$. For a map $f: X \rightarrow X$, we define the Lipschitz constant associated with $f$ by

$$
\operatorname{Lip}(f)=\sup _{x, y \in X, x \neq y} \frac{d(f(x), f(y))}{d(x, y)} .
$$

A map $f$ is said to be $\operatorname{Lipschitz}$ if $\operatorname{Lip}(f)<+\infty$ and a contraction if $\operatorname{Lip}(f)<1$.
Definition 1.1 Let $(X, d)$ be a complete metrizable space and let $\mathcal{F}$ be a finite set of contractions on $X$. Then the pair $(X, \mathcal{F})$ is called an iterated function system (IFS) on $X$.

With the finite set of contractions $\mathcal{F}$ on $X$, one associates a set-valued operator, again denoted by $\mathcal{F}$, acting on the hyperspace $\mathscr{H}(X)$ of nonempty compact subsets of $X$ endowed with the Hausdorff-Pompeiu metric $d_{\mathscr{H}}$ by

$$
\mathcal{F}(E):=\bigcup_{f \in \mathcal{F}} f(E), \quad E \in \mathscr{H}(X)
$$

The Hausdorff-Pompeiu metric $d_{\mathscr{H}}$ is defined by

$$
d_{\mathscr{H}}\left(S_{1}, S_{2}\right):=\max \left\{d\left(S_{1}, S_{2}\right), d\left(S_{2}, S_{1}\right)\right\},
$$

where $d\left(S_{1}, S_{2}\right):=\sup _{x \in S_{1}} d\left(x, S_{2}\right):=\sup _{x \in S_{1}} \inf _{y \in S_{2}} d(x, y)$.

The completeness of $(X, d)$ implies that the set-valued operator $\mathcal{F}$ is contractive on the complete metrizable space $\left(\mathscr{H}(X), d_{\mathscr{H}}\right)$ with Lipschitz constant $\operatorname{Lip} \mathcal{F}=$ $\max \{\operatorname{Lip}(f): f \in \mathcal{F}\}$. Therefore, by the Banach Fixed Point Theorem, $\mathcal{F}$ has a unique fixed point in $\mathscr{H}(X)$. This fixed point if called the attractor of or the fractal (set) generated by the IFS $(X, \mathcal{F})$. The attractor or fractal $F$ satisfies the self-referential equation

$$
\begin{equation*}
F=\mathcal{F}(F)=\bigcup_{f \in \mathcal{F}} f(F), \tag{1.1}
\end{equation*}
$$

i.e., $F$ is made up of a finite number of images of itself. Equation (1.1) reflects the fractal nature of $F$ showing that it is as an object of immense geometric complexity.

The proof of the Banach Fixed Point Theorem also shows that the fractal $F$ can be iteratively obtained via the following procedure: Choose an arbitrary $F_{0} \in \mathscr{H}(X)$ and set

$$
\begin{equation*}
F_{n}:=\mathcal{F}\left(F_{n-1}\right), \quad n \in \mathbb{N} . \tag{1.2}
\end{equation*}
$$

Then $F=\lim _{n \rightarrow \infty} F_{n}$, where the limit is taken in the Hausdorff-Pompeiu metric $d_{\mathscr{H}}$.
In Fig. 1, two examples of fractal sets are displayed. For more details about IFSs and fractals and their properties, we refer the interested reader to the large literature on these topics and list only two references $[2,4]$ pertaining to the present exhibition.



Fig. 1 Left: A fractal set in $X:=[0,1]^{2}$ generated by the maps $f_{1}(x, y):=\left(\frac{1}{2} x, \frac{1}{2} y\right), f_{2}(x, y):=$ $\left(\frac{1}{2}(x+1), \frac{1}{2} y\right)$, and $f_{3}(x, y):=\left(\frac{1}{2}\left(x+\frac{1}{2}\right), \frac{3}{4} y+\frac{\sqrt{3}}{4}\right)$. Right: The graph of a fractal function in $X:=$ $[0,1] \times[0,3]$ generated by the maps $f_{1}(x, y):=\left(\frac{1}{2} x, x+\frac{3}{4} y\right)$ and $f_{2}(x, y):=\left(\frac{1}{2}(x+1), x^{2}+\frac{3}{4} y\right)$

## 2 Hypercomplex IFSs

Let $k \in \mathbb{N}$ and consider the set $\mathbb{A}_{n+1}^{k}:=\underset{i=1}{\times} \mathbb{A}_{n+1}$. We represent elements $\xi \in \mathbb{A}_{n+1}^{k}$ as column vectors. The hypercomplex conjugate * of $\xi \in \mathbb{A}_{n+1}^{k}$ is defined by

$$
\left(\begin{array}{c}
\xi_{1} \\
\vdots \\
\xi_{k}
\end{array}\right)^{*}:=\left(\overline{\xi_{1}} \ldots \overline{\xi_{k}}\right)
$$

Similarly, for any matrix $H=\left(H_{i j}\right)$ over $\mathbb{A}_{n+1}$, we define $\left(H_{i j}\right)^{*}:=\left(\overline{H_{j i}}\right)$. The norm of $\xi \in \mathbb{A}_{n+1}^{k}$ is defined to be

$$
\begin{equation*}
\|\xi\|:=\sqrt{\xi^{*} \xi}=\sqrt{\sum_{i=1}^{k}\left|\xi_{i}\right|^{2}} \tag{2.1}
\end{equation*}
$$

Then $\left(\mathbb{A}_{n+1}^{k}, d\right)$ is a complete metrizable space with metric $d(\xi, \eta):=\|\xi-\eta\|$.
We define a norm on $M_{k}\left(\mathbb{A}_{n+1}\right)$ as follows. For $H \in M_{k}\left(\mathbb{A}_{n+1}\right)$, set

$$
\|H\| \|:=\sup \left\{\frac{\|H \xi\|}{\|\xi\|}: 0 \neq \xi \in \mathbb{A}_{n+1}^{k}\right\} .
$$

Definition 2.1 Let $k \in \mathbb{N}$ and let $\mathcal{F}:=\left\{f_{1}, \ldots, f_{m}\right\}$ be a finite collection of contractive hypercomplex functions on $\mathbb{A}_{n+1}^{k}$. Then the pair $\left(\mathbb{A}_{n+1}^{k}, \mathcal{F}\right)$ is called a hypercomplex IFS (on $\mathbb{A}_{n+1}^{k}$ ).

Definition 2.2 Let $k \in \mathbb{N}$. An element $F \in \mathscr{H}\left(\mathbb{A}_{n+1}^{k}\right)$ is called a hypercomplex attractor of or the hypercomplex fractal (set) generated by the hypercomplex IFS $\left(\mathbb{A}_{n+1}^{k}, \mathcal{F}\right)$ if $F$ satisfies the self-referential equation

$$
\begin{equation*}
F=\mathcal{F}(F)=\bigcup_{i=1}^{m} f_{i}(F) \tag{2.2}
\end{equation*}
$$

Note that by the Banach Fixed Point Theorem $F$ as defined above is unique.
Remark 2.3 Although the point sets $\mathbb{A}_{n+1}^{k}$ and $\left(\mathbb{R}^{n+1}\right)^{k}$ are isomorphic under an obvious bijection, the difference in the non-commutative algebraic structure yields a broader class of attractors. (See the examples below.)

As an example of a hypercomplex IFS, we consider right linear maps $L_{i}$ : $\mathbb{A}_{n+1}^{k} \rightarrow C \ell(n)^{k}$ and define right affine maps by

$$
A_{i}(\xi):=L_{i}(\xi)+b_{i}=H_{i} \xi+b_{i}
$$

with $H_{i} \in M_{k}\left(\mathbb{A}_{n+1}\right)$ and $b_{i} \in \mathbb{A}_{n+1}^{k}, i \in \mathbb{N}_{m}$. The right affine maps $A_{i}$ generate hypercomplex functions $f_{i}$ via

$$
\begin{equation*}
f_{i}(\xi):=\pi\left(L_{i}(\xi)\right)+b_{i} . \tag{2.3}
\end{equation*}
$$

It follows immediately from the definition of contraction applied to $\mathbb{A}_{n+1}^{k}$, that each $f_{i}$ is contractive provided that $h:=\max \left\{\left\|\mid H_{i}\right\| \|: i \in \mathbb{N}_{m}\right\}<1$. The unique fractal generated by the hypercomplex IFS $\left(\mathbb{A}_{n+1}^{k}, \mathcal{F}\right)$ is then given by the nonempty compact subset $F \subset \mathbb{A}_{n+1}^{k}$ satisfying

$$
F=\bigcup_{i \in \mathbb{N}_{m}} \pi\left(L_{i}(F)\right)+b_{i} .
$$

Example Let $n:=3$ and $k:=2$. Then $\mathbb{A}_{4}$ can be identified with the noncommutative associative division algebra $\mathbb{H}$ of quaternions with $e_{0}=1, e_{i} e_{j}+e_{j} e_{i}=-2 \delta_{i j}$, and $e_{i} e_{j}=\varepsilon_{i j k} e_{k}, i, j, k=1,2,3$. Here, $\varepsilon_{i j k}$ denotes the Levi-Cività symbol. We note that $\mathbb{H} \cdot \mathbb{H}=\mathbb{H}$ and therefore $\pi\left(L_{i}\right)=L_{i}$.

On $\mathbb{H}^{2}$ we consider the three affine mappings

$$
f_{i}(\xi, \eta):=\left(\begin{array}{ll}
q & 0 \\
0 & q
\end{array}\right)\binom{\xi}{\eta}+b_{i},
$$

with $b_{1}:=0, b_{2}:=\binom{1-q}{0}, b_{3}:=\binom{\frac{1}{2}(1-q)}{1-q}$, and $q:=0.3 e_{0}-0.1 e_{1}+$ $0.4 e_{2}-0.2 e_{3}$. Note that $|q|=\sqrt{0.3}<1$. Hence, the quaternionic IFS $\left(\mathbb{H}^{2}, \mathcal{F}\right)$ with $\mathcal{F}=\left\{f_{1}, f_{2}, f_{3}\right\}$, possesses a unique attractor $F \in \mathscr{H}\left(\mathbb{H}^{2}\right)$.

In Fig. 2, some projections of the attractor $F$ onto subspaces of $\mathbb{H}^{2}$ are displayed.

## 3 Systems of Hypercomplex Function Systems

Employing the setting first introduced in [6], then generalized in [11], and finally applied to non-stationary IFSs in [12], we will replace the single set-valued map $\mathcal{F}$ in a hypercomplex IFS by a sequence of function systems consisting of different families $\mathcal{F}$ in order to define an iterative process $\left\{F_{n}\right\}_{n \in \mathbb{N}}$ with initial $F_{0} \in$ $\mathscr{H}\left(\mathbb{A}_{n+1}^{k}\right)$ as in (1.2).

To this end, consider the complete metrizable space $\left(\mathbb{A}_{n+1}^{k}, d\right)$ and let $\left\{\mathcal{T}_{\ell}\right\}_{\ell \in \mathbb{N}}$ be a sequence of transformations on $\mathbb{A}_{n+1}^{k}$, i.e., $\mathcal{T}_{\ell}: \mathbb{A}_{n+1}^{k} \rightarrow \mathbb{A}_{n+1}^{k}$.
Definition 3.1 A subset $\mathscr{I}$ of $\mathbb{A}_{n+1}^{k}$ is called a hypercomplex invariant set of the sequence $\left\{\mathcal{T}_{\ell}\right\}_{\ell \in \mathbb{N}}$ if

$$
\forall \ell \in \mathbb{N} \forall x \in \mathscr{I}: \mathcal{T}_{\ell}(x) \in \mathscr{I} .
$$



Fig. 2 Left: The projection of $F$ onto the $e_{0}-e_{1}$-plane. Middle: The projection of $F$ onto the $e_{1}-e_{3}$-plane. Right: The projection of $F$ onto the hyperplane spanned by $\left\{e_{0}, e_{1}, e_{2}\right\}$

A criterion for obtaining a hypercomplex invariant domain for a sequence $\left\{\mathcal{T}_{\ell}\right\}_{\ell \in \mathbb{N}}$ of transformations on a complete metrizable space is the following which first appeared in [6]. We will state the result for our setting.

Proposition 3.2 Let $\left\{\mathcal{T}_{\ell}\right\}_{\ell \in \mathbb{N}}$ be a sequence of transformations on the complete metrizable space $\left(\mathbb{A}_{n+1}^{k}, d\right)$. Assume that there exists an $x_{0} \in \mathbb{A}_{n+1}^{k}$ such that for all $x \in \mathbb{A}_{n+1}^{k}$

$$
\begin{equation*}
d\left(\mathcal{T}_{\ell}(x), x_{0}\right) \leq s d\left(x, x_{0}\right)+M, \tag{3.1}
\end{equation*}
$$

for some $s \in[0,1)$ and $M>0$. Then any ball $B_{r}\left(x_{0}\right):=\left\{x \in \mathbb{A}_{n+1}^{k}:\left|x-x_{0}\right|<r\right\}$ with radius $r>M /(1-s)$ is a hypercomplex invariant set for $\left\{\mathcal{T}_{\ell}\right\}_{\ell \in \mathbb{N}}$.

Proof The proof of this statement follows directly from [6, Lemma 3.7] and [6, Remark 3.8].

In case the transformations $\mathcal{T}_{\ell}$ are maps of the form (2.3) then condition (3.1) is satisfied with $x_{0}=0, M:=\sup _{\ell \in \mathbb{N}}\left\|b_{\ell}\right\|<\infty$, and any $H_{\ell}$ with $\sup _{\ell \in \mathbb{N}}\left\|H_{\ell}\right\|=: s<1$. For, if we choose $x_{0}:=0$,

$$
\begin{aligned}
d\left(\mathcal{T}_{\ell}(x), 0\right) & =\left\|\mathcal{T}_{\ell}(x)\right\|=\left\|H_{\ell} x+b_{\ell}\right\| \leq\left\|H_{\ell} x\right\|+\left\|b_{\ell}\right\| \\
& \leq\left\|H_{\ell}\right\| \cdot\|x\|+\left\|b_{\ell}\right\| .
\end{aligned}
$$

Hence, every ball centered at the origin of $\mathbb{A}_{n+1}^{k}$ of radius greater than $M /(1-s)$ is a hypercomplex invariant set for $\left\{\mathcal{T}_{\ell}\right\}_{\ell \in \mathbb{N}}$.

Now suppose that $\left\{\mathcal{F}_{\ell}\right\}_{\ell \in \mathbb{N}}$ is a sequence of set-valued maps $\mathcal{F}_{\ell}: \mathscr{H}\left(\mathbb{A}_{n+1}^{k}\right) \rightarrow$ $\mathscr{H}\left(\mathbb{A}_{n+1}^{k}\right)$ defined by

$$
\begin{equation*}
\mathcal{F}_{\ell}\left(F_{0}\right):=\bigcup_{i=1}^{n_{\ell}} f_{i, \ell}\left(F_{0}\right), \quad F_{0} \in \mathscr{H}\left(\mathbb{A}_{n+1}^{k}\right), \tag{3.2}
\end{equation*}
$$

where $\mathcal{F}_{\ell}=\left\{f_{i, \ell}: i \in \mathbb{N}_{n_{\ell}}\right\}$ is a family of hypercomplex contractions constituting a hypercomplex IFS on the complete metrizable space $\left(\mathbb{A}_{n+1}^{k}, d\right)$. Setting $s_{i, \ell}:=$ $\operatorname{Lip}\left(f_{i, \ell}\right)$, we obtain that $\operatorname{Lip}\left(\mathcal{F}_{\ell}\right)=\max \left\{s_{i, \ell}: i \in \mathbb{N}_{n_{\ell}}\right\}<1$.

The following definition is taken from [6, Section 4] using our setting with $X=$ $\mathbb{A}_{n+1}^{k}$.

Definition 3.3 Let $F_{0} \in \mathscr{H}\left(\mathbb{A}_{n+1}^{k}\right)$. For any $\ell \in \mathbb{N}$, the sequence

$$
\begin{equation*}
\Psi_{\ell}\left(F_{0}\right):=\mathcal{F}_{1} \circ \mathcal{F}_{2} \circ \cdots \circ \mathcal{F}_{\ell}\left(F_{0}\right) \tag{3.3}
\end{equation*}
$$

is called the backward trajectory of $F_{0}$.
Backward trajectories converge under rather mild conditions and their limits generate new types of fractal sets. For more details, we refer the interested reader to [6, 11, 12].

The next theorem summarizes the convergence result for backward trajectories.
Theorem 3.4 Let $\left\{\mathcal{F}_{\ell}\right\}_{\ell \in \mathbb{N}}$ be a family of set-valued maps of the form (3.2) whose elements are collections $\mathcal{F}_{\ell}=\left\{f_{i, \ell}: i \in \mathbb{N}_{n_{\ell}}\right\}$ of hypercomplex contractions constituting hypercomplex IFSs on the complete metrizable space $\left(\mathbb{A}_{n+1}^{k}, d\right)$. Suppose that
(i) there exists a nonempty closed hypercomplex invariant set $\mathscr{I} \subseteq \mathbb{A}_{n+1}^{k}$ for $\left\{f_{i, \ell}\right\}$, $i \in \mathbb{N}_{n_{\ell}}, \ell \in \mathbb{N}$,
(ii) and

$$
\begin{equation*}
\sum_{\ell=1}^{\infty} \prod_{j=1}^{\ell} \operatorname{Lip}\left(\mathcal{F}_{j}\right)<\infty \tag{3.4}
\end{equation*}
$$

Then the backward trajectories $\left\{\Psi_{\ell}\left(F_{0}\right)\right\}$ converge for any initial $F_{0} \subseteq \mathscr{I}$ to a unique hypercomplex attractor $F \subseteq \mathscr{I}$.

Proof The proof can be found in [6]. Note that, as the proof only involves point sets and moduli of numbers, it immediately applies to the hypercomplex setting.

Example Here, we take $n:=3$ and $k:=1$ and write $\mathbb{H}$ for $\mathbb{A}_{4}^{1}$. Define a family $\left\{\mathcal{F}_{\ell}\right\}_{\ell \in \mathbb{N}}$ of set-valued epimorphism on $\mathscr{H}$ whose members are as follows:

$$
\mathcal{F}_{\ell}:=\left\{\begin{array}{ll}
\mathcal{F}_{1}, & 10(j-1)<\ell \leq 10 j-5, \\
\mathcal{F}_{2}, & 10 j-5<\ell \leq 10 j,
\end{array} \quad j \in \mathbb{N},\right.
$$

where

$$
\begin{aligned}
& \mathcal{F}_{1}:=\left\{q_{1} x, q_{1} x+\mathbb{1}-q_{1}\right\}, \\
& \mathcal{F}_{2}:=\left\{0.7 \hat{q_{2}} x \hat{q}_{2}+0.1,0.7 \hat{q}_{2} x \hat{q_{2}}-0.1\right\},
\end{aligned}
$$

with $q_{1}:=0.75 e_{0}, \mathbb{1}:=e_{0}+e_{1}+e_{2}+e_{3}$, and $\hat{q_{2}}:=\sqrt{\frac{10}{3}}\left(0.3 e_{0}-0.1 e_{1}+0.4 e_{2}-\right.$ $0.2 e_{3}$ ).

Figure 3 displays the projection of the attractor $F$ of the backward trajectory $\left\{\Psi_{\ell}\right\}_{\ell \in \mathbb{N}}$ onto the $e_{0}-e_{1}$-plane at two different levels.

This example shows that hypercomplex attractors generated by backwards trajectories exhibit more flexibility in their shapes and that a proper choice of IFSs reveals different local behavior. This is due to the fact that in the sequence

$$
\mathcal{F}_{1} \circ \mathcal{F}_{2} \circ \cdots \mathcal{F}_{\ell-1} \circ \mathcal{F}_{\ell}\left(F_{0}\right), \quad F_{0} \in \mathscr{H}\left(\mathbb{A}_{n+1}^{k}\right),
$$

the global shape of the hypercomplex attractor is determined by the initial maps $\mathcal{F}_{1} \circ \mathcal{F}_{2} \circ \cdots$ whereas the local shape is determined by the terminal maps $\mathcal{F}_{\ell-1} \circ$ $\mathcal{F}_{\ell} \circ \cdots$. In addition, the non-commutative algebraic structure of $\mathbb{H}$ yields a broader class of attractors than in the case $\mathbb{R}^{4}$.


Fig. 3 The projection of the attractor $F$ of the backward trajectory $\{\Psi\}_{k \in \mathbb{N}}$ onto the $e_{0}-e_{1}$-plane at two different levels. The attractor is smooth at one level (left) and fractal at another (right)
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# Compactness of Localization Operators on Modulation Spaces of $\omega$-Tempered Distributions 
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#### Abstract

We give sufficient conditions for compactness of localization operators on modulation spaces $\mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$ of $\omega$-tempered distributions whose short-time Fourier transform is in the weighted mixed space $L_{m_{\lambda}}^{p, q}$ for $m_{\lambda}(x)=e^{\lambda \omega(x)}$.


In this paper we study some properties of localization operators, which are pseudodifferential operators of time-frequency analysis suitable for applications to the reconstruction of signals, because they allow to recover a filtered version of the original signal. To introduce the problem, let us recall the translation and modulation operators

$$
T_{x} f(y)=f(y-x), \quad M_{\xi} f(y)=e^{i y \cdot \xi} f(y), \quad x, y \in \mathbb{R}^{d},
$$

and, for a window function $\psi \in L^{2}\left(\mathbb{R}^{d}\right)$, the short-time Fourier transform (briefly STFT) of a function $f \in L^{2}\left(\mathbb{R}^{d}\right)$

$$
V_{\psi} f(z)=\left\langle f, M_{\xi} T_{x} \psi\right\rangle=\int_{\mathbb{R}^{d}} f(y) \overline{\psi(y-x)} e^{-i y \cdot \xi} d y, \quad z=(x, \xi) \in \mathbb{R}^{2 d}
$$

With respect to the inversion formula for the STFT (see [13, Cor. 3.2.3])

$$
f=\frac{1}{(2 \pi)^{d}\langle\gamma, \psi\rangle} \int_{\mathbb{R}^{2 d}} V_{\psi} f(x, \xi) M_{\xi} T_{x} \gamma d x d \xi,
$$

[^67]which gives a reconstruction of the signal $f$, the localization operator, as defined in (0.2), modifies $V_{\psi} f(x, \xi)$ by multiplying it by a suitable $a(x, \xi)$ before reconstructing the signal, so that a filtered version of the original signal $f$ is recovered.

Another important operator in time-frequency analysis that we shall need in the following is the cross-Wigner transform defined, for $f, g \in L^{2}\left(\mathbb{R}^{d}\right)$, by

$$
\operatorname{Wig}(f, g)(x, \xi)=\int_{\mathbb{R}^{d}} f\left(x+\frac{t}{2}\right) \overline{g\left(x-\frac{t}{2}\right)} e^{-i \xi \cdot t} d t \quad x, \xi \in \mathbb{R}^{d}
$$

The Wigner transform of $f$ is then defined by $\operatorname{Wig} f:=\operatorname{Wig}(f, f)$.
The above Fourier integral operators, with standard generalizations to more general spaces of functions or distributions, have been largely investigated in timefrequency analysis. In particular, results about boundedness or compactness related to the subject of this paper can be found, for instance, in [1, 7, 10-12, 16, 17].

Inspired by Cordero and Gröchenig [7] and Fernández and Galbis [10], our aim in this paper is to study boundedness of localization operators on modulation spaces in the setting of $\omega$-tempered distributions, for a weight functions $\omega$ defined as below:

Definition 0.1 A non-quasianalytic subadditive weight function is a continuous increasing function $\omega:[0,+\infty) \rightarrow[0,+\infty)$ satisfying the following properties:
$(\alpha) \quad \omega\left(t_{1}+t_{2}\right) \leq \omega\left(t_{1}\right)+\omega\left(t_{2}\right), \quad \forall t_{1}, t_{2} \geq 0 ;$
( $\beta$ ) $\int_{1}^{+\infty} \frac{\omega(t)}{t^{2}} d t<+\infty$;
( $\gamma) ~ \exists A \in \mathbb{R}, B>0$ s.t $\omega(t) \geq A+B \log (1+t), \quad \forall t \geq 0$;
( $\delta) \quad \varphi_{\omega}(t):=\omega\left(e^{t}\right)$ is convex.
We then consider $\omega(\xi):=\omega(|\xi|)$ for $\xi \in \mathbb{C}^{d}$.
Definition 0.2 The space $\mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ is defined as the set of all $u \in L^{1}\left(\mathbb{R}^{d}\right)$ such that $u, \hat{u} \in C^{\infty}\left(\mathbb{R}^{d}\right)$ and
(i) $\forall \lambda>0, \alpha \in \mathbb{N}_{0}^{d}: \sup _{x \in \mathbb{R}^{d}} e^{\lambda \omega(x)}\left|D^{\alpha} u(x)\right|<+\infty$,
(ii) $\forall \lambda>0, \alpha \in \mathbb{N}_{0}^{d}: \sup _{\xi \in \mathbb{R}^{d}} e^{\lambda \omega(\xi)}\left|D^{\alpha} \hat{u}(\xi)\right|<+\infty$,
where $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$.
Note that for $\omega(t)=\log (1+t)$ we obtain the classical Schwartz class $\mathcal{S}\left(\mathbb{R}^{d}\right)$, while in general $\mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right) \subseteq \mathcal{S}\left(\mathbb{R}^{d}\right)$. For more details about the spaces $\mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ we refer to [3-6]. In particular, we can define on $\mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ different equivalent systems of seminorms that make $\mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ a Fréchet nuclear space. It is also an algebra under multiplication and convolution.

The corresponding strong dual space is denoted by $\mathcal{S}_{\omega}^{\prime}\left(\mathbb{R}^{d}\right)$ and its elements are called $\omega$-tempered distributions. Moreover, $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right) \subseteq \mathcal{S}_{\omega}^{\prime}\left(\mathbb{R}^{d}\right)$ and the Fourier transform, the short-time Fourier transform and the Wigner transform are continuous from $\mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ to $\mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ and from $\mathcal{S}_{\omega}^{\prime}\left(\mathbb{R}^{d}\right)$ to $\mathcal{S}_{\omega}^{\prime}\left(\mathbb{R}^{d}\right)$.

The "right" function spaces in time-frequency analysis to work with the STFT are the so-called modulation spaces, introduced by H. Feichtinger in [9]. In this context, we consider the weight $m_{\lambda}(z):=e^{\lambda \omega(z)}$, for $\lambda \in \mathbb{R}$, and define $L_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{2 d}\right)$ as the space of measurable functions $f$ on $\mathbb{R}^{2 d}$ such that

$$
\left.\|f\|_{L_{m_{\lambda}}^{p, q}}:=\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}|f(x, \xi)|^{p} m_{\lambda}(x, \xi)^{p} d x\right)^{\frac{q}{p}} d \xi\right)^{\frac{1}{q}}<+\infty
$$

for $1 \leq p, q<+\infty$, with standard changes if $p($ or $q)$ is $+\infty$. We define then, for $1 \leq p, q \leq+\infty$, the modulation space

$$
\mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right):=\left\{f \in \mathcal{S}_{\omega}^{\prime}\left(\mathbb{R}^{d}\right): V_{\varphi} f \in L_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{2 d}\right)\right\}
$$

which is independent of the window function $\varphi \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right) \backslash\{0\}$ and is a Banach space with norm $\|f\|_{\mathbf{M}_{m_{\lambda}}^{p, q}}:=\left\|V_{\varphi} f\right\|_{L_{m_{\lambda}}^{p, q}}$ (see [4]). Moreover, for $1 \leq p, q<+\infty$, the space $\mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ is a dense subspace of $\mathbf{M}_{m_{\lambda}}^{p, q}$ by Boiti et al. [4, Prop. 3.9]. We shall denote $\mathbf{M}_{m_{\lambda}}^{p}\left(\mathbb{R}^{d}\right)=\mathbf{M}_{m_{\lambda}}^{p, p}\left(\mathbb{R}^{d}\right)$ and $\mathbf{M}^{p, q}\left(\mathbb{R}^{\hat{d}}\right)=\mathbf{M}_{m_{0}}^{p, q}\left(\mathbb{R}^{d}\right)$.

As in [13, Thm. 12.2.2] if $p_{1} \leq p_{2}, q_{1} \leq q_{2}$, and $\lambda \leq \mu$ then $\mathbf{M}_{m_{\mu}}^{p_{1}, q_{1}} \subseteq \mathbf{M}_{m_{\lambda}}^{p_{2}, q_{2}}$ with continuous inclusion (see [8, Lemma 2.3.16]). Set

$$
\begin{aligned}
& m_{\lambda, 1}(x):=m_{\lambda}(x, 0), \quad m_{\lambda, 2}(\xi):=m_{\lambda}(0, \xi) \\
& v_{\lambda}(z)=e^{|\lambda| \omega(z)}, \quad v_{\lambda, 1}(x):=v_{\lambda}(x, 0), \quad v_{\lambda, 2}(\xi):=v_{\lambda}(0, \xi)
\end{aligned}
$$

and prove the following generalization of [7, Prop. 2.4]:
Proposition 0.3 Let $1 \leq p, q, r, t, t^{\prime} \leq+\infty$ such that $\frac{1}{p}+\frac{1}{q}-1=\frac{1}{r}$ and $\frac{1}{t}+\frac{1}{t^{\prime}}=$ 1. Then, for all $\lambda, \mu \in \mathbb{R}$ and $1 \leq s \leq+\infty$,

$$
\mathbf{M}_{m_{\lambda, 1} \otimes m_{\mu, 2}}^{p, s t}\left(\mathbb{R}^{d}\right) * \mathbf{M}_{v_{\lambda, 1} \otimes v_{\lambda, 2} m_{-\mu, 2}}^{q, s t t^{\prime}}\left(\mathbb{R}^{d}\right) \hookrightarrow \mathbf{M}_{m_{\lambda}}^{r, s}\left(\mathbb{R}^{d}\right)
$$

and

Proof For the Gaussian function $g_{0}(x)=e^{-\pi|x|^{2}} \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ consider on $\mathbf{M}_{m_{\lambda}}^{r, s}$ the modulation norm with respect to the window function $g(x):=g_{0} * g_{0}(x)=$ $2^{-d / 2} e^{-\frac{\pi}{2}|x|^{2}} \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$. Since $m_{\lambda}(x, \xi) \leq m_{\lambda}(x, 0) v_{\lambda}(0, \xi)$ and $\overline{g_{0}(-x)}=g_{0}(x)$, by Gröchenig [13, Lemma 3.1.1], Young and Hölder inequalities:

$$
\begin{aligned}
& \|f * h\|_{\mathbf{M}_{m_{\lambda}}^{r, s}}=\left\|V_{g}(f * h)\right\|_{L_{m_{\lambda}}^{r, s}}=\left(\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left|V_{g}(f * h)\right|^{r} m_{\lambda}^{r}(x, \xi) d x\right)^{\frac{s}{r}} d \xi\right)^{\frac{1}{s}} \\
& \leq\left(\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}\left|\left(f * M_{\xi} g_{0}\right) *\left(h * M_{\xi} g_{0}\right)(x)\right|^{r} m_{\lambda}(x, 0)^{r} d x\right)^{\frac{s}{r}} v_{\lambda}^{s}(0, \xi) d \xi\right)^{\frac{1}{s}}
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\int_{\mathbb{R}^{d}}\left\|\left(f * M_{\xi} g_{0}\right) *\left(h * M_{\xi} g_{0}\right)\right\|_{L_{m_{\lambda, 1}}^{s}}^{s} v_{\lambda}^{s}(0, \xi) d \xi\right)^{\frac{1}{s}} \\
& \leq\left(\int_{\mathbb{R}^{d}}\left\|f * M_{\xi} g_{0}\right\|_{L_{m_{\lambda, 1}}^{p}}^{s}\left\|h * M_{\xi} g_{0}\right\|_{L_{v_{\lambda, 1}}^{q}}^{s} v_{\lambda}^{s}(0, \xi) d \xi\right)^{\frac{1}{s}} \\
& =\left(\int_{\mathbb{R}^{d}}\left\|V_{g_{0}} f\right\|_{L_{m_{\lambda, 1}}^{p}}^{s} m_{\mu}^{s}(0, \xi)\left\|V_{g_{0}} h\right\|_{L_{v_{\lambda, 1}}^{q}}^{s} m_{-\mu}^{s}(0, \xi) v_{\lambda}^{s}(0, \xi) d \xi\right)^{\frac{1}{s}} \\
& \leq\|f\|_{\mathbf{M}_{m_{\lambda, 1}}^{p, s t} \otimes m_{\mu, 2}}\|h\|_{\mathbf{M}_{v_{\lambda, 1}}^{q, s t^{\prime}} \otimes v_{\lambda, 2^{m}-\mu, 2}} .
\end{aligned}
$$

Given two window functions $\psi, \gamma \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right) \backslash\{0\}$ and a symbol $a \in \mathcal{S}_{\omega}^{\prime}\left(\mathbb{R}^{2 d}\right)$, the corresponding localization operator $L_{\psi, \gamma}^{a}$ is defined, for $f \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$, by

$$
\begin{equation*}
L_{\psi, \gamma}^{a} f=V_{\gamma}^{*}\left(a \cdot V_{\psi} f\right)=\int_{\mathbb{R}^{2 d}} a(x, \xi) V_{\psi} f(x, \xi) M_{\xi} T_{x} \gamma d x d \xi \tag{0.2}
\end{equation*}
$$

where $V_{\gamma}^{*}$ is the adjoint of $V_{\gamma}$. As in [2, Lemma 2.4] we have that $L_{\psi, \gamma}^{a}$ is a Weyl operator $L^{a^{w}}$ with symbol $a^{w}=a * \operatorname{Wig}(\gamma, \psi)$ :

$$
\begin{equation*}
L^{a^{w}} f:=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{2 d}} \hat{a}^{w}(\xi, u) e^{-i \xi \cdot u} T_{-u} M_{\xi} f d u d \xi \tag{0.3}
\end{equation*}
$$

Moreover, if $f, g \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ then by definition of adjoint operator we can write

$$
\left\langle L_{\psi, \gamma}^{a} f, g\right\rangle=\left\langle a \cdot V_{\psi} f, V_{\gamma} g\right\rangle=\left\langle a, \overline{V_{\psi} f} V_{\gamma} g\right\rangle,
$$

and, similarly as in [13, Thm. 14.5.2] (see also [8, Teo. 2.3.21]), we have, for $a^{w} \in$ $\mathbf{M}_{m_{\mu}}^{\infty, 1}\left(\mathbb{R}^{2 d}\right)$ with $\mu \geq 0$,

$$
\begin{equation*}
\left\|L^{a^{w}} f\right\|_{\mathbf{M}_{m_{\lambda}}^{p, q}}=\left\|L_{\psi, \gamma}^{a} f\right\|_{\mathbf{M}_{m_{\lambda}}^{p, q}} \leq\left\|a^{w}\right\|_{\mathbf{M}_{m_{\mu}}^{\infty, 1}}\|f\|_{\mathbf{M}_{m_{\lambda}}^{p, q}} \tag{0.4}
\end{equation*}
$$

for all $f \in \mathbf{M}_{m_{\lambda}}^{p, q}$ and $\lambda \in \mathbb{R}$.
Theorem 0.4 Let $\psi, \gamma \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right) \backslash\{0\}$ and $a \in \mathbf{M}_{m_{\lambda}}^{\infty}\left(\mathbb{R}^{2 d}\right)$ for some $\lambda \geq 0$. Then $L_{\psi, \gamma}^{a}$ is bounded from $\mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$ to $\mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$, for $1 \leq p, q<+\infty$, and

$$
\left\|L_{\psi, \gamma}^{a}\right\|_{o p} \leq\|a\|_{\mathbf{M}_{m_{-\lambda, 2}}^{\infty}}\|\psi\|_{\mathbf{M}_{v_{\lambda}}^{1}}\|\gamma\|_{\mathbf{M}_{m_{\lambda}}^{p}} .
$$

Proof By definition $V_{\psi}: \mathbf{M}_{m_{\lambda}}^{p, q} \rightarrow L_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{2 d}\right)$ and, by Boiti et al. [4, Prop. 3.7], $V_{\gamma}^{*}: L_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{2 d}\right) \rightarrow \mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$. Let $f \in \mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$. To prove that $L_{\psi, \gamma}^{a} f=V_{\gamma}^{*}(a$. $\left.V_{\psi} f\right) \in \mathbf{M}_{m_{\lambda}}^{p, q}$, it is then enough to show that $a \cdot V_{\psi} f \in L_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{2 d}\right)$. By the inversion
formula [4, Prop. 3.7], given two window functions $\Phi, \Psi \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$ with $\langle\Phi, \Psi\rangle \neq$ 0 , we have, for $z=\left(z_{1}, z_{2}\right) \in \mathbb{R}^{2 d} \times \mathbb{R}^{2 d}$,

$$
\begin{aligned}
& \left(\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{d}}|a(x, \xi)|^{p}\left|V_{\psi} f(x, \xi)\right|^{p} e^{p \lambda \omega(x, \xi)} d x\right)^{\frac{q}{p}} d \xi\right)^{\frac{1}{q}} \\
\leq & \frac{1}{(2 \pi)^{d}} \frac{1}{|\langle\Phi, \Psi\rangle|}\left(\int _ { \mathbb { R } ^ { d } } \left(\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{4 d}}\left|V_{\Psi} a(z)\right|^{p}\left|M_{z_{2}} T_{z_{1}} \Phi(x, \xi)\right|^{p} d z\right)\right.\right. \\
& \left.\left.\cdot\left|V_{\psi} f(x, \xi)\right|^{p} e^{p \lambda \omega(x, \xi)} d x\right)^{\frac{q}{p}} d \xi\right)^{\frac{1}{q}} \\
\leq & \frac{1}{(2 \pi)^{d}} \frac{1}{|\langle\Phi, \Psi\rangle|}\left(\int _ { \mathbb { R } ^ { d } } \left(\int_{\mathbb{R}^{d}}\left(\int_{\mathbb{R}^{4 d}}\left(\left|V_{\Psi} a(z)\right| e^{\lambda \omega(z)}\right)^{p}\left|M_{z_{2}} T_{z_{1}} \Phi(x, \xi)\right|^{p} d z\right)\right.\right. \\
& \left.\left|\left|V_{\psi} f(x, \xi)\right|^{p} e^{p \lambda \omega(x, \xi)} d x\right)^{\frac{q}{p}} d \xi\right)^{\frac{1}{q}} \\
\leq & C\left\|V_{\Psi} a\right\|_{L_{m_{\lambda}}^{\infty}} \cdot\left\|V_{\psi} f\right\|_{L_{m_{\lambda}}^{p, q}}=C\|a\|_{\mathbf{M}_{m_{\lambda}}^{\infty}} \cdot\|f\|_{\mathbf{M}_{m_{\lambda}}^{p, q},}
\end{aligned}
$$

for some $C>0$. Therefore $a \cdot V_{\psi} f \in L_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{2 d}\right)$ and $L_{\psi, \gamma}^{a} f \in \mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$.
To prove that $L_{\psi \cdot \gamma}^{a}$ is bounded, consider $g \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ and set $\Psi=\operatorname{Wig}(g, g) \in$ $\mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$. For $\xi=\left(\xi_{1}, \xi_{2}\right) \in \mathbb{R}^{2 d}$, we set $\tilde{\xi}=\left(\xi_{2},-\xi_{1}\right)$. By Cordero and Gröchenig [7, Lemma 2.2]

$$
\begin{aligned}
& \|\operatorname{Wig}(\gamma, \psi)\|_{\mathbf{M}_{m_{\lambda, 2}}^{1, p}}=\left\|V_{\Psi} \operatorname{Wig}(\gamma, \psi)\right\|_{L_{m_{\lambda, 2}}^{1, p}} \\
& =\left(\int_{\mathbb{R}^{2 d}}\left(\int_{\mathbb{R}^{2 d}}\left|V_{g} \psi\left(z+\frac{\tilde{\xi}}{2}\right) V_{g} \gamma\left(z-\frac{\tilde{\xi}}{2}\right)\right| d z\right)^{p} m_{\lambda, 2}^{p}(\xi) d \xi\right)^{\frac{1}{p}} .
\end{aligned}
$$

By the change of variables $z+\frac{\tilde{\xi}}{2}=\tilde{z}$ and [4, formula (3.12)] we obtain (cf. also [7, Prop. 2.5]):

$$
\begin{align*}
\|\operatorname{Wig}(\gamma, \psi)\|_{\mathbf{M}_{m_{\lambda, 2}}^{1, p}}= & \left(\int_{\mathbb{R}^{2 d}}\left(\int_{\mathbb{R}^{2 d}}\left|V_{g} \psi(\tilde{z}) \| V_{g} \gamma(\tilde{z}-\tilde{\xi})\right| d \tilde{z}\right)^{p} m_{\lambda, 2}^{p}(\xi) d \xi\right)^{\frac{1}{p}} . \\
= & \left(\int_{\mathbb{R}^{2 d}}\left(\left|V_{g} \psi(\tilde{z})\right| *\left|V_{g} \gamma(-\tilde{z})\right|\right)^{p}(\tilde{\xi}) m_{\lambda, 2}^{p}(\tilde{\xi}) d \tilde{\xi}\right)^{\frac{1}{p}} \\
& \leq\left\|V_{g} \psi\right\|_{L_{v_{\lambda}}^{1}}\left\|V_{g} \gamma\right\|_{L_{m_{\lambda}}^{p}}=\|\psi\|_{\mathbf{M}_{v_{\lambda}}^{1}}\|\gamma\|_{\mathbf{M}_{m_{\lambda}}^{p}} . \tag{0.5}
\end{align*}
$$

Therefore $\operatorname{Wig}(\gamma, \psi) \in \mathbf{M}_{m_{\lambda, 2}}^{1}\left(\mathbb{R}^{2 d}\right)$ and hence, from Proposition 0.3 (with $p=$ $t=r=+\infty, q=s=t^{\prime}=1, \lambda=0$ and $\mu=-\lambda$ ), we have that $\mathbf{M}_{m_{-\lambda, 2}}^{\infty} * \mathbf{M}_{m_{\lambda, 2}}^{1} \subseteq$ $\mathbf{M}^{\infty, 1}$, so that $a^{w}=a * \operatorname{Wig}(\gamma, \psi) \in \mathbf{M}^{\infty, 1}$ and by (0.4) with $\mu=0$

$$
\left\|L_{\psi, \gamma}^{a}\right\|_{o p} \leq\left\|a^{w}\right\|_{\mathbf{M}^{\infty, 1}} .
$$

From (0.1) and (0.5) we finally have

$$
\begin{aligned}
\left\|L_{\psi, \gamma}^{a}\right\|_{o p} & \leq\|a * \operatorname{Wig}(\gamma, \psi)\|_{\mathbf{M}^{\infty, 1}} \leq\|a\|_{\mathbf{M}_{m_{-\lambda, 2}}^{\infty}}\|\operatorname{Wig}(\gamma, \psi)\|_{\mathbf{M}_{m_{\lambda, 2}}^{1}} \\
& \leq\|a\|_{\mathbf{M}_{m_{-\lambda, 2}}^{\infty}}\|\psi\|_{\mathbf{M}_{v_{\lambda}}^{1}}\|\gamma\|_{\mathbf{M}_{m_{\lambda}}^{p}} .
\end{aligned}
$$

A boundedness result analogous to that of Theorem 0.4 is proved, with different techniques, in [16] under further restrictions on the symbol $a(x, \xi)$ and without estimates on the norm of $L_{\psi, \gamma}^{a}$.

Set now

$$
\mathbf{M}_{m_{\lambda}}^{0,1}\left(\mathbb{R}^{d}\right)=\left\{f \in \mathbf{M}_{m_{\lambda}}^{\infty, 1}\left(\mathbb{R}^{d}\right): \lim _{|x| \rightarrow \infty}\left\|V_{g} f(x, .)\right\|_{L_{m_{\lambda}}^{1}} e^{\lambda \omega(x)}=0\right\}
$$

and prove the following compactness result (cf. also [1, Prop. 2.3] and [12, Thm. 3.22]):

Theorem 0.5 If $a^{w} \in \mathbf{M}_{m_{\lambda}}^{0,1}\left(\mathbb{R}^{2 d}\right)$ for some $\lambda \geq 0$, then $L^{a^{w}}$ is a compact mapping of $\mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$ into itself, for $1 \leq p, q<+\infty$.

Proof The operator $L^{a^{w}} \operatorname{maps} \mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$ into itself by (0.4). To prove that $L^{a^{w}}$ is compact we first assume $a^{w} \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$. From (0.3)

$$
\begin{align*}
L^{a^{w}} f(y) & =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{2 d}} \hat{a}^{w}(\xi, u) e^{-i \xi \cdot u} e^{i \xi \cdot(y+u)} f(y+u) d u d \xi \\
& =\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{2 d}} \hat{a}^{w}(\xi, x-y) e^{i \xi \cdot y} f(x) d x d \xi \\
& =\int_{\mathbb{R}^{d}} k(x, y) f(x) d x \tag{0.6}
\end{align*}
$$

with kernel $k(x, y)=\frac{1}{(2 \pi)^{d}} \int_{\mathbb{R}^{d}} \hat{a}^{w}(\xi, x-y) e^{i \xi \cdot y} d \xi$. Note that $k(x, y) \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$ because it is the inverse Fourier transform (with respect to the first variable) of the translation (with respect to the second variable) of $\hat{a}^{w} \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$.

Now, let $\phi \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ and $\alpha_{0}, \beta_{0}>0$ such that $\left\{\phi_{j l}\right\}_{j, l \in \mathbb{Z}^{d}}=\left\{M_{\beta_{0} l} T_{\alpha_{0} j} \phi\right\}_{j, l \in \mathbb{Z}^{d}}$ is a tight Gabor frame for $L^{2}\left(\mathbb{R}^{d}\right)$ (see [13, Def. 5.1.1] for the definition). Then $\left\{\Phi_{j l m n}\right\}_{j, l, m, n \in \mathbb{Z}^{d}}=\left\{\phi_{j l}(x) \phi_{m n}(y)\right\}_{j, l, m, n \in \mathbb{Z}^{d}}$ is a tight Gabor frame for $L^{2}\left(\mathbb{R}^{2 d}\right)$. Since $k \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$ we have that $\left\langle k, \Phi_{j l m n}\right\rangle=V_{\phi} k\left(\alpha_{0} j, \alpha_{0} m, \beta_{0} l, \beta_{0} n\right) \in \ell^{1}$ and (see [4, Lemma 3.15])

$$
k=\sum_{j, l, m, n \in \mathbb{Z}^{d}}\left\langle k, \Phi_{j l m n}\right\rangle \Phi_{j l m n} .
$$

Therefore from (0.6)

$$
L^{a^{w}} f=\sum_{j, l, m, n \in \mathbb{Z}^{d}}\left\langle k, \Phi_{j l m n}\right\rangle\left\langle\phi_{j l}, f\right\rangle \phi_{m n},
$$

with $\left\langle k, \Phi_{j l m n}\right\rangle \in \ell^{1},\left(\phi_{j l}\right)_{j, l \in \mathbb{Z}^{d}}$ equicontinuous in $\mathbf{M}_{m_{-\lambda}}^{p^{\prime}, q^{\prime}}=\left(\mathbf{M}_{m_{\lambda}}^{p, q}\right)^{*}$ and $\left(\phi_{m n}\right)_{m, n \in \mathbb{Z}^{d}}$ bounded in $\bigcup_{n \in \mathbb{N}} n\left\{f \in \mathbf{M}_{m_{\lambda}}^{p, q}:\|f\|_{\mathbf{M}_{m_{\lambda}}^{p, q}}<1\right\}$, so that $L^{a^{w}}$ is a nuclear operator from $\mathbf{M}_{m_{\lambda}}^{p, q}$ to $\mathbf{M}_{m_{\lambda}}^{p, q}$ (see [15, §17.3]). From [15, §17.3, Cor. 4] we thus have that $L^{a^{w}}$ is compact.

Let us finally consider the general case $a \in \mathbf{M}_{m_{\lambda}}^{0,1}\left(\mathbb{R}^{2 d}\right)$. By Boiti et al. [4, Prop. 3.9] there exist $a_{n} \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$ converging to $a$ in $\mathbf{M}_{m_{\lambda}}^{\infty, 1}$ and hence, by (0.4)

$$
\left\|L^{a^{w}}-L^{a_{n}^{w}}\right\|_{\mathbf{M}_{m_{\lambda}}^{p, q} \rightarrow \mathbf{M}_{m_{\lambda}}^{p, q}} \leq\left\|a-a_{n}\right\|_{\mathbf{M}_{m_{\lambda}}^{\infty, 1}} \rightarrow 0 .
$$

Since the set of compact operators is closed we have that $L^{a^{w}}$ is compact on $\mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$.

We have the following generalization of [10, Lemma 3.4] and [11, Prop. 5.2]:
Lemma 0.6 Let $g_{0} \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ and $a \in \mathbf{M}_{m_{\lambda}}^{\infty}\left(\mathbb{R}^{d}\right)$, with $\lambda \geq 0$, such that

$$
\begin{equation*}
\lim _{|x| \rightarrow+\infty} \sup _{|\xi| \leq R}\left|V_{g_{0}} a(x, \xi)\right| e^{\lambda \omega(x, \xi)}=0, \quad \forall R>0 . \tag{0.7}
\end{equation*}
$$

Then $a * H \in \mathbf{M}_{m_{\lambda}}^{0,1}\left(\mathbb{R}^{d}\right)$ for any $H \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$.
Proof The case $\lambda=0$ has been proved in [10, Lemma 3.4]. Let $\lambda>0$. Since $g_{0} \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$ and $H \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$, by Gröchenig and Zimmermann [14, Thm. 2.7] we have that $V_{g_{0}} H \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$ and hence, for a fixed $\ell>0$ (to be chosen later depending on $\lambda$ ), there exists $c_{\lambda}>0$ such that

$$
\left|V_{g_{0}} H(x, \xi)\right| \leq c_{\lambda} e^{-3 \ell \lambda \omega(x)} e^{-3 \ell \lambda \omega(\xi)}, \quad \forall x, \xi \in \mathbb{R}^{d}
$$

Now, as in the proof of Proposition 0.3, for $g=g_{0} * g_{0}$, we have that $\mid V_{g}(a *$ $H)(\cdot, \xi)\left|=\left|V_{g_{0}} a(\cdot, \xi) * V_{g_{0}} H(\cdot, \xi)\right|\right.$. Since $\omega$ is increasing and subadditive we have

$$
\begin{aligned}
& \left|V_{g}(a * H)(x, \xi)\right| \leq \int_{\mathbb{R}^{d}}\left|V_{g_{0}} a(x-y, \xi)\right|\left|V_{g_{0}} H(y, \xi)\right| d y \\
& \leq c_{\lambda} e^{-3 \ell \lambda \omega(\xi)} \int_{\mathbb{R}^{d}}\left|V_{g_{0}} a(x-y, \xi)\right| e^{-3 \ell \lambda \omega(y)} d y \\
& =c_{\lambda} e^{-3 \ell \lambda \omega(\xi)} \int_{\mathbb{R}^{d}}\left|V_{g_{0}} a(x-y, \xi)\right| e^{-3 \ell \lambda \omega(y)} e^{\lambda \omega(x-y, \xi)} e^{-\lambda \omega(x-y, \xi)} d y \\
& \leq c_{\lambda} e^{-3 \ell \lambda \omega(\xi)} e^{-\lambda \omega(x)} \int_{\mathbb{R}^{d}}\left|V_{g_{0}} a(x-y, \xi)\right| e^{\lambda \omega(x-y, \xi)} e^{-(3 \ell-1) \lambda \omega(y)} d y
\end{aligned}
$$

Since $a \in \mathbf{M}_{m_{\lambda}}^{\infty}\left(\mathbb{R}^{d}\right)$ we have that

$$
\begin{align*}
& e^{\lambda \omega(x)+2 \ell \lambda \omega(\xi)}\left|V_{g}(a * H)(x, \xi)\right| \\
\leq & c_{\lambda} e^{-\ell \lambda \omega(\xi)} \int_{\mathbb{R}^{d}}\left|V_{g} a(x-y, \xi)\right| e^{\lambda \omega(x-y, \xi)} e^{-(3 \ell-1) \lambda \omega(y)} d y  \tag{0.8}\\
\leq & c_{\lambda} e^{-\ell \lambda \omega(\xi)}\|a\|_{M_{m_{\lambda}}^{\infty}} \int_{\mathbb{R}^{d}} e^{-(3 \ell-1) \lambda \omega(y)} d y<+\infty, \tag{0.9}
\end{align*}
$$

if $\ell>\frac{1}{3}+\frac{d}{3 B \lambda}$, where B is the constant of condition $(\gamma)$ in Definition 0.1. Since $\lim _{|\xi| \rightarrow+\infty} \omega(\xi)=+\infty$, from (0.9) we have that for all $\varepsilon>0$ there exists $R_{1}>0$ such that

$$
\begin{equation*}
e^{\lambda \omega(x)+2 \ell \lambda \omega(\xi)}\left|V_{g}(a * H)(x, \xi)\right|<\varepsilon, \quad \forall x, \xi \in \mathbb{R}^{d}, \quad|\xi| \geq R_{1} \tag{0.10}
\end{equation*}
$$

We now choose $\delta>0$ small enough so that

$$
\begin{equation*}
\delta\left(1+c_{\lambda} \int_{\mathbb{R}^{d}} e^{-(3 \ell-1) \lambda \omega(y)}\right) d y \leq \varepsilon \tag{0.11}
\end{equation*}
$$

From the hypothesis (0.7) we can choose $R_{2}>0$ sufficiently large so that

$$
\begin{gather*}
\sup _{|\xi| \leq R_{1}}\left|V_{g_{0}} a(x, \xi)\right| e^{\lambda \omega(x, \xi)}<\delta, \quad|x| \geq R_{2},  \tag{0.12}\\
\int_{|y|>R_{2}} e^{-(3 \ell-1) \lambda \omega(y)} d y<\frac{\delta}{c_{\lambda} e^{-\ell \lambda \omega(\xi)}\|a\|_{\mathbf{M}_{m_{\lambda}}^{\infty}}}, \quad|\xi| \leq R_{1} . \tag{0.13}
\end{gather*}
$$

Therefore for $|x| \geq 2 R_{2},|y| \leq R_{2}$ (so that $|x-y| \geq R_{2}$ ) and $|\xi| \leq R_{1}$, by (0.8), (0.9), (0.13), (0.12) and (0.11):

$$
\begin{aligned}
& e^{\lambda \omega(x)+2 \ell \lambda \omega(\xi)}\left|V_{g}(a * H)(x, \xi)\right| \\
\leq & c_{\lambda} e^{-\ell \lambda \omega(\xi)}\|a\|_{\mathbf{M}_{m_{\lambda}}^{\infty}} \int_{|y|>R_{2}} e^{-(3 \ell-1) \lambda \omega(y)} d y \\
& +c_{\lambda} e^{-\ell \lambda \omega(\xi)} \int_{|y| \leq R_{2}}\left|V_{g_{0}} a(x-y, \xi)\right| e^{\lambda \omega(x-y, \xi)} e^{-(3 \ell-1) \lambda \omega(y)} d y \\
< & \delta+c_{\lambda} \delta \int_{\mathbb{R}^{d}} e^{-(3 \ell-1) \lambda \omega(y)} d y \leq \varepsilon .
\end{aligned}
$$

The above estimate, together with (0.10), gives

$$
e^{\lambda \omega(x)} \int_{\mathbb{R}^{d}}\left|V_{g}(a * H)(x, \xi)\right| e^{\lambda \omega(\xi)} d \xi \leq \varepsilon \int_{\mathbb{R}^{d}} e^{-(2 \ell-1) \lambda \omega(\xi)} d \xi, \quad|x| \geq 2 R_{2}
$$

Choosing now $\ell>\frac{1}{2}+\frac{d}{2 B \lambda}>\frac{1}{3}+\frac{d}{3 B \lambda}$ so that $e^{-(2 \ell-1) \lambda \omega(\xi)} \in L^{1}\left(\mathbb{R}^{d}\right)$, we finally obtain

$$
\lim _{|x| \rightarrow \infty} e^{\lambda \omega(x)}\left\|V_{g}(a * H)(x, .)\right\|_{L_{m_{\lambda}}^{1}}=0
$$

Theorem 0.7 Let $\psi, \gamma \in \mathcal{S}_{\omega}\left(\mathbb{R}^{d}\right)$, $g_{0} \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$ and $a \in \mathbf{M}_{m_{\lambda}}^{\infty}\left(\mathbb{R}^{2 d}\right)$ satisfying (0.7), for some $\lambda \geq 0$. Then $L_{\psi, \gamma}^{a}: \mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right) \rightarrow \mathbf{M}_{m_{\lambda}}^{p, q}\left(\mathbb{R}^{d}\right)$ is compact, for $1 \leq$ $p, q<+\infty$.

Proof Set $H:=W(\gamma, \psi) \in \mathcal{S}_{\omega}\left(\mathbb{R}^{2 d}\right)$. Since $a \in \mathbf{M}_{m_{\lambda}}^{\infty}\left(\mathbb{R}^{2 d}\right)$, by Lemma 0.6 we have that $a^{w}=a * H \in \mathbf{M}_{m_{\lambda}}^{0,1}\left(\mathbb{R}^{2 d}\right)$ and hence $L_{\psi, \gamma}^{a}=L^{a^{w}}$ is compact by Theorem 0.5.
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# Lifespan Estimates for a Special Quasilinear Time-Dependent Damped Wave Equation 
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#### Abstract

In this paper we consider a quasilinear Cauchy problem for the scale invariant damped wave equation $$
v_{t t}-\Delta v+\frac{\mu}{(1+t)} v_{t}+\frac{\mu}{2}\left(\frac{\mu}{2}-1\right) \frac{v}{(1+t)^{2}}=\left|\frac{\mu}{2(1+t)} v+v_{t}\right|^{p}
$$ with $\mu \geq 0, v=v(t, x)$ and $x \in \mathbb{R}^{n}$. The particular structure of the nonlinear term, guarantees a blow up result and a lifespan estimate, assuming radial initial data having slow decay. In particular the range of admissible exponents $p$ depends on $\mu, n$ and the rate of the initial data decay.
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## 1 Introduction

Let us consider the scale invariant damped wave equation

$$
\begin{equation*}
v_{t t}(t, x)-\Delta v(t, x)+\frac{\mu}{(1+t)} v_{t}(t, x)+\frac{\mu}{2}\left(\frac{\mu}{2}-1\right) \frac{v(t, x)}{(1+t)^{2}}=G \tag{1.1}
\end{equation*}
$$

[^68]where $x \in \mathbb{R}^{n}, t \geq 0, \mu \geq 0$. We want to choose a special nonlinear term $G$, depending on $v_{t}$ such that blow-up or global existence results can be established by means of a natural transformation that acts on the linear part of the equation.

In [1] the scale invariant damped wave operator is rewritten as

$$
u_{t t}-\Delta u+\frac{\mu}{1+t} u_{t}+\frac{\mu(\mu-2)}{4(1+t)^{2}} u=\partial_{(\mu), t} \partial_{(\mu), t} u-\Delta u
$$

where

$$
\partial_{(\mu), t}:=\partial_{t}+\frac{\mu}{2(1+t)}
$$

is a covariant time-derivative. It follows that the meaningful nonlinear term is

$$
\begin{equation*}
G:=G\left(t, v, v_{t}\right):=\left|\left(\partial_{t}+\frac{\mu}{2(1+t)}\right) v\right|^{p} \text { with } p>1 . \tag{1.2}
\end{equation*}
$$

The aim of this paper is to prove a blow up result for the solution of (1.1), with $G$ as in (1.2), under a slow decay condition on radial initial data. The case $G=G(v)=$ $|v|^{p}$ is considered in [2].

We will prove the following result.
Theorem 1.1 Let $n \geq 2$ and $\varepsilon>0$. Consider the Cauchy problem

$$
\left\{\begin{array}{l}
v_{t t}-\Delta v+\frac{\mu}{(1+t)} v_{t}+\frac{\mu}{2}\left(\frac{\mu}{2}-1\right) \frac{v}{(1+t)^{2}}=\left|\frac{\mu}{2(1+t)} v+v_{t}\right|^{p},  \tag{1.3}\\
v(0, x)=0 \\
v_{t}(0, x)=\varepsilon g(x),
\end{array}\right.
$$

with $g$ a radial smooth function such that

$$
\begin{equation*}
g(|x|) \geq \frac{M}{(1+|x|)^{h+1},} \quad \text { with } \quad-1<h<\frac{1}{p-1}-1-\frac{\mu}{2}, \tag{1.4}
\end{equation*}
$$

for some $M>0$. If $1<p<1+2 / \mu$, then the maximal solution $v:[0, T(\varepsilon)) \times$ $\mathbb{R}^{n} \rightarrow \mathbb{R}$ of (1.3) blows up in finite time. Moreover, the lifespan satisfies

$$
T(\varepsilon) \leq C \varepsilon^{-\frac{2(p-1)}{2-(\mu+2 h+2)(p-1)}},
$$

with $C>0$, independent of $\varepsilon$.
Remark 1.2 Let us recall that $p_{F}(d)=1+2 / d$ is the Fujita type exponent that plays a crucial role in the semilinear damped wave equations, i.e. $G=|u|^{p}$. For summarizing the long literature on this subject see [3]. By using this notation we
can say that our result requires

$$
1<p<\min \left\{p_{F}(\mu), p_{F}(2+2 h+\mu)\right\} .
$$

This means a candidate to a critical curve appears. It is still necessary to prove the global existence for $p$ greater than this value.

Remark 1.3 We remark that the range of admissible $h$ in (1.4) is not empty due to our assumption $1<p<p_{F}(\mu)$.

Remark 1.4 We underline that no assumption on the support of the initial data has been required in this theorem.

Remark 1.5 For $\mu=0$ our result corresponds to Theorem 1.2 in [4].

## 2 Rewriting the Main Theorem

Let

$$
u(t, x)=(1+t)^{\frac{\mu}{2}} v(t, x)
$$

We see that

$$
\partial_{(\mu), t} v=(1+t)^{-\frac{\mu}{2}} u_{t} .
$$

This means that (1.3) reduces to the following nonlinear wave equation with polynomial potential:

$$
\begin{cases}u_{t t}-\Delta u=(1+t)^{-\frac{\mu}{2}(p-1)}\left|u_{t}\right|^{p}, & t \geq 0, \quad x \in \mathbb{R}^{n}, \\ u(0, x)=0, & x \in \mathbb{R}^{n} .\end{cases}
$$

In particular, we consider a radial initial datum, i.e. $g(x)=g(|x|)$ and hence radial solutions. Thus, we can rewrite our problem in the following form

$$
\left\{\begin{array}{l}
u_{t t}-u_{r r}-\frac{n-1}{r} u_{r}=(1+t)^{-\frac{\mu}{2}(p-1)}\left|u_{t}\right|^{p}, \quad(t, r) \in[0, \infty)^{2}  \tag{2.1}\\
u(0, r)=0 \\
u_{t}(0, r)=\varepsilon g(r)
\end{array}\right.
$$

Theorem 1.1 will be a consequence of the following one, proved in the next section.

Theorem 2.1 Let $n \geq 2$ and $1<p<p_{F}(\mu)$. Assume that there exists $M>0$ such that for any $r \in[0, \infty)$ it holds

$$
\begin{equation*}
g(r) \geq \frac{M}{(1+r)^{h+1}}, \quad \text { with } \quad-1<h<\frac{1}{p-1}-1-\frac{\mu}{2} . \tag{2.2}
\end{equation*}
$$

Given $\varepsilon>0$, the lifespan $T(\varepsilon)$ of classical solutions to (2.1) satisfies

$$
\begin{equation*}
T(\varepsilon) \leq C \varepsilon^{-\frac{2(p-1)}{2-(\mu+2 h+2)(p-1)}}, \tag{2.3}
\end{equation*}
$$

with $C>0$, independent of $\varepsilon$.

## 3 Proof of Theorem 2.1

In order to prove that if $u=u(t, x)$ is a solution to (2.1), with $g$ satisfying (2.2), then $u$ blows up in finite time even for small $\varepsilon$, we will use the crucial Lemma 2.5 and Lemma 2.6 in [4], that for our nonlinear terms gives the following.
Lemma 3.1 Let $n \geq 2$ and $m=[n / 2]$. Let $u^{0}=u^{0}(r, t)$ be a solution to the free linear Cauchy problem associated to (2.1), that is

$$
\left\{\begin{array}{l}
u_{t t}^{0}-u_{r r}^{0}-\frac{n-1}{r} u_{r}^{0}=0, \quad(t, r) \in[0, \infty)^{2} \\
u^{0}(0, r)=0 \\
u_{t}^{0}(0, r)=\varepsilon g(r)
\end{array}\right.
$$

If $u=u(t, r)$ is a solution to (2.1), then there exists a constant $\delta_{m}>0$ such that

$$
\begin{aligned}
u(t, r) & \geq \varepsilon u^{0}(t, r)+\frac{1}{8 r^{m}} \int_{0}^{t} d \tau \int_{r-t+\tau}^{r+t+\tau} \lambda^{m}(1+\tau)^{-\frac{\mu}{2}(p-1)}\left|u_{t}(\tau, \lambda)\right|^{p} d \lambda \\
u^{0}(t, r) & \geq \frac{1}{8 r^{m}} \int_{r-t}^{r+t} \lambda^{m} g(\lambda) d \lambda
\end{aligned}
$$

for any

$$
r-t>\frac{2 t}{\delta_{m}}
$$

Let us fix $\delta>0$ a suitable small constant; for any dimension $n \geq 2$ and $m=$ [ $n / 2$ ] we consider $\delta_{m}$ introduced in Lemma 3.1 and we define the set $\Sigma_{\delta}$ such that

$$
\begin{equation*}
\Sigma_{\delta}=\left\{(t, r) \in(0, \infty)^{2}: r-t \geq \max \left\{\frac{2}{\delta_{m}} t, \delta\right\}\right\} \tag{3.1}
\end{equation*}
$$

Then, by Lemma 3.1 we get for each $(t, r) \in \Sigma_{\delta}$,

$$
\begin{aligned}
u(t, r) \geq \varepsilon u^{0}(t, r) & \geq \frac{\varepsilon}{8 r^{m}} \int_{r-t}^{r+t} \lambda^{m} g(\lambda) d \lambda \\
& \geq \frac{M \varepsilon}{8 r^{m}} \int_{r-t}^{r+t} \lambda^{m}(1+\lambda)^{-(h+1)} d \lambda
\end{aligned}
$$

Then, (3.1) implies that

$$
\begin{aligned}
u(t, r) & \geq \frac{M \varepsilon}{8 r^{m}}\left(\frac{1+\delta}{\delta}\right)^{-(h+1)} \int_{r-t}^{r+t} \lambda^{m-(h+1)} d \lambda \\
& \geq \frac{M \varepsilon}{8 r^{m}}\left(\frac{1+\delta}{\delta}\right)^{-(h+1)}(r+t)^{-(h+1)} \int_{r-t}^{r+t} \lambda^{m} d \lambda \\
& \geq \frac{M \varepsilon}{8 r^{m}}\left(\frac{1+\delta}{\delta}\right)^{-(h+1)} \frac{2 t(r-t)^{m}}{(r+t)^{(h+1)}}
\end{aligned}
$$

Hence, since $(t, r) \in \Sigma_{\delta}$ we obtain

$$
\begin{equation*}
u(t, r) \geq \frac{C_{0} t^{m+1}}{r^{m}(r+t)^{(h+1)}} \text { for }(t, r) \in \Sigma_{\delta} \tag{3.2}
\end{equation*}
$$

where we set

$$
\begin{equation*}
C_{0}:=\varepsilon \frac{2^{m-2} M}{\delta_{m}^{m}}\left(\frac{\delta}{1+\delta}\right)^{h+1}>0 \tag{3.3}
\end{equation*}
$$

Let us suppose now that there exist $a, b$, and $C$, positive constants such that $u(t, r)$ satisfies the following estimate

$$
\begin{equation*}
u(t, r) \geq \frac{C t^{a}}{r^{m}(r+t)^{b}} \text { for }(t, r) \in \Sigma_{\delta} \tag{3.4}
\end{equation*}
$$

In particular, from (3.2) and (3.3), the estimate (3.4) is true with $a=m+1, b=$ $h+1, C=C_{0}$. By Lemma 3.1 we have

$$
u(t, r) \geq \frac{1}{8 r^{m}} \int_{0}^{t} d \tau \int_{r-t+\tau}^{r+t-\tau} \frac{\lambda^{m}}{(1+\tau)^{\frac{\mu}{2}(p-1)}}\left|u_{t}(\tau, \lambda)\right|^{p} d \lambda
$$

Exchanging the order of the integrals, we get

$$
\begin{align*}
u(t, r) & \geq \frac{1}{8 r^{m}} \int_{r-t}^{r} d \lambda \int_{0}^{\lambda-(r-t)} \frac{\lambda^{m}}{(1+\tau)^{\frac{\mu}{2}(p-1)}}\left|u_{t}(\tau, \lambda)\right|^{p} d \tau \\
& +\frac{1}{8 r^{m}} \int_{r}^{r+t} d \lambda \int_{0}^{r+t-\lambda} \frac{\lambda^{m}}{(1+\tau)^{\frac{\mu}{2}(p-1)}}\left|u_{t}(\tau, \lambda)\right|^{p} d \tau \tag{3.5}
\end{align*}
$$

We neglect the first term. By applying the Hölder inequality, since we are assuming $u(0, \lambda)=0$, we find

$$
\begin{aligned}
|u(r+t-\lambda, \lambda)|^{p} & =\left|\int_{0}^{r+t-\lambda} u_{t}(\tau, \lambda) d \tau\right|^{p} \\
& \leq\left(\int_{0}^{r+t-\lambda}(1+\tau)^{\frac{\mu}{2}} d \tau\right)^{p-1} \int_{0}^{r+t-\lambda} \frac{\left|u_{t}(\tau, \lambda)\right|^{p}}{(1+\tau)^{\frac{\mu}{2}(p-1)}} d \tau \\
& \leq(1+r+t-\lambda)^{\left(\frac{\mu}{2}+1\right)(p-1)} \int_{0}^{r+t-\lambda} \frac{\left|u_{t}(\tau, \lambda)\right|^{p}}{(1+\tau)^{\frac{\mu}{2}(p-1)}} d \tau
\end{aligned}
$$

This means that

$$
\begin{equation*}
\int_{0}^{r+t-\lambda} \frac{\left|u_{t}(\tau, \lambda)\right|^{p}}{(1+\tau)^{\frac{\mu}{2}(p-1)}} d \tau \geq(1+r+t-\lambda)^{-\left(\frac{\mu}{2}+1\right)(p-1)}|u(r+t-\lambda, \lambda)|^{p} \tag{3.6}
\end{equation*}
$$

Hence, by (3.5) and (3.6) for any $(t, r) \in \Sigma_{\delta}$ we get

$$
\begin{equation*}
u(t, r) \geq \frac{1}{8 r^{m}} \int_{r}^{r+t} \lambda^{m}(1+r+t-\lambda)^{-\left(\frac{\mu}{2}+1\right)(p-1)}|u(r+t-\lambda, \lambda)|^{p} d \lambda \tag{3.7}
\end{equation*}
$$

Being $\lambda \geq r$, then $(r+t-\lambda, \lambda) \in \Sigma_{\delta}$. By (3.7), applying estimate (3.4) we find

$$
u(t, r) \geq \frac{C^{p}}{8 r^{m}(r+t)^{b p}} \int_{r}^{r+t} \lambda^{m(1-p)}(1+r+t-\lambda)^{-\left(\frac{\mu}{2}+1\right)(p-1)}(r+t-\lambda)^{a p} d \lambda
$$

While searching a finite lifespan of a solution, it is not restrictive to assume $t>1$. On the other hand $(t, r) \in \Sigma_{\delta}$, hence $\lambda \geq r \geq t+\delta>1$. We deduce that

$$
\begin{aligned}
u(t, r) & \geq \frac{C^{p}}{8 r^{m}(r+t)^{b p+\left(m+\frac{\mu}{2}+1\right)(p-1)}} \int_{r}^{r+t}(r+t-\lambda)^{a p} d \lambda \\
& =\frac{C^{p} t^{p a+1}}{8(p a+1) r^{m}(r+t)^{b p+\left(m+\frac{\mu}{2}+1\right)(p-1)}}
\end{aligned}
$$

Hence, we conclude

$$
\begin{equation*}
u(t, r) \geq \frac{C^{*} t^{a^{*}}}{r^{m}(r+t)^{b^{*}}} \text { for }(t, r) \in \Sigma_{\delta} \tag{3.8}
\end{equation*}
$$

where

$$
a^{*}=p a+1, \quad b^{*}=p b+\left(m+\frac{\mu}{2}+1\right)(p-1), \quad C^{*}=\frac{C^{p}}{8(p a+1)}
$$

Let us define the sequences $\left\{a_{k}\right\},\left\{b_{k}\right\},\left\{C_{k}\right\}$

$$
\begin{aligned}
a_{k+1} & =p a_{k}+1, \quad a_{1}=m+1, \\
b_{k+1} & =p b_{k}+\left(m+\frac{\mu}{2}+1\right)(p-1), \quad b_{1}=h+1, \\
C_{k+1} & =\frac{C_{k}^{p}}{8\left(p a_{k}+1\right)}=\frac{C_{k}^{p}}{8 a_{k+1}}, \quad C_{1}=C_{0},
\end{aligned}
$$

where $k \in \mathbb{N}, k \geq 1$ and $C_{0}$ given by (3.3). Hence, we have

$$
\begin{align*}
& a_{k+1}=p^{k}\left(m+1+\frac{1}{p-1}\right)-\frac{1}{p-1}  \tag{3.9}\\
& b_{k+1}=p^{k}\left(h+m+\frac{\mu}{2}+2\right)-\left(m+\frac{\mu}{2}+1\right)  \tag{3.10}\\
& C_{k+1} \geq H \frac{C_{k}^{p}}{p^{k}} \tag{3.11}
\end{align*}
$$

for some constant $H=H(p, \mu, m)>0$ independent of $k$. Thanks to inequality (3.11) we get

$$
\begin{align*}
& C_{k+1} \geq \exp \left(p^{k}\left(\log \left(C_{0}\right)-S_{p}(k)\right)\right)  \tag{3.12}\\
& S_{p}(k)=\Sigma_{j=0}^{k} d_{j}, \quad d_{j}=\frac{j \log (p)-\log H}{p^{j}}, \quad d_{0}=0 . \tag{3.13}
\end{align*}
$$

We remark that for $j$ sufficiently large $d_{j}$ is positive, and moreover $d_{j+1} / d_{j} \rightarrow 1 / p$ as $j \rightarrow \infty$; thus, the ratio criterion on series with positive terms allows to conclude that there exists $S_{p, H}$ positive such that the sequence $S_{p}(k) \rightarrow S_{p, H}$ and for large $k$ it holds $S_{p}(k) \leq S_{p, H}$. It follows that

$$
\begin{equation*}
C_{k+1} \geq \exp \left(p^{k}\left(\log C_{0}-S_{p, H}\right)\right) \tag{3.14}
\end{equation*}
$$

Thus, we proceeded as for deducing (3.8) from (3.4). By using estimates (3.9), (3.10) and (3.14), for any $k \in \mathbb{N}$ we get

$$
\begin{equation*}
u(t, r) \geq \frac{(r+t)^{m+\frac{\mu}{2}+1}}{r^{m} t^{\frac{1}{p-1}}} \exp \left(p^{k} J(t, r)\right) \tag{3.15}
\end{equation*}
$$

where we set

$$
J(t, r):=\log \left(C_{0}\right)-S_{p, H}+\left(m+1+\frac{1}{p-1}\right) \log (t)-\left(h+m+\frac{\mu}{2}+2\right) \log (r+t)
$$

Suppose that there exists $\left(t_{0}, r_{0}\right) \in \Sigma_{\delta}$ such that $J\left(t_{0}, r_{0}\right)>0$; then, by (3.15) we would conclude that the solution blows up in finite time, in fact

$$
u\left(t_{0}, r_{0}\right) \rightarrow \infty \text { for } k \rightarrow \infty
$$

By our definition of $J(t, r)$, we find $J\left(t_{0}, r_{0}\right)>0$ if and only if

$$
\left(\frac{1}{p-1}-h-1-\frac{\mu}{2}\right) \log \left(t_{0}\right)>\log \left(\frac{e^{S_{p, H}}}{C_{0}}\left(2+\frac{r_{0}-t_{0}}{t_{0}}\right)^{h+m+\frac{\mu}{2}+2}\right)
$$

In particular, for $\left(t_{0}, t_{0}+\max \left\{\frac{2 t_{0}}{\delta_{m}}, \delta\right\}\right) \in \Sigma_{\delta}$ it is enough to prove that

$$
\left(\frac{1}{p-1}-h-1-\frac{\mu}{2}\right) \log \left(t_{0}\right)>\log \left(\frac{e^{S_{p, H}}}{C_{0}}\left(2+\frac{2}{\delta_{m}}\right)^{h+m+\frac{\mu}{2}+2}\right) .
$$

Therefore, such point $\left(t_{0}, r_{0}\right) \in \Sigma_{\delta}$ exists for any $h>0$ such that

$$
h<\frac{1}{p-1}-1-\frac{\mu}{2},
$$

i.e., our decay condition (2.2) is satisfied. Under this latter assumption on $h$ the coefficient in the left side is positive and by using (3.3) we find that $J\left(t_{0}, r_{0}\right)>0$ once we have

$$
\begin{equation*}
t_{0}>C \varepsilon^{-\left(\frac{1}{p-1}-h-1-\frac{\mu}{2}\right)^{-1}}, \tag{3.16}
\end{equation*}
$$

where

$$
C=\left(\frac{e^{S_{p, H}} \delta_{m}^{m}}{2^{m-2} M}\left(\frac{1+\delta}{\delta}\right)^{h+1}\left(2+\frac{2}{\delta_{m}}\right)^{1+h+m}\right)^{\frac{1}{p-1}-h-1-\frac{\mu}{2}},
$$

which is positive. As a consequence of (3.16) we get the lifespan estimate (2.3) and we conclude the proof of Theorem 2.1.
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# On a Criterion for Log-Convex Decay in Non-selfadjoint Dynamics 

Jon Johnsen


#### Abstract

The short-time and global behaviour are studied for autonomous linear evolution equations defined by generators of uniformly bounded holomorphic semigroups in a Hilbert space. A general criterion for log-convexity in time of the norm of the solution is treated. Strict decrease and differentiability at the initial time results, with a derivative controlled by the lower bound of the negative generator, which is proved strictly accretive with equal numerical and spectral abscissas.
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## 1 Introduction

The subjects here are the global and the short-time behaviour of the solutions to the Cauchy problem of an autonomous linear evolution equation, with data $u_{0} \neq 0$,

$$
\begin{equation*}
\partial_{t} u+A u=0 \quad \text { for } t>0, \quad u(0)=u_{0} \quad \text { in } H . \tag{1.1}
\end{equation*}
$$

In case the generator $-A$ is non-selfadjoint, this is particularly interesting. "Non-self-adjoint operators is an old, sophisticated and highly developed subject" to quote the recent treatise of Sjöstrand [17]; also the exposition of Helffer [5, Ch. 13] on their pseudo-spectral theory could be mentioned; or [18].

Logarithmically convex decay of the solutions was seemingly first studied in the paper [8]. This is given a more concise exposition here, with additional examples.

The main purpose below, however, is to improve the results in [8] by adding in Section 2 a much sharper necessary condition on $A$ for the log-convex decay, leading to the improved Theorem 7 below.

[^69]It is assumed that $A$ is an accretive operator with domain $D(A)$ in a complex Hilbert space $H$, with norm $|\cdot|$ and inner product $(\cdot \mid \cdot)$, and that $-A$ generates a uniformly bounded, holomorphic $C_{0}$-semigroup $e^{-z A}$ for $z$ in an open sector having the form $\Sigma_{\delta}=\{z \in \mathbb{C} \mid-\delta<\arg z<\delta\}$. Focus is here on the "height" function

$$
\begin{equation*}
h(t)=\left|e^{-t A} u_{0}\right| \tag{1.2}
\end{equation*}
$$

This was shown in [8] to be a log-convex function, that is, for $0 \leq r \leq s \leq t<\infty$

$$
\begin{equation*}
\left|e^{-s A} u_{0}\right| \leq\left|e^{-r A} u_{0}\right|^{1-\frac{s-r}{t-r}}\left|e^{-t A} u_{0}\right|^{\frac{s-r}{t-r}} \tag{1.3}
\end{equation*}
$$

if and only if the possibly non-normal generator $-A$ has the special property that for every $x \in D\left(A^{2}\right)$,

$$
\begin{equation*}
2(\operatorname{Re}(A x \mid x))^{2} \leq \operatorname{Re}\left(A^{2} x \mid x\right)|x|^{2}+|A x|^{2}|x|^{2} . \tag{1.4}
\end{equation*}
$$

The present paper and [8] grew out of the author's joint work [1,2] on the inverse heat equation and its well-posedness under the Dirichlet condition. But the main parts also apply to solutions of the similar Neumann problem studied in [9-11].

To elucidate the importance of (1.3), hence of (1.4), two remarks are made.
$1^{\circ}$ The log-convexity in (1.3) implies that the solutions $u$ of (1.1) have important global properties in common with those of the heat equation (the case $A=-\Delta$ in $H=L_{2}(\Omega)$ for a bounded domain $\Omega \subset \mathbb{R}^{n}$ ). Namely, for (1.1) it holds, cf. (1.2),
(i) $\quad h(t)$ is strictly positive,
(ii) $h(t)$ is strictly decreasing,
(iii) $h(t)$ is strictly convex.

Here the strict decrease and strict convexity combine to a noteworthy and precise dynamical property. For example, even if $A$ has eigenvalues in $\mathbb{C} \backslash \mathbb{R}$, they do not give rise to oscillations in the size of the solution $e^{-t A} u_{0}$-this is ruled out by strict convexity, which thus can be seen as a stiffness in the decay of $h(t)$.

In addition, (1.1) also shares the short-time behaviour with the heat equation, for in terms of the numerical range $v(A)=\{(A x \mid x)|x \in D(A),|x|=1\}$ and its lower bound $m(A)=\inf \operatorname{Re} \nu(A)$, the onset of decay of the height $h \in C^{\infty}(] 0, \infty[) \cap C([0, \infty[)$ is constrained by the properties:
(iv) $h(t)$ is right differentiable at $t=0$, with
(v) $h^{\prime}(0) \leq-m(A)<0$ for $\left|u_{0}\right|=1$, though
(vi) $\quad h^{\prime}(0)=-\operatorname{Re}\left(A u_{0} \mid u_{0}\right)$ whenever $u_{0} \in D(A),\left|u_{0}\right|=1$.

For the considered $A$, (iv)-(vi) follow from log-convexity; cf. the below Theorem 3.4.

More generally, one could try to work with the $A$ that merely have strictly convex height functions, but this class is not easy to characterise. One may
therefore view (1.4) as a very large class of (possibly non-normal) generators having the described dynamical properties in common with the selfadjoint cases.
$2^{\circ}$ Secondly, the operators satisfying (1.4) may be seen to comprise the $A$ that are selfadjoint, $A^{*}=A$, or normal, $A^{*} A=A A^{*}$. But as observed in [1], one only needs the following two half-way houses,

$$
\begin{equation*}
D(A) \subset D\left(A^{*}\right), \quad|A x| \geq\left|A^{*} x\right| \text { for every } x \in D(A) \tag{1.5}
\end{equation*}
$$

This property is hyponormality for unbounded operators, as studied by Janas [7]. Clearly $A$ is normal if and only if both $A, A^{*}$ are hyponormal, so this operator class is quite general. As symmetric operators have a full inclusion $A \subset A^{*}$, they are also encompassed by the hyponormal class. But there is more:

Example Truly hyponormal operators are easily exemplified: for the advectiondiffusion operators $A^{ \pm} u=-u^{\prime \prime} \pm u^{\prime}$ in $L^{2}(\alpha, \beta)$, for $\alpha<\beta$ in $\mathbb{R}$, it is classical that the minimal realisation $A_{\text {min }}^{ \pm}$has the domain $D\left(A_{\text {min }}^{ \pm}\right)=H_{0}^{2}(\alpha, \beta)$ because of the ellipticity (cf. [4, Thm. 6.24]). The maximal realisation has $D\left(A_{\max }^{ \pm}\right)=H^{2}(\alpha, \beta)$, for when $f=-u^{\prime \prime} \pm u^{\prime}$ holds for $u, f \in L^{2}$, then $-u^{\prime} \pm u \in L^{2}$ as primitives of $f$, so $u^{\prime} \in L^{2}$; hence $u^{\prime \prime} \in L^{2}$. Via the formal adjoints $A^{\mp}$ this gives (cf. [4, Lem. 4.3])

$$
\begin{equation*}
D\left(A_{\min }^{ \pm}\right) \subsetneq D\left(A_{\max }^{\mp}\right)=D\left(\left(A_{\min }^{ \pm}\right)^{*}\right) \tag{1.6}
\end{equation*}
$$

Partial integration for $u \in H^{2}(\alpha, \beta)$ yields $\left\|-u^{\prime \prime} \pm u^{\prime}\right\|^{2}=\left\|u^{\prime \prime}\right\|^{2}+\left\|u^{\prime}\right\|^{2} \mp$ $\left(\left|u^{\prime}(\beta)\right|^{2}-\left|u^{\prime}(\alpha)\right|^{2}\right.$, where the last two terms vanish for $u \in D\left(A_{\min }^{ \pm}\right)$, so that $\left\|A_{\min }^{ \pm} u\right\|=\left\|\left(A_{\min }^{ \pm}\right)^{*} u\right\|$. Hence the $A_{\text {min }}^{ \pm}$are nonnormal, but nonetheless hyponormal.

That every hyponormal operator $A$ in $H$ necessarily satisfies the log-convexity condition (1.4) is recalled from [8] for the reader's convenience: the inclusion $D(A) \subset D\left(A^{*}\right)$ gives at once for $x \in D\left(A^{2}\right)$ that

$$
\begin{equation*}
2(\operatorname{Re}(A x \mid x))^{2} \leq \frac{1}{2}\left|\left(A+A^{*}\right) x\right|^{2}|x|^{2} \leq\left(|A x|^{2}+\operatorname{Re}\left(A^{2} x \mid x\right)\right)|x|^{2}, \tag{1.7}
\end{equation*}
$$

for in the last step the inequality in (1.5) gives, because $D\left(A^{2}\right) \subset D(A) \subset D\left(A^{*}\right)$, that

$$
\begin{equation*}
\left|\left(A+A^{*}\right) x\right|^{2}=|A x|^{2}+\left|A^{*} x\right|^{2}+2 \operatorname{Re}\left(A x \mid A^{*} x\right) \leq 2|A x|^{2}+2 \operatorname{Re}\left(A^{2} x \mid x\right) . \tag{1.8}
\end{equation*}
$$

It is noteworthy, though, that whilst hyponormality expresses a certain interrelationship between $A$ and its adjoint, criterion (1.4) instead involves $A$ and its square $A^{2}$. In addition it was exemplified in [8] that (1.4) is unfulfilled for certain explicitly given $A \in \mathbb{B}(H)$, even for some symmetric $n \times n$-matrices, $n \geq 2$.

Moreover, the mixed Dirichlet-Neumann and Dirichlet-Robin realisations $A_{\mathrm{DN}}^{+}$ and $A_{\mathrm{DR}}^{-}$, respectively, are variational and elliptic, so they generate holomorphic
semigroups in $L^{2}(\alpha, \beta)$. But none of them are hyponormal, cf. Example 3 below. This delicate situation around the $A^{ \pm}$should motivate the present analysis of the generators that have log-convex decay. It is envisaged that (1.4) can give interesting examples when $A$ is a suitable realisation of a partial differential operator.

In the above discussion of log-convexity of $h(t)$, its importance for the dynamics of (1.1) was explained in (i)-(vi) via the more general strict convexity. So it is natural to pose the question: does log-convexity have advantages in itself? At least it gives rise to the (perhaps new) proof technique used in the next section.

## 2 A New Necessary Condition for Log-Convex Decay

The reader is assumed familiar with semigroup theory, for which [ 3,15 ] could be references; the simpler Hilbert space case is exposed e.g. in [4, Ch. 14].

It is recalled that there is a bijection between the $C_{0}$-semigroups $e^{-t A}$ in $\mathbb{B}(H)$ that are uniformly bounded, i.e. $\left\|e^{-t A}\right\| \leq M$ for $t \geq 0$, and holomorphic in $\Sigma_{\delta} \subset$ $\mathbb{C}$ for $\delta \in] 0, \frac{\pi}{2}[$, and the densely defined, closed operators $A$ in $H$ satisfying a resolvent estimate $|\lambda|\left\|(A+\lambda I)^{-1}\right\| \leq C$ for all $\lambda \in\{0\} \cup \Sigma_{\delta+\pi / 2}$.

It is classical that, since $\sigma(A) \subset\{z \in \mathbb{C} \mid \operatorname{Re} z \geq \varepsilon\}$ for some $\varepsilon>0$, there is a bound $\left\|e^{-t A}\right\| \leq M_{\eta} e^{-t \eta}$ for $t \geq 0,0<\eta<\varepsilon$. This yields the crude decay estimate

$$
\begin{equation*}
h(t) \leq M_{\eta} e^{-t \eta}\left|u_{0}\right| . \tag{2.1}
\end{equation*}
$$

Here $\eta$ is restricted by $0 \leq \eta<\underline{\sigma}(A)$, using the spectral abscissa of $A$,

$$
\begin{equation*}
\underline{\sigma}(A)=\inf \operatorname{Re} \sigma(A) . \tag{2.2}
\end{equation*}
$$

The below analyses all rely on the recent result that such semigroups consist of injections, which, mentioned for precision, holds without the uniform boundedness:

Lemma 2.1 ([9] and [10]) If $-A$ generates a holomorphic semigroup $e^{-z A}$ in $\mathbb{B}(X)$ for some complex Banach space $X$, and $e^{-z A}$ is holomorphic in the open sector $\Sigma_{\delta} \subset \mathbb{C}$ given by $|\arg z|<\delta$ for some $\delta>0$, then $e^{-z A}$ is injective on $X$ for each such $z$.

The injectivity is clearly equivalent to the geometric property that two solutions $e^{-t A} v$ and $e^{-t A} w$ to the differential equation $u^{\prime}+A u=0$ cannot have any points of confluence in $X$ for $t>0$ when $v \neq w$. One obvious consequence of this is its backward uniqueness: $u(T)=0$ implies $u(t)=0$ for $0 \leq t \leq T$.

Lemma 2.1 is also important because it allows a calculation of $h^{\prime}(t), h^{\prime \prime}(t)$, using differential calculus in Banach spaces as exposed in e.g. [6, Ch. 1] or [13]. This uses that $u(t)=e^{-t A} u_{0} \neq 0$ for all $t>0$ when $u_{0} \neq 0$, cf. Lemma 2.1, whence $h(t)>0$ :

As the inner product on $H$, despite its sesquilinearity, is differentiable on the induced real vector space $H_{\mathbb{R}}$ with derivative $(\cdot \mid y)+(x \mid \cdot)$ at $(x, y) \in H_{\mathbb{R}} \oplus H_{\mathbb{R}}$, which applies to the composite map between open sets $\mathbb{R}_{+} \rightarrow\left(H_{\mathbb{R}} \backslash\{0\}\right) \oplus\left(H_{\mathbb{R}} \backslash\right.$ $\{0\}) \rightarrow \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$given by $t \mapsto \sqrt{(u(t) \mid u(t))}$, the Chain Rule for real Banach spaces gives

$$
\begin{align*}
h^{\prime}(t) & =\frac{\left(u^{\prime} \mid u\right)+\left(u \mid u^{\prime}\right)}{2 \sqrt{(u \mid u)}}=-\frac{\operatorname{Re}(A u \mid u)}{|u|} ;  \tag{2.3}\\
h^{\prime \prime}(t) & =\frac{\left(A^{2} u \mid u\right)+2(A u \mid A u)+\left(u \mid A^{2} u\right)}{2|u|}-\frac{(\operatorname{Re}(A u \mid u))^{2}}{|u|^{3}} . \tag{2.4}
\end{align*}
$$

The second line follows from the first, since $u^{\prime \prime}=\left(e^{-t A} u_{0}\right)^{\prime \prime}=A^{2} e^{-t A} u_{0}=A^{2} u$.
When $A$ satisfies (1.4), the short-time behaviour at $t=0$ is via the information on $h^{\prime}(0)$ in (iv)-(vi) specifically controlled by $\nu(A)$, and not by its spectrum $\sigma(A)$. Moreover, the proofs in [8] also gave that $h^{\prime}(0)=\inf h^{\prime}<0$, which when combined with (vi) shows that $A$ is a bit better than accretive $(m(A) \geq 0)$ because its numerical range is contained in the open right half-plane, $v(A) \subset\{z \in \mathbb{C} \mid \operatorname{Re} z>0\}$. It seems useful to call $A$ a positively accretive operator, when it has this property (milder than strict accretivity [12]), and it was shown in [8] that (1.4) implies this.

But there is a significantly sharper necessary condition, which is given already now because of the novelty. Its proof exploits the log-convexity directly:

Proposition 2.2 If the generator A has log-convex height functions $h(t)$ on $[0, \infty[$ for every $u_{0} \neq 0$ and the one-sided derivative $h^{\prime}(0)$ exists and fulfils that $h^{\prime}(0)=-\operatorname{Re}\left(A u_{0} \mid u_{0}\right)$ when $u_{0} \in D(A)$ satisfies $\left|u_{0}\right|=1$, then $A$ is strictly accretive and

$$
\begin{equation*}
m(A)=\underline{\sigma}(A)>0 . \tag{2.5}
\end{equation*}
$$

Proof The log-convexity means that the continuous function $\log h(t)$ is convex on $[0, \infty[$, so it is classical that its graph lies entirely above each of its half-tangents. Applying this at $t=0$ for $u_{0} \in D(A),\left|u_{0}\right|=1$, and invoking (2.1), one finds that

$$
\begin{equation*}
\log h(0)+t \frac{h^{\prime}(0)}{h(0)} \leq \log h(t) \leq \log M_{\eta}-t \eta \quad \text { for } t>0 \tag{2.6}
\end{equation*}
$$

Indeed, $h(t)$ extends to $t<0$ in a $C^{1}$-fashion along its (half-)tangent at $t=0$, after which the Chain Rule applies to $\log h(t)$. (Differentiability of $h(t)$ holds for $t>0$ by (2.3), for $t \leq 0$ by construction.)

Now, the above inequalities being valid for all $t>0$, the graphs of the two first order polynomials cannot intersect, so their slopes fulfil $h^{\prime}(0) \leq-\eta$ (as $h(0)=$ $\left.\left|u_{0}\right|=1\right)$. Hence $-h^{\prime}(0) \geq \underline{\sigma}(A)$, as the spectral abscissa is the supremum of the
possible $\eta$; cf. (2.1) ff. The assumption on $h^{\prime}(0)$ in the statement now gives that for any $u_{0} \in D(A)$ having $\left|u_{0}\right|=1$,

$$
\begin{equation*}
\operatorname{Re}\left(A u_{0} \mid u_{0}\right) \geq \underline{\sigma}(A) . \tag{2.7}
\end{equation*}
$$

This entails the inequality $m(A) \geq \underline{\sigma}(A)$, hence strict accretivity since $\underline{\sigma}(A)>0$.
However, the strict inequality $m(A)>\underline{\sigma}(A)$ is impossible, for it would imply that $\overline{v(A)}$ is contained in the closed half-plane $\Pi_{m(A)}=\{z \mid \operatorname{Re} z \geq m(A)\}$ and that $\mathbb{C} \backslash \Pi_{m(A)}=\{z \mid \operatorname{Re} z<m(A)\}$ contains some $\lambda \in \sigma(A)$ as well as $\mathbb{R}_{-}$in the resolvent set $\rho(A)$; but then $\sigma(A)$ and $\rho(A)$ intersect the same connectedness component of $\mathbb{C} \backslash \overline{\nu(A)}$, contradicting [15, Thm. 1.3.9]. Hence $m(A)=\underline{\sigma}(A)$ as claimed.

## 3 Main Results

For the reader's sake, some basics are recalled: a positive function $f: \mathbb{R} \rightarrow[0, \infty[$ is log-convex if $\log f(t)$ is convex, or more precisely, for all $r \leq t$ in $\mathbb{R}$ and for $0<\theta<1$,

$$
\begin{equation*}
f((1-\theta) r+\theta t) \leq f(r)^{1-\theta} f(t)^{\theta} \tag{3.1}
\end{equation*}
$$

Note, though, that $t^{\theta}$ and $t^{1-\theta}$ do not require their continuous extensions to $t=0$ when we take $f=h$ below, for since $e^{-t A}$ is holomorphic, $h(t)>0$ or equivalently $e^{-t A} u_{0} \neq 0$ holds for $t \geq 0$ by Lemma 2.1.

For the intermediate point $s=(1-\theta) r+\theta t$ an exercise yields $\theta=(s-r) /(t-r)$, so log-convexity therefore means that, for $0 \leq r<s<t$,

$$
\begin{equation*}
f(s) \leq f(r)^{1-\frac{s-r}{t-r}} f(t)^{\frac{s-r}{t-r}} . \tag{3.2}
\end{equation*}
$$

This leads to (1.3) for the semigroup. There $A$ is just a positive scalar if $\operatorname{dim} H=1$, so (1.3) is then an identity. For $\operatorname{dim} H>1$, the possible validity of (1.3) is by no means obvious to discuss for the operator function $e^{-t A}$ in $\mathbb{B}(H)$.

Log-convexity is stronger than strict convexity for non-constant functions:
Lemma 3.1 If $f: I \rightarrow[0, \infty[$ is log-convex on an interval or halfline $I \subset \mathbb{R}$, then $f$ is convex-and if $f$ is not constant in any subinterval, then $f$ is strictly convex on I.

Proof Convexity on $I$ follows from Young's inequality for the dual exponents $1 / \theta$ and $1 /(1-\theta)$ :

$$
\begin{equation*}
f((1-\theta) r+\theta t) \leq f(r)^{1-\theta} f(t)^{\theta} \leq(1-\theta) f(r)+\theta f(t) \tag{3.3}
\end{equation*}
$$

In case $f(r) \neq f(t)$, the last inequality will be strict, as equality holds in Young's inequality if and only if the numerators are identical (cf. [14, p. 14]). This yields strict convexity in this case.

If there is a common value $C=f(r)=f(t)$ for some $r<t$ in $I$, there is by assumption a $u \in] r, t$ [ so that $f(u) \neq f(r)$, and because of the convexity of $f$ this entails that $f(u)<f(r)=f(t)$ : when $r<s \leq u$ one may write $s=(1-\theta) r+\theta u$ and $s=(1-\omega) r+\omega t$ for suitable $\theta, \omega \in] 0,1[$, so clearly

$$
\begin{align*}
f(s) & \leq(1-\theta) f(r)+\theta f(u)  \tag{3.4}\\
& <(1-\theta) f(r)+\theta f(t)=C=(1-\omega) f(r)+\omega f(t)
\end{align*}
$$

similarly for $u \leq s<t$; so $f$ is strictly convex.
As examples it is noted that whilst $e^{t}$ is log-convex, $f(t)=e^{t}-1$ is not logconvex as $(\log f)^{\prime \prime}<0$. However, when $\left.f: I \rightarrow\right] 0, \infty[$ is log-convex, so is the stretched function defined for $a<b$ in $I$ as

$$
f_{a, b}(t)=\left\{\begin{array}{l}
f(t) \text { for } t<a,  \tag{3.5}\\
f(a) \text { for } a \leq t<b, \\
f(t-b) \text { for } b \leq t
\end{array}\right.
$$

This follows from the geometrically obvious fact that the convexity of $\log f$ survives the stretching. Since $f_{a, b}$ clearly is not strictly convex, the last assumption of Lemma 3.1 is necessary. Moreover, a small exercise yields, cf. [8],

Lemma 3.2 If $f:\left[0, \infty\left[\rightarrow \mathbb{R}_{+}\right.\right.$is convex and $f(t) \rightarrow 0$ for $t \rightarrow \infty$, then $f$ is strictly monotone decreasing.

By now it is obvious that if a height function $h(t)$ is log-convex on $[0, \infty[$ for some $u_{0} \neq 0$, it fulfils the first assumption in Lemma 3.2 by the convexity statement in Lemma 3.1, and the second assumption holds because of (2.1). Therefore such $h(t)$ is necessarily strictly decreasing on $[0, \infty[$-hence non-constant in any subinterval, and by Lemma 3.1 therefore strictly convex.

That $h(t)>0$ allows an analysis of its log-convexity using a characterisation of the log-convex $C^{2}$-functions as the set of solutions to a differential inequality:
Lemma 3.3 If $f \in C\left(\left[0, \infty\left[, \mathbb{R}_{+}\right)\right.\right.$is $C^{2}$ for $t>0$, the following are equivalent:
(I) $f^{\prime}(t)^{2} \leq f(t) f^{\prime \prime}(t)$ holds whenever $0<t<\infty$.
(II) $f(t)$ is log-convex on the open halfline $] 0, \infty[, c f$. (3.2).

In the affirmative case $f(t)$ is log-convex also on the closed halfline $[0, \infty[$.
Proof By the assumptions $F(t)=\log f(t)$ is defined for $t \geq 0$ and $C^{2}$ for $t>0$ and

$$
\begin{equation*}
F^{\prime \prime}(t)=\left(\frac{f^{\prime}(t)}{f(t)}\right)^{\prime}=\frac{f^{\prime \prime}(t) f(t)-f^{\prime}(t)^{2}}{f(t)^{2}} \tag{3.6}
\end{equation*}
$$

Hence (I) is equivalent to $F^{\prime \prime}(t) \geq 0$ for $t>0$, which is the criterion for the $C^{2}$ function $F$ to be convex for $t>0$; which is a paraphase of the condition (II) for log-convexity of the positive function $f(t)$ for $t>0$.

Letting $r \rightarrow 0^{+}$for fixed $s<t$, the continuity of $f(r)$ and of, say $\exp \left(\frac{t-s}{t-r} \log f(r)\right)$, yields that (3.2) is valid for $0=r<s<t$. So $f$ is log-convex on $[0, \infty[$.

The formulation of the lemma was inspired by the discussion of convexity notions in [14]. Whilst $f$ in $C^{2}$ is convex if and only if $f^{\prime \prime} \geq 0$, this positivity is clearly fulfilled if $f$ satisfies (I), as $f(t)>0$ is assumed-but the positivity then holds in a qualified way, equivalent to log-convexity, since (I) $\Longleftrightarrow$ (II).

The differential inequality in (I) of Lemma 3.3 is straightforwardly seen to amount to the following for $h(t)$, cf. (2.3)-(2.4),

$$
\begin{equation*}
2(\operatorname{Re}(A u \mid u))^{2} \leq\left(\operatorname{Re}\left(A^{2} u \mid u\right)+|A u|^{2}\right)|u|^{2} . \tag{3.7}
\end{equation*}
$$

Clearly this is fulfilled for every $t>0$ when $A$ fulfils (1.4) above, for $u(t)=e^{-t A} u_{0}$ belongs to the subspace $D\left(A^{n}\right) \subset D\left(A^{2}\right)$ for every $n \geq 2$, and all $u_{0} \in H$, when the semigroup is holomorphic. Moreover, the continuity of $h(t)$ and of its derivatives $h^{\prime}$, $h^{\prime \prime}$ given above show that $h \in C^{2}$ for $t>0$. So according to Lemma 3.3, condition (1.4) implies that $h(t)=\left|e^{-t A} u_{0}\right|$ is log-convex on the closed half-line $[0, \infty[$.

Conversely, when the height function $h(t)$ is log-convex for each $u_{0} \neq 0$, then the generator $-A$ fulfils (1.4). Indeed, $h$ then fulfils (I) above by the log-convexity, hence (3.7) holds. Especially it is seen by insertion of an arbitrary $u_{0} \in D\left(A^{2}\right)$ in (3.7) and commutation of $A$ and $A^{2}$ with the semigroup that

$$
\begin{equation*}
2\left(\operatorname{Re}\left(e^{-t A} A u_{0} \mid e^{-t A} u_{0}\right)\right)^{2} \leq\left(\operatorname{Re}\left(e^{-t A} A^{2} u_{0} \mid e^{-t A} u_{0}\right)+\left|e^{-t A} A u_{0}\right|^{2}\right)\left|e^{-t A} u_{0}\right|^{2} \tag{3.8}
\end{equation*}
$$

By passing to the limit for $t \rightarrow 0^{+}$it follows by continuity that (1.4) holds for $x=u_{0}$.

Consequently (1.4) characterises the generators $-A$ of uniformly bounded, analytic semigroups having log-convex height functions for all non-trivial initial data.

The above discussion now allows the following sharpening of [8, Thm. 2.5]:
Theorem 3.4 When - A denotes a generator of a uniformly bounded, holomorphic $C_{0}$-semigroup $e^{-t A}$ in a complex Hilbert space $H$, then the following are equivalent:
(I)
$2(\operatorname{Re}(A x \mid x))^{2} \leq \operatorname{Re}\left(A^{2} x \mid x\right)|x|^{2}+|A x|^{2}|x|^{2}$ for every $x \in D\left(A^{2}\right)$.
(II) $h(t)=\left|e^{-t A} u_{0}\right|$ is log-convex for every $u_{0} \neq 0$, that is,

$$
\begin{equation*}
\left|e^{-s A} u_{0}\right| \leq\left|e^{-r A} u_{0}\right|^{\frac{t-s}{t-r}}\left|e^{-t A} u_{0}\right|^{\frac{s-r}{t-r}} \tag{3.9}
\end{equation*}
$$

whenever $0 \leq r<s<t$,

In the affirmative case, $h(t)$ is for $u_{0} \neq 0$ strictly positive, strictly decreasing and strictly convex on the closed halfline $[0, \infty[$ and moreover differentiable from the right at $t=0$, with a derivative in $\left[-\infty, 0\left[\right.\right.$, which for $\left|u_{0}\right|=1$ satisfies

$$
\begin{equation*}
h^{\prime}(0)=\inf _{t>0} h^{\prime}(t) \leq-m(A)<0 \tag{3.10}
\end{equation*}
$$

and if $u_{0} \in D(A)$ with $\left|u_{0}\right|=1$, then $h \in C^{1}\left(\left[0, \infty[, \mathbb{R}) \bigcap C^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}\right)\right.\right.$ and

$$
\begin{equation*}
h^{\prime}(0)=-\operatorname{Re}\left(A u_{0} \mid u_{0}\right) \tag{3.11}
\end{equation*}
$$

Furthermore $\underline{\sigma}(A)=m(A)>0$ holds, in particular such $A$ are strictly accretive.
Proof That (I) $\Longleftrightarrow$ (II) was seen in the considerations after Lemma 3.3. The strict positivity was derived after Lemma 2.1, strict decrease and strict convexity after Lemma 3.2.

Convexity of $h$ entails $h^{\prime \prime}(t) \geq 0$ for $t>0$, so $h^{\prime}(t)$ is increasing on $\mathbb{R}_{+}$ and $\lim _{t \rightarrow 0^{+}} h^{\prime}(t)=\inf _{t>0} h^{\prime}$ exists in $\left[-\infty, 0\left[\right.\right.$, as $h^{\prime}<0$. By the Mean Value Theorem, some $\left.t^{\prime} \in\right] 0, t[$ fulfils

$$
\begin{equation*}
(h(t)-h(0)) / t=h^{\prime}\left(t^{\prime}\right)<0 . \tag{3.12}
\end{equation*}
$$

Therefore $h(t)$ is (extended) differentiable from the right at $t=0$, with $h^{\prime}(0)=$ $\inf h^{\prime}$. Since the strong continuity and strict decrease of $h$ gives $\left|e^{-t A} u_{0}\right| \nearrow 1$ for $t \rightarrow 0^{+}$, an application of (2.3) yields

$$
\begin{equation*}
h^{\prime}(0)=\inf h^{\prime} \leq \limsup _{t \rightarrow 0^{+}} h^{\prime}(t) \leq \limsup _{t \rightarrow 0^{+}}\left(-m(A)\left|e^{-t A} u_{0}\right|\right) \leq-m(A) \tag{3.13}
\end{equation*}
$$

In case $u_{0} \in D(A)$ and $\left|u_{0}\right|=1$, one can exploit that $h^{\prime}(0)=\lim _{t \rightarrow 0^{+}} h^{\prime}(t)$ by commuting $A$ with $e^{-t A}$ in (2.3), which in the limit gives, because of the strong continuity at $t=0$ and the continuity of inner products,

$$
\begin{equation*}
h^{\prime}(0)=\lim _{t \rightarrow 0^{+}}-\operatorname{Re}\left(e^{-t A} A u_{0} \mid e^{-t A} u_{0}\right)=-\operatorname{Re}\left(A u_{0} \mid u_{0}\right) \tag{3.14}
\end{equation*}
$$

In addition, it is seen that $h^{\prime}(0)$ is a real number for $u_{0} \in D(A)$, so $h \in$ $C^{1}\left(\left[0, \infty[, \mathbb{R})\right.\right.$ for such $u_{0}$. For general $u_{0} \in H$ it follows from the Chain Rule that $h \in C^{\infty}\left(\mathbb{R}_{+}, \mathbb{R}\right)$.

Finally, the last line of the statement results from Proposition 2.2.
The conclusions of the theorem apply in particular to every hyponormal generator $-A$, cf. the account in (1.7) that such $A$ always satisfy the criterion (1.4).

It is instructive to review condition (1.4) in case the generator $A$ is variational. That is, for some Hilbert space $V \subset H$ algebraically, topologically and densely and some sesquilinear form $a: V \times V \rightarrow \mathbb{C}$, which is $V$-bounded and $V$-elliptic in the sense that (with $\|\cdot\|$ denoting the norm in $V$ ) for some $C_{0}>0$

$$
\begin{equation*}
\operatorname{Re} a(u, u) \geq C_{0}\|u\|^{2} \quad \text { for all } u \in V, \tag{3.15}
\end{equation*}
$$

it holds for $A$ that $(A u \mid v)=a(u, v)$ for all $u \in D(A)$ and $v \in V$. Lax-Milgram's lemma on the properties of $A$ is exposed in [4, Ch. 12] and [5, Ch. 3]. It is classical that $-A$ generates a holomorphic semigroup $e^{-t A}$ in $\mathbb{B}(H)$; an explicit proof is e.g. given in [1, Lem. 4].

For such $A$, the log-convexity criterion (1.4) can be stated for $V$-elliptic variational $A$ as a comparison of sesquilinear forms, cf. [8],

$$
\begin{equation*}
(\operatorname{Re} a(u, u))^{2} \leq \operatorname{Re}\left(a_{\operatorname{Re}}(A u, u)\right)(u \mid u) \quad \text { for } u \in D\left(A^{2}\right) \tag{3.16}
\end{equation*}
$$

Example To see that variational operators need not be hyponormal, one may take $H=L_{2}(\alpha, \beta)$, with norm $\|f\|_{0}=\left(\int_{\alpha}^{\beta}|f(x)|^{2} d x\right)^{1 / 2}$, for reals $\alpha<\beta$ and let $V=\left\{v \in H^{1}(\alpha, \beta) \mid u(\alpha)=0\right\}$ be a subspace of the first Sobolev space with norm given by $\|f\|_{1}^{2}=\int_{\alpha}^{\beta}\left(|f(x)|^{2}+\left|f^{\prime}(x)\right|^{2}\right) d x$ and the sequilinear forms

$$
\begin{equation*}
a(u, v)=\int_{\alpha}^{\beta} u^{\prime}(x) \overline{v^{\prime}(x)}+u^{\prime}(x) \overline{v(x)} d x \tag{3.17}
\end{equation*}
$$

This is clearly $V$-bounded, and also $V$-elliptic: partial integration gives $\operatorname{Re} a(u, u)=\left\|u^{\prime}\right\|_{0}^{2}+\frac{1}{2}|u(\beta)|^{2}$, and $\operatorname{Re} a(u, u) \geq C_{0}\|u\|_{1}^{2}$ follows for all $u \in V$ and e.g. $C_{0}=\min \left(\frac{1}{2},(\beta-\alpha)^{-2}\right)$ by ignoring the last term and using Poincaré's inequality (its standard proof, e.g. [4, Thm. 4.29], applies to $V$ ).

The induced $A_{\mathrm{DN}}^{+}$acts in the distribution space $\mathscr{D}^{\prime}(\alpha, \beta)$ of Schwartz [16] as $A_{\mathrm{DN}}^{+} u=-u^{\prime \prime}+u^{\prime}$, which is the advection-diffusion operator with a mixed Dirichlet and Neumann condition,

$$
\begin{equation*}
D\left(A_{\mathrm{DN}}^{+}\right)=\left\{u \in H^{2}(\alpha, \beta) \mid u(\alpha)=0, u^{\prime}(\beta)=0\right\} . \tag{3.18}
\end{equation*}
$$

(The Dirichlet realisation of $u^{\prime}-u^{\prime \prime}$ has been studied at length; cf. [18, Ch. 12].)
As $\left(A_{\mathrm{DN}}^{+}\right)^{*}$ is induced by $\overline{a(v, u)}$, one finds similarly $\left(A_{\mathrm{DN}}^{+}\right)^{*} u=-u^{\prime \prime}-u^{\prime}=$ $A_{\mathrm{DR}}^{-} u$ with the domain characterised by a mixed Dirichlet and Robin condition,

$$
\begin{equation*}
D\left(\left(A_{\mathrm{DN}}^{+}\right)^{*}\right)=D\left(A_{\mathrm{DR}}^{-}\right)=\left\{u \in H^{2}(\alpha, \beta) \mid u(\alpha)=0, u^{\prime}(\beta)+u(\beta)=0\right\} . \tag{3.19}
\end{equation*}
$$

As both $D\left(A_{\mathrm{DN}}^{+}\right)$and $D\left(\left(A_{\mathrm{DN}}^{+}\right)^{*}\right)$ contain functions outside their intersection, (1.5) shows that neither $A_{\mathrm{DN}}^{+}$nor $\left(A_{\mathrm{DN}}^{+}\right)^{*}=A_{\mathrm{DR}}^{-}$is hyponormal. This is part of the motivation for the study of condition (1.4).
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#### Abstract

We derive a uniform resolvent estimate for a stationary dissipative wave equation without smallness conditions. Existing results required a smallness condition for the coefficient of the dissipation. This paper removes the assumption of the smallness. Our proof is based on an energy estimate for stationary problems.
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## 1 Introduction and Result

Several results on uniform resolvent estimates for Helmholtz or stationary Schrödinger equations have been obtained so far by many authors since KatoYajima [1] and Watanabe [12]. In particular, some uniform resolvent estimates have been proved in Mochizuki [4] and Mochizuki-Nakazawa [6] for a stationary Schrödinger equation in a magnetic field in an exterior domain under some smallness conditions. In this paper, we see that even without smallness condition for the perturbation term, a uniform resolvent estimate for the stationary problem of the wave equation with an energy-dependent potential as perturbation term can be derived. The key point of the proof is the use of a suitable inequality derived in Nakazawa [10], which is an energy type estimate of solutions for stationary problems.

[^70]Let $\Omega \subseteq \mathbb{R}^{N}(N \geq 3)$ be an exterior domain outside the bounded star-shaped obstacle $\mathcal{O}$ with smooth boundary

$$
\Omega=\mathbb{R}^{N} \backslash \mathcal{O}, \quad \mathcal{O} \subset \mathbb{R}^{N}
$$

( $\mathcal{O}$ may be the empty set). We consider the following Helmholtz equations with energy-dependent potentials

$$
\left\{\begin{array}{l}
\left(-\Delta-i \kappa b(x)-\kappa^{2}\right) u(x)=f(x), \quad(\kappa \in \mathbb{C}), \quad x \in \Omega,  \tag{1.1}\\
u(x)=0, \quad x \in \partial \Omega
\end{array}\right.
$$

where we assume that the function $b(x)$ is a non-negative smooth function, $f(x)$ belongs to a subset of $L^{2}(\Omega)$, and $\kappa \in \mathbb{C}$. This equation is the stationary problem of the following dissipative wave equations

$$
\left\{\begin{array}{l}
w_{t t}-\Delta w+b(x) w_{t}=f(x) e^{-i \kappa t}, \quad(x, t) \in \Omega \times(0, \infty)  \tag{1.2}\\
w(x, 0)=u(x), \quad w_{t}(x, 0)=-i \kappa u(x), \quad x \in \Omega \\
w(x, t)=0, \quad x \in \partial \Omega
\end{array}\right.
$$

obtained by setting $w(x, t)=e^{-i \kappa t} u(x)$. In the study of the asymptotic behavior of solutions and the scattering theory for (1.2), stationary methods in scattering theory often play an important role [2, 3, 5-7, 9]. In particular, it is pointed out in [8] that the uniform resolvent estimate in complex upper-half plane for (1.1) is useful for proving the principle of limiting amplitude for (1.2). In this process, we need to assume a smallness condition for the function $b(x)$. However, in [2], the principle of limiting amplitude is obtained without such a smallness condition. The authors of [2] studied the initial value problem in $\mathbb{R}^{3}$ by using the explicit formula of the fundamental solution of the Helmholtz equation in $\mathbb{R}^{3}$.

This paper aims to remove the smallness conditions for $b(x)$ to derive the uniform resolvent estimate for (1.1) in the complex upper-half plane for any $N \geq 3$. In the followings, $r=|x|$, and the space $C^{k}(X)$ denotes the set of all $k$ times continuously differentiable functions defined on a set $X$. We put

$$
\begin{equation*}
u_{r}=\frac{x}{r} \cdot \nabla u, \quad D_{r}^{ \pm}=u_{r}+\frac{N-1}{2 r} u \mp i \kappa u( \pm \Im \kappa \geq 0) . \tag{1.3}
\end{equation*}
$$

The result is given as followings
Theorem 1.1 Assume that the space dimension $N$ satisfies $N \geq 3$, and the function $b(x) \in C(\Omega)$ satisfies

$$
\begin{equation*}
0 \leq b(x) \leq b_{1}(1+r)^{-\frac{3}{2}-b_{2}}, \quad x \in \Omega \tag{1.4}
\end{equation*}
$$

for some positive constants $b_{1}$ and $b_{2}$. Let $u \in C^{2}(\Omega)$ a solution of (1.1) with $\mathfrak{\Im} \kappa \geq 0$. Then it holds that

$$
\begin{aligned}
& |\kappa|^{2} \int_{\Omega}(1+r)^{-1-\delta}|u(x)|^{2} d x+\int_{\Omega}\{1+(\Im \kappa) r\}\left|D_{r}^{+} u(x)\right|^{2} d x \\
& \quad+\int_{\Omega} \frac{|u(x)|^{2}}{r^{2}} d x \leq C \int_{\Omega}(1+r)^{1+\max \{1, \delta\}}|f(x)|^{2} d x
\end{aligned}
$$

for some $\delta>0$, where $C>0$ is independent of $\kappa$.
Remark 1.2 A similar proof is available for the usual stationary Schrödinger equation. The details will be published elsewhere.

Remark 1.3 In [2], the function $b(x)$ satisfies

$$
0 \leq b(x) \leq b_{0} r^{-3-\delta}
$$

for some positive (non-small) $b_{0}$ and $\delta$ and large $r \gg 1$. Our result cover $b_{2} \leq \frac{3}{2}+\delta$.
At the end of this section, our paper is organized as follows. In Sect. 2, some inequalities are derived. These play a fundamental role in the proof of Theorem 1.1. In Sect. 3, Theorem 1.1 is proved under a smallness assumption on $b_{1}$. In Sect. 4, another inequality is derived, which works for proving Theorem 1.1 without smallness. The mechanism is explained in the final section.

## 2 Some Inequalities

In this section, let $u=u(x)$ be a solution of (1.1).
Lemma 2.1 Assume $\kappa$ satisfies $\Im \kappa \geq 0$. Let two functions $\varphi=\varphi(r)$ and $\psi=\psi(r)$ are both non-negative smooth functions satisfying

$$
\varphi(\cdot) \in L^{1}\left([0, \infty) ; \mathbb{R}_{+}\right)
$$

and

$$
\psi_{r} \leq \frac{\psi}{r}
$$

Put

$$
g(r)=\int_{r}^{\infty} \varphi(s) d s
$$

For any small positive $\varepsilon_{1}$ and $\varepsilon_{2}$, it holds that

$$
\begin{align*}
& |\kappa|^{2} \int_{\Omega}\left\{\left(1-\varepsilon_{1}\right) \varphi+\frac{b \psi}{2}\right\}|u(x)|^{2} d x+\int_{\Omega}\left(\varphi-\frac{b \psi}{2}\right)\left|u_{r}+\frac{N-1}{2 r} u\right|^{2} d x \\
& +\int_{\Omega}\left\{\frac{\psi_{r}}{2}+\Im(\kappa) \psi+\left(\frac{b \psi}{2}-\varphi\right)-\varepsilon_{2}\right\}\left|D_{r}^{+} u\right|^{2} d x+\int_{\Omega} W_{N}|u|^{2} d x  \tag{2.1}\\
& \quad \leq \frac{2}{\varepsilon_{1}} \int_{\Omega} g^{2} \varphi^{-1}|f|^{2} d x+\frac{1}{4 \varepsilon_{2}} \int_{\Omega} \psi^{2}|f|^{2} d x, \quad(\Im \kappa \geq 0)
\end{align*}
$$

where

$$
W_{N}=-\frac{(N-1)(N-3)}{8}\left(\frac{\psi}{r^{2}}\right)_{r}+\Im(\kappa) \frac{(N-1)(N-3)}{4 r^{2}} \psi .
$$

Proof We shall state only the outline of the proof of Lemma 2.1. See [9] for details.
A first identity is obtained from ( $\left.B_{R}=\{x \in \Omega| | x \mid<R\}, R>0\right)$

$$
\begin{equation*}
\int_{0}^{\infty} \varphi(r) \times \Re\left\{\int_{B_{R}}(\text { eq.(1.1) }) \times(\overline{i \kappa u}) d x\right\} d r \tag{2.2}
\end{equation*}
$$

where $\overline{i \kappa и}$ denotes the complex conjugate of $і \kappa и$. Put $v=e^{\rho} u$ and $h=e^{\rho} f$ to lead to a second inequality, where

$$
\rho=i \kappa r+\frac{N-1}{2 r} \log r .
$$

Then $v$ solves

$$
\begin{equation*}
-\Delta v+2 \rho_{r} v_{r}+\tilde{b} v=h \tag{2.3}
\end{equation*}
$$

where

$$
\tilde{b}=-i \kappa b+\frac{(N-1)(N-3)}{4 r^{2}} .
$$

Then we can derive

$$
\begin{equation*}
\mathfrak{R}\left\{\int_{\Omega}\left(\text { eq.(2.3)) } \times \overline{v_{r}} \psi d x\right\}\right. \tag{2.4}
\end{equation*}
$$

Combining these two identities (2.2) and (2.4) with a Young type inequality, we obtain the desired results.

Next, let us explain some Hardy type inequalities related to the operator $D_{r}^{ \pm}$in (1.3).

Lemma 2.2 ( $[7,10,11]$ ) Let $\Omega=\mathbb{R}^{N}$ or $\Omega=\mathbb{R}^{N} \backslash \mathcal{O}$ (The assumption that the obstacle is star-shaped is unnecessary). Assume that $N \geq 1, v \in C_{0}^{\infty}(\Omega)$, $(0 \leq) \phi(r) \in C^{1}([0, \infty)), h(r) \in C^{1}([0, \infty))$. Then it holds that

$$
\begin{equation*}
\int_{\Omega} \phi\left|D_{r}^{ \pm} v\right|^{2} d x \geq \pm \Im(k) \int_{\Omega} 2 \phi h|v|^{2} d x+\int_{\Omega} \Phi_{\phi, h}|v|^{2} d x, \quad( \pm \Im k \geq 0) \tag{2.5}
\end{equation*}
$$

where

$$
\Phi_{\phi, h}(r)=-\left\{(\phi h)_{r}+\phi h^{2}\right\}
$$

Remark 2.3 This inequality was first derived in [4], where it is not given in this form.

Taking

$$
h(r)=\frac{1}{2 r}, \quad \phi(r)=1
$$

in (2.5), we have easily obtain
Corollary 2.4 Let $\Omega$ be under the same hypotheses of Lemma 2.2. Let $v \in C_{0}^{\infty}(\Omega)$. It holds that

$$
\int_{\Omega}\left|D_{r}^{ \pm} v(x)\right|^{2} d x \geq \int_{\Omega} \frac{|v(x)|^{2}}{4 r^{2}} d x+\{ \pm \Im(\kappa)\} \int_{\Omega} \frac{|v(x)|^{2}}{r} d x( \pm \Im \kappa \geq 0)
$$

Remark 2.5 This inequality is used as an aid to derive the uniform estimate

$$
\int_{\Omega} \frac{|u(x)|^{2}}{r^{2}} d x \leq C \int_{\Omega}(1+r)^{1+\max \{1, \delta\}}|f(x)|^{2} d x
$$

## 3 Proof of Theorem 1.1 Under the Smallness Condition

We choose

$$
\varphi(r)=(1+r)^{-1-\delta}, \quad \psi(r)=\psi_{0} r+\psi_{1}-\psi_{2}(1+r)^{-\delta_{1}}
$$

where $\delta>0, \delta_{1} \in(0,1), \psi_{0} \geq \psi_{1}>\psi_{2}>0$. Consider the case

$$
\text { (i) } \varphi-\frac{b \psi}{2} \geq 0
$$

This essentially corresponds to the case

$$
0 \leq b(x) \leq b_{0}(1+r)^{-2-\delta} \text { with small } b_{0}>0
$$

In this case, the second term in the left-hand side of (2.1) in Lemma 2.1 is nonnegative and the third term of (2.1) may be negative in general. However, for $\delta_{1} \geq$ $\frac{2}{\psi_{1}}$, paying attention to the smallness of the function $b(x)$, we obtain the following estimate for the coefficient function of $\left|D_{r}^{+} u\right|^{2}$ in the third term in the left-hand-side of (2.1) in Lemma 2.1:

$$
\left\{\frac{\psi_{r}}{2}+\Im(\kappa) \psi+\left(\frac{b \psi}{2}-\varphi\right)-\varepsilon_{2}\right\} \geq C\{1+\Im(\kappa)\}
$$

for some constant $C>0$ independent of $\kappa$. Being $W_{N} \geq \frac{C}{r^{2}}$ for another $C>0$, we conclude the desired result.

## 4 Another Inequality

This section describes another inequality related to operator $D_{r}^{ \pm}$in (1.3). This is useful for estimating terms that can be negative if the function $b(x)$ is large.
Proposition 4.1 ([10]) Let $\Omega=\mathbb{R}^{N}$ or $\Omega=\mathbb{R}^{N} \backslash \mathcal{O}$ (the assumption that the obstacle is star-shaped is unnecessary). Assume that $N \geq 1, v \in C^{1}(\Omega)$, and two functions $m=m(x)$ and $n=n(x)$ satisfy $m+n \geq 0, m+n \not \equiv 0$. Then it holds that

$$
|k|^{2} \int_{\Omega} \frac{m n}{m+n}|v|^{2} d x \leq \int_{\Omega} m\left|D_{r}^{ \pm} v\right|^{2} d x+\int_{\Omega} n\left|v_{r}+\frac{N-1}{2 r} v\right|^{2} d x
$$

Proof The following two relations

$$
\begin{aligned}
& 2 \mathfrak{R}\left(\overline{\mp i \kappa v} \cdot v_{r}\right)=\left|D_{r}^{ \pm} v\right|^{2}-\left|v_{r}+\frac{N-1}{2 r} v\right|^{2}-|\kappa|^{2}|v|^{2}-( \pm \Im(\kappa)) \frac{N-1}{r}|v|^{2}, \\
& \overline{D_{r}^{ \pm} v}\left(v_{r}+\frac{N-1}{2 r} v\right)=\left|v_{r}+\frac{N-1}{2 r} v\right|^{2}+\overline{\mp i \kappa v} v_{r}+(\overline{\mp i \kappa}) \frac{N-1}{2 r}|v|^{2}
\end{aligned}
$$

allow the following calculation:

$$
\begin{aligned}
0 \leq & \left|\frac{m}{\sqrt{m+n}} D_{r}^{ \pm} v+\frac{n}{\sqrt{m+n}}\left(v_{r}+\frac{N-1}{2 r} v\right)\right|^{2} \\
= & \frac{m^{2}}{m+n}\left|D_{r}^{ \pm} v\right|^{2}+\frac{n^{2}}{m+n}\left|v_{r}+\frac{N-1}{2 r} v\right|^{2} \\
& +2 \Re\left\{\frac{m n}{m+n} \overline{D_{r}^{ \pm} v}\left(v_{r}+\frac{N-1}{2 r} v\right)\right\} \\
= & \frac{m^{2}}{m+n}\left|D_{r}^{ \pm} v\right|^{2}+\frac{n^{2}}{m+n}\left|v_{r}+\frac{N-1}{2 r} v\right|^{2}+\frac{2 m n}{m+n}\left|v_{r}+\frac{N-1}{2 r} v\right|^{2} \\
& \quad+\frac{m n}{m+n} 2 \Re\left(\overline{\mp i \kappa v} v_{r}\right)+2 \Re(\overline{\mp i \kappa}) \frac{N-1}{2 r}|v|^{2} \frac{m n}{m+n} \\
= & m\left|D_{r}^{ \pm} v\right|^{2}+n\left|v_{r}+\frac{N-1}{2 r} v\right|^{2}-\frac{m n}{m+n}|\kappa|^{2}|v|^{2} .
\end{aligned}
$$

Integration over $\Omega$ gives the desired inequality.

## 5 Proof of Theorem 1.1 Without the Smallness Condition

Let us treat the case
(ii) $\varphi-\frac{b \psi}{2} \leq 0$
with $\varphi$ and $\psi$ given in Sect. 3. Choose the two functions $m$ and $n$ in Proposition 4.1 for a sufficiently small positive $\varepsilon_{3}$ as follows:

$$
m=\left(1-\varepsilon_{3}\right) \frac{\psi_{r}}{2}+\left(\frac{b \psi}{2}-\varphi\right), \quad n=\varphi-\frac{b \psi}{2}
$$

Then we find that $m+n=\left(1-\varepsilon_{3}\right) \frac{\psi_{r}}{2} \geq 0$ and $m+n \not \equiv 0$ hold. Therefore by Lemma 2.1 and Proposition 4.1, being $\int W_{N}|u|^{2} d x \geq 0$, for any $\varepsilon_{4} \in(0,1)$, we have

$$
\begin{aligned}
& |\kappa|^{2} \int_{\Omega}\left\{\varepsilon_{4} \varphi+G(M)\right\}|u|^{2} d x+\int_{\Omega}\left\{\varepsilon_{3} \frac{\psi_{r}}{2}-\varepsilon_{2}+\Im(\kappa) \psi\right\}\left|D_{r}^{+} u\right|^{2} d x \\
& \leq C\left(\varepsilon_{1}, \varepsilon_{2}\right) \int_{\Omega}\left(\frac{g^{2}}{\varphi}+\psi^{2}\right)|f|^{2} d x
\end{aligned}
$$

for some positive $C\left(\varepsilon_{1}, \varepsilon_{2}\right)$, where

$$
G(M)=\left(1-\varepsilon_{1}-\varepsilon_{4}\right) \varphi+M+\frac{m n}{m+n}, \quad M \equiv \frac{b \psi}{2} .
$$

Thus, if $G(M) \geq 0$ and $\varepsilon_{3} \frac{\psi_{r}}{2}-\varepsilon_{2} \geq{ }^{\exists} C>0$, we obtain Theorem 1.1.
Now, we find that

$$
G(M) \geq 0 \Leftrightarrow M^{2}-2 \varphi M+\varphi^{2}-\frac{\left(1-\varepsilon_{3}\right)\left(2-\varepsilon_{1}-\varepsilon_{4}\right) \psi_{r} \varphi}{2} \leq 0
$$

That is equivalent to

$$
\begin{equation*}
\varphi \leq M \leq \varphi+\sqrt{D^{\prime}} \tag{5.1}
\end{equation*}
$$

where

$$
D^{\prime}=\frac{\left(1-\varepsilon_{3}\right)\left(2-\varepsilon_{1}-\varepsilon_{4}\right) \psi_{r} \varphi}{2} \geq 0
$$

Next, the assumption (1.4) in Theorem 1.1 implies (ii) once $\delta \geq b_{2}-\frac{1}{2}$. Let us prove the second inequality in (5.1)

$$
M \leq \varphi+\sqrt{D^{\prime}} \Leftrightarrow b \leq \frac{2}{\psi}\left(\varphi+\sqrt{\frac{\left(1-\varepsilon_{3}\right)\left(2-\varepsilon_{1}-\varepsilon_{4}\right) \psi_{r} \varphi}{2}}\right) .
$$

If we choose $\varepsilon_{j}(j=1,3,4)$ as $0<\varepsilon_{1}+\varepsilon_{4}<1$, choose $\psi_{0}$ as

$$
0<\psi_{0} \leq \frac{2\left(1-\varepsilon_{3}\right)\left(2-\varepsilon_{1}-\varepsilon_{4}\right)}{b_{1}^{2}}
$$

and choose $\delta$ and $\delta_{1}$ as $0<\delta_{1} \leq \delta \leq 2 b_{2}$, we then have

$$
b \leq \frac{2}{\psi} \sqrt{\frac{\left(1-\varepsilon_{3}\right)\left(2-\varepsilon_{1}-\varepsilon_{4}\right) \psi_{r} \varphi}{2}} \Leftrightarrow M \leq \sqrt{D^{\prime}} \Rightarrow M \leq \varphi+\sqrt{D^{\prime}}
$$

by (1.4) to obtain (5.1) and consequently (ii). Finally choose $\varepsilon_{2}$ as

$$
0<\varepsilon_{2} \leq \frac{\varepsilon_{3} \psi_{0}}{3}
$$

we then have

$$
\varepsilon_{3} \frac{\psi_{r}}{2}-\varepsilon_{2} \geq \frac{\varepsilon_{2}}{2}>0
$$

The proof of Theorem 1.1 is now completed by combining the inequality obtained in the above discussion with the one in Corollary 2.4 (see Remark 2.5).
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Part XIV Wavelet Theory and Its Related Topics

# A Survey on the Time-Frequency Analysis on the Half Real Line 
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#### Abstract

During past more than 30 years, the time-frequency analysis on $L^{2}(\mathbb{R})$ such as wavelet and Gabor analysis has been extensively studied, but the timefrequency analysis on $L^{2}\left(\mathbb{R}_{+}\right)$has not, where $L^{2}\left(\mathbb{R}_{+}\right)$is the space of square integrable functions on the half real line $\mathbb{R}_{+}$. It is because $\mathbb{R}$ is a group under addition, while $\mathbb{R}_{+}$is not. This leads to $L^{2}\left(\mathbb{R}_{+}\right)$admitting no nontrivial shiftinvariant system. The present article gives a survey on the time-frequency analysis on $L^{2}\left(\mathbb{R}_{+}\right)$. It only focuses main ideas instead of concrete results. Readers may refer to listed references for details.
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## 1 Introduction

A central part of harmonic analysis deals with functions on groups and ways to decompose such functions in terms of either series representations or integral representations of certain "basic functions". Structured basic functions are important in mathematics and engineering. Wavelet and Gabor frames are such basic functions representing square integrable functions on $\mathbb{R}$ which is a locally compact abelian group under addition and the usual topology. The study of frames on general locally compact abelian groups has appeared in several publications including $[2,3,5,6,12,15,16,18]$. And the study of wavelet and Gabor frames for $L^{2}(\mathbb{R})$

[^71]has seen great achievements during past more than 30 years, but the study of the time-frequency analysis for $L^{2}\left(\mathbb{R}_{+}\right)$has not.

This article gives a survey of the study of structured frames for $L^{2}\left(\mathbb{R}_{+}\right)$with $\mathbb{R}_{+}=[0, \infty)$ or $(0, \infty)$. In practice, the time variable cannot be negative. The space $L^{2}\left(\mathbb{R}_{+}\right)$models the causal signal space, but it is not closed under the Fourier transform since the Fourier transform of a compactly supported nonzero function in $L^{2}\left(\mathbb{R}_{+}\right)$lies outside this space. Also it admits no nontrivial shift-invariant system since $\mathbb{R}_{+}$is not a group under addition. This leads to the fact that $L^{2}\left(\mathbb{R}_{+}\right)$cannot admit wavelet and Gabor frames. Therefore, the time-frequency analysis for $L^{2}\left(\mathbb{R}_{+}\right)$ is essentially different from that for $L^{2}(\mathbb{R})$.

The rest of this article is organized as follows. Section 2 focuses on Walsh seriesbased wavelet analysis in $L^{2}\left(\mathbb{R}_{+}\right)$, and Sect. 3 on a kind of dilation-and-modulation systems in $L^{2}\left(\mathbb{R}_{+}\right)$. Herein, we only state main ideas instead of details. Readers may refer to listed references for details.

## 2 Walsh Series-Based Wavelet Analysis in $L^{\mathbf{2}}\left(\mathbb{R}_{+}\right)$ with $\mathbb{R}_{+}=[0, \infty)$

Note that $L^{2}\left(\mathbb{R}_{+}\right)$can be considered as a subspace of $L^{2}(\mathbb{R})$ consisting of all functions in $L^{2}(\mathbb{R})$ vanishing outside $\mathbb{R}_{+}$. There have been many papers on "wavelet" frames in $L^{2}\left(\mathbb{R}_{+}\right)$. Also due to $\mathbb{R}_{+}$being not a group under addition, such frames do not have complete affine structure, and include boundary and interior ones. And boundary ones are related to inhomogeneous refinement equations. For details, we refer to $[4,7,17,19,29]$ and references therein. Walsh series-based wavelet analysis for $L^{2}\left(\mathbb{R}_{+}\right)$is similar to that for $L^{2}(\mathbb{R})$, and is based on a new addition operation on $\mathbb{R}_{+}$which makes $\mathbb{R}_{+}$a group under it. Let us recall the ideas on Walsh series-based wavelet analysis from [1, 8-11, 24, 27, 28, 32] and references therein.

Let $p$ be a integer greater than 1 . We denote by $\mathbb{Z}_{+}$and $\mathbb{N}$ the set of nonnegative integers and the set of positive integers respectively, and by $\mathbb{N}_{p}$ the set of $\{0,1, \cdots, p-1\}$. Define the addition $\oplus$ and subtraction $\ominus$ on $\mathbb{N}_{p}$ by

$$
x \oplus y=(x+y)(\bmod p)= \begin{cases}x+y, & x+y<p \\ x+y-p, & x+y \geq p\end{cases}
$$

and

$$
x \ominus y=(x-y)(\bmod p)= \begin{cases}x-y, & x \geq y \\ x-y+p, & x<y\end{cases}
$$

for $x, y \in \mathbb{N}_{p}$, respectively. Given $x \in \mathbb{R}_{+}$, we denote by $[x]$ its integer part, and by $\{x\}$ its fraction part. Then $x$ has following unique representation:

$$
\begin{equation*}
x=\sum_{j=1}^{\infty} x_{-j} p^{j-1}+\sum_{j=1}^{\infty} x_{j} p^{-j}=[x]+\{x\} \tag{2.1}
\end{equation*}
$$

where $x_{j}, x_{-j} \in \mathbb{N}_{p}$ for $j \in \mathbb{N}$, and $x_{-j}=\left[p^{j-1} x\right](\bmod p), x_{j}=\left[p^{j} x\right](\bmod p)$. For $y, \omega \in \mathbb{R}_{+}$, we define $y_{j}, y_{-j}$ and $\omega_{j}, \omega_{-j}$ similarly. Define the addition $\oplus$ and subtraction $\ominus$ on $\mathbb{R}_{+}$by

$$
\begin{equation*}
x \oplus y=\sum_{j=1}^{\infty}\left(x_{-j} \oplus y_{-j}\right) p^{j-1}+\sum_{j=1}^{\infty}\left(x_{j} \oplus y_{j}\right) p^{-j} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
x \ominus y=\sum_{j=1}^{\infty}\left(x_{-j} \ominus y_{-j}\right) p^{j-1}+\sum_{j=1}^{\infty}\left(x_{j} \ominus y_{j}\right) p^{-j} \tag{2.3}
\end{equation*}
$$

for $x, y \in \mathbb{R}_{+}$, respectively. It is easy to check that $\mathbb{R}_{+}$and $\mathbb{Z}_{+}$are groups under " $\oplus$ ", and that the inverse operation of " $\oplus$ " is " $\ominus$ ". Define the dilation operator $D_{\lambda}$ and the translation operator $T_{x}$ on $L^{2}\left(\mathbb{R}_{+}\right)$with $\lambda>1$ and $x \in \mathbb{R}_{+}$by

$$
\begin{equation*}
D_{\lambda} f(\cdot)=\lambda^{\frac{1}{2}} f(\lambda \cdot) \text { and } T_{x} f(\cdot)=f(\cdot \ominus x) \text { for } f \in L^{2}\left(\mathbb{R}_{+}\right), \tag{2.4}
\end{equation*}
$$

respectively, and write $f_{j, k}=D_{p^{j}} T_{k} f$ for $j \in \mathbb{Z}$ and $k \in \mathbb{Z}_{+}$. Readers refer to $[1,8-11,27,28,32]$ for basic properties of $\oplus, D_{\lambda}$ and $T_{x}$. Now let us define the affine systems in $L^{2}\left(\mathbb{R}_{+}\right)$. Given a finite subset $\Psi$ of $L^{2}\left(\mathbb{R}_{+}\right)$, the affine system $X(\Psi)$ generated by $\Psi$ is defined by

$$
\begin{equation*}
X(\Psi)=\left\{\psi_{j, k}: j \in \mathbb{Z}, k \in \mathbb{Z}_{+}, \psi \in \Psi\right\} . \tag{2.5}
\end{equation*}
$$

Similarly to the cases in $L^{2}(\mathbb{R}), X(\Psi)$ is called a Walsh p-adic wavelet basis (Walsh p-adic wavelet frame) for $L^{2}\left(\mathbb{R}_{+}\right)$if it is an orthonormal basis (a frame) for $L^{2}\left(\mathbb{R}_{+}\right)$. Walsh $p$-adic wavelet Riesz basis and Walsh $p$-adic wavelet Parseval frame can be defined similarly.

It is well known that wavelet bases and wavelet frames for $L^{2}(\mathbb{R})$ may be characterized in Fourier transform domain, and that the (generalized) multiresolution analysis ((G)MRA for simplicity) is an important tool to construct wavelets (wavelet frames). For Walsh $p$-adic wavelet bases (frames) in $L^{2}\left(\mathbb{R}_{+}\right)$, a theory parallel to wavelet bases (frames) in $L^{2}(\mathbb{R})$ holds. It is based on the Walsh $p$-adic Fourier transform defined on $L^{2}\left(\mathbb{R}_{+}\right)$.

Define

$$
\begin{equation*}
\chi(x, \omega)=e^{\frac{2 \pi i}{p} \sum_{j=1}^{\infty}\left(x_{j} \omega_{-j}+x_{-j} \omega_{j}\right)} \text { for } x, \omega \in \mathbb{R}_{+} . \tag{2.6}
\end{equation*}
$$

Then the system $\{\chi(k, \cdot)\}_{k \in \mathbb{Z}_{+}}$is an orthonormal basis for $L^{2}[0,1]$. For $z \in l^{2}\left(\mathbb{Z}_{+}\right)$, its Walsh p-adic Fourier series is defined by

$$
\begin{equation*}
\tilde{z}(\cdot)=\sum_{k=0}^{\infty} z(k) \overline{\chi(k, \cdot)} \tag{2.7}
\end{equation*}
$$

The Walsh p-adic Fourier transform on $L^{1}\left(\mathbb{R}_{+}\right)$and $L^{2}\left(\mathbb{R}_{+}\right)$are defined by

$$
\begin{equation*}
\tilde{f}(\cdot)=\int_{\mathbb{R}_{+}} f(x) \overline{\chi(x, \cdot)} d x \text { for } f \in L^{1}\left(\mathbb{R}_{+}\right) \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{f}(\cdot)=\lim _{a \rightarrow+\infty} \int_{0}^{a} f(x) \overline{\chi(x, \cdot)} d x \text { for } f \in L^{2}\left(\mathbb{R}_{+}\right) \tag{2.9}
\end{equation*}
$$

respectively, where the limit is in $L^{2}\left(\mathbb{R}_{+}\right)$norm. Similarly to the usual Fourier transform, (2.7) and (2.9) define unitary operators from $l^{2}\left(\mathbb{Z}_{+}\right)$onto $L^{2}[0,1]$ and from $L^{2}\left(\mathbb{R}_{+}\right)$onto itself, respectively. We refer to $[13,25]$ for basics of the Walsh $p$-adic Fourier series (transform).

It is well known that MRAs and GMRAs are determined by refinable functions, and that a refinable function is determined by its symbol. In $L^{2}\left(\mathbb{R}_{+}\right)$, Walsh $p$ refinable functions may be defined similarly. A function $\varphi \in L^{2}\left(\mathbb{R}_{+}\right)$is said to be Walsh p-refinable if

$$
\begin{equation*}
\varphi(\cdot)=p \sum_{k \in \mathbb{Z}_{+}} \alpha(k) \varphi(p \cdot \ominus k) \tag{2.10}
\end{equation*}
$$

equivalently,

$$
\begin{equation*}
\tilde{\varphi}(\cdot)=\tilde{\alpha}\left(p^{-1} \cdot\right) \tilde{\varphi}\left(p^{-1} \cdot\right) \tag{2.11}
\end{equation*}
$$

for some sequence $\alpha=\{\alpha(k)\}_{k \in \mathbb{Z}_{+}} \in l^{2}\left(\mathbb{Z}_{+}\right)$, where $\tilde{\alpha}$ is called the symbol of $\varphi$. Given $\varphi$ satisfying (2.10), define the sequence $\left\{V_{j}\right\}_{j \in \mathbb{Z}}$ of closed subspaces of $L^{2}\left(\mathbb{R}_{+}\right)$by

$$
\begin{equation*}
V_{j}=\overline{\operatorname{span}}\left\{\varphi_{j, k}: j \in \mathbb{Z}, k \in \mathbb{Z}_{+}\right\} \text {for } j \in \mathbb{Z} \tag{2.12}
\end{equation*}
$$

Then $\left\{V_{j}\right\}_{j \in \mathbb{Z}}$ is a GMRA for $L^{2}\left(\mathbb{R}_{+}\right)$, and is an MRA for $L^{2}\left(\mathbb{R}_{+}\right)$if we make suitable restriction on $\varphi$. Using the (G)MRA structure, we may construct Walsh $p$-adic wavelet bases (frames), and derive the corresponding extension principles. Readers refer to [1, 8-11, 24, 27, 28, 32] and references therein for details.

## $3 \mathcal{M D}$-Frame Theory in $L^{2}\left(\mathbb{R}_{+}\right)$with $\mathbb{R}_{+}=(0, \infty)$

Affine systems in Sect. 2 are based on the fact that $[0, \infty)$ is a group under " $\oplus$ ". Observe that $\mathbb{R}$ is a group under addition, and that a Gabor system in $L^{2}(\mathbb{R})$ has the form

$$
\begin{equation*}
\left\{e^{2 \pi i m b} \psi(\cdot-n a): m, n \in \mathbb{Z}\right\} \tag{3.1}
\end{equation*}
$$

which is the shift-and-modulation version of fixed function $\psi \in L^{2}(\mathbb{R})$ with modulation factors being periodic with respect to addition. So it is strongly dependent on the additive group structure of $\mathbb{R}$. On the other hand, $\mathbb{R}_{+}=(0, \infty)$ is a group under multiplication although it is not a group under addition. This motivates us to consider multiplication-based time-frequency analysis in $L^{2}\left(\mathbb{R}_{+}\right)$. In this section, we focus on a class of dilation-and-modulation system frames in $L^{2}\left(\mathbb{R}_{+}\right)$based on multiplication.

In what follows, unless specified, $a$ and $b$ are two constants greater than 1. A measurable function $h$ defined on $\mathbb{R}_{+}$is said to be $b$-dilation periodic if $h(b \cdot)=h(\cdot)$ on $\mathbb{R}_{+}$. Define the sequence $\left\{\Lambda_{m}\right\}_{m \in \mathbb{Z}}$ of $b$-dilation periodic functions by

$$
\begin{equation*}
\Lambda_{m}(\cdot)=\frac{1}{\sqrt{b-1}} e^{\frac{2 \pi i m \cdot}{b-1}} \text { on }[1, b) \text { for each } m \in \mathbb{Z} \tag{3.2}
\end{equation*}
$$

For a nonempty finite subset $\Psi$ of $L^{2}\left(\mathbb{R}_{+}\right)$, we define the dilation-and-modulation system $\left(\mathcal{M D}\right.$-system) in $L^{2}\left(\mathbb{R}_{+}\right)$generated by $\Psi$ as

$$
\begin{equation*}
\mathcal{M D}(\Psi, a, b)=\left\{\Lambda_{m} D_{a^{j}} \psi: m, j \in \mathbb{Z}, \psi \in \Psi\right\} \tag{3.3}
\end{equation*}
$$

where $D_{a^{j}} \psi(\cdot)=a^{\frac{j}{2}} \psi\left(a^{j} \cdot\right)$. In particular, we write $\mathcal{M D}(\Psi, a, b)=$ $\mathcal{M D}(\psi, a, b)$ if $\Psi$ is a singleton $\{\psi\}$. Our goal is to study the frame properties of $\mathcal{M D}$-systems of the form (3.3). Before proceeding, the following two facts should be clarified:

- The factor $\Lambda_{m}$ in (3.3) is essentially different from the factor $e^{2 \pi i m b}$ in Gabor system (3.1).

Given a constant $c>1$,

$$
\frac{e^{2 \pi i m b c}}{e^{2 \pi i m b \cdot}}=e^{2 \pi i m b(c-1)} .
$$

It cannot be a constant function if $m \neq 0$. Thus $e^{2 \pi i m b .}$ with $m \neq 0$ cannot be $c$-dilation periodic for each $c>1$. However, $\Lambda_{m}$ in (3.3) is $b$-dilation periodic.

- A $\mathcal{M D}$-frame for $L^{2}\left(\mathbb{R}_{+}\right)$cannot be derived from an affine system in $H^{2}(\mathbb{R})$ via Fourier transform.

Wavelet frames for the Hardy space $H^{2}(\mathbb{R})$ were studied in [14], [26], [30], where

$$
H^{2}(\mathbb{R})=\left\{f \in L^{2}(\mathbb{R}): \hat{f}(\cdot)=0 \text { a.e. on }(-\infty, 0)\right\}
$$

the Fourier transform of a function $f \in L^{1}(\mathbb{R}) \cap L^{2}(\mathbb{R})$ is defined by

$$
\hat{f}(\xi)=\int_{\mathbb{R}} f(x) e^{-2 \pi i x \xi} d x
$$

and extended to $L^{2}(\mathbb{R})$ by the Plancherel theorem. Obviously, $L^{2}\left(\mathbb{R}_{+}\right)$is the Fourier transform of $H^{2}(\mathbb{R})$. But a $\mathcal{M D}$-system of the form (3.3) is essentially different from the Fourier transform version

$$
\begin{equation*}
\left\{a^{\frac{j}{2}} e^{-2 \pi i a^{j} b m \cdot} \hat{\psi}\left(a^{j} \cdot\right): m, j \in \mathbb{Z}\right\} \tag{3.4}
\end{equation*}
$$

of an arbitrary affine system $\left\{a^{\frac{j}{2}} \psi\left(a^{j} \cdot-b m\right): m, j \in \mathbb{Z}\right\}$ in $H^{2}(\mathbb{R})$. It is because $e^{-2 \pi i a^{j} b m \cdot}$ in (3.4) is $\frac{1}{a^{j} b} \mathbb{Z}$-periodic with respect to addition, and the period varies with $j$, while $\Lambda_{m}$ in (3.3) is $b$-dilation periodic, and it is unrelated to $j$.

It is well known that Fourier transform plays a significant role in time-frequency analysis for $L^{2}(\mathbb{R})$. But it cannot be used in time-frequency analysis for $L^{2}\left(\mathbb{R}_{+}\right)$ since $L^{2}\left(\mathbb{R}_{+}\right)$is not closed under Fourier transform. For doing time-frequency analysis for $L^{2}\left(\mathbb{R}_{+}\right)$, we introduce $\Theta_{\beta}$ transform with $\beta>1$ based on the dilation operation.
Definition 3.1 Given a constant $\beta>1$, define $\Theta_{\beta}: L^{2}\left(\mathbb{R}_{+}\right) \rightarrow L_{\text {loc }}^{2}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$ by

$$
\begin{equation*}
\Theta_{\beta} f(x, \xi)=\sum_{l \in \mathbb{Z}} \beta^{\frac{l}{2}} f\left(\beta^{l} x\right) e^{-2 \pi i l \xi} \tag{3.5}
\end{equation*}
$$

for $f \in L^{2}\left(\mathbb{R}_{+}\right)$and a.e. $(x, \xi) \in \mathbb{R}_{+} \times \mathbb{R}$.
Remark 3.2
(i) $\Theta_{\beta}$ is well-defined since

$$
\int_{\beta^{j}}^{\beta^{j+1}} \sum_{l \in \mathbb{Z}} \beta^{l}\left|f\left(\beta^{l} x\right)\right|^{2} d x=\|f\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}<\infty \text { for } j \in \mathbb{Z} \text { and } f \in L^{2}\left(\mathbb{R}_{+}\right) .
$$

(ii) By [22, Lemma 2.3], $\Theta_{\beta}$ has the quasi-periodicity:

$$
\begin{aligned}
& \Theta_{\beta} f\left(\beta^{j} x, \xi+m\right)=\beta^{-\frac{j}{2}} e^{2 \pi i j \xi} \Theta_{\beta} f(x, \xi) \text { for } f \in L^{2}\left(\mathbb{R}_{+}\right), m, \\
& j \in \mathbb{Z} \text { and a.e. }(x, \xi) \in \mathbb{R}_{+} \times \mathbb{R},
\end{aligned}
$$

and $\Theta_{\beta}$ is a unitary operator from $L^{2}\left(\mathbb{R}_{+}\right)$onto $L^{2}([1, \beta) \times[0,1))$.
The works on $\mathcal{M D}$-system frames may be summarized as follows. Readers refer to [20-23, 31] for details.

Case $1 a=b$.
In this case, write $\mathcal{M D}(\Psi, a, b)=\mathcal{M D}(\Psi, a)$ for simplicity. Frames of the form $\mathcal{M D}(\Psi, a)$ and dual frame pairs of the form $(\mathcal{M D}(\Psi, a), \mathcal{M D}(\Phi, a))$ were characterized using the $\Theta_{a}$-transform (take $\beta=a$ in $\Theta_{\beta}$ ); given a frame $\mathcal{M D}(\Psi, a)$, a $\Theta_{a}$-transform expression of $\Phi$ was obtained such that $(\mathcal{M D}(\Psi, a), \mathcal{M D}(\Phi, a))$ is a pair of dual frames; frames of the form $\mathcal{M D}(\Psi, a)$ with $\Psi$ being a set of characteristic functions were studied. On the other hand, frame properties of vector-valued $\mathcal{M D}$-systems were considered.

Case $2 \log _{b} a=\frac{p}{q}$ with $p$ and $q$ being coprime positive integers.
In this case, $b^{p}=a^{q}$. Write $\beta=b^{p}$. Completeness and frame characterization of $\mathcal{M D}(\psi, a, b)$ with $\psi \in L^{2}\left(\mathbb{R}_{+}\right)$were presented in terms of $\Theta_{\beta}$-transform-based matrix-valued functions. A density result was also obtained, which reads as

Theorem 3.3 For $a, b>1$ with $\log _{b} a$ being a rational number, the following are equivalent:
(i) $\log _{b} a \leq 1$.
(ii) There exists $\psi \in L^{2}\left(\mathbb{R}_{+}\right)$such that $\mathcal{M} \mathcal{D}(\psi, a, b)$ is complete in $L^{2}\left(\mathbb{R}_{+}\right)$.
(iii) There exists $\psi \in L^{2}\left(\mathbb{R}_{+}\right)$such that $\mathcal{M D}(\psi, a, b)$ is a frame for $L^{2}\left(\mathbb{R}_{+}\right)$.
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#### Abstract

In this short article, we establish some new inequalities for Parseval generalized continuous frames and give another proof of existing two inequalities for Parseval generalized continuous frames.
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## 1 Introduction

Hilbert spaces are the natural framework for mathematical version of many areas of physics, quantum mechanics and image analysis. Often the main problem is to decompose an arbitray element in terms of simpler basic elements. Then what are these simpler basic elements and how efficient are they? The natural choice for these basic elements is an orthonormal basis of the Hilbert space of the problem. But orthonormal bases are difficult to work with because they decompose every element in a unique way. This lack of flexibility was not welcomed by practitioners in the field. Thus a more flexible alternative was formally introduced by Duffin and Schaeffer [1] in 1952 for studying some deep problems in nonharmonic Fourier series. This alternative is called a frame (discrete frame). Discrete frames, which are redundant sets of elements that provide robust, stable and usually non-unique representations of every element in underlying Hilbert space, have been a focus of study in the last three decades in applications where redundancy plays a useful

[^72]and vital role, e.g., signal and image processing [2], neural network [3], digital communication $[4,5]$ and so on.

With the in-depth study of discrete frame theory, discrete frames have been extended to various more general forms, such as continuous frame, generalized frame and others. In particular, the concept of generalized continuous frames on the basis of continuous frame and generalized frame was proposed in [6]. Let $\mathcal{H}$ and $\mathcal{V}$ be complex Hilbert spaces, $(\Omega, \mu)$ be a measure space with positive radon measure $\mu,\left\{\mathcal{V}_{\omega}: \omega \in \Omega\right\}$ be a sequence of closed subspaces of $\mathcal{V}$ and $\mathcal{B}\left(\mathcal{H}, \mathcal{V}_{\omega}\right)$ be the collection of all bounded linear operators from $\mathcal{H}$ into $\mathcal{V}_{\omega}$. The definition of a generalized continuous frame is as follows.

Definition 1.1 A sequence $\mathcal{F} \equiv\left\{\Lambda_{\omega} \in \mathcal{B}\left(\mathcal{H}, \mathcal{V}_{\omega}\right): \omega \in \Omega\right\}$ is called a generalized continuous frame for $\mathcal{H}$ with respect to $\left\{\mathcal{V}_{\omega}: \omega \in \Omega\right\}$, if
(1) $\mathcal{F}$ is weakly-measurable, i.e., for any $f \in \mathcal{H}, \omega \rightarrow \Lambda_{\omega}(f)$ is a measurable function on $\Omega$;
(2) there exist two positive constants $A$ and $B$ such that

$$
\begin{equation*}
A\|f\|^{2} \leq \int_{\Omega}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega) \leq B\|f\|^{2}, \quad \forall f \in \mathcal{H} \tag{1.1}
\end{equation*}
$$

where $A$ and $B$ are called the lower and the upper generalized continuous frame bounds, respectively. If only the right-hand inequality of (1.1) holds, then we call $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ a generalized continuous Bessel sequence for $\mathcal{H}$ with respect to $\left\{\mathcal{V}_{\omega}: \omega \in \Omega\right\}$. We call $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ an A-tight generalized continuous frame if $A=B$. Moreover, if $A=B=1,\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is called a Parseval generalized continuous frame.

Remark 1.2 If $\mathcal{V}_{\omega}=\mathbb{C}$ for all $\omega \in \Omega$, then $\Lambda_{\omega}$ is a bounded linear functional from $\mathcal{H}$ to $\mathbb{C}$, thereby, by the Riesz representation theorem, there exists $g_{\omega} \in \mathcal{H}$ such that $\Lambda_{\omega}(f)=\left\langle f, g_{\omega}\right\rangle$ for all $f \in \mathcal{H}$. Therefore, in the case, the generalized continuous frame is just the continuous frame [7-9]. If $\Omega$ is a countable set and $\mu$ is a counting measure, then the generalized continuous frame is just the generalized frame in [10].

In the study of efficient algorithms for signal reconstruction, some equalities and inequalities for Parseval discrete frames are found in [11, 12]. Afterwards, the results related to these equalities and inequalities are obtained in [13, 14], and the equalities and inequalities related to generalized frames are also established [15, 16]. In particular, the following equalities and inequalities of generalized continuous frames are presented in [17].

If $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is a Parseval generalized continuous frame for $\mathcal{H}$ with respect to $\left\{\mathcal{V}_{\omega}: \omega \in \Omega\right\}$, then for all $f \in \mathcal{H}$, and $\Omega_{1} \subset \Omega$ and $\Omega_{1}^{c}=\Omega \backslash \Omega_{1}$,

$$
\begin{align*}
\int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega) & +\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2}=\int_{\Omega_{1}^{c}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega) \\
& +\left\|\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \tag{1.2}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{3}{4}\|f\|^{2} \leq \int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)+\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \leq\|f\|^{2} \tag{1.3}
\end{equation*}
$$

where $\Lambda_{\omega}^{*}$ is the adjoint operator of $\Lambda_{\omega}$. In the discrete case, (1.2) and (1.3) are in the following form:

$$
\sum_{k \in \mathbb{J}}\left|\left\langle x, x_{k}\right\rangle\right|^{2}+\left\|\sum_{k \in \mathbb{J}^{c}}\left\langle x, x_{k}\right\rangle x_{k}\right\|^{2}=\sum_{k \in \mathbb{J}^{c}}\left|\left\langle x, x_{k}\right\rangle\right|^{2}+\left\|\sum_{k \in \mathbb{J}}\left\langle x, x_{k}\right\rangle x_{k}\right\|^{2}
$$

and

$$
\frac{3}{4}\|x\|^{2} \leq \sum_{k \in \mathbb{J}}\left|\left\langle x, x_{k}\right\rangle\right|^{2}+\left\|\sum_{k \in \mathbb{J}^{c}}\left\langle x, x_{k}\right\rangle x_{k}\right\|^{2} \leq\|x\|^{2}
$$

respectively, where $\left\{x_{k}\right\}_{k \in \mathbb{N}}$ is a Parseval frame for $\mathcal{H}$, that is, $\|x\|^{2}=\sum_{k \in \mathbb{N}}\left|\left\langle x, x_{k}\right\rangle\right|^{2}$ for all $x \in \mathcal{H}$, where $\mathbb{N}$ is a countable set, and $\mathbb{J} \subset \mathbb{N}, \mathbb{J}^{c}=\mathbb{N} \backslash \mathbb{J}$.

The objective of this short article is twofold. One is to establish new inequalities for Parseval generalized continuous frames based on the equality (1.2), the other is to give another proof of inequalities (1.3).

The organization of this article is as follows. Section 2 lists the auxiliary lemmas used in the proof of main results, and the main results and their proofs will be given in the last section.

## 2 Two Auxiliary Lemmas

In order to prove main results, we need two auxiliary conclusions which are listed in this section.

Lemma 2.1 ([18]) Suppose that $T$ is a bounded linear operator on $\mathcal{H}$. If $T$ is positive, then $T$ is self-adjoint and there exists a unique bounded self-adjoint operator $V$ such that $T=V^{2}$. Moreover, if $T$ is invertible, then $V$ is also invertible.

Lemma 2.2 ([19]) Suppose that $S$ and $T$ are bounded self-adjoint positive operators. If $S T=T S$, then $S T$ is positive.

In addition, the following operators $S_{\Omega_{1}}$ and $S_{\Omega_{1}^{c}}$ are also needed in the proof of main results. Let $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is a generalized continuous frame for $\mathcal{H}$ with respect to $\left\{\mathcal{V}_{\omega}: \omega \in \Omega\right\}$. For any $\Omega_{1} \subset \Omega$, set $\Omega_{1}^{c}=\Omega \backslash \Omega_{1}$. If the operators $S_{\Omega_{1}}$ and $S_{\Omega_{1}^{c}}$ are defined by

$$
S_{\Omega_{1}} f=\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega), \quad S_{\Omega_{1}^{c}} f=\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega),
$$

then it is easy to verify that $S_{\Omega_{1}}$ and $S_{\Omega_{1}^{c}}$ are well defined, bounded linear and positive.

## 3 Main Results and their Proofs

It is obvious to see that for all $f \in \mathcal{H}$, (1.2) can be written as

$$
\begin{align*}
\int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega) & -\left\|\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2}=\int_{\Omega_{1}^{c}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega) \\
& -\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \tag{3.1}
\end{align*}
$$

It follows from the definitions of $S_{\Omega_{1}}$ and $S_{\Omega_{1}^{c}}$ that for all $f \in \mathcal{H}$, (3.1) can be rewritten as

$$
\begin{align*}
\int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)-\left\|\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2}= & \left\langle S_{\Omega_{1}} f, f\right\rangle-\left\langle S_{\Omega_{1}} f, S_{\Omega_{1}} f\right\rangle \\
& =\left\langle\left(S_{\Omega_{1}}-S_{\Omega_{1}}^{2}\right) f, f\right\rangle \tag{3.2}
\end{align*}
$$

Now, main results and their proofs are stated as follows.
Theorem 3.1 Suppose that $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is a Parseval generalized continuous frame for $\mathcal{H}$ with respect to $\left\{\mathcal{V}_{\omega}: \omega \in \Omega\right\}$. Then for all $f \in \mathcal{H}$, we have

$$
\begin{equation*}
0 \leq \int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)-\left\|\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \leq \frac{1}{4}\|f\|^{2} \tag{3.3}
\end{equation*}
$$

Proof Since $S_{\Omega_{1}}$ and $S_{\Omega_{1}^{c}}$ are bounded positive operators, by Lemma 2.1, $S_{\Omega_{1}}$ and $S_{\Omega_{1}^{c}}$ are self-adjoint, thereby $S_{\Omega_{1}}-\frac{1}{2} I$ are also self-adjoint, where $I$ is the identity operator on $\mathcal{H}$. Employing (3.2) yields that

$$
\begin{aligned}
\int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)-\left\|\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} & =\left\langle\left(S_{\Omega_{1}}-S_{\Omega_{1}}^{2}\right) f, f\right\rangle \\
& =\left\langle\left(\frac{I}{4}-\left(S_{\Omega_{1}}-\frac{I}{2}\right)^{2}\right) f, f\right\rangle \\
& =\frac{1}{4}\|f\|^{2}-\left\|\left(S_{\Omega_{1}}-\frac{I}{2}\right) f\right\|^{2} \\
& \leq \frac{1}{4}\|f\|^{2}
\end{aligned}
$$

Note that $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is a Parseval generalized continuous frame, thus $S_{\Omega_{1}}+$ $S_{\Omega_{1}^{c}}=I$. It derives from $S_{\Omega_{1}} S_{\Omega_{1}^{c}}=S_{\Omega_{1}^{c}} S_{\Omega_{1}}$ and Lemma 2.2 that $S_{\Omega_{1}} S_{\Omega_{1}^{c}}$ is a positive operator. Therefore by (3.2),

$$
\begin{aligned}
\int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)-\left\|\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} & =\left\langle S_{\Omega_{1}}\left(I-S_{\Omega_{1}}\right) f, f\right\rangle \\
& =\left\langle S_{\Omega_{1}} S_{\Omega_{1}^{c}} f, f\right\rangle \geq 0
\end{aligned}
$$

So (3.3) holds. The proof is completed.
Corollary 3.2 Suppose that $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is a Parseval generalized continuous frame for $\mathcal{H}$ with respect to $\left\{\mathcal{V}_{\omega}: \omega \in \Omega\right\}$. Then for all $f \in \mathcal{H}$, we have

$$
\begin{equation*}
\frac{1}{2}\|f\|^{2} \leq\left\|\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2}+\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \leq\|f\|^{2} \tag{3.4}
\end{equation*}
$$

Proof Employing both (3.1) and (3.3), for all $f \in \mathcal{H}$, we have

$$
\begin{equation*}
0 \leq \int_{\Omega_{1}^{c}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)-\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \leq \frac{1}{4}\|f\|^{2} \tag{3.5}
\end{equation*}
$$

Combining (3.3) with (3.5), we obtain

$$
\begin{align*}
0 \leq & \int_{\Omega_{1}^{c}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)+\int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega) \\
& -\left(\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2}+\left\|\int_{\Omega_{1}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2}\right) \\
\leq & \frac{1}{2}\|f\|^{2} \tag{3.6}
\end{align*}
$$

Since $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is a Parseval generalized continuous frame, we have

$$
f \in \mathcal{H}, \int_{\Omega_{1}^{c}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)+\int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)=\|f\|^{2}
$$

this and (3.6) imply that (3.4) holds. The proof is ended.
The inequalities (1.3) have been obtained in [17]. Here we give another proof of these inequalities. For completeness, we describe them in the form of a theorem as follows.

Theorem 3.3 Suppose that $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is a Parseval generalized continuous frame for $\mathcal{H}$ with respect to $\left\{\mathcal{V}_{\omega}: \omega \in \Omega\right\}$. Then for all $f \in \mathcal{H}$, (1.3) holds, namely

$$
\frac{3}{4}\|f\|^{2} \leq \int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)+\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \leq\|f\|^{2}
$$

Proof Since $S_{\Omega_{1}} S_{\Omega_{1}^{c}}$ is a positive operator, it follows from $S_{\Omega_{1}} S_{\Omega_{1}^{c}}=S_{\Omega_{1}^{c}}-S_{\Omega_{1}^{c}}^{2}$ that $\left\langle S_{\Omega_{1}^{c}}^{2} f, f\right\rangle \leq\left\langle S_{\Omega_{1}^{c}} f, f\right\rangle$. So

$$
\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \leq \int_{\Omega_{1}^{c}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)
$$

Because $\left\{\Lambda_{\omega}: \omega \in \Omega\right\}$ is a Parseval generalized continuous frame, we get

$$
\begin{aligned}
& \int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)+\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} \leq \int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega) \\
& \quad+\int_{\Omega_{1}^{c}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)=\|f\|^{2}
\end{aligned}
$$

On the other hand, for all $f \in \mathcal{H}$, we have

$$
\begin{aligned}
\int_{\Omega_{1}}\left\|\Lambda_{\omega} f\right\|^{2} d \mu(\omega)+\left\|\int_{\Omega_{1}^{c}} \Lambda_{\omega}^{*} \Lambda_{\omega} f d \mu(\omega)\right\|^{2} & =\left\langle S_{\Omega_{1}} f, f\right\rangle+\left\langle S_{\Omega_{1}^{c}} f, S_{\Omega_{1}^{c}} f\right\rangle \\
& =\left\langle\left(I-S_{\Omega_{1}^{c}}+S_{\Omega_{1}^{c}}^{2}\right) f, f\right\rangle \\
& =\frac{3}{4}\|f\|^{2}+\left\|\left(S_{\Omega_{1}^{c}}-\frac{1}{2} I\right) f\right\|^{2} \\
& \geq \frac{3}{4}\|f\|^{2}
\end{aligned}
$$

So (1.3) is true. This completes the proof.
Remark 3.4 It is easy to see that the inequality (3.4) can be also proved with (3.3) and the inequality in Theorem 3.3.
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#### Abstract

We revisit the feasibility approach to the construction of compactly supported smooth orthogonal wavelets on the line. We highlight its flexibility and illustrate how symmetry and cardinality properties are easily embedded in the design criteria. We solve the resulting wavelet feasibility problems using recently introduced centering methods, and we compare performance. Solutions admit realvalued compactly supported smooth orthogonal scaling functions and wavelets with near symmetry and near cardinality properties.
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## 1 Wavelet Construction as a Feasibility Problem

Wavelets are traditionally constructed through multiresolution analysis (MRA) which was introduced by Mallat [17] and Meyer [18]. Following MRA, Daubechies derived the first known examples of compactly supported smooth wavelets with orthonormal shifts [7, 8]. While these wavelets have been demonstrably useful in many signal processing applications, symmetry and cardinality properties are also often desired. It is known that symmetry is incompatible with realvaluedness, orthogonality, smoothness and compact support [8, Theorem 8.1.4]. In the same way, the cardinality property cannot be imposed together with all

[^73]of compact support, continuity, and orthogonal shifts [20]. Recognizing these theoretical obstructions, we relax perfect symmetry or cardinality and impose only near symmetry or near cardinality. A construction technique that readily accounts for these design criteria and that easily extends to higher dimensions is preferable.

Wavelet construction has been recently formulated as a feasibility problem originally aimed at generating compactly supported smooth wavelets with orthonormal shifts [12-14]. This approach handily accounts for other design criteria and allows for construction of non-tensorial wavelets in higher dimensions.

Outline and Contributions In the remainder of this section, we recall one reformulation of wavelet construction as a feasibility problem. In Sect.2, we recall the two centering methods we will compare: a generically proper variant of circumcentering reflections method (CRM) [1, 3-5] and a new method due to Lindstrom [15]. Section 3 contains our principal contribution: an experimental comparison of 2-stage global-then-local search methods, first introduced in [10], that combine the Douglas-Rachford method together with centering methods. This is the first such comparison for a feasibility problem, and also the first for a nonconvex problem. The results shed light on the algorithms more generally, while offering a path forward for wavelet feasibility problems specifically.

MRA Conditions and Wavelet Properties The traditional approach to the construction of wavelet orthonormal bases is based on MRA. For a more detailed discussion of the concepts that follow, refer to [8, 9, 12-14]. Henceforth, $\hat{f}$ denotes the Fourier transform of a function $f \in L^{2}(\mathbb{R}, \mathbb{C}), \bar{A}$ is the conjugate of $A$ and denotes elementwise conjugation when $A$ is a matrix, $A[j, k]$ is the $(j, k)$-entry of a matrix $A,\|A\|$ is the Frobenius norm of the matrix $A$, and $\operatorname{cl}(S)$ is the closure of a set $S$.

Definition 1.1 A multiresolution analysis for $L^{2}(\mathbb{R}, \mathbb{C})$ consists of a sequence of closed subspaces $\left\{V_{j}\right\}_{j \in \mathbb{Z}}$ of $L^{2}(\mathbb{R}, \mathbb{C})$ and a scaling function $\varphi \in V_{0}$ such that the following conditions hold:
(i) the spaces $V_{j}$ are nested, i.e., $V_{j} \subset V_{j+1}$ for all $j \in \mathbb{Z}$,
(ii) $\operatorname{cl}\left(\bigcup_{j \in \mathbb{Z}} V_{j}\right)=L^{2}(\mathbb{R}, \mathbb{C})$ and $\bigcap_{j \in \mathbb{Z}} V_{j}=\{0\}$,
(iii) $f(\cdot) \in V_{0}$ if and only if $f(\cdot-k) \in V_{0}$ for all $k \in \mathbb{Z}$,
(iv) $f(\cdot) \in V_{j}$ if and only if $f(2(\cdot)) \in V_{j+1}$ for all $j \in \mathbb{Z}$, and
(v) $\{\varphi(\cdot-k)\}_{k \in \mathbb{Z}}$ forms an orthonormal basis for $V_{0}$.

If $\varphi$ arises from an MRA, then we may write $\frac{1}{2} \varphi\left(\frac{x}{2}\right)=\sum_{k \in \mathbb{Z}} h_{k} \varphi(x-k)$ with $\left\{h_{k}\right\}_{k \in \mathbb{Z}} \in \ell^{2}(\mathbb{Z})$. Taking the Fourier transforms of both sides of this equation, we obtain the scaling equation in the Fourier domain given by $\hat{\varphi}(2 \xi)=H(\xi) \hat{\varphi}(\xi)$ where $H(\xi)=\sum_{k} h_{k} e^{-2 \pi i k \xi}$ is the scaling filter. Moreover, we can find a wavelet function $\psi \in V_{1} \backslash V_{0}$ satisfying $\frac{1}{2} \psi\left(\frac{x}{2}\right)=\sum_{k \in \mathbb{Z}} g_{k} \varphi(x-k)$ where $\left\{g_{k}\right\}_{k \in \mathbb{Z}} \in$ $\ell^{2}(\mathbb{Z})$. Taking the Fourier transforms of both sides of this equation, one obtains $\hat{\psi}(2 \xi)=G(\xi) \hat{\varphi}(\xi)$ where $G(\xi)=\sum_{k} g_{k} e^{-2 \pi i k \xi}$ is the wavelet filter. If $\varphi$ has orthonormal shifts and $\left\{\psi_{j, k}:=2^{-j / 2} \psi\left(2^{-j} x-k\right)\right\}_{j, k \in \mathbb{Z}}$ forms an orthonormal
basis for $L^{2}(\mathbb{R}, \mathbb{C})$, then the wavelet matrix

$$
U(\xi):=\left[\begin{array}{cc}
H(\xi) & G(\xi)  \tag{1.1}\\
H\left(\xi+\frac{1}{2}\right) & G\left(\xi+\frac{1}{2}\right)
\end{array}\right]
$$

is unitary for almost every $\xi \in \mathbb{R}$ and $H(0)=1$. This definition introduces a consistency condition that $U\left(\xi+\frac{1}{2}\right)=J U(\xi)$ where $J$ is the row-swap matrix.

The effectiveness of a wavelet orthonormal basis $\left\{\psi_{j, k}\right\}_{j, k \in \mathbb{Z}}$ lies in its efficient analysis and synthesis of signals. To allow for speedy and accurate computation of the wavelet coefficients, we desire compact support. The scaling function and wavelet are compactly supported on the interval $[0, M-1]$ if and only if we can write $H(\xi)=\sum_{k=0}^{M-1} h_{k} e^{2 \pi i k \xi}$ and $G(\xi)=\sum_{k=0}^{M-1} g_{k} e^{2 \pi i k \xi}$ as trigonometric polynomials of degree $M-1$ [12, 14]. Thus, we are able to write the wavelet matrix in the form

$$
U(\xi)=\sum_{k=0}^{M-1} A_{k} e^{2 \pi i k \xi} \quad \text { where } \quad A_{k}=\left[\begin{array}{cc}
h_{k} & g_{k} \\
(-1)^{k} h_{k} & (-1)^{k} g_{k}
\end{array}\right] .
$$

Additionally, if $\psi$ has $D$ continuous and bounded derivatives, then this allows for better approximation using relatively fewer wavelet coefficients. Consequently, $H, G$ and $U$ satisfy

$$
\left.\frac{d^{k} H(\xi)}{d \xi^{k}}\right|_{\xi=\frac{1}{2}}=\left.0 \Longleftrightarrow \frac{d^{k} G(\xi)}{d \xi^{k}}\right|_{\xi=0}=0 \Longleftrightarrow\left(\left.\frac{d^{k} U(\xi)}{d \xi^{k}}\right|_{\xi=0}\right)[1,2]=0
$$

for all $k \in\{0,1, \ldots, D\}$, where the differentiation of the matrix is interpreted element-wise $[8,12,14]$.

Furthermore, symmetry is another design criterion that we want $\varphi$ and $\psi$ to possess. It is known that symmetric filters applied to image processing can deal better with boundaries than asymmetric ones. A scaling function $\varphi$ is symmetric about $x=P \in(0, M-1)$ if and only if $H(\xi)=e^{4 \pi i P \xi} H(-\xi)$. If $K=$ $\operatorname{diag}(-1,1) \in \mathbb{C}^{2 \times 2}$, then the symmetry condition can be written in terms of the wavelet matrix as $U(\xi)=e^{4 \pi i P \xi} K U(\xi) K$ [9]. Note that when the scaling function is symmetric, the associated wavelet is either symmetric or anti-symmetric depending on the length of support. For conciseness, we simply say that the wavelet is symmetric.

On the other hand, cardinality is also often sought in certain applications. A scaling function $\varphi$ is cardinal at $P \in \mathbb{Z}$ if $\varphi(k)=\delta_{k P}$ for all $k \in \mathbb{Z}$, where $\delta$ is the Kronecker delta. A cardinal $\varphi$ admits a reconstruction formula for recovery of any function in $V_{0}$ from its integer samples. A necessary condition for $\varphi$ to be cardinal at $P \in \mathbb{Z}$ is $H(\xi)+(-1)^{P} H\left(\xi+\frac{1}{2}\right)=e^{2 \pi i P \xi}$ [9]. Note that cardinality is desired only for the scaling function. For brevity in describing our wavelets, any mention of cardinal wavelet means that the associated scaling function is cardinal.

If we further want to guarantee that $\varphi$ and $\psi$ are real-valued, we impose the condition that $H(\xi)=\overline{H(-\xi)}$ and $G(\xi)=\overline{G(-\xi)}$ which is equivalent to $U(\xi)=$ $\overline{U(-\xi)}[9,12]$.

At this point we see that wavelet construction may be reduced to generating a matrix $U(\xi)$ satisfying the above conditions.

Discretization by Uniform Sampling Since a trigonometric polynomial of degree $M-1$ is determined by $M$ points, we discretize $U(\xi)$ by a uniform sampling at $M$ points in $\left\{\frac{j}{M}\right\}_{j=0}^{M-1} \subseteq[0,1)$. By denoting each sample point by $U_{j}=U\left(\frac{j}{M}\right)$, we form an ensemble $\mathcal{U}:=\left(U_{0}, U_{1}, \ldots, U_{M-1}\right) \in\left(\mathbb{C}^{2 \times 2}\right)^{M}$. The coefficient matrices $A_{k}$ are computed from an ensemble through an invertible $M$-point discrete Fourier transform $\mathcal{F}_{M}:\left(\mathbb{C}^{2 \times 2}\right)^{M} \rightarrow\left(\mathbb{C}^{2 \times 2}\right)^{M}: \mathcal{U} \mapsto \mathcal{A}:=\left(A_{0}, \ldots, A_{M-1}\right)$ where

$$
\begin{equation*}
A_{k}=\left(\mathcal{F}_{M} \mathcal{U}\right)_{k}=\frac{1}{M} \sum_{j=0}^{M-1} U_{j} e^{-2 \pi i j k / M}, \text { for } k \in\{0,1, \ldots, M-1\} \tag{1.2}
\end{equation*}
$$

The discretized version of the consistency condition requires $U_{j+\frac{M}{2}}=J U_{j}$ for every $j \in\{0,1, \ldots, M-1\}$. For $U(\xi)$ to be unitary almost everywhere, we need to enforce $U(\xi)$ to be unitary at $2 M$ samples. Given the sample points in $\mathcal{U}$, the other set of $M$ samples may be computed to form another ensemble using $\tilde{\mathcal{U}}:=$ $\mathcal{F}_{M}^{-1} \chi_{M} \mathcal{F}_{M}(\mathcal{U})$, where $\left(\chi_{M}\right)_{j}=e^{\pi i j / M}$ for $j=\{0,1, \ldots, M-1\}$. Moreover, the regularity condition is imposed by forcing $\left(\sum_{j=0}^{M-1} j^{\ell} A_{j}\right)[1,2]=0$ for all $\ell \in$ $\{0,1, \ldots, D\}$ where

$$
\sum_{j=0}^{M-1} j^{\ell} A_{j}=\frac{1}{M} \sum_{k=0}^{M-1} \alpha_{\ell k} U_{k} \text { and } \alpha_{\ell k}=\frac{1}{M} \sum_{j=0}^{M-1} j^{\ell} e^{-2 \pi i k j / M}
$$

For the symmetry condition, we require $U_{j}=e^{4 \pi i P j / M} K U_{M-j} K$ for all $j \in$ $\left\{1, \ldots, \frac{M}{2}\right\}$. Cardinality is imposed by forcing $U_{j}[1,1]+(-1)^{P} U_{j+\frac{M}{2}}[1,1]=$ $e^{2 \pi i P j / M}$, and the real-valuedness condition requires $U_{j}={\overline{U_{M-j}}}^{2}$ for $j \in$ $\left\{1, \ldots, \frac{M}{2}\right\}$.
The Wavelet Feasibility Problem The feasibility problem is to find a point in the intersection of a finite number of constraint sets. To reformulate wavelet construction as a feasibility problem, we treat the wavelet properties as constraints imposed on the discrete version of the wavelet matrix $U(\xi)$. We denote the collection of ensembles in $\left(\mathbb{C}^{2 \times 2}\right)^{M}$ that satisfies the consistency condition by $\left(\mathbb{C}^{2 \times 2}\right)_{J}^{M}$, and the collection of all 2-by-2 unitary matrices by $\mathbb{U}(2)$. For an even integer $M \geq 4$ and
$D=\frac{M-2}{2}$ (unless otherwise specified), we define $B_{1}, B_{2}, B_{3}, B_{4}, B_{5}^{(S)}, B_{5}^{(C)} \subseteq$ $\left(\mathbb{C}^{2 \times 2}\right)_{J}^{M}$ as follows.

$$
\begin{aligned}
B_{1} & :=\left\{\mathcal{U}: U_{0}=\left(\begin{array}{ll}
1 & 0 \\
0 & z
\end{array}\right),|z|=1, U_{j} \in \mathbb{U}(2), j \in\left\{0,1, \ldots, \frac{M}{2}\right\}\right\}, \\
B_{2} & :=\left\{\mathcal{U}:\left(\mathcal{F}_{M} \chi_{M}\left(\mathcal{F}_{M}\right)^{-1}(\mathcal{U})\right)_{j} \in \mathbb{U}(2), j \in\left\{0,1, \ldots, \frac{M}{2}\right\}\right\}, \\
B_{3} & :=\left\{\mathcal{U}:\left(\sum_{j=0}^{M-1} \alpha_{\ell k} U_{k}\right)[1,2]=0,0 \leq \ell \leq D\right\}, \\
B_{4} & :=\left\{\mathcal{U}: U_{j}=\overline{U_{M-j}}, j \in\left\{1,2, \ldots, \frac{M}{2}\right\}\right\}, \\
B_{5}^{(S)} & :=\left\{\mathcal{U}:\left\|U_{j}-e^{2 \pi i P j / M} K U_{M-j} K\right\|<\gamma, j \in\{1,2, \ldots, M / 2\}\right\} \\
B_{5}^{(C)} & :=\left\{\mathcal{U}:\left|U_{j}[1,1]+(-1)^{P} U_{j+\frac{M}{2}}[1,1]-e^{2 \pi i P j / M}\right|<\gamma, j \in\left\{1,2, \ldots, \frac{M}{2}\right\}\right\} .
\end{aligned}
$$

Note that $B_{1}$ and $B_{2}$ are nonconvex constraint sets that correspond to the unitarity condition at $2 M$ sample points. The subspaces $B_{3}$ and $B_{4}$ are constraint sets for regularity and real-valuedness, respectively. Moreover, $B_{5}^{(S)}$ and $B_{5}^{(C)}$ are convex sets that promote near symmetry and near cardinality properties, respectively. Notice the introduction of a small positive number $\gamma$ in the definition of $B_{5}^{(S)}$ and $B_{5}^{(C)}$ to get around the theoretical obstructions for obtaining perfect symmetry and cardinality [9]. In summary, we have the following feasibility problems.

Problem 1.2 (Nearly Symmetric Wavelets) The feasibility problem for constructing compactly supported real-valued smooth nearly symmetric orthogonal wavelets is to find an ensemble $\mathcal{U} \in \bigcap_{k=1}^{4} B_{k} \cap B_{5}^{(S)} \subseteq\left(\mathbb{C}^{2 \times 2}\right)_{J}^{M}$.

Problem 1.3 (Nearly Cardinal Wavelets) The feasibility problem for constructing compactly supported real-valued smooth nearly cardinal orthogonal wavelets is to find an ensemble $\mathcal{U} \in \bigcap_{k=1}^{4} B_{k} \cap B_{5}^{(C)} \subseteq\left(\mathbb{C}^{2 \times 2}\right)_{J}^{M}$.

## 2 Centering Methods for Feasibility Problems

The original works that solved wavelet feasibility problems for compactly supported smooth orthogonal wavelets employed the Douglas-Rachford (DR) algorithm [11, 16] to solve Pierra's product space reformulation [19] of the feasibility problem. The method demonstrated surprising robustness in this context [6, 12-14]. Convergence plots frequently feature the tell-tale characteristics of local spiraling during convergence; such features are described in [15]. The spiraling is associated with longer runs for numerical implementations [12] and presents an opportunity to accelerate convergence [15].

In this section, we recall the DR operator, the generalized circumcentered reflections method operator (GCRM) [4,10] and the new centering operator $L_{T}$ introduced by Lindstrom in [15]. We expect the two centering methods to accelerate convergence to feasible solutions.

Let $\mathcal{H}$ be a real Hilbert space with induced norm $\|\cdot\|$. For a closed subset $C$ of $\mathcal{H}$, we define the operator $P_{C}: \mathcal{H} \rightarrow C$ by $P_{C}(x)=\operatorname{argmin}_{z \in C}\|z-x\|$; it is a selector for the closest point projection for $C$. Its associated reflector is defined as $R_{V}:=2 P_{V}-I d$ where $I d$ is the identity map. Given three points $x, y, z \in \mathcal{H}$, we denote $C(x, y, z)$ to be their circumcenter, which is equidistant to the given points and lies on the affine subspace they define. The circumcenter exists whenever $x, y, z$ are not simultaneously distinct and colinear; for more on existence and formulae for computation, see [1, 2].

Definition 2.1 Let $V$ and $W$ be nonempty subsets of $\mathcal{H}$.

1. The $D R$ operator for $V$ and $W$ is defined as $T(x):=x-P_{V}(x)+P_{W} R_{V}(x)$.
2. The circumcentering reflections method operator is defined as $C R M(x):=$ $C\left(x, R_{V}(x), R_{W} R_{V}(x)\right)$. For history and properties, see [3-5].
3. The GCRM operator is defined as

$$
C_{V, W}(x):= \begin{cases}T(x) & \text { if } x, R_{V} x, R_{W} R_{V} x \text { are colinear; } \\ C R M(x) & \text { otherwise } .\end{cases}
$$

4. The centering operator $L_{T}$ from [15] is defined as:

$$
L_{T}(x):= \begin{cases}C\left(x, 2 T(x)-x, \pi_{T}(x)\right) & \text { if } x, 2 T(x)-x, \pi_{T}(x) \text { are not colinear; } \\ T^{2}(x) & \text { otherwise }\end{cases}
$$

where $\pi_{T}(x)=2\left(T^{2}(x)-T(x)\right)+2 P_{\operatorname{span}\left(T^{2}(x)-T(x)\right.}(T(x)-x)+x$.
Lindstrom discovered that for some prototypical feasibility problems for which Lyapunov functions are known, CRM returns the minimizer of a quadratic surrogate for the local Lyapunov function [15]. Lindstrom showed that $L_{T}$ 's lack of dependence on subproblems (in our case, reflections) allows it to recapture this property in settings where CRM may not, such as for the primal-dual implementation of ADMM/Douglas-Rachford for basis pursuit. In our setting, this possible improvement in stability carries the computational cost that one application of $L_{T}$ requires two applications of the pair of projections $P_{V}$ and $P_{W}$, instead of just one pair for CRM.

For numerical implementations, we set up a 2-stage DR-GCRM and a 2 -stage $\mathrm{DR}-L_{T}$. In stage 1, we exploit the greater global robustness of DR to find local basins of attraction to feasible points, and thereafter, in stage 2 , we apply centering methods to obviate local spiraling thereto. It has already been shown experimentally that this approach consistently outperforms a full run of DR in the context of solving wavelet feasibility problems [10]. In the next section, we use GCRM and $L_{T}$ as
the local methods of 2-stage global-then-local search algorithms, in order to solve Problems 1.2 and 1.3.

## 3 Numerical Results

We use a product space technique similar to those employed in [10, 12-14] to convert our many-set feasibility problems into 2 -set problems amenable to solution by the methods described above.

Problem 1.2: The constraints for obtaining nearly symmetric wavelets are

$$
\begin{aligned}
V & :=B_{1} \times B_{2} \times\left(B_{3} \cap B_{4}\right) \times B_{5}^{(S)} \subseteq\left(\left(\mathbb{C}^{2 \times 2}\right)_{J}^{M}\right)^{4}, \\
W & :=\left\{\left(\mathcal{U}_{j}\right)_{j=1}^{4} \in\left(\left(\mathbb{C}^{2 \times 2}\right)_{J}^{M}\right)^{4}: \mathcal{U}_{1}=\mathcal{U}_{2}=\mathcal{U}_{3}=\mathcal{U}_{4}\right\} .
\end{aligned}
$$

Problem 1.3: The constraints for obtaining nearly cardinal wavelets are

$$
\begin{aligned}
V & :=B_{1} \times B_{2} \times\left(B_{3} \cap B_{4}\right) \times B_{5}^{(C)} \subseteq\left(\left(\mathbb{C}^{2 \times 2}\right)_{J}^{M}\right)^{4}, \\
W & :=\left\{\left(\mathcal{U}_{j}\right)_{j=1}^{4} \in\left(\left(\mathbb{C}^{2 \times 2}\right)_{J}^{M}\right)^{4}: \mathcal{U}_{1}=\mathcal{U}_{2}=\mathcal{U}_{3}=\mathcal{U}_{4}\right\} .
\end{aligned}
$$

The projection of a 4-tuple of ensembles onto $W$ is obtained by averaging the 4 ensembles. Notice that the set $V$ and its projection $P_{V}$ are different for the two problems, though this should create no confusion because we will only discuss one problem at a time. We have $P_{V}=P_{B_{1}} \times P_{B_{2}} \times\left(P_{B_{3}} P_{B_{4}}\right) \times P_{B_{5}^{(\eta)}}$, where $\eta$ is $C$ or $S$ respectively for the two problems. Because $P_{B_{3}}\left(B_{4}\right) \subset B_{4}$ and $B_{4}$ is a subspace, the identity $P_{B_{3}} P_{B_{4}}=P_{B_{3} \cap B_{4}}$ admits the constraint-reduction reformulation we have used; see [6].

In what follows, we solve Problems 1.2 and 1.3 with $M=6, D=1$ and $\gamma=0.5$. We compare the performance of 2-stage DR-GCRM with 2-stage DR$L_{T}$. We initialize at 100 random ensembles that satisfy the consistency condition. Throughout, we let $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ be the sequence of iterates generated by the projection algorithm under consideration. We fix a tolerance $\varepsilon:=10^{-9}$ and use the stopping criterion $\varepsilon_{n}:=\left\|P_{V} P_{W}\left(x_{n}\right)-P_{W}\left(x_{n}\right)\right\|<\varepsilon$, whereupon $P_{W}\left(x_{n}\right)$ is a feasible point. In implementing a 2 -stage method, we first run DR until the gap distance $\varepsilon_{n}$ reaches a $10^{-2}$ threshold; thereafter we switch to applying GCRM or $L_{T}$. We declare a particular run to have solved the feasibility problem whenever it attains the threshold of $\varepsilon$ within 20,000 iterations. We provide statistics on the number of iterations needed, which is our main performance measure. We do not report the number of iterates required for $\varepsilon_{n}$ to obtain the threshold $10^{-2}$, because it is the same for both 2 -stage algorithms. We only report the number of iterates needed thereafter. Examples of scaling functions derived from solutions of the wavelet feasibility problems are shown in Fig. 1.


Fig. 1 Scaling functions plotted by employing the cascade algorithm on filters generated from the feasible ensembles solved in Problems 1.2 and 1.3, respectively

Table 1 Performance during stage 2 of a 2-stage search

|  | Algorithm | Cases solved | Solved by all | When solved by all |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Wins | Q1 | Mean | Q3 | Median |
| Problem 1 | DR | 51 | 51 | 0 | 194 | 211 | 215 | 201 |
|  | GCRM | 51 | 51 | 13 | 36 | 28 | 40 | 38 |
|  | $L_{T}$ | 51 | 51 | 38 | 29 | 36 | 39 | 33 |
| Problem 2 | DR | 96 | 79 | 0 | 176 | 182 | 186 | 185 |
|  | GCRM | 79 | 79 | 22 | 31 | 33 | 35 | 33 |
|  | $L_{T}$ | 96 | 79 | 57 | 28 | 32 | 33 | 31 |

Table 1 summarizes the numerical results. $L_{T}$ solved every problem DR solved. For Problem 1.3, GCRM was less stable than $L_{T}$, which is consistent with what one might expect, given that $L_{T}$ is constructed to retain the property of minimizing a surrogate Lyapunov function in situations where GCRM's dependence on subproblems may cause instability [15]. Interestingly, for Problem 1.2, GCRM also solved every problem DR solved. When both algorithms converged, $L_{T}$ and GCRM performed quite similarly, which is what one would expect if both methods are constructing, from their respective sampling points, relatively similar quadratic surrogates for the underlying Lyapunov function. However, one should remember that computing a single centering step of $L_{T}$ requires computing twice the number of projection substeps that are needed by a single step of GCRM.

## 4 Conclusion

We have shown how the symmetry and cardinality constraints are readily accounted for in the feasibility approach to wavelet construction. Numerical results also shed light on local behaviour of $L_{T}$ and GCRM. We speculate that both are viable
heuristics that may be applied to deal with wavelet feasibility problems for higher dimensional constructions, and we suggest this as the next step of research.
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# Some Topics on the Gabor Wavelet Transformation 
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#### Abstract

We studied the Gabor wavelet transform of analytic functionals on the sphere in general dimension. Then we studied the Gabor wavelet transformation on the two-dimensional sphere and its inverse transformation. In this note, we review our previous results and we consider the relationship among the Fourier transformation, the windowed Fourier transformation whose windows function is given by a Gaussian function, and the Gabor wavelet transformation on the twodimensional unit sphere.
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## 1 Introduction

In [4], we call the windowed Fourier transformation whose windows function is the Gaussian function by the "Gabor transformation". We studied the Gabor transform and the Gabor wavelet transform of analytic functional on the sphere in general dimension. Then, in [5], we constructed the inverse Gabor wavelet transformation concretely in the two dimensional sphere by using our results in [1]. Further in [6] we treated some examples of the Gabor wavelet transform.

In this note, to understand the Gabor wavelet transformation on the sphere, we compare the images of a harmonic polynomial under the Fourier transformation, under the windowed Fourier transformation and under the Gabor wavelet transformation on the two-dimensional unit sphere. Note that we call the Gabor wavelet transformation the Gabor transformation in [2, 4] and [5].

[^74]
## 2 Gabor Wavelet Transformation

### 2.1 Fourier Transformation on the Sphere

Let $S^{2}$ be the unit sphere in $\mathbf{R}^{3}$, that is,

$$
S^{2}=\left\{\left(x_{1}, x_{2}, x_{3}\right) \in \mathbf{R}^{3} ; x_{1}^{2}+x_{2}^{2}+x_{3}^{2}=1\right\}
$$

For $z=\left(z_{1}, z_{2}, z_{3}\right) \in \mathbf{C}^{3}$ and $w=\left(w_{1}, w_{2}, w_{3}\right) \in \mathbf{C}^{3}$, we set

$$
z \cdot w=z_{1} w_{1}+z_{2} w_{2}+z_{3} w_{3}, \quad z^{2}=z \cdot z
$$

For an integrable function $f$ on $S^{2}$, we define the Fourier transform of $f$ by

$$
\begin{equation*}
(\mathcal{F} f)(w)=\int_{S^{2}} e^{-i x \cdot w} \overline{f(x)} d \Omega_{x} \tag{1}
\end{equation*}
$$

where $d \Omega$ is the normalized invariant measure on $S^{2}$. Note that $\operatorname{vol}\left(S^{2}\right)=4 \pi$.
For the square integrable functions $f$ and $g$ on $S^{2}$, we define a sesquilinear form $(f, g)_{S^{2}}$ by

$$
(f, g)_{S^{2}} \equiv \int_{S^{2}} f(x) \overline{g(x)} d \Omega_{x}
$$

Then $(\cdot, \cdot)_{S^{2}}$ gives an inner product and we denote by $L^{2}\left(S^{2}\right)$ the space of square integrable functions on $S^{2}$ with the inner product $(\cdot, \cdot)_{S^{2}}$, and the norm $\|\cdot\|_{S^{2}}$ of $f$ is given by $\|f\|_{S^{2}}=\sqrt{(f, f)_{S^{2}}}$.

### 2.2 The Gaussian Function on the Sphere

We consider the Gaussian function on the sphere. For $b>0$, put

$$
f_{y}(x)=\frac{1}{b} \exp \left(-(x-y)^{2} /\left(2 b^{2}\right)\right), \quad y \in \mathbf{R}^{3}
$$

For $x, y \in S^{2}$,

$$
f_{y}(x)=\frac{1}{b} \exp \left(-(1-x \cdot y) / b^{2}\right)
$$

For fixed $y \in S^{2}$, let $\theta$ be the angle between $x$ and $y$. Then

$$
f_{y}(x)=f_{y}(\theta)=\frac{1}{b} \exp \left(-(1-\cos \theta) / b^{2}\right)
$$

For a sufficiently small $b>0$ and fixed $y \in S^{2}$ the Gaussian function $f_{y}(x)$ looks like the Delta function with peak at $y$.

### 2.3 Windowed Fourier Transformation on the Sphere

Let $b \in \mathbf{R} \backslash\{0\}$ and put $w_{b}(x)=\frac{1}{b} \exp \left(-x^{2} /\left(2 b^{2}\right)\right)$. For $f \in L^{2}\left(S^{2}\right)$ and $\omega, \tau \in \mathbf{C}^{3}$, we define the windowed Fourier transformation $\mathcal{W}_{b} \mathcal{F}$ with the window function $w_{b}(x)$ by

$$
\begin{align*}
\mathcal{W}_{b} \mathcal{F}: f & \mapsto\left(\mathcal{W}_{b} \mathcal{F} f\right)(\tau, \omega)=\int_{S^{2}} e^{-i x \cdot \omega} w_{b}(x-\tau) \overline{f(x)} d \Omega_{x} \\
& =\frac{1}{b} e^{\frac{-1-\tau^{2}}{2 b^{2}}} \int_{S^{2}} e^{-i x \cdot\left(\omega+i \tau / b^{2}\right)} \overline{f(x)} d \Omega_{x} \\
& =\frac{1}{b} e^{\frac{-1-\tau^{2}}{2 b^{2}}} \int_{S^{2}} e^{-i x \cdot \omega} e^{x \cdot \tau / b^{2}} \overline{f(x)} d \Omega_{x} \\
& =\frac{1}{b} e^{-\frac{1+\tau^{2}}{2 b^{2}}}(\mathcal{F} f)\left(\omega+i \tau / b^{2}\right)=\frac{1}{b} e^{-\frac{1+\tau^{2}}{2 b^{2}}}(\mathcal{F} g)(\omega), \tag{2}
\end{align*}
$$

where $g(x)=\overline{e^{x \cdot \tau / b^{2}}} f(x)$. Note that we take $b=1$ in our previous papers.

### 2.4 Gabor Wavelet Transformation on the Sphere

Let $\omega_{0} \in \mathbf{R}^{3} \backslash\{0\}$ be fixed. Put

$$
G_{\omega_{0}}(x)=e^{-x^{2} / 2} e^{-i x \cdot \omega_{0}}
$$

For $f \in L^{2}\left(S^{2}\right)$ and $a \in \mathbf{R}_{+}=\{x: x>0\}$, we define the Gabor wavelet transformation $\mathcal{G}_{\omega_{0}}$ by

$$
\begin{align*}
\mathcal{G}_{\omega_{0}}: f & \mapsto\left(\mathcal{G}_{\omega_{0}} f\right)(\tau, a)=\frac{1}{a} \int_{S^{2}} G_{\omega_{0}}\left(\frac{x-\tau}{a}\right) \overline{f(x)} d \Omega_{x}  \tag{3}\\
& =\frac{1}{a} \int_{S^{2}} e^{-i \frac{x-\tau}{a} \cdot \omega_{0}} e^{-\frac{1}{2}\left(\frac{x-\tau}{a}\right)^{2}} \overline{f(x)} d \Omega_{x}
\end{align*}
$$

$$
\begin{align*}
& =\frac{1}{a} e^{-\frac{1+\tau^{2}}{2 a^{2}}} e^{i \tau \cdot \frac{\omega_{0}}{a}} \int_{S^{2}} e^{-i x \cdot \frac{\omega_{0}}{a}} e^{\frac{x \cdot \tau}{a^{2}}} \overline{f(x)} d \Omega_{x} \\
& =\frac{1}{a} e^{-\frac{1+\tau^{2}}{2 a^{2}}} e^{i \tau \cdot \frac{\omega_{0}}{a}} \int_{S^{2}} e^{-i x \cdot\left(\frac{\omega_{0}}{a}+i \frac{\tau}{a^{2}}\right)} \overline{f(x)} d \Omega_{x} \\
& =\frac{e^{-\frac{1+\tau^{2}}{2 a^{2}}} e^{i \tau \cdot \frac{\omega_{0}}{a}}}{a}(\mathcal{F} f)\left(\frac{\omega_{0}}{a}+i \frac{\tau}{a^{2}}\right)=\frac{e^{-\frac{1+\tau^{2}}{2 a^{2}}} e^{i \tau \cdot \frac{\omega_{0}}{a}}}{a}(\mathcal{F} g)\left(\frac{\omega_{0}}{a}\right) \tag{4}
\end{align*}
$$

where $g(x)=\overline{\exp \left(x \cdot \tau / a^{2}\right)} f(x)$.
By (1), (2) and (4), if we can construct the inverse mapping of the Fourier transformation, we can find the inverse mappings of the windowed Fourier transformation, and of the Gabor wavelet transformation. We will treat the inverse mapping in Sect. 5.

## 3 Spherical Harmonics Expansion

To consider the images of (1), (2) and (4), we recall some notations.
Let $P_{k, 2}(t)$ be the Legendre polynomial of degree $k$ and of dimension 3:

$$
P_{k, 2}(t)=\left(\frac{-1}{2}\right)^{2} \frac{1}{k!} \frac{d^{k}}{d t^{k}}\left(1-t^{2}\right)^{k}=\sum_{l=0}^{[k / 2]}(-1)^{l} \frac{\Gamma(k-l+1 / 2)}{l!(k-2 l)!\sqrt{\pi}}(2 t)^{k-2 l} .
$$

We define the extended Legendre polynomial by

$$
P_{k, 2}(z, w)=\left(\sqrt{z^{2}}\right)^{k}\left(\sqrt{w^{2}}\right)^{k} P_{k, 2}\left(\frac{z}{\sqrt{z^{2}}} \cdot \frac{w}{\sqrt{w^{2}}}\right), \quad z, w \in \mathbf{C}^{3} .
$$

Note that $P_{k, 2}(z, w)=P_{k, 2}(w, z)$ and
$\Delta_{z} P_{k, 2}(z, w) \equiv\left(\frac{\partial^{2}}{\partial z_{1}^{2}}+\frac{\partial^{2}}{\partial z_{2}^{2}}+\frac{\partial^{2}}{\partial z_{3}^{2}}\right) P_{k, 2}(z, w)=0$. Let

$$
J_{v}(t)=\left(\frac{t}{2}\right)^{v} \sum_{l=0}^{\infty} \frac{1}{l!\Gamma(v+l+1)}\left(\frac{i t}{2}\right)^{2 l}, \quad v \neq-1,-2, \cdots,
$$

be the Bessel function of order $v$. We put

$$
\begin{equation*}
\tilde{J}_{v}(t)=\Gamma(v+1)\left(\frac{t}{2}\right)^{-v} J_{v}(t)=\sum_{l=0}^{\infty} \frac{\Gamma(v+1)}{l!\Gamma(v+l+1)}\left(\frac{i t}{2}\right)^{2 l}, \tilde{j}_{k}(t)=\tilde{J}_{k+1 / 2}(t) \tag{5}
\end{equation*}
$$

By (5), we have $\tilde{j}_{k}(0)=0$ and $\tilde{j}_{k}(-t)=\tilde{j}_{k}(t)$. When $v>0,\left|\tilde{J}_{v}(t)\right| \leq e^{|t|}$ for $t \in \mathbf{C}$ and $0<\cos t<\left|\tilde{J}_{v}(t)\right|$ for $-\frac{\pi}{2}<t<\frac{\pi}{2}$. Further we know that $\lim _{v \rightarrow \infty} \tilde{J}_{v}(t)=1$ for $t \in \mathbf{C}$ and $v>0$. (See Lemma 5.13 in [7]).

Then by using the extended Legendre polynomials and the modified Bessel functions, the exponential function is represented as follows;

$$
\begin{equation*}
\exp (z \cdot w)=\sum_{k=0}^{\infty} \frac{\sqrt{\pi} N(k, 2)}{2^{k+1} \Gamma\left(k+\frac{3}{2}\right)} \tilde{j}_{k}\left(i \sqrt{z^{2}} \sqrt{w^{2}}\right) P_{k, 2}(z, w) \tag{6}
\end{equation*}
$$

where $N(k, 2)=2 k+1$. Note that $\tilde{j}_{k}(-t)=\tilde{j}_{k}(t)$. For $\eta, \zeta \in \mathbf{C}^{3}$, we know

$$
\begin{aligned}
\int_{S^{2}} \exp (i x \cdot \eta) \exp (x \cdot \zeta) d \Omega_{x} & =\sum_{k=0}^{\infty} \frac{\pi N(k, 2)}{2^{2 k+2} \Gamma\left(k+\frac{3}{2}\right)^{2}} \tilde{j}_{k}\left(\sqrt{\eta^{2}}\right) \tilde{j}_{k}\left(i \sqrt{\zeta^{2}}\right) P_{k, 2}(\eta, \zeta) \\
& =\tilde{j}_{0}\left(i \sqrt{(\zeta+i \eta)^{2}}\right)
\end{aligned}
$$

For this calculation see [5] and [7], for example. By (5), we note that

$$
\tilde{j}_{0}(t)=\frac{\sqrt{\pi}}{2} \sum_{l=0}^{\infty} \frac{1}{l!\Gamma(3 / 2+l)}\left(\frac{i t}{2}\right)^{2 l}
$$

For $t \in \mathbf{R}$, the graph of $\tilde{j}_{0}(t)$ is as follows:


## 4 Expansion Formula

For $f \in L^{2}\left(S^{2}\right)$, define

$$
f_{k}(x)=N(k, 2) \int_{S^{2}} f(\omega) P_{k, 2}(x, \omega) d \Omega_{\omega}
$$

then we have

$$
f(x)=\sum_{k=0}^{\infty} f_{k}(x)
$$

in the sense of $L^{2}\left(S^{2}\right)$. Since $\Delta_{x} P_{k, 2}(\omega, x)=0, \Delta_{x} f_{k}(x)=0$. That is, $f \in L^{2}\left(S^{2}\right)$ can be represented by the infinite sum of harmonic functions.

Therefore, we consider the images of $f_{z}(x)=P_{k, 2}(x, z), z \in \mathbf{R}^{3}$ under the Fourier transformation, the windowed Fourier transformation and the Gabor wavelet transformation. We recall $P_{k, 2}(z, w)=P_{k, 2}(w, z)$. By (6), we have

$$
\begin{aligned}
\left(\mathcal{F} f_{z}\right)(\omega) & =\int_{S^{2}} \sum_{l=0}^{\infty} \frac{\sqrt{\pi} N(l, 2)}{2^{l+1} \Gamma\left(l+\frac{3}{2}\right)} \tilde{j}_{l}\left(i \sqrt{\omega^{2}}\right) P_{l, 2}(x, \omega), P_{k, 2}(x, z) d \Omega_{x} \\
& =C_{k} \tilde{j}_{k}\left(i \sqrt{\omega^{2}}\right) P_{k, 2}(\omega, z)
\end{aligned}
$$

where we put

$$
C_{k}=\frac{\sqrt{\pi}}{2^{k+1} \Gamma\left(k+\frac{3}{2}\right)} .
$$

By (2),

$$
\begin{aligned}
\left(\mathcal{W}_{b} \mathcal{F} f_{z}\right)(\tau, \omega) & =\frac{1}{b} e^{-\frac{1+\tau^{2}}{2 b^{2}}}\left(\mathcal{F} f_{z}\right)\left(\omega+i \tau / b^{2}\right) \\
& =\frac{1}{b} e^{-\frac{1+\tau^{2}}{2 b^{2}}} C_{k} \tilde{j}_{k}\left(i \sqrt{\left(\omega+i \tau / b^{2}\right)^{2}}\right) P_{k, 2}\left(\omega+i \tau / b^{2}, z\right)
\end{aligned}
$$

and by (4),

$$
\begin{aligned}
\left(\mathcal{G}_{\omega_{0}} f_{z}\right)(\tau, a) & =\frac{1}{a} e^{-\frac{1+\tau^{2}}{2 a^{2}}} e^{i \tau \cdot \frac{\omega_{0}}{a}}\left(\mathcal{F} f_{z}\right)\left(\frac{\omega_{0}}{a}+i \frac{\tau}{a^{2}}\right) \\
& =\frac{1}{a} e^{-\frac{1+\tau^{2}}{2 a^{2}}} e^{i \tau \cdot \frac{\omega_{0}}{a}} C_{k} \tilde{j}_{k}\left(i \sqrt{\left(\frac{\omega_{0}}{a}+i \frac{\tau}{a^{2}}\right)^{2}}\right) P_{k, 2}\left(\frac{\omega_{0}}{a}+i \frac{\tau}{a^{2}}, z\right)
\end{aligned}
$$

Thus for $f \in L^{2}\left(S^{2}\right)$, puting $\tilde{C}_{k}=C_{k} N(k, 2), c_{b, \tau, \omega}=\omega+i \frac{\tau}{b^{2}}$, $c_{\omega_{0}, \tau, a}=\frac{\omega_{0}}{a}+i \frac{\tau}{a^{2}}$, we have
$(\mathcal{F} f)(\omega)=\sum_{k=0}^{\infty} \tilde{C}_{k} \tilde{j}_{k}\left(i \sqrt{\omega^{2}}\right) \int_{S^{2}} f(z) P_{k, 2}(\omega, z) d \Omega_{z}$,
$\left(\mathcal{W}_{b} \mathcal{F} f\right)(\tau, \omega)=\frac{1}{b} e^{-\frac{1+\tau^{2}}{2 b^{2}}} \sum_{k=0}^{\infty} \tilde{C}_{k} \tilde{j}_{k}\left(i \sqrt{c_{b, \tau, \omega}^{2}}\right) \int_{S^{2}} f(z) P_{k, 2}\left(c_{b, \tau, \omega}, z\right) d \Omega_{z}$,
$\left(\mathcal{G}_{\omega_{0}} f\right)(\tau, a)=\frac{e^{-\frac{1+\tau^{2}}{2 a^{2}}} e^{i \tau \cdot \frac{\omega_{0}}{a}}}{a} \sum_{k=0}^{\infty} \tilde{C}_{k} \tilde{j}_{k}\left(i \sqrt{c_{\omega_{0}, \tau, a}^{2}}\right) \int_{S^{2}} f(z) P_{k, 2}\left(c_{\omega_{0}, \tau, a}, z\right) d \Omega_{z}$.

By (7), (8), and (9), for $f \in L^{2}\left(S^{2}\right)$ we have

$$
(\mathcal{F} f)(\omega)=\frac{1}{b} e^{-\frac{1+\tau^{2}}{2 b^{2}}}\left(\mathcal{W}_{b} \mathcal{F} f\right)(0, \omega), \quad\left(\mathcal{W}_{1} \mathcal{F} f\right)\left(\tau, \omega_{0}\right)=e^{i \tau \cdot \omega_{0}}\left(\mathcal{G}_{\omega_{0}} f\right)(\tau, 1)
$$

## 5 Inverse Gabor Wavelet Transformation

In [3], we treated the inverse Gabor wavelet transformation as follows. See [3] for the details.

For $z, w \in \mathbf{C}^{3}$, put

$$
E(z, w)=\sum_{k=0}^{\infty} \frac{i^{k}}{2^{k} k!\tilde{j}_{k}\left(\sqrt{z^{2}} \sqrt{w^{2}}\right)} P_{k, 2}(z, w)
$$

For $0<s<\infty$, let

$$
K_{v}(s)=K_{-v}(s)=\int_{0}^{\infty} \exp (-s \cosh t) \cosh v t d t
$$

be the modified Bessel function. Put

$$
\rho(s)=a_{0} s^{1 / 2} K_{-1 / 2}(s)+a_{1} s^{3 / 2} K_{1 / 2}(s)=\left(a_{0} s^{1 / 2}+a_{1} s^{3 / 2}\right) K_{1 / 2}(s)
$$

where the constants $a_{0}, a_{1}$ are defined by

$$
\left\{\begin{array}{l}
a_{0} \int_{0}^{\infty} s^{3 / 2} K_{1 / 2}(s) d s+a_{1} \int_{0}^{\infty} s^{5 / 2} K_{1 / 2}(s) d s=1 \\
a_{0} \int_{0}^{\infty} s^{7 / 2} K_{1 / 2}(s) d s+a_{1} \int_{0}^{\infty} s^{9 / 2} K_{1 / 2}(s) d s=18
\end{array}\right.
$$

In [1] we define a measure $d \mu$ on $\mathbf{R}^{3}$ by

$$
\int_{\mathbf{R}^{3}} f(x) d \mu(x)=\int_{0}^{\infty} \int_{S^{2}} f(s \omega) d \Omega(\omega) s \rho(s) d s
$$

For $z \in S^{2}$, the mapping

$$
F \mapsto \int_{\mathbf{R}^{3}} E(z, x) \overline{F(x)} d \mu(x)
$$

gives the inverse mapping of the Fourier transformation defined by (1). By (3), $\mathcal{G}_{\omega_{0}} f(\tau, a)$ represented by using the Fourier transform as allows:

$$
\mathcal{G}_{\omega_{0}} f(\tau, a)=a^{-1} e^{i \tau \cdot \omega_{0} / a} e^{-\frac{1+\tau^{2}}{2 a^{2}}}(\mathcal{F} f)\left(\frac{a \omega_{0}+i \tau}{a^{2}}\right)
$$

Since

$$
a e^{-i \tau \cdot \omega_{0} / a} e^{\frac{1+\tau^{2}}{2 a^{2}}}\left(\mathcal{G}_{\omega_{0}} f\right)(\tau, a)=(\mathcal{F} f)\left(\frac{a \omega_{0}+i \tau}{a^{2}}\right)
$$

is a function in $y=\left(a \omega_{0}+i \tau\right) / a^{2} \in \mathbf{C}^{\mathbf{3}}$.
Let $F_{f}(\tau, a) \in\left\{F(\tau, a)=\mathcal{G}_{\omega_{0}} f(\tau, a) ; f \in L^{2}\left(S^{2}\right)\right\}$, and fix $a>0$.
Put $y=\left(a \omega_{0}+i \tau\right) / a^{2}$, then the mapping

$$
F(\tau, a) \mapsto \int_{\mathbf{R}^{3}} E(x, y) a e^{-i \tau \cdot \omega_{0} / a} e^{\frac{1+\tau^{2}}{2 a^{2}}} F(\tau, a) d \mu(y),
$$

gives an inverse mapping of the Gabor transformation defined by (3).
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# Frames and Multirate Perfect Reconstruction Filter Banks in Multiple Dimensions 
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#### Abstract

We give a brief introduction to multidimensional theory for multirate signal processing and frames of Hilbert spaces. We highlight some important relations between filter banks in a multirate system and frames for a sequence space. Constructions of multidimensional wavelet frames with the lifting scheme are also discussed.
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## 1 Introduction

The theories of frames and signal processing are closely related. A frame was first introduced as a mathematical tool for nonharmonic Fourier analysis by Duffin and Schaeffer in 1952 [12] and was later revived by Daubechies et al. in 1986 [10], where they connected the concept of frames with time-frequency analysis and signal processing. Frames having specific structures, such as a Gabor frame [21] and a wavelet frame, have become important tools in both theories and applications in various areas of applied mathematics and signal processing. For more details on links between frames and signal processing including time-frequency analysis, see [3, 4, 9, 16, 17].

In this brief note, we survey some important relations between frames and signal processing from the point of view of multirate filter banks in arbitrary dimensions. We begin with a short introduction of frames in a Hilbert space. Quick tutorials on frame theory are also presented in [5, 15]. Then, we present some significant relations between multirate filter banks and frames including wavelets. Finally,

[^75]in addition, relations with the lifting scheme [27,28] in multiple dimensions are discussed. Our general references are $[1,6,29]$ for frames and multirate filter banks in multiple dimensions.

## 2 Frames

Definition 1 (Frame) Let $\mathbb{J}$ be a countable index set. A sequence of elements $\left\{f_{j}\right\}_{j \in \mathbb{J}}$ in a separable Hilbert space $\mathcal{H}$ is called a frame for $\mathcal{H}$ if there exist constants $0<A \leq B<\infty$ such that

$$
\begin{equation*}
A\|f\|^{2} \leq \sum_{j \in \mathbb{J}}\left|\left\langle f, f_{j}\right\rangle\right|^{2} \leq B\|f\|^{2} \tag{2.1}
\end{equation*}
$$

for all $f \in \mathcal{H}$.
Here, $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$ denote the inner product and norm on $\mathcal{H}$, respectively. Constants $A$ and $B$ are referred to as frame bounds. When $A=B,\left\{f_{j}\right\}_{j \in \mathbb{J}}$ is called a tight frame, and when $A=B=1,\left\{f_{j}\right\}_{j \in \mathbb{J}}$ is called a Parseval frame. The inequality (2.1) is referred to as the frame condition or the frame inequality.

In the case of a Parseval frame, the frame inequality becomes

$$
\sum_{j \in \mathbb{J}}\left|\left\langle f, f_{j}\right\rangle\right|^{2}=\|f\|^{2},
$$

and any $f \in \mathcal{H}$ can be represented as a linear combination of $\left\{f_{j}\right\}_{j \in \mathbb{J}}$ :

$$
\begin{equation*}
f=\sum_{j \in \mathbb{J}}\left\langle f, f_{j}\right\rangle f_{j}, \tag{2.2}
\end{equation*}
$$

which is called the frame decomposition or frame expansion. Unlike the case of a basis, the representation (2.2) is not unique; i.e., the frame coefficients $\left\{\left\langle f, f_{j}\right\rangle\right\}_{j \in \mathbb{J}}$ for the superposition in (2.2) are not uniquely determined. The representation and frame coefficients are unique for every $f \in \mathcal{H}$ if and only if $\left\{f_{j}\right\}_{j \in \mathbb{J}}$ is a Riesz basis, and every Riesz basis is a frame. A frame that is not a Riesz basis is said to be overcomplete or redundant.

If $\left\{f_{j}\right\}_{j \in \mathbb{J}}$ is a frame but not a Riesz basis, then there exist other frames $\left\{\tilde{f}_{j}\right\}_{j \in \mathbb{J}}$ such that

$$
f=\sum_{j \in \mathbb{J}}\left\langle f, \tilde{f}_{j}\right\rangle f_{j}=\sum_{j \in \mathbb{J}}\left\langle f, f_{j}\right\rangle \tilde{f}_{j},
$$

for all $f \in \mathcal{H}$, where $\left\{\tilde{f}_{j}\right\}_{j \in \mathbb{J}}$ is called a dual frame of $\left\{f_{j}\right\}_{j \in \mathbb{J}}$, and $\left\{f_{j}, \tilde{f}_{j}\right\}_{j \in \mathbb{J}}$ is a dual pair of frames for $\mathcal{H}$.

## 3 Multirate Filter Banks and Frames

Let $M \in \mathbb{Z}^{d \times d}$ be a $d$-dimensional matrix. We assume that $\operatorname{det} M \neq 0$, and that all of the eigenvalues $\lambda_{i}$ of $M$ satisfy $\left|\lambda_{i}\right|>1$. A set $\operatorname{LAT}(M):=\left\{M n: n \in \mathbb{Z}^{d}\right\}$ is said to be a $d$-dimensional lattice generated by $M$. The matrix $M$ is called a sampling matrix because a discrete signal $\left\{x_{n}\right\}_{n \in \mathbb{Z}^{d}}$ is obtained from a function $f(x)$ defined on $\mathbb{R}^{d}$ using the sampling matrix $M$ as $x_{n}=f(M n)$.

A filter bank is a collection of filters that consists of analysis filters for the decomposition of an input signal and synthesis filters for the reconstruction of an original signal. A filter bank is usually implemented by combinations of downsampling and upsampling for efficient computations.

In this note, we deal with $N$-channel critically sampled filter banks, where $N=|\operatorname{det} M|$, and a signal is downsampled by means of $M$. Suppose that two sets of sequences $\left\{h_{m, n}\right\}_{n \in \mathbb{Z}^{d}, 0 \leq m \leq N-1}$ and $\left\{\tilde{h}_{m, n}\right\}_{n \in \mathbb{Z}^{d}, 0 \leq m \leq N-1}$ are collections of analysis filters and synthesis filters, respectively. Each filter has a finite impulse response (FIR) and belongs to $\ell^{1}\left(\mathbb{Z}^{d}\right):=\left\{x=\left\{x_{n}\right\}_{n \in \mathbb{Z}^{d}}: x_{n} \in \mathbb{C}, \sum_{n \in \mathbb{Z}^{d}}\left|x_{n}\right|<\infty\right\}$. For a signal $x \in \ell^{2}\left(\mathbb{Z}^{d}\right)$, outputs of the analysis filters are represented by filtering, which is a discrete convolution with the input signal:

$$
y_{m, n}=\sum_{k \in \mathbb{Z}^{d}} x_{k} \overline{h_{m, n-k}}, \quad 0 \leq m \leq N-1,
$$

where $\bar{h}$ denotes the complex conjugate of $h$. The output signals $\left\{y_{m, n}\right\}_{n \in \mathbb{Z}^{d}, 0 \leq m \leq N-1}$ are then downsampled by $M$. This operation is written as $\breve{y}_{m, n}=(\downarrow M) y_{m, n}$, where $(\downarrow M) x_{n}:=x_{M n}, n \in \mathbb{Z}^{d}$.

In order to recover the original signal from $\left\{\breve{y}_{m, n}\right\}_{n \in \mathbb{Z}^{d}, 0 \leq m \leq N-1}$, we need to upsample these signals by $y_{m, n}=(\uparrow M) \breve{y}_{m, n}$, where

$$
(\uparrow M) x_{n}:= \begin{cases}x_{M^{-1} n}, & n \in L A T(M), \\ 0, & \text { otherwise }\end{cases}
$$

Then, we apply the synthesis filters to the upsampled signals as follows:

$$
x_{n}=\sum_{m=0}^{N-1} \sum_{k \in \mathbb{Z}^{d}} y_{m, k} \tilde{h}_{m, n-k} .
$$

Definition 3.1 (Perfect Reconstruction Filter) An $N$-channel filter bank is said to have the perfect reconstruction property if the output signal of the filter bank is exactly the same as the input signal. In this case, filters $\left\{h_{m, n}\right\}_{n \in \mathbb{Z}^{d}, 0 \leq m \leq N-1}$ and $\left\{\tilde{h}_{m, n}\right\}_{n \in \mathbb{Z}^{d}, 0 \leq m \leq N-1}$ in the filter bank are called perfect reconstruction filters.

Perfect reconstruction filters are also called biorthogonal filters, and, in particular, for the case in which $h_{m}=\tilde{h}_{m}$ for $0 \leq m \leq N-1$, these filters are called orthogonal filters.

We denote the Fourier transform for $f \in L^{1}\left(\mathbb{R}^{d}\right)$ by $\hat{f}(\xi)=\int_{\mathbb{R}^{d}} f(x) e^{-2 \pi i \xi \cdot x}$ $d x$. For $x \in \ell^{1}\left(\mathbb{Z}^{d}\right)$, we define the discrete-time Fourier transform as

$$
\begin{equation*}
X(\xi)=\sum_{n \in \mathbb{Z}^{d}} x_{n} e^{-2 \pi i \xi \cdot n}, \quad \xi \in \mathbb{R}^{d} \tag{3.1}
\end{equation*}
$$

As in (3.1), we write a filter in lower case and its discrete-time Fourier transform in upper case. In terms of perfect reconstruction filters, the following two theorems are known.

Theorem 3.2 Filters $h_{0}, \ldots, h_{N-1} \in \ell^{1}\left(\mathbb{Z}^{d}\right)$ and $\tilde{h}_{0}, \ldots, \tilde{h}_{N-1} \in \ell^{1}\left(\mathbb{Z}^{d}\right)$ are perfect reconstruction filters if and only if their discrete-time Fourier transforms satisfy

$$
\begin{align*}
\sum_{m=0}^{N-1} \widetilde{H}_{m}(\xi) \overline{H_{m}(\xi)} & =|\operatorname{det} M|,  \tag{3.2}\\
\sum_{m=0}^{N-1} \widetilde{H}_{m}(\xi) \overline{H_{m}\left(\xi+\left(M^{T}\right)^{-1} v\right)} & =0, \quad v \in \Gamma\left(M^{T}\right) \backslash\{0\}, \tag{3.3}
\end{align*}
$$

where $\Gamma(M):=\left\{M x: x \in[0,1)^{d}\right\} \cap \mathbb{Z}^{d}$ and $M^{T}$ is the transposed matrix of $M$.
Theorem 3.3 Let $h_{0}, \ldots, h_{N-1} \in \ell^{1}\left(\mathbb{Z}^{d}\right)$ and $\tilde{h}_{0}, \ldots, \tilde{h}_{N-1} \in \ell^{1}\left(\mathbb{Z}^{d}\right)$ be perfect reconstruction FIR filters that satisfy (3.2) and (3.3). Then, two collections of filters

$$
\left\{h_{m, n-M k}: n \in \mathbb{Z}^{d}\right\}_{k \in \mathbb{Z}^{d}, 0 \leq m \leq N-1}
$$

and

$$
\left\{\tilde{h}_{m, n-M k}: n \in \mathbb{Z}^{d}\right\}_{k \in \mathbb{Z}^{d}, 0 \leq m \leq N-1}
$$

form a dual pair of frames for $\ell^{2}\left(\mathbb{Z}^{d}\right)$.
We hereinafter assume that $\left\{h_{n}, \tilde{h}_{n}\right\}_{n \in \mathbb{Z}^{d}}$ denotes a pair of analysis and synthesis low-pass (LP) filters and that $\left\{g_{m, n}, \tilde{g}_{m, n}\right\}_{n \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$, where $N=|\operatorname{det} M|$, denotes a pair of analysis and synthesis high-pass (HP) filters, all of which are perfect reconstruction FIR filters. We present some examples related to Theorems 3.2 and 3.3.

Example Let $d=1$ and $M=2$. In this case, we have two analysis filters $\left\{h_{n}, g_{n}\right\}_{n \in \mathbb{Z}}$ and two synthesis filters $\left\{\tilde{h}_{n}, \tilde{g}_{n}\right\}_{n \in \mathbb{Z}}$. The perfect reconstruction prop-
erty simply becomes $\widetilde{H}(\xi) \overline{H(\xi)}+\widetilde{G}(\xi) \overline{G(\xi)}=2$ and $\widetilde{H}(\xi) \overline{H(\xi+1 / 2)}+$ $\widetilde{G}(\xi) \overline{G(\xi+1 / 2)}=0$. This two-channel critically sampled filter bank, which decomposes a signal into its LP and HP bands, is a typical example of a multirate filter bank, which is often used in practice, such as in audio coding applications.

If $h_{n}=\tilde{h}_{n}$ and $g_{n}=\tilde{g}_{n}$, then the perfect reconstruction filter bank is called an orthogonal filter bank. In particular, for the case in which a half-band condition

$$
|H(\xi)|^{2}+|H(\xi+1 / 2)|^{2}=2
$$

holds for the LP filter and the HP filter is defined by $G(\xi)=a e^{-2 \pi i(2 p+1) \xi}$ $\overline{H(\xi+1 / 2)},|a|=1, p \in \mathbb{Z}$, so that the alias cancellation condition (3.3) is satisfied, these filters are called conjugate mirror filters [20, 25].

Theorem 3.3 implies that the set of filters $\left\{h_{n-2 k}: n \in \mathbb{Z}\right\}_{k \in \mathbb{Z}} \cup\left\{g_{n-2 k}: n \in\right.$ $\mathbb{Z}\}_{k \in \mathbb{Z}}$ forms an orthogonal basis for $\ell^{2}(\mathbb{Z})$, which is a nonredundant tight frame with a frame bound $A=2$. In addition, the conjugate mirror filter is closely related to the discrete wavelet transform, which cascades two-channel critically sampled filter banks with conjugate mirror filters to divide the frequency domain into octave bands.
Example Let $d=2$ and a sampling matrix be $M=\left(\begin{array}{ll}2 & 0 \\ 0 & 2\end{array}\right)=2 I_{d}$. This natural extension of Example 1 is often used for image processing because the standard digital image is sampled on a square lattice. There exist four filters ( $N=\operatorname{det} M=$ 4), which satisfy the perfect reconstruction property:

$$
\begin{gathered}
\widetilde{H}(\xi) \overline{H(\xi)}+\sum_{m=1}^{3} \widetilde{G}_{m}(\xi) \overline{G_{m}(\xi)}=4, \\
\widetilde{H}(\xi) \overline{H(\xi+v / 2)}+\sum_{m=1}^{3} \widetilde{G}_{m}(\xi) \overline{G_{m}(\xi+v / 2)}=0, \quad v \in \Gamma\left(M^{T}\right) \backslash\left\{v_{0}\right\},
\end{gathered}
$$

where $\Gamma\left(M^{T}\right)=\left\{v_{i} \in \mathbb{Z}^{2}: i=0,1,2,3\right\}$ with $\nu_{0}=(0,0)^{T}, v_{1}=(0,1)^{T}, v_{2}=$ $(1,0)^{T}$, and $\nu_{3}=(1,1)^{T}$. This case, in which the two-dimensional square lattice is downsampled by $M=2 I_{d}$, is a special case of Durand [13] and Yin and Daubechies [33].

Assume that a set of perfect reconstruction FIR filters $\left\{h, g_{m}, \tilde{h}, \tilde{g}_{m}\right\}_{1 \leq m \leq N-1} \subset$ $\ell^{1}\left(\mathbb{Z}^{d}\right)$ satisfies

$$
H(0)=\widetilde{H}(0)=G_{m}\left(\left(M^{T}\right)^{-1} v_{m}\right)=\widetilde{G}_{m}\left(\left(M^{T}\right)^{-1} v_{m}\right)=|\operatorname{det} M|^{1 / 2}
$$

and

$$
H\left(\left(M^{T}\right)^{-1} v_{m}\right)=\widetilde{H}\left(\left(M^{T}\right)^{-1} v_{m}\right)=G_{m}(0)=\widetilde{G}_{m}(0)=0 .
$$

Such filters are called biorthogonal wavelet filters [8]. Then, two sets $\left\{h_{n-M k}\right\}_{k \in \mathbb{Z}^{d}} \cup$ $\left\{g_{m, n-M k}\right\}_{k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ and $\left\{\tilde{h}_{n-M k}\right\}_{k \in \mathbb{Z}^{d}} \cup\left\{\tilde{g}_{m, n-M k}\right\}_{k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ form not only dual frames for $\ell^{2}\left(\mathbb{Z}^{d}\right)$ but also biorthogonal bases for $\ell^{2}\left(\mathbb{Z}^{d}\right)$.

Using these filters with certain conditions, functions $\psi_{1}, \ldots, \psi_{N-1} \in$ $L^{2}\left(\mathbb{R}^{d}\right)$ and $\widetilde{\psi}_{1}, \ldots, \widetilde{\psi}_{N-1} \in L^{2}\left(\mathbb{R}^{d}\right)$, which are called biorthogonal wavelets, $\underset{\sim}{\text { are }}$ generated. In this case, two systems $\left\{\psi_{j, k, m}\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ and $\left\{\widetilde{\psi}_{j, k, m}\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ defined by

$$
\psi_{j, k, m}(x)=|\operatorname{det} M|^{j / 2} \psi_{m}\left(M^{j} x-k\right), \quad \widetilde{\psi}_{j, k, m}(x)=|\operatorname{det} M|^{j / 2} \widetilde{\psi}_{m}\left(M^{j} x-k\right)
$$

form biorthogonal bases for $L^{2}\left(\mathbb{R}^{d}\right)$. With the biorthogonal wavelet bases, any $f \in$ $L^{2}\left(\mathbb{R}^{d}\right)$ can be represented as the wavelet expansion:

$$
f=\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^{d}} \sum_{1 \leq m \leq N-1}\left\langle f, \tilde{\psi}_{j, k, m}\right\rangle \psi_{j, k, m}=\sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^{d}} \sum_{1 \leq m \leq N-1}\left\langle f, \psi_{j, k, m}\right\rangle \widetilde{\psi}_{j, k, m}
$$

For more details on relations between wavelets and filter banks, including signal processing applications, see [19, 26, 30-32].

Note that if the systems $\left\{\psi_{j, k, m}\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ and $\left\{\tilde{\psi}_{j, k, m}\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^{d}}$, $1 \leq m \leq N-1$ are overcomplete, e.g., $N>|\operatorname{det} M|$, then they cannot form biorthogonal bases, but become wavelet frames if the frame equality holds. In the case of wavelet frames, frame coefficients $\left\{\left\langle f, \widetilde{\psi}_{j, k, m}\right\rangle\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ or $\left\{\left\langle f, \psi_{j, k, m}\right\rangle\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ are not uniquely determined. Thus, there exist several representations of $f$, as mentioned in Sect. 2.

In order to construct a wavelet frame, the following result, the unitary extension principle, by Ron and Shen [22,23] is well known.

Theorem 3.4 (Unitary Extension Principle) Let $\psi_{0} \in L^{2}\left(\mathbb{R}^{d}\right)$. Assume that the following two conditions hold:

1. There exists a bounded measurable 1-periodic function $H_{0} \in L^{\infty}\left(\mathbb{T}^{d}\right)$ such that

$$
\hat{\psi}_{0}(\xi)=H_{0}\left(\left(M^{T}\right)^{-1} \xi\right) \hat{\psi}_{0}\left(\left(M^{T}\right)^{-1} \xi\right)
$$

2. $\lim _{\xi \rightarrow 0} \hat{\psi}_{0}(\xi)=1$.

Let $H_{1}, \ldots, H_{N-1} \in L^{\infty}\left(\mathbb{T}^{d}\right)$ and define $\psi_{1}, \ldots, \psi_{N-1} \in L^{2}\left(\mathbb{R}^{d}\right)$ by

$$
\hat{\psi}_{m}(\xi)=H_{m}\left(\left(M^{T}\right)^{-1} \xi\right) \hat{\psi}_{0}\left(\left(M^{T}\right)^{-1} \xi\right), \quad 1 \leq m \leq N-1 .
$$

## If

$$
\begin{aligned}
\sum_{m=0}^{N-1}\left|H_{m}(\xi)\right|^{2} & =1, \\
\sum_{m=0}^{N-1} H_{m}(\xi) \overline{H_{m}\left(\xi+\left(M^{T}\right)^{-1} v\right)} & =0, \quad v \in \Gamma\left(M^{T}\right) \backslash\{0\}
\end{aligned}
$$

hold for a.e. $\xi \in \mathbb{T}^{d}$, then the system $\left\{\psi_{j, k, m}\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ forms a tight wavelet frame for $L^{2}\left(\mathbb{R}^{d}\right)$ with a frame bound $A=1$.

Remark 3.5 The unitary extension principle can also be extended in order to construct a dual pair of wavelet frames by introducing dual functions $\widetilde{\psi}_{0}, \ldots, \widetilde{\psi}_{N-1} \in$ $L^{2}\left(\mathbb{R}^{d}\right)$ and $\widetilde{H}_{0}, \ldots, \widetilde{H}_{N-1} \in L^{\infty}\left(\mathbb{T}^{d}\right)$.

Several wavelet frames have been constructed using the unitary extension principle, such as spline-based wavelet frames [2, 18, 22, 24], which are used for signal processing applications. A more flexible concept than the unitary extension principle, the oblique extension principle, was also proposed by Chui et al. [7] and Daubechies et al. [11] independently.

## 4 Lifting Scheme

In this section, we show relations with the lifting scheme [27, 28] and multirate filter banks as well as frames, as described above. The original lifting scheme is introduced in one dimension and gives an elementary modification of perfect reconstruction filters without losing the perfect reconstruction property.

Definition 4.1 (Lifting Scheme) Let $d=1$ and $M=2$. Given filters $h, g, \tilde{h}, \tilde{g} \in$ $\ell^{1}(\mathbb{Z})$, modifications of filters $\tilde{h}$ and $g$ by a filter $l \in \ell^{1}(\mathbb{Z})$ defined as

$$
\begin{equation*}
\widetilde{H}^{l}(\xi)=\widetilde{H}(\xi)+\widetilde{G}(\xi) \overline{L(2 \xi)}, \quad G^{l}(\xi)=G(\xi)-H(\xi) L(2 \xi) \tag{4.1}
\end{equation*}
$$

are called lifting, and modifications of filters $h$ and $\tilde{g}$ by a filter $\tilde{l} \in \ell^{1}(\mathbb{Z})$ defined as

$$
\begin{equation*}
H^{\tilde{l}}(\xi)=H(\xi)+G(\xi) \widetilde{L}(2 \xi), \quad \widetilde{G}^{\tilde{l}}(\xi)=\widetilde{G}(\xi)-\widetilde{H}(\xi) \overline{\widetilde{L}(2 \xi)} \tag{4.2}
\end{equation*}
$$

are called dual lifting.
If a set of filters $\left\{h_{n}, g_{n}, \tilde{h}_{n}, \tilde{g}_{n}\right\}_{n \in \mathbb{Z}}$ has the perfect reconstruction property, then a new set $\left\{h_{n}, g_{n}^{l}, \tilde{h}_{n}^{l}, \tilde{g}_{n}\right\}_{n \in \mathbb{Z}}$ generated by the lifting (4.1) also has the perfect reconstruction property. The same holds for the dual lifting (4.2) for $\left\{h_{n}^{\tilde{l}}, g_{n}, \tilde{h}_{n}, \tilde{g}_{n}^{\tilde{l}}\right\}_{n \in \mathbb{Z}}$. In particular, if the filter $L(\xi)$ or $\widetilde{L}(\xi)$ is a trigonomet-
ric polynomial, the resulting perfect reconstruction filters $\left\{h_{n}, g_{n}^{l}, \tilde{h}_{n}^{l}, \tilde{g}_{n}\right\}_{n \in \mathbb{Z}}$ or $\left\{h_{n}^{\tilde{l}}, g_{n}, \tilde{h}_{n}, \tilde{g}_{n}^{\tilde{l}}\right\}_{n \in \mathbb{Z}}$ are all FIR filters.

Next, we consider the lifting scheme in our multidimensional setting.
Theorem 4.2 Let $\left\{h, g_{m}, \tilde{h}, \tilde{g}_{m}\right\}_{1 \leq m \leq N-1} \subset \ell^{1}\left(\mathbb{Z}^{d}\right)$ be a set of perfect reconstruction FIR filters, and let $\left\{L_{m}\right\}_{1 \leq m \leq N-1}$ be a collection of trigonometric polynomials.
(i) A new set $\left\{h, g_{m}^{l}, \tilde{h}^{l}, \tilde{g}_{m}\right\}_{1 \leq m \leq N-1}$ given by

$$
\begin{aligned}
\widetilde{H}^{l}(\xi) & =\widetilde{H}(\xi)+\sum_{m=1}^{N-1} \widetilde{G}_{m}(\xi) \overline{L_{m}\left(M^{T} \xi\right)}, \\
G_{m}^{l}(\xi) & =G_{m}(\xi)-H(\xi) L_{m}\left(M^{T} \xi\right), \quad 1 \leq m \leq N-1
\end{aligned}
$$

is a set of perfect reconstruction FIR filters.
(ii) The set

$$
\left\{h_{n-M k}: n \in \mathbb{Z}^{d}\right\}_{k \in \mathbb{Z}^{d}} \cup\left\{g_{m, n-M k}^{l}: n \in \mathbb{Z}^{d}\right\}_{k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}
$$

is a frame for $\ell^{2}\left(\mathbb{Z}^{d}\right)$, and the set

$$
\left\{\tilde{h}_{n-M k}^{l}: n \in \mathbb{Z}^{d}\right\}_{k \in \mathbb{Z}^{d}} \cup\left\{\tilde{g}_{m, n-M k}: n \in \mathbb{Z}^{d}\right\}_{k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}
$$

is its dual frame.
Proof The proof for the item (i) for $d=2$ and $M=2 I_{d}$ has been shown by the author in [14], where a matrix representation of the lifting is considered, and we can use the same technique in this general case.

Once the prefect reconstruction property is guaranteed by the item (i), taking into account Theorem 3.3 proves the claim of the item (ii).

Due to the properties of the lifting scheme, we have similar results, as follows.
Corollary 4.3 Let $\left\{h, g_{m}, \tilde{h}, \tilde{g}_{m}\right\}_{1 \leq m \leq N-1} \subset \ell^{1}\left(\mathbb{Z}^{d}\right)$ be a set of perfect reconstruction FIR filters, and let $\left\{\widetilde{L}_{m}\right\}_{1 \leq m \leq N-1}$ be a collection of trigonometric polynomials. Then, a new set $\left\{h^{\tilde{l}}, g_{m}, \tilde{h}, \tilde{g}_{m}^{\tilde{l}}\right\}_{1 \leq m \leq N-1}$ given by

$$
\begin{aligned}
& H^{\tilde{l}}(\xi)=H(\xi)+\sum_{m=1}^{N-1} G_{m}(\xi) \widetilde{L}_{m}\left(M^{T} \xi\right), \\
& \widetilde{G}_{m}^{\tilde{l}}(\xi)=\widetilde{G}_{m}(\xi)-\widetilde{H}(\xi) \widetilde{\widetilde{L}_{m}\left(M^{T} \xi\right)}, \quad 1 \leq m \leq N-1
\end{aligned}
$$

is a set of perfect reconstruction FIR filters, and the two sets $\left\{h_{n-M k}^{\tilde{l}}\right\}_{k \in \mathbb{Z}^{d}} \cup$ $\left\{g_{m, n-M k}\right\}_{k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ and $\left\{\tilde{h}_{n-M k}\right\}_{k \in \mathbb{Z}^{d}} \cup\left\{\tilde{g}_{m, n-M k}\right\}_{k \in \mathbb{Z}^{d}, 1 \leq m \leq N-1}$ form a dual pair of frames for $\ell^{2}\left(\mathbb{Z}^{d}\right)$.
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# Deficiencies of Holomorphic Curves for Linear Systems in Projective Manifolds 
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#### Abstract

In this note we shall give theorems on deficiencies of holomorphic curves $f: X \rightarrow M$, where $X$ is a finite sheeted analytic covering space over $\mathbf{C}$ and $M$ is a projective manifold. We first give an inequality of second main theorem type and a defect relation for $f$ that generalizes the results in Aihara (Tohoku Math J 58:287-315, 2012). By making use of this defect relation, we give theorems on the structure of the set of deficient divisors of $f$. We also discuss methods for constructing holomorphic curves with deficient divisors.
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## 1 Introduction

The aim of this note is twofold. The first is to give generalizaition of the structure theorem for the set of deficient divisors in [1]. Let $M$ be a projective algebraic manifold and $L \rightarrow M$ an ample line bundle. We denote by $|L|$ the complete linear system of $L$ and let $\Lambda \subseteq|L|$ be a linear system. In the previous paper [1], we studied properties of the deficiencies of a holomorphic curve $f: \mathbf{C} \rightarrow M$ as functions on linear systems and gave the structure theorem for the set

$$
\mathcal{D}_{f}=\left\{D \in \Lambda ; \delta_{f}(D)>\delta_{f}\left(B_{\Lambda}\right)\right\}
$$

of deficient divisors. For definitions, see Sect. 2. In the proof of the structure theorem for $\mathcal{D}_{f}$, we used an inequality of the second main theorem type and a defect relation for $f$ and $\Lambda$. In this note, we will generalize these to the case where holomorphic

[^76]curves defined on finite sheeted analytic covering spaces over $\mathbf{C}$. The second is to give methods for constructing holomorphic curves with deficient divisors. Details will be published elsewhere.

## 2 Preliminaries

We recall some known facts on Nevanlinna theory for holomorphic curves. For details, see [5] and [6].

Let $\varpi: X \rightarrow \mathbf{C}$ be a finite analytic (ramified) covering space over $\mathbf{C}$ and let $s_{0}$ be its sheet number, that is, $X$ is a one dimensional complex analytic space and $\varpi: X \rightarrow \mathbf{C}$ is a proper surjective holomorphic mapping with discrete fibers. Let $z$ be the natural coordinate in $\mathbf{C}$, and set

$$
X(r)=\varpi^{-1}(\{z \in \mathbf{C} ;|z|<r\}) \quad \text { and } \quad C(r)=\varpi^{-1}(\{z \in \mathbf{C} ;|z|=r\}) .
$$

For a (1,1)-current $\varphi$ of order zero on $X$ we set

$$
N(r, \varphi)=\frac{1}{s_{0}} \int_{1}^{r}\left\langle\varphi, \chi_{X(t)}\right\rangle \frac{d t}{t}
$$

where $\chi_{X(r)}$ denotes the characteristic function of $X(r)$.
Let $M$ be a compact complex manifold and let $L \rightarrow M$ be a line bundle over $M$. We denote by $\Gamma(M, L)$ the space of all holomorphic sections of $L \rightarrow M$ and by $|L|=\mathbf{P}(\Gamma(M, L))$ the complete linear system of $L$. Denote by \| \| \| a hermitian fiber metric in $L$ and by $\omega$ its Chern form. Let $f: X \rightarrow M$ be a holomorphic curve. We set

$$
T_{f}(r, L)=N\left(r, f^{*} \omega\right)
$$

and call it the characteristic function of $f$ with respect to $L$. If

$$
\liminf _{r \rightarrow+\infty} \frac{T_{f}(r, L)}{\log r}=+\infty
$$

then $f$ is said to be transcendental. We define the order $\rho_{f}$ of $f: X \rightarrow M$ by

$$
\rho_{f}=\limsup _{r \rightarrow+\infty} \frac{\log T_{f}(r, L)}{\log r} .
$$

We notice that the definition of $\rho_{f}$ is independent of a choice of positive line bundles $L \rightarrow M$. Let $D=(\sigma) \in|L|$ with $\|\sigma\| \leq 1$ on $M$. Assume that $f(X)$ is not contained in Supp $D$. We define the proximity function of $D$ by

$$
m_{f}(r, D)=\frac{1}{s_{0}} \int_{C(r)} \log \left(\frac{1}{\|\sigma(f(z))\|}\right) \frac{d \theta}{2 \pi} .
$$

Then we have the following first main theorem for holomorphic curves $X \rightarrow M$.
Theorem 2.1 (First Main Theorem) Let $L \rightarrow M$ be a line bundle over $M$ and $f: X \rightarrow M$ a non-constant holomorphic curve. Then

$$
T_{f}(r, L)=N\left(r, f^{*} D\right)+m_{f}(r, D)+O(1)
$$

for $D \in|L|$ with $f(X) \nsubseteq \operatorname{Supp} D$, where $O(1)$ stands for a bounded term as $r \rightarrow+\infty$.

Let $f$ and $D$ be as above. We define Nevanlinna's deficiency $\delta_{f}(D)$ by

$$
\delta_{f}(D)=\liminf _{r \rightarrow+\infty} \frac{m_{f}(r, D)}{T_{f}(r, L)}
$$

It is clear that $0 \leq \delta_{f}(D) \leq 1$. Then we have a defect function $\delta_{f}$ defined on $|L|$. If $\delta_{f}(D)>0$, then $D$ is called a deficient divisor in the sense of Nevanlinna.

Next, we recall some basic facts in value distribution theory for coherent ideal sheaves (cf. [6, Chapter 2]). Let $f: X \rightarrow M$ be a holomorphic curve and $\mathcal{I}$ a coherent ideal sheaf of the structure sheaf $\mathcal{O}_{M}$ of $M$. Let $\mathcal{U}=\left\{U_{j}\right\}$ be a finite open covering of $M$ with a partition of unity $\left\{\eta_{j}\right\}$ subordinate to $\mathcal{U}$. We can assume that there exist finitely many sections $\sigma_{j k} \in \Gamma\left(U_{j}, \mathcal{I}\right)$ such that every stalk $\mathcal{I}_{p}$ over $p \in U_{j}$ is generated by germs $\left(\sigma_{j 1}\right)_{p}, \ldots,\left(\sigma_{j l_{j}}\right)_{p}$. Set

$$
d_{\mathcal{I}}(p)=\left(\sum_{j} \eta_{j}(p) \sum_{k=1}^{l_{j}}\left|\sigma_{j k}(p)\right|^{2}\right)^{1 / 2}
$$

We may assume that $d_{\mathcal{I}}(p) \leq 1$ for all $p \in M$. Set

$$
\phi_{\mathcal{I}}(p)=-\log d_{\mathcal{I}}(p)
$$

and call it the proximity potential for $\mathcal{I}$. It is easy to verify that $\phi_{\mathcal{I}}$ is welldefined up to addition by a bounded continuous function on $M$. We now define the proximity function $m_{f}(r, \mathcal{I})$ of $f$ for $\mathcal{I}$, or equivalently, for the complex analytic subspace (may be non-reduced)

$$
Y=\left(\operatorname{Supp}\left(\mathcal{O}_{M} / \mathcal{I}\right), \mathcal{O}_{M} / \mathcal{I}\right)
$$

by

$$
m_{f}(r, \mathcal{I})=\frac{1}{s_{0}} \int_{C(r)} \phi_{\mathcal{I}}(f(z)) \frac{d \theta}{2 \pi}
$$

provided that $f(X)$ is not contained in $\operatorname{Supp} Y$. For $z_{0} \in f^{-1}$ (Supp $Y$ ), we can choose an open neighborhood $U$ of $z_{0}$ and a positive integer $v$ such that

$$
f^{*} \mathcal{I}=\left(\left(z-z_{0}\right)^{\nu}\right) \quad \text { on } U
$$

Then we see

$$
\log d_{\mathcal{I}}(f(z))=v \log \left|z-z_{0}\right|+h_{U}(z) \quad \text { for } z \in U
$$

where $h_{U}$ is a $C^{\infty}$-function on $U$. Thus we have the counting function $N\left(r, f^{*} \mathcal{I}\right)$ as above. Moreover, we set

$$
\omega_{\mathcal{I}, f}=-d d^{c} h_{U} \quad \text { on } U
$$

where $d^{c}=(\sqrt{-} 1 / 4 \pi)(\bar{\partial}-\partial)$. We obtain a well-defined smooth (1, 1)-form $\omega_{\mathcal{I}, f}$ on $X$. Define the characteristic function $T_{f}(r, \mathcal{I})$ of $f$ for $\mathcal{I}$ by

$$
T_{f}(r, \mathcal{I})=\frac{1}{s_{0}} \int_{1}^{r} \frac{d t}{t} \int_{X(t)} \omega_{\mathcal{I}, f} .
$$

We have the first main theorem in value distribution theory for coherent ideal sheaves:

Theorem 2.2 (First Main Theorem) Let $f: X \rightarrow M$ and $\mathcal{I}$ be as above. Then

$$
T_{f}(r, \mathcal{I})=N\left(r, f^{*} \mathcal{I}\right)+m_{f}(r, \mathcal{I})+O(1)
$$

Let $L \rightarrow M$ be an ample line bundle and $W \subseteq \Gamma(M, L)$ a subspace with $\operatorname{dim} W \geq 2$. Set $\Lambda=\mathbf{P}(W)$. The base locus Bs $\Lambda$ of $\Lambda$ is defined by

$$
\text { Bs } \Lambda=\bigcap_{D \in \Lambda} \operatorname{Supp} D \text {. }
$$

We define a coherent ideal sheaf $\mathcal{I}_{0}$ in the following way. For each $p \in M$, the stalk $\mathcal{I}_{0, p}$ is generated by all germs $(\sigma)_{p}$ for $\sigma \in W$. Then $\mathcal{I}_{0}$ defines the base locus of $\Lambda$ as a complex analytic subspace $B_{\Lambda}$, that is,

$$
B_{\Lambda}=\left(\operatorname{Supp}\left(\mathcal{O}_{M} / \mathcal{I}_{0}\right), \mathcal{O}_{M} / \mathcal{I}_{0}\right)
$$

Hence $\operatorname{Bs} \Lambda=\operatorname{Supp}\left(\mathcal{O}_{M} / \mathcal{I}_{0}\right)$. We define the deficiency of $B_{\Lambda}$ for $f$ by

$$
\delta_{f}\left(B_{\Lambda}\right)=\liminf _{r \rightarrow+\infty} \frac{m_{f}\left(r, \mathcal{I}_{0}\right)}{T_{f}(r, L)} .
$$

Set

$$
\mathcal{D}_{f}=\left\{D \in \Lambda ; \delta_{f}(D)>\delta_{f}\left(B_{\Lambda}\right)\right\} .
$$

We call $\mathcal{D}_{f}$ the set of deficient divisors in $\Lambda$.
By making use of the generalized Crofton's formula due to R. Kobayashi ([6, Theorem 2.4.12]), we have the following proposition ([1, Proposition 4.1]).

Proposition 2.3 The set $\mathcal{D}_{f}$ is a null set in the sense of the Lebesgue measure on $\Lambda$. In particular $\delta_{f}(D)=\delta_{f}\left(B_{\Lambda}\right)$ for almost all $D \in \Lambda$.

This proposition plays an important role in what follows.

## 3 Inequality of the Second Main Theorem Type

We will give an inequality of the second main theorem type for a holomorphic curve $f: X \rightarrow M$ that generalizes Theorem 3.1 in [1]. For simplicity, we assume that $f$ is of finite type. Let $W \subseteq \Gamma(M, L)$ be a linear subspace with $\operatorname{dim} W=l_{0}+1 \geq 2$ and set $\Lambda=\mathbf{P}(W)$. We call $\Lambda$ a linear system included in $|L|$. Let $D_{1}, \ldots, D_{q}$ be divisors in $\Lambda$ such that $D_{j}=\left(\sigma_{j}\right)$ for $\sigma_{j} \in W$. We first give a definition of subgeneral position. Set $Q=\{1, \ldots, q\}$ and take a basis $\left\{\psi_{0}, \ldots, \psi_{l_{0}}\right\}$ of $W$. We write

$$
\sigma_{j}=\sum_{k=0}^{l_{0}} c_{j k} \psi_{k} \quad\left(c_{j k} \in \mathbf{C}\right)
$$

for each $j \in Q$. For a subset $R \subseteq Q$, we define a matrix $A_{R}$ by $A_{R}=$ $\left(c_{j k}\right)_{j \in R, 0 \leq k \leq l_{0}}$.

Definition 3.1 Let $N \geq l_{0}$ and $q \geq N+1$. We say that $D_{1}, \ldots, D_{q}$ are in $N$-subgeneral position in $\Lambda$ if

$$
\text { rank } A_{R}=l_{0}+1 \quad \text { for every subset } R \subseteq Q \text { with } \sharp R=N+1
$$

If they are in $l_{0}$-subgeneral position, we simply say that they are in general position.

Note that the above definition is different than the usual one (cf. [6, p. 114])
Let $\Phi_{\Lambda}: M \rightarrow \mathbf{P}\left(W^{*}\right)$ be a natural meromorphic mapping, where $W^{*}$ is the dual of $W$. Then we have the linearly non-degenerate holomorphic curve

$$
F_{\Lambda}=\Phi_{\Lambda} \circ f: X \rightarrow \mathbf{P}\left(W^{*}\right)
$$

We let $W\left(F_{\Lambda}\right)$ denote the Wronskian of $F_{\Lambda}$.
Definition 3.2 If $\rho_{f}<+\infty$, then $f$ is said to be of finite type.
Set

$$
\kappa(X, \Lambda ; N)=2 N-l_{0}+1+\left(s_{0}-1\right) l_{0}\left(2 N-l_{0}+1\right) .
$$

By making use of the methods in [1] and [4], we have an inequality of the second main theorem type as follows.

Theorem 3.3 Let $f: X \rightarrow M$ be a transcendental holomorphic curve that is nondegenerate with respect to $\Lambda$. Let $D_{1}, \ldots, D_{q} \in \Lambda$ be divisors in $N$-subgeneral position with $q>\kappa(X, \Lambda ; N)$. Assume that $f$ is of finite type. Then

$$
(q-\kappa(X, \Lambda ; N))\left(T_{f}(r, L)-m_{f}\left(r, \mathcal{I}_{0}\right)\right) \leq \sum_{j=1}^{q} N\left(r, f^{*} D_{j}\right)+E_{f}(r)
$$

as $r \rightarrow+\infty$, where

$$
E_{f}(r)=-\kappa(X, \Lambda ; N) N\left(r, f^{*} \mathcal{I}_{0}\right)-\left(\frac{N}{l_{0}}\right) N\left(r, W\left(F_{\Lambda}\right)_{0}\right)+o\left(T_{f}(r, L)\right)
$$

In order to get a defect relation from Theorem 3.3, we define a constant $\eta_{f}\left(B_{\Lambda}\right)$ by

$$
\eta_{f}\left(B_{\Lambda}\right)=\liminf _{r \rightarrow+\infty} \frac{E_{f}(r)}{T_{f}(r, L)}
$$

It is clear that $\eta_{f}\left(B_{\Lambda}\right) \leq 0$. Now, by Theorem 3.3, we have a defect relation.
Theorem 3.4 Let $\Lambda, f$ and $D_{1}, \ldots, D_{q}$ be as in Theorem 3. Then

$$
\sum_{j=1}^{q}\left(\delta_{f}\left(D_{j}\right)-\delta_{f}\left(B_{\Lambda}\right)\right) \leq\left(1-\delta_{f}\left(B_{\Lambda}\right)\right) \kappa(X, \Lambda)+\eta_{f}\left(B_{\Lambda}\right)
$$

## 4 Structure Theorems for the Set of Deficient Divisors

In this section we give theorems on the structure of the set of deficient divisors. Let $L \rightarrow M$ be an ample line bundle and $f: \mathbf{C} \rightarrow M$ a transcendental holomorphic curve of finite type. Let $\Lambda \subseteq|L|$ be a linear system. Let

$$
\mathcal{D}_{f}=\left\{D \in \Lambda ; \delta_{f}(D)>\delta_{f}\left(B_{\Lambda}\right)\right\} .
$$

By making use of the above defect relation, we have the structure theorem for the set $\mathcal{D}_{f}$ (see $[1, \S 5]$ ).

Theorem 4.1 The set $\mathcal{D}_{f}$ of deficient divisors is a union of at most countably many linear systems included in $\Lambda$. The set of values of deficiency of $f$ is at most a countable subset $\left\{e_{i}\right\}$ of $[0,1]$. For each $e_{i}$, there exist linear systems $\Lambda_{1}\left(e_{i}\right), \ldots, \Lambda_{s}\left(e_{i}\right)$ included in $\Lambda$ such that $e_{i}=\delta_{f}\left(B_{\Lambda_{j}\left(e_{i}\right)}\right)$ for $j=1, \ldots, s$.

By Theorem 5, there exists a family $\left\{\Lambda_{j}\right\}$ of at most countably many linear systems in $\Lambda$ such that $\mathcal{D}_{f}=\bigcup_{j} \Lambda_{j}$. Define $\mathcal{L}_{f}=\left\{\Lambda_{j}\right\} \cup\{\Lambda\}$. We call $\mathcal{L}_{f}$ the fundamental family of linear systems for $f$. Then we have the following.

Proposition 4.2 If $\delta_{f}(D)>\delta_{f}\left(B_{\Lambda}\right)$ for a divisor $D$ in $\Lambda$, then there exists a linear system $\Lambda(D) \in \mathcal{L}_{f}$ such that

$$
\delta_{f}(D)=\delta_{f}\left(B_{\Lambda(D)}\right)
$$

## 5 Methods for Constructing Holomorphic Curves with Deficiencies

In this section we consider the case where $M=\mathbf{P}^{n}(\mathbf{C})$ and $L=\mathcal{O}_{\mathbf{P}^{n}}(d)$. The existence of $f: X \rightarrow \mathbf{P}^{n}(\mathbf{C})$ with $\mathcal{D} \neq \emptyset$ is a delicate matter. In fact, S. Mori [3] showed that a family

$$
\left\{f \in \operatorname{Hol}\left(\mathbf{C}, \mathbf{P}^{n}(\mathbf{C}) ; \delta_{f}(H)=0 \text { for all } H \in\left|\mathcal{O}_{\mathbf{P}^{n}}(1)\right|\right\}\right.
$$

of holomprphic curves is dense in $\operatorname{Hol}\left(\mathbf{C}, \mathbf{P}^{n}(\mathbf{C})\right)$ with respect to a certain kind of topology. However, for any $\Lambda \subseteq\left|\mathcal{O}_{\mathbf{P}^{n}}(d)\right|$, there exists an algebraically nondegenerate holomorphic curve $f: \mathbf{C} \rightarrow \mathbf{P}^{n}(\mathbf{C})$ with $\mathcal{D}_{f} \neq \emptyset$. In fact, we have the following theorem [2, Theorem 3.2].

Theorem 5.1 Let $D \in\left|\mathcal{O}_{\mathbf{p}^{n}}(d)\right|$. There exists a constant $\lambda(D)$ with $0<\lambda(D) \leq d$ depending only on $D$ that satisfies the following property: Let $\alpha$ be a positive real constant such that

$$
0<\alpha \leq \frac{\lambda(D)}{d}
$$

Then there exists an algebraically non-degenerate holomorphic curve $f: \mathbf{C} \rightarrow$ $\mathbf{P}^{n}(\mathbf{C})$ such that

$$
\delta_{f}(D)=\alpha
$$

We will generalize the above theorem for holomorphic curves defined on $X$.
Theorem 5.2 Let $D \in \Lambda \subseteq\left|\mathcal{O}_{\mathbf{P}^{n}}(d)\right|$. Then there exists a finite sheeted analytic covering space $\varpi: X \rightarrow \mathbf{C}$ and an algebraically non-degenerate transcendental holomorphic curve $f: X \rightarrow \mathbf{C}$ with $\rho_{f}=0$ such that $\mathcal{D}_{f} \neq \emptyset$. Furthermore, there exists a family $\left\{\Lambda_{j}\right\}$ of finitely many linear systems such that

$$
\mathcal{D}_{f}=\bigcup_{j} \Lambda_{j}
$$

The set of values of $\delta_{f}$ is a finite set $\left\{e_{j}\right\}$ with

$$
\delta_{f}\left(B_{\Lambda_{j}}\right) \leq e_{j} \leq \frac{\mu\left(\Lambda_{j}\right)}{d}
$$

Here $\mu\left(\Lambda_{j}\right)$ are constants depending only on $\Lambda_{j}$ with $0<\mu\left(\Lambda_{j}\right) \leq d$.
Remark 5.3 In the case where $X$ is an affine algebraic variety, there always exists an algebraically non-degenerate transcendental holomorphic curve that satisfies the above propeties.

The proofs of the above theorems are based on Valiron's theorem on algebroid functions of order zero (see [7]). Hence the resulting holomorphic curves are of order zero.

In the case where $d=1$ and $X=\mathbf{C}$, we can construct holomorphic curves with $\mathcal{D}_{f} \neq \emptyset$ by another way (cf. [1, §6]). By using exponential curves

$$
f(z)=\left(\exp a_{0} z, \ldots, \exp a_{n} z\right) \quad\left(a_{0}, \ldots, a_{n} \in \mathbf{C}\right)
$$

we can construct holomorphic curves $\mathbf{C} \rightarrow \mathbf{P}^{n}(\mathbf{C})$ with $\mathcal{D}_{f} \neq \emptyset$. We denote by $\mathcal{C}_{f}$ the circumference of the convex polygon spanned by the set $\left\{a_{0}, \ldots, a_{n}\right\}$. If the convex polygon reduces to the segment with the end points with $a_{j}$ and $a_{k}$, then we see $\mathcal{C}_{f}=2\left|a_{j}-a_{k}\right|$. Let $H$ be a hyperplane in $\mathbf{P}^{n}(\mathbf{C})$ defined by

$$
H: L(z)=\sum_{j=0}^{n} \alpha_{j} \zeta_{j}=0 \quad\left(\alpha_{0}, \ldots, \alpha_{n} \in \mathbf{C}\right)
$$

where $\zeta=\left(\zeta_{0}: \ldots: \zeta_{n}\right)$ is a homogeneous coordinate system in $\mathbf{P}^{n}(\mathbf{C})$. We define the set $J_{H}$ of index by $J_{H}=\left\{j ; \alpha_{j} \neq 0\right\}$. Let $\mathcal{C}_{f}(H)$ be the circumference of the convex polygon spanned by the set $\left\{a_{j} ; j \in J_{H}\right\}$. Then we have the following lemma.

Lemma 5.4 Let $f$ and $H$ be as above. Then

$$
T_{f}\left(r, \mathcal{O}_{\mathbf{P}^{n}}(1)\right)=\frac{\mathcal{C}_{f}}{2 \pi} r+O(1)
$$

and the deficiency of $f$ for $H$ is given by

$$
\delta_{f}(H)=1-\frac{\mathcal{C}_{f}(H)}{\mathcal{C}_{f}}
$$

Furthermore, the constant $\mathcal{C}_{f}(H)$ depends only on $f$ and $J_{H}$.
By making use of this lemma, we have the following theorem.
Theorem 5.5 Let $\Lambda \subseteq\left|\mathcal{O}_{\mathbf{p}^{n}}(1)\right|$. Then there is a transcendental holomorphic curve $f: \mathbf{C} \rightarrow \mathbf{P}^{n}(\mathbf{C})$ non-degenerate with respect to $\Lambda$ such that the set of values of $\delta_{f}$ is a finite set $\left\{e_{j}\right\}$ with $0<e_{j}<1$. Furthermore, there are finitely many linear systems $\left\{\Lambda_{j}\right\}$ included in $\Lambda$ such that

$$
\delta_{f}(H)=e_{j} \quad \text { for all } \quad H \in \Lambda_{j} \backslash\left(\bigcup_{k} \Lambda_{j_{k}}\right),
$$

where $\left\{\Lambda_{j_{k}}\right\}$ are linear systems included in $\Lambda_{j}$.
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