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Abstract

The heliostat field and receiver subsystems are crucial in a concentrated solar
power (CSP) plant, where solar irradiance is converted into thermal power. It is
essential to optimise the subsystems at the design stage to maximise the energy yield
and to minimise the cost. This thesis presents different modelling methodologies
and case studies for the optimal design of the heliostat field and tubular receiver
subsystems for next-generation CSP plants.

Firstly, heliostat aiming strategy affects the thermo-mechanical performance of
the receiver and is a key factor for receiver reliability and interactions between the
field and receiver. For the external cylindrical receiver, the modified deviation-based
aiming (MDBA) method is proposed as a fast and accurate heliostat aiming strat-
egy based on ray-tracing. The new aiming model enables efficient use of ray-tracing
together with receiver thermal and mechanical models to closely match the flux dis-
tribution to local values of allowable flux on the receiver. The MDBA method max-
imises the thermal output while respecting thermal stress limits on the receiver, and
is then coupled to a new co-optimisation technique to design the heliostat field and
receiver together.

In the co-optimisation method, instantaneous optical, thermal and mechanical
models are integrated in an annual system-level model to capture the highly transient
behaviour of the subsystem, and the design is optimised using a genetic algorithm.
Several techniques are implemented to make this complex and computationally ex-
pensive problem tractable. The co-optimisation method can be used to maximise the
annual solar-to-thermal efficiency or to minimise the levelised cost of energy (LCOE).

It is found that the receiver flow configuration, including the flow path pattern
and pipe diameter, affects receiver performance. Hence, the proposed integrated
design methodology is used to explore the optimal flow configuration for a receiver
with an oversized field at both design-point and annual conditions. The results
show that the optimal receiver flow configuration achieves a low fraction of heliostat
defocusing with a 20% oversized field, although the benefits on the annual energy
yield are weakened by capacity limits of other system components.

Therefore, a system-level optimisation is implemented with relative sizing of the
field, receiver, sodium-salt heat exchanger, storage and power block to achieve the
lowest LCOE. An iterative surrogate-based optimisation (SBO) technique is proposed
to accelerate the optimisation process. The best achieved LCOE is below 60.0 US-
D/MWh, within the range targeted by the DoE Gen3 program. A high capacity
factor of 83.2% is achieved in the optimal design.

A further topic in this PhD thesis is the option of spillage skirts and secondary
reflectors for performance enhancement of a cavity receiver.
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t time, h
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Greek symbols

α absorptivity

β cost coefficient, %

∆r radial spacing
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tance, mm

η efficiency, %
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a, field annual field

a, hst annual optical efficiency of a heliostat
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a, st annual solar-to-thermal

aa air attenuation loss

abs absorbed
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block blocking loss
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cap capital
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con, ap incident to concentrators’ aperture

con, inc incident to concentrators

con, ref reflected from concentrators
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conv, for forced convective

conv, nat natural convective

conv convective

con from concentrators

cyl cylindrical receiver

c conical

defoc, ele elevation defocusing loss

defoc, HX heat exchanger defocusing loss



defoc, max maximum load defocusing loss
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defoc, storage storage defocusing loss
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hst, estim estimated heliostat
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hst, max maximum number of heliostat

hst, tot total number of heliostat
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hst heliostat
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inner inner aperture
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int interception

ite iteration
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loss, th thermal losses

net, fp net power per flow path
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ope, field field on operation

opt optical
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out outer aperture

over crossover extent

o outer pipe

PB, in into power block

rec, estim estimated receiver
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rec, inc incident to receiver

rec, int receiver and interception

rec, loss receiver losses

rec, max, inc maximum incident to receiver

rec, max receiver maximum load
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rec, size receiver size-dependent

rec receiver

ref reflective

sec, abs absorbed by secondary reflector

sec, block blocked by secondary reflector

sec, ref reflected by secondary reflector

shading shading loss
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st solar-to-thermal
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th thickness
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Chapter 1

Introduction

1.1 Next-generation CSP plants

1.1.1 Background for 3rd generation CSP plants

In concentrated solar power (CSP) plants, mirrors are used to reflect sunlight onto
receivers, where the solar energy is collected and converted to thermal energy. The
thermal energy can then be used to drive a heat engine and to produce electricity.
Unlike solar photovoltaic (PV) technologies, CSP plants have an inherent capacity
for thermal energy storage (TES) and thus can continue to produce electricity in the
early morning, after shutdown or during cloud disturbances.

The four predominant CSP technologies are linear Fresnel, central receiver (power
tower), parabolic dish, and parabolic trough systems, as illustrated in Figure 1.1.
These technologies differ in the nature of the mirror design, receiver shape and heat
transfer fluid (HTF), and the thermal storage option. Most current CSP plants are
based on trough technology, but tower technology is expected to see more widespread
commercial deployment.

Fig. 1.1: Illustration of four main CSP technologies [1].

Today’s commercial power tower technologies trace their lineage to the 10 MWe
pilot demonstration of Solar Two in the 1990s [2]. The heliostat field and receiver
subsystems are integrated with a two-tank thermal energy storage system, where the
HTF (mostly molten salt) is heated to 565◦C and transfers thermal energy to steam
Rankine power cycles. Famous commercial projects include the 20 MWe Gemasolar
plant in Spain [3] (see Figure 1.2), the 110 MWe Crescent Dunes plant in US [4] and
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the 50 MWe Delingha plant in China [5]. However, the cost of CSP technologies has
not kept pace with the falling cost of PV systems.

(a) Aerial view of the Gemasolar Plant in December 2010. (b) View of the Gemasolar Plant on July 2011.

Fig. 1.2: View of the Gemasolar Plant [3]

The next-generation CSP plants are based around the concept of a step-change
in power cycle efficiency by operation at a higher temperature and operation with
a supercritical carbon dioxide (sCO2) power cycle. The sCO2 power cycle has been
identified as a likely successor to steam Rankine power cycles and can achieve higher
thermo-electric conversion efficiency [6, 7]. To achieve the targeted cycle efficiency
greater than 50%, the solar energy collected by the receiver and stored in the TES
must be delivered to the power turbine at a temperature above 700◦C1. At the el-
evated temperature level, molten salt becomes chemically unstable [8], producing
oxide ions that are highly corrosive, resulting in significant mass loss [9]. New HTF
options are needed to replace molten salt.

The form of the HTF in the receiver can be divided into liquid, solid [10], and gas
[11, 12]. Of the three forms, liquid HTF is the most similar option to commercial sys-
tems. Conceptually there is no change from the current state-of-the-art power tower
design. In designing a next-generation CSP plant, selection of a high-temperature
fluid is needed. Also as well as its impact on containment materials, there are other
properties that are essential in the selection of a fluid. Martinek et al. [13] analysed
the optical, thermal and structural performance of traditional external tubular solar
receiver configurations applied with a chloride salt HTF and inlet/outlet tempera-
tures of 500◦C/735◦C. Another option is to use liquid metals such as liquid sodium.
The advantages and recent research using liquid sodium as the HTF in CSP systems
will be introduced in the next section.

1.1.2 Liquid sodium as the heat transfer fluid

Liquid sodium has been studied as a possible HTF for central receiver systems.
Liquid sodium has versatility across many temperature ranges and is suitable for
next-generation systems operating at temperatures above 700◦C [14, 15]. The high

1The sCO2 power cycles are also being considered at lower temperatures (650◦C), where efficiency
is not as high, but challenges of high-temperature operation are less severe.
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thermal conductivity of liquid sodium allows higher solar fluxes on the receiver and
greater receiver efficiency [16]. This is particularly important for high-temperature
operation, as thermal losses from the receiver may otherwise negate the performance
gains downstream in the power cycle. The first central receiver tests using sodium
were conducted in the 1980s at Sandia National Laboratories and Plataforma Solar de
Almeria (PSA). The tests at Sandia consisted of a 3 m × 1.2 m sodium-cooled receiver
panel designed and constructed by Rockwell International. Results showed that the
receiver thermal efficiency exceeded 90% with irradiances up to 1.5 MW/m2, total
power on the receiver of 1.85 MWt, and sodium inlet/outlet temperatures of 290◦C
/590◦C [16]. A 1986 fire at PSA marked the end of sodium receiver experiments,
and there has been very little development of sodium receivers since. In 2012, Vast
Solar commissioned a sodium receiver module known as the Jemalong Solar Station
in NSW, Australia. After successful testing of a single module, Vast Solar began
construction of a 6 MWth sodium power plant in 2014, consisting of five receiver
modules and heliostat fields (see Figure 1.3).

(a) Aerial view of the Station [17] (b) 1.2 MWth tubular sodium receiver [16]

Fig. 1.3: View of the Vast Solar’s Jemalong Solar Station.

In parallel with industrial efforts, academic research on liquid sodium receivers
gained momentum in recent years. Boerema et al. [14] compared liquid sodium
with Hitec (a ternary molten salt) as the HTF in solar thermal central receiver sys-
tems and suggested that liquid sodium, with its high heat transfer coefficient and
low heat capacity, could potentially be a desirable alternative to molten salts in next-
generation CSP plants. Polimeni et al. [18] investigated the performance of a CSP
plant integrated with a sCO2 power cycle using different HTFs in the receiver. The
results showed that the system using a sodium receiver could achieve higher solar-
to-electric efficiency than the use of KCl-MgCl2 at 750◦C at both designed and annual
conditions. Cagnoli et al. [19] established a new system-level model of a billboard-
type sodium-cooled receiver using the Computational Fluid Dynamic (CFD) method.
CFD was used to evaluate the convective losses needed for system-level modelling,
and the system-level model successfully simulated transient operations. In another
system-level analysis, a sodium receiver-integrated CSP system was compared with
a reference system with a molten salt receiver, two-tank storage, and steam Rankine
cycle [20]. The reference and sodium-based systems’ plant performances were com-
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pared at the same solar multiple and storage capacity. The results showed that a bet-
ter annual solar-to-electric efficiency of the sodium-based system (19.6%) is achieved
compared to the reference system (15.6%). In a techno-economic analysis, Fritsch
et al. [21] found that sodium-based concepts result in up to 16% lower electricity
generation costs compared to a reference system with molten salt. Conroy et al. pro-
duced a series of studies on sodium receivers that included thermal and mechanical
analysis [22, 23] along with system-level analysis [24].

Liquid sodium, an appealing HTF option in the design of next-generation CSP
plants, is studied as the HTF in the receiver in this thesis. The research focus is on
the development of the heliostat field and receiver subsystems, where the subsys-
tems can represent around 50% of the total investment and can generate about 40%
of the total losses in the system [25]. New models and modelling methodologies
concerning the development of the subsystems need to be established for its design
and optimisation. It is highlighted here that the developed methods, while based on
a sodium HTF, are applicable to any other type of CSP system.

1.2 Literature review

This section gives an overview of recent progress in the heliostat field layout,
receiver design and optimisation, heliostat aiming strategy, co-optimisation of the
field and the receiver, and system-level simulation.

1.2.1 Heliostat field layout

In a solar tower system, the heliostat field, with thousands of individual he-
liostats, is a complex subsystem of major importance. The complexity in optical
analysis, design, annual performance, and optimisation of heliostat fields necessi-
tates the development of a variety of design and optimisation methods. A key chal-
lenge related to heliostat field design is to position the heliostats in the field such
that there is minimum blocking and shading but also sufficient density so that they
can deliver the required energy to the receiver. The design methods are divided into
two categories: pattern-based and pattern-free approaches [26, 27].

In pattern-based algorithms, several parameters define the positions of the he-
liostats. The number of parameters is not large, and a classic optimisation (gradient-
based and simplex) can yield several parameters that generate the best field. The
radial-staggered configuration, originally proposed by Lipps and Vant-Hull [28], is
the most popular and commonly-used field layout and has been adopted widely in
many heliostat field projects for both polar and surround fields. As shown in Fig-
ure 1.4(a), it is characterised by the placement of heliostats along successive rows or
circles with the tower axis as the centre, where any heliostat row is rotated half the
azimuth distance between adjacent heliostats with respect to the previous or next
row, so back-to-back mirrors do not share the same azimuth angle. This pattern can
minimise the shadowing and blocking losses. Several codes are based on radial-
staggered patterns, such as DELSOL/WinDELSOL [29], MUUEN [30] and Campo
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[31]. Another promising heliostat field layout is the biomimetic spiral configuration
proposed by Noone et al. [32]. The authors claimed that the transition between high
and low-density sections of the field is not continuous in the radial-staggered layout
and that this impacts the optical efficiency. Thus, a new heuristic is suggested based
on the spiral patterns of the phyllotaxis discs. Several authors have already com-
pared the radial-staggered layout against the biomimetic pattern (see Figure 1.4(b)).
Zhang et al. [33] found that the spiral layout works better than the radial-staggered
for polar fields but that the spiral layout efficiency is lower in surround fields. How-
ever, the differences are always less than 1%. Gadalla and Saghafifar [34] showed
through a full thermo-economic optimisation that the radial-staggered layout effi-
ciency is marginally higher than that of the biomimetic pattern, i.e., 61.6% vs. 61.5%.
In other studies by Les et al. [35] and Leonardi et al. [36], the differences between
the optimal optical efficiency (both design point and annual-based) using different
layouts are below 1%.

(a) The Campo radial-stagger layout. (b) The spiral layout.

Fig. 1.4: Illustration of different field layouts [34]

For the pattern-free algorithms, the HGM algorithm [27] utilises the yearly nor-
malised energy surface maps to identify the locations in the heliostat field, showing
the highest annual optical efficiency for mirror placement. Similarly, the Greedy al-
gorithm was used to position mirrors one by one at the best feasible locations of the
field while measuring the effect of the newly added mirror on the existing ones [37].
To compare between pattern-based and pattern-free methods, pattern-based meth-
ods simplify the optimisation problem because the positions are defined by only a
limited number of parameters. It is also argued that pattern-based approaches are
more likely to be implemented in real plants [38, 39].

Non-linear, derivative-free optimisation methods are typically used to generate
the optimal field, such as genetic algorithms (GA), particle swarm optimisation (PSO)
algorithms or COBYLA [40]. Schmitz et al. [41] studied a north-oriented heliostat
field with single-aperture and multiple-aperture designs and applied the GA algo-
rithm to optimise the heliostat field. Besarati et al. [42] proposed the use of GA to
tackle the problem of heliostat field optimisation at 50 MWth scale in the Daggett
region, California. The maximum yearly insolation-weighted efficiency obtained for
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Daggett was 0.683 using 594 heliostats. Corsi et al. [43] developed tools and method-
ologies to optimise the heliostat field in multi-receiver configurations. The results
showed that the optimised heliostat field has an annual DNI-weighted optical effi-
ciency of more than 76%. Piroozmand and Boroushaki [44] used the PSO algorithm
to study the multi-tower heliostat field, ensuring the highest possible instantaneous
efficiency. However, the results showed that the annual efficiency of the multi-tower
field is only slightly higher than two separated single tower fields. A hybrid PSO-GA
algorithm was developed by Li et al. [45] to optimise a heliostat field in Lhasa, China.

Given the research progress presented above, exploring the optimal heliostat field
layout is a complex, high-dimensional optimisation problem, and it is not determined
yet in literature which method is the best. The focus of this thesis is not to find the
optimal heliostat field generation method but to study the interaction between he-
liostat field and receiver designs. Notably, the optimal heliostat field layout changes
as the receiver dimensions vary. For example, the interception efficiency is increased
with larger receiver dimensions. Hence the field layout can be more widely expanded
without increasing spillage, which simultaneously alleviates the shading & blocking
losses. The scope of this thesis is to present a method that can consider such inter-
dependent relationships between the heliostat field and the receiver and determine
optimal trade-offs.

1.2.2 Receiver

The receiver is a crucial component of a concentrated solar power (CSP) plant
since it performs the conversion of concentrated sunlight into thermal energy and
can significantly impact the total performance of the system. Recent research has
sought to develop systems to achieve higher operating temperatures, which lead to a
higher power generation efficiency according to Carnot’s theorem. Receivers can be
either cavity or external receiver designs [46].

1.2.2.1 External receiver

Conventional tubular external receivers consist of an array of thin-walled tubes
that are typically arranged to transport the HTF in multiple passes through incident
concentrated sunlight (see Figure 1.5). The receiver performance is impacted by
factors including receiver dimensions, pipe size, flow path configurations and aiming
strategy [23, 47].

Many existing studies use fixed or parametrically determined receiver designs.
However, such an approach involves manual adjustments and hinders the potential
significantly for integrated optimisation of the entire system, potentially resulting in
sub-optimal design overall. As opposed to parametric design, receiver design opti-
misation remains an active research topic. Different strategies have been proposed
to increase the efficiency of external receivers, including geometric optimisation or
investigation on different flow path configurations. Smith et al. [48] proposed a
method for the optimisation of a tube-type solar receiver panel to achieve minimum
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receiver cost. The effects of the pipe diameter and the flow path pattern were in-
vestigated by Boerema et al. [49] for a billboard receiver. The results showed that
the receiver with a triple-pass flow path pattern has the highest efficiency by reduc-
ing both the maximum surface temperatures under standard irradiance and the risk
of high temperatures from irradiance changes. The flow pattern of the external re-
ceivers was optimised by Rodríguez-Sánchez et al. [50] to enlarge the useful lifetime
of the receivers. Different flow pattern options were investigated, including single
or multiple flow paths with or without crossovers. Here, ‘crossover’ points to the
pipe routing that requires the flow path to cross from a panel on one side of the
cylindrical receiver to a panel on the other side. The selection of the optimal flow
path option was based on increasing the receiver availability and the global efficiency
of the CSP plant. Augsburger et al. [51] presented an optimisation method for ex-
ternal molten salt receivers to maximise the receiver output with a given heliostat
field. A few receiver flow configurations were ranked and selected from a list of
hundreds of thousands of possible options. Asselineau et al. [52] and Zou et al. [53]
presented geometric optimisation of receivers by varying the geometric parameters
to get the highest receiver efficiency. A novel Variable Velocity Receiver was pro-
posed by Rodríguez-Sánchez et al. [54], which consisted of a conventional external
receiver equipped with valves that allow the division of each panel of the receiver in
two independent panels, increasing the velocity of the heat transfer fluid in specific
zones of the receiver. Results showed that the size of the solar field required by this
receiver is 12.5% smaller in comparison to a traditional one. A novel fin-like receiver
was proposed by Wang et al. [55]. The results showed that a receiver with horizontal
fins and a flat bottom has the maximum optical efficiency of 60.3% at equinox noon,
which is 0.4% higher than a traditional cylindrical receiver. As mentioned in Schöttl
et al. [56], although the transient behaviour of the receiver can be modelled by dif-
ferent integrated optical-thermal models [57], methods permitting fast and accurate
annual assessment of the receiver are scarce. Schöttl et al. [56] used an artificial neu-
ral network (ANN) together with a detailed receiver thermal model to calculate the
annual output of the receiver. In SolarPILOT [40], the receiver losses are calculated
from reduced-order correlations related to thermal load and wind speed.

1.2.2.2 Cavity receiver

The cavity type of receivers may be a better option than an external receiver ge-
ometry for high-temperature CSP systems because of the reduced thermal losses [46].
Various strategies have been proposed to reduce thermal losses of cavity receivers,
including geometry optimisation [56, 59, 60, 61], heat transfer enhancement of the
working fluid [14, 62], addition of a glass cover [63, 64, 65], and use of an air cur-
tain [66, 67, 68]. Besides thermal efficiency, optical performance is also important
for cavity receivers. The optical losses related to a cavity receiver include spillage
and reflective losses, mostly independent of the receiver temperature. A trade-off
exists between thermal and optical efficiencies: a smaller aperture size leads to lower
thermal losses, but the spillage loss will simultaneously increase, resulting in less en-
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Fig. 1.5: Illustration of a solar external receiver [58]

ergy input into the cavity receiver. The optimal aperture size for isothermal cavities
with planar structure has been studied by Steinfeld and Schubnell [69]. The optimal
aperture dimensions are a function of the cavity temperature and the focal plane flux
distribution. Furthermore, the receiver performance can be enhanced if the spillage
loss can be maintained or even reduced while reducing the thermal losses with a
smaller aperture.

To achieve this aim, one option is to extend the active receiver absorption area
beyond the aperture of the cavity itself, while retaining the high temperature areas
inside the cavity. Different terms have been used in literature for the extended ab-
sorption area, such as wind skirt, edge section, pre-heater section, frustum, top-hat,
pancake, or circum-aperture regions. In this thesis, this extended region is named the
spillage skirt because it is a skirt-like absorption region aimed at reducing spillage
loss. A solar receiver with a top-hat geometry was proposed by Luzzi et al. [70] for
a dish system. The receiver was made of a circumferentially-arranged tube bundle,
placed inside an insulated ‘top-hat’ receiver cavity. A cylindrical cavity receiver with
a ‘wind skirt’ was investigated by Prakash et al. [71], and a correlation to calculate the
convective loss at a temperature range between 100◦C and 300◦C was proposed. In
the designs of the Solar Generator 3 (SG3) [72] and SG4 receivers [73, 74] at the Aus-
tralian National University (ANU), the concepts of the spillage skirt were also used.
The SG3 receiver consisted of a pre-heater section and a steam generation section,
with water entering the ‘frustum’ as part of the pre-heat. Figure 1.6 shows an illus-
tration of the SG3 receiver. The receiver efficiency of the SG3 receiver was calculated
to be 93.6% with an inlet temperature of 60◦C. For the SG4 receiver, the design of the
skirt was retained and the cone angle of the ‘circum-aperture region’ was optimised
to minimise spillage loss. Simulation results showed the SG4 receiver can reach an
efficiency of 98.7%, and experimental tests showed an average thermal efficiency of
97.1±2.1% [74]. While spillage skirts are beneficial in these previous studies, as yet
they have not been assessed at the higher temperature operation range targeted for
next-generation receivers [75].

Apart from extending the aperture absorption area, another option to minimise
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Fig. 1.6: Illustration of the spillage skirt at ANU SG3 receiver [73]

spillage of incident radiation is to add non-imaging secondary reflectors. The effec-
tiveness of reflectors in intercepting and retaining radiation is vital to this concept.
Conical, trumpet and Compound Parabolic Collector (CPC) reflectors are three of
the most common secondary reflectors. Hahm et al. [76] compared the performance
of a single cavity receiver with a cavity receiver combined with a fabricated cone
reflector. It was shown that with fixed dimensions for the reflector’s inlet aperture,
a significant fraction of light was rejected if the cavity aperture was too small. On
the other hand, thermal losses increased as the cavity aperture size increased, and
therefore, an optimal cone geometry was shown to be essential. The trumpet-shaped
reflector was first introduced by Winston et al. [77]. It comprises a hyperboloid of
revolution with an asymptotic angle that must be at least as large as the rim angle
to intercept all the radiation from the primary concentrator. In experimental work
on a two-stage trumpet concentrator for point focus dishes by Winston et al. [78], an
actively cooled trumpet reflector readily attained the expected optical performance
and operated continuously in a high flux environment. A heat transfer model was
developed by Suresh et al. [79] to analyse the thermal behaviour of a passively cooled
trumpet secondary reflector, and the thermal analysis showed that the reflectors do
not require active cooling but dissipate the absorbed heat load through passive sur-
faces. Bean and Diver [80] performed testing with a silvered trumpet aperture on a
CPG-460 faceted dish Stirling system, which gives insights into the practical applica-
tion of a trumpet receiver. Chang et al. [81] proposed a cavity receiver with a glass
window and trumpet reflector, with results showing that the heat loss can be reduced
by 56% compared to an initial reference design. The CPC reflector was first proposed
by Hinterberg and Winston in the mid-1960s [82] and has gained special attention for
solar energy applications since [83]. Madala and Boehm [84] reviewed non-imaging
concentrators (including the CPC) for stationary and passive tracking applications
and found them most suitable for low to medium concentration ratios. Li et al. [85]
designed a CPC concentrator for a high-flux solar simulator to reduce the spillage
loss from 79% to 32%. A convection analysis for cavity receivers with these three
types of reflectors was conducted by Reddy and Kumar [60]. It was found that the
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trumpet reflector showed the best performance in reducing the natural convective
loss.

1.2.3 Heliostat aiming strategy

The interaction between the heliostat field and thermal receiver plays a crucial
role in the design and operation of the plant [86, 87]. The role of an aiming strategy
is to control the radiative flux distribution at the receiver surface to avoid thermally
induced damage. For maximum interception, all heliostats should be aimed at the
“centre” of the receiver. However, only maximising the captured radiation with cen-
tral aiming causes highly localised heat loads, which for tubular receivers, leads to
the risk of exceeding the stress limits of the receiver materials constrained by the
damage mechanisms of creep and fatigue [46, 88]. Therefore, the goal of an aiming
strategy is to reduce the flux levels by spreading the incoming concentrated light
over the receiver surface while minimising spillage losses and maximising the re-
ceiver thermal efficiency [89, 90].

Several heliostat aiming methods have been investigated to reduce the peak flux
and flatten the flux profile. For a billboard receiver, a square-gridded aiming model
is commonly applied [91, 92], while other gridded aiming models can be applied
on cylindrical receivers [90]. Different optimisation methods are used to optimise
the aiming model in order to flatten the flux distribution [92, 93, 94, 95]. However,
with increasing the number of heliostats, the dimension of the optimisation problem
dramatically increases, and the gridded method becomes inefficient. Aiming models
based on parameterisation of heliostat target locations were proposed to reduce the
number of parameters to determine significantly. A single-parameter strategy was
proposed by Vant-Hull [96], in which aiming points were determined by one aiming
parameter to control the opening angle of the beam coming from heliostats. A similar
idea, the “aiming factor” proposed in Sánchez-González et al. [97, 98] is used to
control the beam radius at the receiver surface and further applied in subsequent
research [99, 100]. However, as pointed out in Collado and Guallar [89], the one-
parameter model could lead to two hot spots (“shoulders”) as the irradiation images
come closer to the upper and lower edge of the receiver. A two-parameter aiming
model was proposed by Collado and Guallar to avoid these shoulders [89]. Other
two-parameter aiming models were also investigated by Flesch et al. [90] and Garcia
et al. [101].

Besides reducing peak flux, an aiming strategy typically needs to be designed to
operate up to some specific flux limit. Flux limitations arise from factors including
the HTF stability limits and thermo-mechanical stress limits in receiver tubes [88].
Flux limitations need to be updated continuously in accordance with the local HTF
conditions, and the flux over the whole receiver surface needs to comply with the
limits. This imposes more stringent requirements for the aiming strategy, as it needs
to update flux limits with changing HTF temperatures. The concept of “Allowable
Flux Density” (AFD) was proposed by Vant-Hull [96] following its successful appli-
cation in the design of the Solar Two molten nitrate salt receiver [48]. In this concept,
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the stress and peak salt temperature at the wall were transferred into a flux density
limit, a function of salt temperature and velocity. An aiming strategy was developed
to comply with the AFD for molten salt central receivers [99]. Figure 1.7 shows the
results after adjusting the aiming strategy. The incident flux can be controlled below
the maximum allowable flux. The concept of the AFD has also been used by Garcia
et al. [101, 102] and Acosta et al. [103] with a two-parameter aiming model, and by
Flesch et al. [90] with a gridded aiming model to obtain reliable flux patterns. Con-
roy et al. [23, 24] used the AFD method to determine receiver geometry and aiming
strategy for sodium-cooled billboard receivers. The Image Size Priority (ISP) method
has been used to optimise aiming points of heliostats, using fast convolution-based
optical simulations to evaluate individual flux maps [40].

Fig. 1.7: The incident flux is controlled below the maximum allowable flux by adjusting the aiming
strategy for a molten salt receiver [99]. ‘F’ and ‘AFD’ represent the incident flux and flux limit.

Most of the above studies rely on fast convolution-based optical simulations be-
cause flux maps of individual heliostats need to be calculated, or quick responses of
the aiming strategy are sought-after. Monte Carlo ray-tracing (MCRT) is a more accu-
rate method to simulate heliostat fields, but it is computationally expensive and de-
termination of the aiming points for every heliostat independently potentially leads
to an impractical simulation time. However, ray-tracing is preferred to accurately de-
termine receiver flux distributions because of its high accuracy. In a previous study
[104], the analytical model in SolarPILOT [40] was compared with five ray-tracing
tools. The results showed that performance calculated from SolarPILOT is typically
consistent with ray-tracing codes, with a few exceptions: the analytical convolu-
tion method has limitations in precise modelling of non-Gaussian distributions, can
lead to inaccurate results at off-design sun positions and cannot capture the multi-
reflection process for cavity receivers. The MCRT method has been used previously
for heliostat aiming [56, 105, 106, 107, 108]. The goal of most of the studies found in
the literature aims to reduce peak flux rather than achieve an accurate match between
actual and maximum allowable flux across the whole receiver. This is mainly because
of the high computational load brought by MCRT with conventional aiming models.
Wang et al. [108] applied a coupled MCRT-thermal-stress model with a multi-point
aiming strategy to ensure safe operation of a cylindrical receiver, however, noted that
further optimisation of the aiming strategy was required to maximise performance
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concurrently.

1.2.4 Co-optimisation of the heliostat field and the receiver

The heliostat field and the receiver are interdependent, and a co-optimisation
method is needed to obtain an optimal configuration minimising the Levelised Cost
of Energy (LCOE) or maximising the annual energy yield [87, 109]. A GA-based
algorithm was proposed by Schmitz et al. [41] to optimise the radial-staggered field
layout parameters, the tower height, the receiver dimension and tilt angle. The field
was simulated with convolution optics, and the receiver was assumed as an aperture
similar to most optics-focused studies. Ramos and Ramos [109] designed the field
and receiver by optimising eleven parameters. The performance was simulated using
convolution optics for the heliostat field and data fitting to get the receiver efficiency.
Carrizosa et al. [26] co-optimised a field and receiver using a pattern-free field lay-
out, but the receiver was again simplified as an aperture. Collado and Guallar [110]
proposed a two-stage optimised design method, with the first step optimising the
heliostat field to get the maximum annual field output, and the second step optimis-
ing the tower height and receiver size from the economic aspect. Convolution optics
was used here as well in the optical simulation, and the annual receiver model was
simplified, assuming average thermal losses over a year. Li et al. [85] investigated the
option of including a compound parabolic concentrator (CPC) at the receiver aper-
ture and carried out performance and economic optimisations at different operating
temperature ranges. The optical simulation used MCRT, and the receiver was as-
sumed to be an isothermal aperture operating at a nominal temperature. The System
Advisor Model (SAM) [111] and SolarPILOT [40] are two well-known system-level
tools for the design of CSP plants and the optimisation of heliostat field layout and
receiver geometries and includes the implementation of an aiming that uses convolu-
tion optics. However, the receiver model uses a simplified polynomial fit approach,
and the aiming strategy cannot be automatically adjusted to comply with operational
constraints.

1.2.5 System-level optimisation

Apart from the heliostat field and receiver subsystems, other crucial system com-
ponents in a CSP plant include the TES subsystem and the power block. The design
of the heliostat field and the receiver subsystems needs to be adapted to the overall
plant configuration to achieve the best techno-economical performance.

Regarding system-level modelling of CSP systems, SAM has been widely used
for the design and optimisation of molten salt systems [112, 113, 114, 115]. How-
ever, even though SAM offers some flexibility, it is not feasible to model specific CSP
plant characteristics like alternative receiver designs or control strategies. Alternative
system-level models have also been proposed to adjust design parameters to opti-
mise LCOE. Martín et al. [116] presented a method for optimisation of year-round
operation of a CSP plant in the south of Europe. The system-level optimisation is for-
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mulated as a Non-linear Programming problem (NLP) that is solved for the highest
annual electricity production defining the main operating variables of the thermal
and cooling cycles. Casati et al. [114] developed a novel model based on the SAM
reference software. Optimal control problems were formulated and solved, and dif-
ferent operating strategies were compared based on a detailed financial analysis over
the project lifetime. Zhu et al. [117] applied a LCOE model to analyse and bench-
mark the electricity generation costs of different operational CSP plants in China. A
simple LCOE model was applied, accounting for lifetime costs, inflation and discount
rate. Schinko and Komendantova [118] employed a LCOE model to find that com-
prehensively de-risking CSP investments leads to a 39% reduction in the mean LCOE
for this case based in North Africa, although this reduction is still not sufficient to
achieve economic competitiveness with fossil fuels plants. González-Roubaud et al.
[119] used a LCOE calculation to assess the economic value of different TES systems
in order to compare the cost of electricity among different power generation sources.
Ren et al. [120] adopted the net present value and discounted cash flows techniques
to develop a mathematical model and calculated LCOE by taking the CSP industry of
China as an example. Scott et al. [121] introduced SolarTherm, which is a new open-
source system-level simulation tool and compared SolarTherm with SAM for trough
and tower systems. The results showed strong agreements between the results of the
two tools. De la Calle et al. [20] established a system-level model for a CSP plant
with a molten salt receiver, two-tank storage, and a subcritical steam Rankine cycle
by using the SolarTherm framework. Differences of < 1% in annual receiver output
and < 2% in net electrical output were achieved when comparing SolarTherm and
SAM simulations.

1.3 Research objectives

Next-generation CSP plants using liquid sodium as the HTF in the receiver are ex-
pected to achieve higher system efficiency and lower LCOE than second-generation
plants. The heliostat field and receiver subsystems are crucial components of CSP
plants. Optimal designs of the field-receiver subsystems can significantly increase
the system efficiency and reduce the LCOE. This thesis aims to develop modelling
methodologies and apply these newly established methods to determine optimal
field and receiver designs for next-generation CSP plants. Firstly, cavity receiver
design concepts are studied because of their potential high efficiency, even at high
temperatures. It has been identified that the performance of cavity receivers can
potentially be enhanced by the addition of a spillage skirt and secondary reflectors.
However, the benefit of these features has not been examined systematically. This
thesis quantifies and discuss the impact of skirts and reflectors on receiver perfor-
mance.

A drawback of the cavity receiver is that a single-cavity system cannot be coupled
with a surround field because of the limited view angle of the receiver. Although
multiple cavities can potentially alleviate this issue [41, 122], one of the appealing
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features of the conventional cylindrical external receiver design is that there are no
limitations relating to the field of view, and heliostats may completely surround the
tower. This has benefits in terms of cost-efficient use of the tower and is an essential
factor in large, commercial-scale CSP plants. Therefore, the research focus in this
thesis turns to the subsystems with a surround field and an external receiver.

The receiver needs to be protected from damage caused by high solar flux by
implementing a suitable heliostat aiming strategy. Concentrated solar radiation on
receiver tubes results in thermally induced stresses, and flux limits must be set and
adhered to in order to avoid shortening receiver lifetime through creep and fatigue
damage. As discussed in the literature review in Section 1.2.3, MCRT simulations
are needed to obtain accurate flux maps at the receiver, and new approaches are
necessary to reduce the computational requirements in finding optimal aiming pa-
rameters. This thesis introduces a new method that allows accurate and efficient
aiming of heliostats to closely match flux distributions to local values of allowable
flux on the receiver.

In all but one of the co-optimisation studies reviewed in Section 1.2.4, the fast
convolution optics approach is used in optical simulations, mainly because it is com-
putationally cheaper than MCRT, especially in annual simulations. For receivers,
correlations or simplified analytical models are always used in annual simulations
instead of detailed receiver modelling. No prior work can be found that enables
aiming strategy optimisation within an annual system design optimisation. There-
fore, a novel co-optimisation is presented in this thesis to simultaneously optimise
the heliostat field, receiver and aiming strategy based on the annual performance.

In co-optimising the heliostat field and the receiver, it is found that oversizing the
heliostat field increases the capacity factor and the annual energy yield of the plant.
This is because oversizing has the benefit that consistently high irradiance levels can
be maintained even under low DNI conditions, such as in winter or due to haze or
light clouds. However, oversizing also means that there is a risk of exceeding safe
operational limits. Therefore, an extension of the new aiming strategy is developed
in this thesis, whereby the receiver is operated under as high irradiance as possible
but does not exceed these safe operational limits.

The electricity generation of a CSP plant is not only affected by the heliostat field
and the receiver subsystems but also impacted by the TES capacity and the solar
multiple. A system-level optimisation is presented in the last part of the thesis to
achieve the best techno-economic performance.

1.4 Thesis outline

The outline of this thesis is as follows:

• Chapter 2 summarises the modelling methodologies used for the design and
optimisation of the heliostat field and the receiver subsystems in the following
chapters.
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• Chapter 3 investigates the usage of spillage skirts and secondary reflectors to
enhance the performance of a cavity receiver.

• Chapter 4 turns the focus to an external receiver and introduces a newly-
developed aiming strategy that enables efficient use of MCRT to comply with
the flux limits.

• Chapter 5 introduces a novel co-optimisation method for designing the heliostat
field and the receiver based on the best performance and the lowest LCOE.

• Chapter 6 discusses the best receiver flow configurations to maximise the re-
ceiver output with an oversized field.

• Chapter 7 presents the results of a system-level optimisation with varying ca-
pacity of critical system components.

• Chapter 8 presents the conclusions of this thesis and introduces suggested fu-
ture work.
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Chapter 2

Modelling methodology

2.1 Introduction

The methodologies introduced in this chapter are the basis of the modelling work
concerning the heliostat field and the receiver subsystems in this thesis. Considering
that there is significant overlap between the modelling methodology used in Chap-
ters 3-7, it is deemed appropriate to introduce common theory in this chapter and
more specific modelling techniques for each study within subsequent chapters where
appropriate.

The detailed modelling methods for instantaneous performance of the heliostat
field and the receiver subsystems are introduced, including methodologies behind
modelling optical concentrators, receiver thermal response and receiver mechanical
reliability. The instantaneous models are used to simulate the behaviour of subsys-
tems for a given set of environmental and operating conditions. The operational
states of a CSP system change significantly across a year due to highly fluctuating
ambient conditions. Annual modelling methods for the subsystems are introduced,
which allow fast and accurate modelling of the annual performance. The annual
modelling methods are then integrated into the system-level modelling tool to calcu-
late the annual yield and the LCOE of the system.

2.2 Instantaneous modelling methodology

2.2.1 Optical modelling

The optical process starts from the sun, where solar irradiance is emitted. The
solar irradiance reaching the heliostat field is reflected by heliostat mirrors and then
hits the receiver, where it is converted into thermal power.

Solar radiation reaches the surface of the Earth with a specific angular intensity
distribution. The angular intensity distribution on the surface of the earth is called
“sunshape” in CSP research. Buie et al. [123] give a good overview of the motivations
and development of the different sunshape models and measurements. Widely ap-
plied sunshape models include Buie sunshape [123], pillbox sunshape and Gaussian
sunshape.
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An individual heliostat comprises a reflector (one or more mirror facets), a sup-
porting structure including foundations, and an actuation system. Realistic concen-
trator surfaces deviate from the designed shape as a result of manufacturing flaws
and impacts from gravity and wind. Therefore, real-world concentrators’ reflective
surfaces are not ideal, which restricts the effectiveness of concentrating optics by
resulting in off-focus reflections. During the design phase, it is important to under-
stand the impact of sunshape and surface slope errors because they have a direct
impact on the reflected solar radiation, spreading the image on the receiver, and
hence influencing the design process.

A commercial-scale heliostat field is composed of thousands of individual he-
liostats. The heliostat field can be categorised into surround and polar fields. Cir-
cumferential irradiation of a central receiver is allowed with a surround field, while
a polar field results in highly asymmetric irradiation, with heliostats in a polar field
arranged on one side of the tower. Polar fields are generally used with a cavity
receiver, while surround fields are always used with an external receiver.

Figure 2.1 illustrates the optical process of a heliostat field. Energy losses are
presented along the path from the source to the surface of the receiver. Figure 2.2
shows a Sankey diagram of the energy flow corresponding to the illustration. The
energy terms are defined as follows:

• GA is the total energy irradiated from the sun that covers all the surface area
of the heliostats, which can be calculated by multiplying the DNI, G, with the
total heliostat area, A.

• ffoc,A is the focusing ratio, defined as the percentage of the solar field that is
operational, measured in terms of collectors’ aperture area. Sometimes certain
heliostats need to be taken off sun to reduce the flux on the receiver and to
comply with operational limits. This strategy is called heliostat defocusing
strategy. ffoc,A is equal to one if no heliostat is defocused.

• Q̇shading is the energy loss caused by the solar irradiation coming from the sun
direction but gets shaded.

• Q̇cos is the energy loss due to the angle between the incident solar beam and
the surface normal.

• Q̇con,abs is the energy loss due to absorption by the heliostat surface accounting
for the fact that a mirror is not a perfect reflector, which includes the energy
loss caused by soiling.

• Q̇block is the energy lost due to blockage of reflected light by other heliostats on
its way towards the receiver.

• Q̇aa is the energy loss due to absorption of reflected light in the near-ground
region as light travels from the heliostat to the receiver. In dusty regions, this
can be quite significant due to absorption or scattering of light by dust particles.
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• Q̇spi is the energy loss due to reflected light from the heliostats but missing the
receiver.

• Q̇rec,inc is the energy incident on the receiver after considering all the above
optical losses related to the heliostat field. The energy balance across the entire
heliostat field is expressed as:

GA = (1− ffoc,A)GA+ Q̇shading + Q̇cos + Q̇con,abs + Q̇block + Q̇aa + Q̇spi + Q̇rec,inc (2.1)

Fig. 2.1: Illustration of the optical process in a CSP plant [124].

Fig. 2.2: Sankey diagram of the energy flow in the optical process.

The instantaneous optical efficiency of the heliostat field (or instantaneous field
efficiency) is the ratio of the incident energy on the receiver to the total energy inci-
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dent on the heliostat field:

ηfield =
Q̇rec,inc

GA
= ffoc,Aηope,field (2.2)

where ηope,field is the instantaneous optical efficiency of the heliostat field in opera-
tion:

ηope,field =
Q̇rec,inc

ffoc,AGA
(2.3)

Typically, the instantaneous field efficiency (ηfield) is equal to the field efficiency
in operation (ηope,field) when no heliostat is defocused.

The interception efficiency is defined as the amount of energy intercepted by the
receiver related to the energy coming from the concentrators (Q̇con, see Figure 2.2)
and is expressed as:

ηint =
Q̇rec,inc

Q̇con
(2.4)

Optical models are applied to simulate the above processes and calculate the opti-
cal losses. Optical modelling tools are typically divided into convolution and MCRT
methods. The convolution-based methods rely on the mathematical superposition
of error cones, representing sunshape, concentration and mirror errors, for fast op-
tical modelling. The convolution method is also commonly referred to as the “cone
optics" method. Several of the most known convolution models are UNIZAR [125],
DELSOL [126], HFLCAL [127] and SolarPILOT [40].

MCRT is a stochastic method suitable for simulating light propagation, approxi-
mated as bundles of rays, in a three-dimensional scene. Because of the randomness
associated with MCRT, accuracy and resolution level are directly proportional to the
number of rays. Commonly used MCRT tools include Tonatiuh [128], Soltrace [129],
Tracer [130], SOLSTICE [131] and Heliosim [132].

As a general rule, MCRT is not as fast as convolution models, but the accuracy
of convolution methods is lower than MCRT. In a previous study [104], the convolu-
tion model in SolarPILOT was compared with five ray-tracing tools. In a verification
test, flux distributions from SolarPILOT were compared to Tonatiuh and four other
MCRT techniques assuming a pillbox sunshape at both solar noon and morning sun
positions. The heliostat field was a PS10-like heliostat field. Figure 2.3 shows the
comparison of receiver flux maps. The flux distribution from SolarPILOT showed
reasonably significant differences from the other MCRT-based simulation methods.
The maximum local flux difference is around 9.3% in the noon case, and around
15.1% in the morning case. The general conclusion from the study of Wang et al.
[104] was that performance calculated from SolarPILOT is typically consistent with
that calculated using ray-tracing codes, with a few exceptions: the analytical con-
volution method has limitations in precise modelling of non-Gaussian distributions,
can lead to inaccurate results at off-design sun positions and cannot capture the

20



Chapter 2. Modelling methodology

multi-reflection process for cavity receivers.

(a) Solar noon.

(b) Morning, two hours after sunrise.

Fig. 2.3: Comparison results of SolarPILOT with five ray-tracing tools at different sun positions [104].

Therefore, the MCRT method is adopted for optical modelling in this thesis due to
its high accuracy while simultaneously addressing the challenges associated with the
high computational requirements of this method. Among MCRT tools, Tracer and
SOLSTICE are currently being developed or extended for heliostat field and receiver
simulations by the Solar Thermal Group (STG) at the Australian National University
(ANU) and are introduced as follows.

The ray-tracing code ‘Tracer’ is an object-oriented library in Python. Originally
created by Yosef Meller at Tel Aviv University (TAU) in Israel1, Tracer was further
developed by the STG at ANU for modelling CSP systems2. A tracer simulation is
composed of two elements: an assembly object locating and orienting the geometry,
and a ray-bundle object describing the position, direction of propagation, the en-
ergy carried and any other property borne by a group of rays. The assembly object
contains surface objects at the core of the geometrical and optical definition of the
geometry. The assembly and ray bundle objects are used as arguments to create an
instance of the Tracer engine class that will propagate the rays from the ray-bundle,
interrogate the surfaces for any potential intersection, find the intersection for all
rays, iterate until the energy in the bundle depletes and store the history of each ray
in a ray-tree object that can be interrogated once the simulation is complete. Wang
et al. [104] did a preliminary validation of Tracer and found that Tracer agreed well
with DELSOL, HELIOS [133], SolTrace and Tonatiuh. Tracer has been used for the
design of the ‘SG4’ Big Dish at ANU [74, 134].

SOLSTICE (SOLar Simulation Tool In ConcEntrating optics) is a free, open-source
ray-tracing software jointly developed by PROMES-CNRS and Méso-Star [131]. It is

1Tracer (Y. Meller): https://github.com/yosefm/tracer
2Tracer (ANU): https://github.com/anustg/Tracer
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a command-line tool with simple input and output file formats that facilitate auto-
mated or manual operation. SOLSTICE applies the energy-partitioning method to
achieve a faster convergence rate than collision-based algorithms. It is efficient in
large field simulations by sampling rays at the first intersection on the primary re-
flector surface. In addition, it is fully parallelisable on shared-memory architecture,
which enables parallel computing. SOLSTICE takes input files for the solar facil-
ity, including geometric elements such as stereolithography (STL) geometry files and
spectral data (solar radiative intensity, refractive index, extinction coefficient and re-
flectivity), and computes the flux maps on solar receivers. Results can be visualised
using ParaView [135]. SOLSTICE has been benchmarked with other optical tools by
Wang et al. [104] and has been experimentally validated by Benjamin et al. [136].
A Python package Solsticepy3 is being developed by ANU STG to script the use of
SOLSTICE to model CSP systems, including heliostat field design, aiming strategy,
and further integration with system modelling tools. Figure 2.4 shows the simulated
optical process of the heliostat field in SOLSTICE. All the optical losses in Equation
2.2.1 can be obtained after post-processing the flux files in SOLSTICE.

Fig. 2.4: Optical simulation of the heliostat field in SOLSTICE.

2.2.2 Heat transfer modelling

The heat transfer process occurs in the receiver, where solar irradiance is con-
verted into thermal power. The heat transfer process includes thermal radiation, con-
vective heat exchange with the environmental air, conductive heat transfer through
the tube walls, and convective heat transfer to the HTF. Figure 2.5 illustrates the heat
transfer process of the receiver.

The receiver surfaces are considered opaque, with incident radiation partially ab-
sorbed or reflected. The reflected radiation leads to reflective loss. In calculating the
absorbed energy, a two-band semigrey approximation is commonly used because of
the distinct regions of the spectrum occupied by solar radiation on short wavelengths

3Solsticepy: https://github.com/anustg/solstice-scripts.
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Fig. 2.5: Illustration of the heat transfer process at the receiver.

and thermal emissions on long wavelengths [137]. The receiver surfaces are assumed
to be rough and exhibit diffuse reflection behaviour.

Detailed calculation of convective heat transfer needs the solution of the Navier-
Stokes (N-S) equations, which is always obtained using CFD software. In some sit-
uations with simple receiver geometry, correlations are developed to estimate the
convective heat transfer coefficient (hconv) without solving the full N-S equations.
For external receivers, the convection with wind influence is geometrically similar
to a vertical cylinder in a cross-flow; therefore, respective correlations can be used.
The correlation by Siebers and Kraabel [138] is one of those models, in which model
correlations for natural and forced convection are presented separately and mixed to
obtain a single heat transfer coefficient for the surface:

hconv = (h3.2
conv,nat + h3.2

conv,for)
1/3.2 (2.5)

where hconv,nat and hconv,for are the natural and forced convective heat transfer co-
efficients. For cavity receivers, bulk air in the cavity and the surrounding air is
calculated with a two-zone model introduced by Clausing [139]: the convective zone
in the lower part of the cavity and the stagnant zone in the upper part of the cavity.

The conductive loss of the receiver is generally a small amount for high-temperature
receivers compared to the emissive and convective losses and is assumed to be neg-
ligible.

The heat conduction from the surface to the inner tube wall can be calculated
according to the Fourier law of heat conduction and its integration over a cylindrical
shell. The heat is then transported to the HTF by convection. Empirical correlations
can be adopted for the calculation of inner wall convection. For instance, one of the
first correlations developed for liquid sodium is the Lyon-Martinelli correlation [140]:

Nu = 7 + 0.025(Re Pr)0.8 (2.6)

where Nu is the Nusselt number, Re is the Reynolds number and Pr is the Prandtl
number.
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The Sankey diagram illustrating the energy balance of the receiver is shown in
Figure 2.6. The heat balance is expressed as:

Q̇net = Q̇rec,inc − Q̇emi − Q̇conv − Q̇ref (2.7)

where Q̇net is the net energy absorbed by the HTF, Q̇emi, Q̇conv and Q̇ref are the
emissive, convective and reflective losses. Then, the instantaneous receiver efficiency
is defined as:

ηrec =
Q̇net

Q̇rec,inc
(2.8)

Fig. 2.6: Sankey diagram of the energy flow at the receiver.

The heat transfer process can be solved in detailed CFD simulation, but the
computational effort is too high for the receiver optimisation goal. Therefore, semi-
empirical models are proposed based on the discretisation of receiver tubes. A semi-
empirical model has been compared with CFD simulations by Rodríguez-Sánchez et
al. [58], and the results showed that the simplified model can predict the heat fluxes,
the salt and the tube wall temperature with a deviation lower than 6% compared
to CFD simulations. Other reported semi-empirical models have been proposed by
Conroy et al. [22] and Schöttl et al. [141] for receiver design and optimisation. In
this thesis, the receiver thermal model developed by Asselineau [142] is adopted to
simulate the thermal performance of the receiver.

The model assumes that flux and temperature vary only in the axial direction
of each tube bank. Each tube bank is vertically meshed into flat surfaces. The flux
and temperature are assumed to be uniform at each mesh element. The flowchart
of the receiver model is illustrated in Figure 2.7. Using the incident flux distribution
from the optical simulation, an estimate of the net heat flux to the tubes is made to
solve the HTF temperatures with a 1D finite difference (FD) method. The HTF tem-
peratures are then used to re-evaluate the net heat flux using the radiosity method,
and the net heat flux estimations are adjusted. The above process is repeated until
the discrepancy between the assumed net heat fluxes and the calculated fluxes fall
below a convergence threshold, at which point the energy balance is assumed to be
converged. Then, the mass flow rate, HTF temperature and surface temperature are
obtained. After solving the energy balance model, the net flux, surface and HTF
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temperatures, thermal losses and the receiver efficiency can be obtained.
More details of the thermal model can be referred to in the work of Asselineau

[142], and the code for modelling external cylindrical and billboard receivers can be
found in Github4.

Fig. 2.7: Flowchart of the receiver thermal model.

2.2.3 Thermomechanical stress limits

Thermo-mechanical stresses are caused by temperature and pressure gradients in
the receiver tube during operations. The mechanical reliability of solar receivers is in-
vestigated considering severe thermal loading conditions that instigate creep-fatigue.
In this thesis, the methodology proposed by Logie et al. [88, 143] is applied to calcu-
late the thermomechanical limits. The ASME Boiler & Pressure Vessel Code Section
VIII Div. 2 is used to predict maximum allowable flux incident on tubes using linear-
elastic analysis. To simplify the incorporation of flux limits derived from structural
integrity considerations into coupled optical-thermal models, allowable flux density
(AFD) values are calculated for a range of values of HTF fluid temperature and mass
flow. Thus, the thermal models did not need to resolve the circumferentially varying
temperature profile of the tube, yielding a significant saving in calculation while pro-
viding a satisfactory balance of energy arriving at, absorbed and re-emitted by the
tube at any given location. Figure 2.8 illustrates the AFD tables as functions of HTF
temperature and bulk flow velocity for a given tube geometry with Alloy 740H. The
AFD tables are then coupled to this work’s optical and thermal simulation tools. Af-
ter solving the heat transfer model, the obtained net flux and velocity at each mesh
element of the receiver are introduced to calculate the flux limit using a 2D linear
interpolation. The flux limits can then be compared to the net flux distribution to
judge the thermo-mechanical safety of the receiver.

The AFD is expressed in terms of net (absorbed) flux, rather than incident flux,
as in some literature [99]. This is because the net flux is directly related to thermal

4Open_CSPERB: https://github.com/casselineau/Open_CSPERB.
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Fig. 2.8: AFD dependent on sodium temperature and velocity (as calculated by Will Logie based on
the method in Section 2.2.3 [88, 143]). The pipe outer diameter is 60.3 mm and the pipe thickness is
1.2 mm. The tube material is Alloy 740H. The AFD data can then be integrated with the optical and
thermal simulation tools in this thesis.

stresses in tubes, while the incident flux is not directly related because of the thermal
losses. The heat transfer model needs to be used each time after ray-tracing to obtain
the net flux distribution.

2.3 Annual modelling technique

The solar radiative flux on the receiver is highly transient across the year, mainly
because of sun positions and the DNI variations. The variable incident flux into the
receiver, together with the change of ambient environmental factors (i.e. ambient
temperature, wind speed), brings great fluctuation on receiver performances. A con-
ventional annual modelling technique simulates the system using the instantaneous
modelling methods at a short time interval, for instance, every hour. However, with
the detailed optical-thermal models discussed above, the conventional method re-
quires a high computational load for annual simulations. Therefore, new modelling
techniques are introduced in this section to achieve an accurate and efficient assess-
ment of the heliostat field and receiver efficiencies in annual simulation. It is noted
that the annual models are developed for cylindrical external receivers but can be
applied to other types of receiver systems in the future.

2.3.1 Annual optical modelling

To overcome the high computational costs for optical annual simulations, the
simplest approach is based on a single time point, which can be the solar noon of
either equinox or solstice [46]. However, the accuracy of such a method is limited.
Better options include choosing one representative day for each month [144] or using
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a sun position discretisation method [145]. In this thesis, a sun sampling approach
with an interpolation method presented by Grigoriev et al. [146] is applied.

The sun’s apparent motion is caused by the orbital and axial rotation of Earth.
The corresponding rotation angles can be described in terms of solar angles. In this
method, the sun position is described in terms of ecliptic longitude (λ ∈ (−π, π])
and solar hour angle (ω ∈ (−π, π]). The domain of sun positions is discretised using
a two-dimensional grid of N by M points with equidistant steps. Figure 2.9 shows
the discretisation of the sun positions.

Fig. 2.9: The sun path for the latitude of Alice Springs. The independent points on the sampling grid
are marked by dots [146]

After discretisation, MCRT simulations are implemented for the entire heliostat
field on sun positions with elevation angles larger than zero to get the instantaneous
optical efficiencies. The optical simulations are performed under clear-sky irradiance
conditions. The Meinel clear-sky model [147] is applied, which is defined as:

I = I0 × 0.7AM0.678
(2.9)

where I0 = 1365W/m2, AM = 1/cos(z), z is the zenith angle. Notably, sun posi-
tions have spring–autumn symmetry, so only half a year needs to be simulated. The
spring–autumn symmetry can be formulated as:

f (λ, ω) = f (π − λ, ω) (2.10)

where f (λ, ω) represents any function on the sun’s position and is the instantaneous
field efficiency in this thesis. East-west symmetry mostly holds for a radial-staggered
field layout, so only half a day needs to be simulated. The east–west symmetry is
expressed as:

f (λ, ω) = f (λ,−ω) (2.11)

The simulated optical results on different sun positions are stored in the form
of an optical efficiency look-up table (OELT). After obtaining the OELT, the optical
efficiency at any sun position can be interpolated from the OELT. The Akima splines
in the CombiTable2D model from the OpenModelica library [148] are applied for the
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interpolation.
The annual field efficiency is expressed as:

ηa,field =
∑i=365

i=1
∫ sunset

sunrise GA(t)ηfield(λ(t), ω(t))dt

∑i=365
i=1

∫ sunset
sunrise GA(t)dt

(2.12)

The validation of the 2D interpolation method with the hour-by-hour simulation
will be presented in Chapter 5 with a reference system compatible with the Gen3
Liquid Pathway project.

2.3.2 Annual heat transfer modelling

Solving a semi-empirical receiver energy balance model is normally not as time-
consuming as the ray-tracing simulation of a heliostat field. However, hour-by-hour
simulation is still too heavy for annual receiver simulations. To accelerate this pro-
cess, Schöttl et al. [56] used a ANN model to get the receiver output from Q̇rec,inc,
Tamb, the ground-level wind speed Vwind and solar angles. In this thesis, accelera-
tion of the receiver annual performance estimation is obtained by using an accurate
reduced-order model.

A series of carefully selected time points are used to generate a database of re-
ceiver performance information. This database, labelled Receiver Efficiency Look-up
Table (RELT), is subsequently used to fit the coefficients in regression models. To
generate the trained database, Schöttl et al. [56] selected nine characteristic days for
simulation:

• Minimum, maximum and mean daily cumulative DNI

• Minimum, maximum and mean daily average wind speed

• Minimum, maximum and mean daily average ambient temperature

The selected time points represent the variation of the three input parameters: Q̇rec,inc,
Tamb and Vwind, however, more than 50 time points are needed on those nine charac-
teristic days, and the computationally expensive ray-tracing simulation needs to be
performed at each time point. To further reduce the computational load, in this the-
sis, selected results from ray-tracing simulations in generating the OELT are reused
for receiver simulations, which accounts for the variance of Q̇rec,inc. This saves com-
putational time because no further ray-tracing simulation is needed in generating the
RELT. To capture the impact of Tamb and Vwind variations, the maximum and min-
imum values for these two parameters in the TMY file are found, and the receiver
models are run with varying Tamb and Vwind between their maximum ranges after
running ray-tracing simulations on selected sun positions.

The RELT is subsequently used to fit a receiver model in which we focus on
receiver energy loss components rather than the integrated receiver output directly,
as is typically the case in other works [56, 111].
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The reflective loss is obtained using interpolated data of Q̇rec,inc(t) from the OELT.
The reflective loss at time t is calculated as:

Q̇ref(t) = (1− αeff)Q̇rec,inc(t) (2.13)

where the effective absorptivity is defined based on pipe surface properties and
assuming diffuse reflections between neighbouring pipes leading to the following
equation:

αeff =
α

α + Aaperture/Awall(1− α)
=

α

α + 2
π (1− α)

(2.14)

where Aaperture and Awall are the surface areas of the aperture and the adjacent pipe
walls. α is the pipe absorptivity.

The convective loss and radiative loss require estimates of the average wall tem-
perature (Tw), average convective heat transfer coefficient (hconv) and the average of
the fourth power wall temperature (T′w). These variables are the ones that are fitted
with polynomial functions. Tw is interpolated as:

Tw = C0 + C1Q̇rec,inc + C2Tamb + C3Vwind (2.15)

The convective heat transfer coefficient is mainly affected by the wind speed. Sim-
ilar to the polynomial fitting in Scott et al. [149], a four-degree fitting is made to
determine the relationship between hconv and Vwind:

hconv = C4 + C5Vwind + C6(Vwind)
2 + C7(Vwind)

3 + C8(Vwind)
4 (2.16)

Similar to the treatment of Tw, T′w can be expressed as:

T′w = C9 + C10Q̇rec,inc + C11Tamb + C12Vwind (2.17)

The ‘LinearRegression’ model in Python Sklearn is applied to obtain the coefficients
in Eq. 2.15 and 2.17. The ‘polyfit’ model in Python Numpy is used for the polynomial
fit in Eq. 2.16. The coefficients C0 to C12 are then used to calculate the receiver losses
and get the receiver efficiency via Eq. 2.7 in the annual simulation. The major
difference between this method and more conventional integrated output models is
that independent losses mechanisms are fitted independently.

For verification, a comparison will also be conducted between the results obtained
from the proposed model and a direct regression model following Eq. 2.18.

Q̇rec = C′0 + C′1Q̇rec,inc + C′2Tamb + C′3Vwind (2.18)

The annual receiver efficiency is expressed as:

ηa,rec =
∑i=365

i=1
∫ sunset

sunrise Q̇rec(t)dt

∑i=365
i=1

∫ sunset
sunrise GA(t)ηfield(λ(t), ω(t))dt

(2.19)

The annual solar-to-thermal efficiency represents the efficiency of the field and
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receiver subsystem over a year and is defined as:

ηa,st =
∑i=365

i=1
∫ sunset

sunrise Qrec,inc(t)dt

∑i=365
i=1

∫ sunset
sunrise GA(t)dt

(2.20)

The validation of the annual heat transfer model will be validated against the
hour-by-hour simulation and the direct regression model as presented later in Chap-
ter 5.

2.4 System model and modelling technique

The annual simulations and economic evaluations are established using a system-
level modelling technique, which is implemented in Modelica language through So-
larTherm [121]. This system-level approach, incorporating all components of the CSP
plant, is used to simulate a Gen3 Liquid Pathway system (Gen3L system). In this sec-
tion, the Gen3L system is firstly introduced, followed by design point assumptions of
the system. The details of the modelling method are then presented using the Gen3L
system as reference.

2.4.1 Gen3L system

Figure 2.10 is a schematic representation of the Gen3L system. Apart from the
field, tower and receiver, other crucial components of the system include a sodi-
um/salt heat exchanger, thermal energy storage (TES) subsystem and a power block.
Table 2.1 lists the assumptions related to key system components. The inlet and
output temperatures of the sodium receiver are 520◦C and 740◦C, respectively. The
sodium-to-salt heat exchanger is designed as a shell and tube heat exchanger to
maintain a minimum approach temperature difference of 20◦C. The TES system is a
two-tank thermal energy storage system with chloride salt as the storage medium.
The power cycle is modelled assuming a partial-cooling supercritical carbon dioxide
(sCO2) Brayton cycle, with a 51% gross efficiency at the design point.

Table 2.1: Performance of the receivers with and without spillage skirts

Component Notes Capacity

Heliostat field Surround field Q̇rec,inc
Receiver Cylindrical external receiver Q̇rec

Heat exchanger A shell and tube heat exchanger [150] Q̇HX,max
TES Two tanks with chloride salt [151] tstorage

Power block sCO2 Brayton cycle [152] Ẇnet

The system components are operated at their design capacity at a particular de-
sign point, based here on a date corresponding to the equinox and at a time corre-
sponding to solar noon. The power block is assumed to be working at a fixed net
capacity (Ẇnet), which is 100 MWe. The gross output of the power block is calculated
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Fig. 2.10: Schematic representation of a reference CSP system based on the Gen3 Liquids Pathway
plant.

considering the parasitic electrical loads in the plant:

Ẇgross = Ẇnet/ηparasitics (2.21)

where ηparasitics is the parasitic efficiency assumed as 0.9. The power block nominal
input is then calculated from:

Q̇PB,in = Ẇgross/ηPB (2.22)

where ηPB is the power block efficiency and is assumed to be 51% at design point
for the sCO2 power cycle [152]. The receiver nominal output (Q̇rec) is then calculated
from:

Q̇rec = Q̇PB,in × SM (2.23)

where SM is the solar multiple. The nominal output of the heliostat field is then
expressed as:

Q̇rec,inc = Q̇rec/ηrec × fhst (2.24)

where fhst is defined as the oversizing factor and allows the heliostat field to be
oversized related to the design capacity. fhst is equal to one if the heliostat field is
not oversized.

It is assumed that the sodium-salt heat exchanger has a finite size and thus can
only transfer a certain amount of power from sodium to salt. The heat exchanger
maximum capacity is related to the receiver nominal output as:

Q̇HX,max = Q̇rec × fHX (2.25)

where fHX is defined as the heat exchanger capacity ratio.
The capacity of the storage subsystem is determined by the storage hours (tstorage)

as follows:
Qstorage = Q̇PB,in × tstorage (2.26)

tstorage represents the time period that the power block can operation under nominal

31



2.4. System model and modelling technique

conditions without thermal input from the receiver.
The capacity of system components is controlled by SM, fHX, tstorage and fhst.

Those design parameters will be fixed as default values in Chapters 4 to 6 and will
be varied in the system-level optimisation in Chapter 7.

2.4.2 System-level model

The system-level model applied in this thesis is adjusted from the model estab-
lished by Fontalvo et al. [153] and Guccione [150], which is firstly introduced in this
section. The major contribution from this thesis, which is the integration of helio-
stat defocusing strategies with the system-level model, will then be presented. The
method to calculate the LCOE is also introduced5.

2.4.2.1 SolarTherm model

SolarTherm consists of a library of CSP components and systems and a simulation
framework. Firstly, the DataTable class within SolarTherm imports the hourly solar
resource and meteorological data from a TMY file and interpolates the DNI, ambient
temperature, atmospheric pressure, and wind speed throughout the simulation.

To model the sun, SolarTherm uses the class Sun, which calculates the value of
the solar angles corresponding to the sun position for each time step in the year. The
DNI and solar angles data are then transferred to the HeliostasField class for optical
simulation.

Next, the model HeliostatsField class computes field output (Q̇rec,inc) from the
product of mirror area (Afield), DNI and field efficiency. The optical model within the
HeliostatsField class interpolates the field efficiency as a function of solar angles from
the OELT using the CombiTable2D class with Akima splines. The receiver efficiency
is calculated based on the annual heat transfer modelling technique discussed in
Section 2.3.2. Fluctuations in DNI impact the receiver efficiency and hence receiver
output. The receiver output is calculated in the SodiumReceiver class, where sodium
mass flow rates and enthalpies are calculated and transferred to the heat exchanger
mode.

The HX class within SolarTherm uses TEMA standards to calculate the dimen-
sions of the heat exchanger to maintain a minimum approach temperature difference
of 20◦C. The model minimises the amortised cost of the heat exchanger, and the
pumping power associated with its operation. The details of the sizing method and
equations can be consulted in the study by Guccione [150].

Thermal energy storage (TES) is modelled using dynamic zero-dimensional mass
and energy balances. The thermal losses from the tanks are calculated from a con-
stant loss coefficient (hloss,tank = 0.45 W/m2K), the tank wetted area and the ambient
temperature. The TES model also assumes an auxiliary heat supply to maintain the
temperature of the tanks.

5Armando Fontalvo and Salvatore Guccione established the general framework of the system-level
model. The author integrated the annual optical and thermal models with the system-level model with
the help of Ye Wang. Special thanks are expressed to the team.
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For the power block, the transient performance is estimated based on curve-fits
to outputs from a normalised off-design sCO2 power cycle model from Neises and
Turchi [152].

Two control components manage the operation of the plant. The receiver control
system prescribes the discharge mass flow rate of the cold tank, and also accounts
for the fill level of the tank. If the cold tank is empty, the control system will stop the
discharge and flag a defocus signal to the field to prevent an increase in the receiver
outlet temperature. The power block control system prescribes the mass flow rate for
the salt at the power block inlet and aims to achieve constant operation of the power
block at the design point output from morning to afternoon unless the elevation
angle is less than 15◦. However, if the hot tank is empty, the control system will stop
the discharge.

Economic calculations are implemented in the system-level model. Levelised Cost
of Energy (LCOE) is a commonly-used economic criterion for a CSP plant. The
system-level model evaluates the LCOE value based on annual simulation results and
cost function evaluations. For certain systems, the cost models will be introduced in
Chapters 5 and 7. The LCOE is calculated as:

LCOE =
fcapCcap + CO&M

Eele
(2.27)

where Ccap is the capital cost, fcap is the capital recovery factor, CO&M is the opera-
tional and maintenance costs, Eele is the annual electricity output. fcap is calculated
from:

fcap =
r(1 + r)n

(1 + r)n − 1
(2.28)

where r is the discount rate (4.4%) and n is the lifetime of the plant (30 years).

2.4.2.2 Heliostat field defocusing strategies

The heliostat field needs to be fully or partially defocused at certain circumfer-
ences if a CSP plant reaches operational limits. The model in this work incorporates
the following operation thresholds to defocus the heliostat field:

• The minimum elevation angle to operate the field is 15◦ to avoid excessive
shading and blocking. Below this limit, energy loss is defined as the elevation
defocusing loss (Q̇defoc,ele).

• The maximum wind speed to run the heliostat field is 15 m/s. Above this
speed, energy loss is defined as the wind defocusing loss (Q̇defoc,wind).

• The minimum energy to run the receiver is 25% of the nominal output. Be-
low this power, energy loss is defined as the minimum load defocusing loss
(Q̇defoc,min).

• The heliostat field is defocused if the receiver exceeds its operational limits.
Parts of the heliostat field are defocussed to reduce the irradiance onto the re-
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ceiver, keeping the receiver operating under safety constraints, which are com-
monly related to flux and velocity limits for a sodium receiver. The resulting
energy loss is defined as the maximum load defocusing loss (Q̇defoc,max).

• The system model defocuses the heliostat field to meet the maximum capacity
of the sodium-salt heat exchanger, which is assumed to equal the receiver’s
nominal thermal output. The resulted energy loss is defined as the heat ex-
changer defocusing loss (Q̇defoc,HX).

• The system model defocuses the heliostat field when the storage tank is full.
The receiver output is adjusted to be equal to the power block nominal input
when storage curtailment occurs. The resulted energy loss is defined as the
storage defocusing loss (Q̇defoc,storage).

The HeliostatsField class in SolarTherm is improved to consider those operational
limits. At each step t, Q̇defoc,wind and Q̇defoc,ele are considered before running the
optical model. Next, if the heliostat field goes into operation, ḟfoc,A and ηope,field
are returned from the interpolation on the OELT, and the maximum receiver input
(Q̇rec,inc,max) respecting receiver limits is calculated. Then, if the incident power to the
receiver is too low, the heliostat field is shut down. If the receiver output is larger
than the maximum capacity of the heat exchanger, the excess thermal power needs
to be dumped. The dumped thermal power is calculated as:

Q̇dump,HX = Q̇rec,incηrec − Q̇HX,max (2.29)

After dumping the thermal power, the receiver output is equal to Q̇HX,max. Figure
2.11 shows an exemplar illustration of the receiver outputs when heat exchanger
defocusing occurs. The excess thermal output is dumped if the output exceeds the
maximum capacity of the heat exchanger. Figure 2.11 will be explained to more
detail in the specific case studies in Chapter 7.

Fig. 2.11: Exemplar illustration of the heat exchanger and storage defocusing strategies.Q̇rec,max is the
maximum receiver output respecting receiver limits.

The dumped energy in Eq. 2.29 is realised by partially defocusing the heliostat
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field, and the energy loss due to heliostat defocusing contributes to the heat ex-
changer defocusing loss (Q̇defoc,HX). To calculate Q̇defoc,HX, the optical efficiency of
defocused heliostats needs to be known. However, the calculation of this optical ef-
ficiency needs MCRT simulations, which is infeasible in the system-level model. To
simplify the calculation, it is assumed that the defocusing heliostats have the same
optical efficiency as the entire heliostat field. This leads to:

Q̇defoc,HX = (Q̇rec,inc − Q̇HX,max/ηrec)/ηope,field (2.30)

If storage curtailment occurs, the receiver produces a power of Q̇PB,in to maintain
the same charging and discharging rate to the storage tanks, as shown in Figure 2.11.
Q̇PB,in is the nominal input into the power block. The storage defocusing power is
calculated from:

Q̇defoc,storage = (Q̇rec,inc − Q̇PB,in/ηrec)/ηope,field (2.31)

The receiver output (Q̇rec) can then be obtained after going through the defocus-
ing procedures. The defocusing model established in this section will be tested in
Chapters 6 and 7 to demonstrate the effect of the model.

SolarTherm is an open-source project, and most of the code, which includes the
base system, is fully accessible and editable on GitHub. The system model applied
in this thesis is still being developed by ANU STG and can be found on the GitHub
website6.

2.5 Conclusion for this chapter

This chapter introduces the methodologies that will be used in following chapters
for the design and optimisation of the field and receiver subsystems. Instantaneous
modelling methodologies include the optical, heat transfer and thermomechanical
models and are the basis for the annual models, which permits quick and reliable
modelling of the annual performance. A system-level model is introduced and he-
liostat field defocusing strategies are integrated into the system-level model. The
methodologies introduced in this chapter are used in chapters 3-7 as follows:

• Chapter 3 uses the instantaneous optical and thermal models to simulate the
performance of a cavity receiver in both dish and solar systems.

• Chapter 4 develops a heliostat aiming strategy (MDBA) based on the instanta-
neous models.

• Chapter 5 develops a co-optimisation technique based on the integration of the
instantaneous models, annual simulation models and the system-level model.

• Chapters 6 explores the optimal receiver flow options using the MDBA method
and annual modelling techniques.

6SolarTherm: https://github.com/SolarTherm, branch: ‘cooptimisation’
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2.5. Conclusion for this chapter

• Chapter 7 presents a system-level optimisation based on the developed MDBA
and co-optimisation methods.

36



Chapter 3

Performance enhancement of cavity
receivers with spillage skirts and
secondary reflectors1

3.1 Introduction

A cavity receiver geometry may represent a better option than an external re-
ceiver geometry for high-temperature solar power systems because of reduced ther-
mal losses. However, a limitation is that the small aperture necessary for an efficient
(and affordable, practical) cavity receiver may lead to high spillage losses, negat-
ing the thermal efficiency gains. As reviewed in Chapter 1, the benefit of adding a
spillage skirt and secondary reflectors to cavity receivers has not been systematically
examined in literature. The impact of skirts and reflectors on receiver performance
will be investigated for both dish and tower power systems in this thesis. In this
chapter, MCRT is coupled with heat transfer models to assess the benefit of secondary
reflectors and spillage skirts on the performance of cavity receivers. A progressive
Monte Carlo evaluation (PMCE) method [142] is used to determine the best geomet-
ric designs with the highest receiver-and-interception efficiencies. The spillage skirt
and three different types of secondary reflectors, including conical, trumpet and CPC
reflectors, are investigated to decrease the energy loss.

The benefit of adding a spillage skirt and secondary reflectors is tested for both
dish and tower systems. The concept is first demonstrated in a dish system where
the optics of the reflector are regular and simply described. Thus, the analysis mostly
relates to performance of the receiver, skirt and secondary reflector themselves, and
depends less on assumptions about the concentrator system. Next, the observations
using a dish concentrator are tested for a heliostat field. The optical concentrator for
a tower system is substantially different from the ideal parabolic dish case, and it is
worthwhile investigating if the strategies developed in the context of the dish system
can be applied to a tower system.

1This chapter is based on: S. Wang, C.A. Asselineau, Y. Wang, J. Pye, J. Coventry, Performance
enhancement of cavity receivers with spillage skirts and secondary reflectors in concentrated solar dish
and tower systems. Solar Energy, 2020, 208: 708-727.
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3.2 Physical models

In this section, physical models are developed for the cavity receivers, spillage
skirts and secondary reflectors.

3.2.1 The cylindrical cavity receiver

The receiver modelled is a cylindrical cavity receiver composed of a helical coil of
tubes, as shown in Figure 3.1(a) and (b). For the dish case, the helical coil is a single
continuous tube. However, for the larger capacity tower case, the coil comprises a
tube bundle of five tubes to keep fluid velocities within acceptable limits. The tube
diameter is also higher for the tower case, corresponding to the overall larger dimen-
sions of this case. The tube inlet is at the cavity aperture and the outlet is located at
the centre of the circular back plate. The heat transfer fluid (HTF) is chosen as liquid
sodium with inlet and outlet temperatures of 520°C and 740°C respectively. Thermal
properties of liquid sodium are determined from correlations [154]. The cylindrical
radius (Rcyl) and height (Hcyl) are the two essential geometric parameters in the re-
ceiver design. The tubes are made of Haynes 230 alloy. Other key parameters of the
receiver are shown in Table 3.1. In this work, coiled loops are approximated with
stacked circular toroids. The flux and temperature distributions are non-uniform
within the cylindrical receiver. Each coil of tube (or tube bundle of five tubes for the
tower case) is assumed to have a constant flux and temperature, based on the average
of the non-uniform distribution over that discrete area.

For simplification, the flux and temperature distributions are assumed to be av-
eraged and constant on the surface of a tube (for the dish) or a tube bundle (for the
tower).

(a) 3D representation
(b) Cross-sectional representation. The heat carrier (HTF)

is liquid sodium and the heat exchanger is the tube.

Fig. 3.1: The cylindrical cavity receiver

3.2.2 The spillage skirts

The spillage skirts comprise of coiled tubes (or tube bundles) outside the cavity
aperture. Similar to the tubular cavity receiver, spillage skirts are also active ab-
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Table 3.1: Parameters for the cylindrical cavity receivers

Parameters Values
Dish Tower

Inlet temperature (◦C) 520 520
Outlet temperature (◦C) 740 740

Tube absorptivity 0.9 0.9
Tube thickness (mm) 1.245 1.65
Outer diameter (mm) 17.15 31.75

Tube number per bundle 1 5

sorbers with internal HTF flow. Two kinds of spillage skirts are investigated in this
study: a flat spillage skirt and an inclined spillage skirt. The three-dimensional and
geometric illustrations of the cavity receivers with skirts are shown in Figure 3.2. Ge-
ometry is defined by the skirt length (ls) and skirt angle (θs), as shown in figures 3.2
(b) and (c). θs is fixed as 90◦ for the flat skirt. When a spillage skirt is included, the
fluid inlet is the outermost tube (or tube bundle), and the fluid path progresses in-
wards before transitioning to the bottom of the cylindrical section. Thus, the spillage
skirt is the lowest temperature section of the receiver, which is important given that
the spillage skirt has a higher view factor to the surroundings compared to the in-
side of the cavity. For latent systems with constant temperature, such as for receivers
designed to work with a Stirling cycle engine, the spillage skirt concept may be less
beneficial.

(a) 3D representation (b) Illustration of the flat skirt (c) Illustration of the inclined skirt

Fig. 3.2: The cavity receiver with spillage skirts

3.2.3 The secondary reflectors

Three typical reflectors (conical, trumpet and CPC) are added to the cavity re-
ceiver as second-stage reflectors. The inlet and outlet of the secondary reflectors are
defined as the outer and inner apertures, respectively. The reflectivity of the sec-
ondary reflectors is set as 0.88 [32]. The mirror slope error is matched to the slope
error of the primary concentrator (3 mrad for the dish configuration [155] and 1.45
mrad for the tower configuration [32]). It is noted that no thermal effects are consid-
ered in this study for the secondary reflectors, despite the fact that they do absorb
some energy (i.e. their temperature is not calculated). Geometries of the conical

39



3.2. Physical models

reflector are illustrated in Figure 3.3. If a Cartesian coordinate is established with
origin on the centre of the inner aperture, the equation of a conical reflector can be
expressed as: {

z = −(r− R1)/ tan θc,−Hout ≤ z ≤ 0

r =
√

x2 + y2, R1 ≤ r ≤ Rout
(3.1)

where R1 is the radius of the inner aperture and equal to Rcyl, θc is the reflector angle.
The shape of the conical reflector is governed by the outer reflector radius (Rout) and
the reflector height (Hout).

(a) 3D representation (b) Geometric illustration

Fig. 3.3: The cavity receiver with a conical reflector

The trumpet reflector is truncated from a hyperboloid surface with two planes
according to the minimum and maximum radius, R1 and Rout, respectively. The
equation of the trumpet reflector can be expressed with the following equation:z = − b

a

√
r2 − a2 + b

a

√
R2

1 − a2

r =
√

x2 + y2, R1 ≤ r ≤ Rout

(3.2)

where a and b are two coefficients from the hyperboloid equation. The trumpet shape
is determined by the two hyperboloid coefficients (a, b) and the outer radius (Rout).
To better illustrate the geometry of the trumpet reflector, the equivalent reflector
length (lt) and reflector angle (θt) can be defined by assuming the trumpet reflector
is ‘flat’ as the conical reflector. The definition will be used in a parametric study in
Section 3.5.4.2 to compare the trumpet with the conical reflector.

One thing to notice is that the definition of the trumpet in this paper is slightly
different from the trumpet definition of O’Gallagher et al. [156]. In O’Gallagher’s
definition, the trumpet reflector can redirect all radiation originally directed towards
the outer aperture into the inner aperture with single or multiple reflections. The
equation of O’Gallagher’s trumpet is expressed as:

z = −

√
R2

out − R2
1

R1

√
r2 − R2

1, R1 ≤ r ≤ Rout (3.3)
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(a) 3D representation (b) Geometric illustration

Fig. 3.4: The cavity receiver with a trumpet reflector

Compared with Equation 3.2, it can be seen that O’Gallagher’s trumpet is a spe-
cial case of the more generic definition with the a and b parameters fixed:a = R1

b =
√

R2
out − R2

1

(3.4)

More detailed comparison with O’Gallagher’s trumpet will be addressed in Section
3.5.4.2.

The CPC reflector is another commonly-used secondary concentrator. The ac-
ceptance angle (θ) is the key geometric parameter of the 3D CPC reflector, and the
equation is shown as follows [157]:{
((
√

x2 + y2 + R1) cos θ − z sin θ)2 = 4R1(1 + sin θ)(−z cos θ −
√

x2 + y2 sin θ + R1)

hCPC = R1(1 + sin θ)/ tan θ,−hCPC ≤ z ≤ 0
(3.5)

(a) 3D representation (b) Geometric illustration

Fig. 3.5: The cavity receiver with a CPC reflector

Similarly, the acceptance angles for conical and trumpet reflectors have been de-
fined in Figures 3.3(b) and 3.4(b).
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3.2.4 Combination of spillage skirt and secondary reflectors

Two types of receivers with a combination of a spillage skirt and a secondary
reflector are investigated: (1) the flat spillage skirt with the conical reflector and (2)
the flat spillage skirt with the trumpet reflector. The equations of reflectors are similar
to the prior case with no spillage skirt, except that the inner radius R1 becomes the
sum of the cylinder radius (Rcyl) and the skirt length (ls).

R1 = Rcyl + ls (3.6)

3.3 Modelling methodology

3.3.1 Energy balance

3.3.1.1 Optical processes

The optical process in the dish and tower systems is simulated by ray-tracing
codes Tracer [130] and SOLSTICE [131], respectively. In simulating the tower system,
the geometries of the cavity receiver, the spillage skirt and secondary reflectors are
firstly established in Blender2 and exported as Stereo Lithography (stl) files, and then
imported into SOLSTICE to do the MCRT calculations. The sunshape is chosen as a
pillbox type with angular range of 4.65 mrad.

3.3.1.2 Heat transfer processes

Using absorbed flux data for tube segments calculated from ray-tracing simula-
tions, an energy balance model including heat transfer mechanisms is developed to
calculate the surface temperatures of the tubes. To simplify the study, the convective
heat transfer coefficient is set to a constant 10 W/m2K, and the ambient tempera-
ture is assumed to be 20◦C, and atmospheric attenuation is neglected. The constant
coefficient is used to calculate the convective loss from the hot surfaces of both the
cavity receiver and the spillage skirt. Similar assumptions have been used in previous
studies [142]. Inner walls of the cavity receiver are assumed to be grey and diffuse.
View factors between tube segments are calculated with the assumption of flat sur-
faces tangent to the tube. For the case of the receiver with an inclined spillage skirt,
view factors cannot be solved analytically and the adaptive view factor calculation
algorithm (Asselineau, 2017) based on the MCRT method is used to get results with
sufficient accuracy, targeting 1% of the confidence interval widths of all view factors.
The heat transfer model is based on the work of Asselineau [142], as introduced in
Chapter 2.

2Blender: https://github.com/blender.
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3.3.1.3 Efficiencies and losses definitions

The energy flow through the concentrators to the receiver is shown in Chapter
2. The spillage loss (Q̇spi) and reflective loss (Q̇ref) are obtained from the optical
tools. After obtaining the temperatures of the tubes, the emissive loss (Q̇emi) and the
convective loss (Q̇conv) are calculated. The conductive losses through the back of the
receiver are neglected. The key performance metric in this study is the receiver-and-
interception efficiency (ηrec,int), which is defined as:

ηrec,int =
Q̇net

Q̇con
=

Q̇con − Q̇spi − Q̇ref − Q̇emi − Q̇conv

Q̇con
(3.7)

where Q̇con and Q̇net are the energy reflected from the concentrator and the net heat
gains of the HTF, respectively.

For receivers with secondary reflectors, the definition of the spillage loss is dif-
ferent from the receiver with no reflectors. As shown in Figure 4(b) and (c), after
reflection by the primary concentrator, some rays may not enter the outer aperture
if they are blocked by the secondary reflector or miss the receiver. These two losses
are defined as the secondary blocking loss (Q̇sec,block) and the outer spillage loss
(Q̇outer,spi). After entering the outer aperture, the energy absorbed by the reflector is
defined as the secondary absorption loss (Q̇sec,abs), while the energy of rays reflected
out of the outer aperture is defined as the secondary reflective loss (Q̇sec,ref). The sum
of the above-defined losses represents the energy that misses the inner aperture and
is defined as the inner spillage loss (Q̇inner,spi). Two new efficiencies are defined to
judge the interception capability (ηinterc) and the transmission performance (ηtrans) of
the secondary reflectors:

ηinterc =
Q̇outer

Q̇con
=

Q̇con − Q̇outer,spi − Q̇sec,block

Q̇con
(3.8)

ηtrans =
Q̇inner

Q̇outer
=

Q̇outer − Q̇sec,ref − Q̇sec,abs

Q̇outer
(3.9)

where Q̇outer and Q̇inner are the energy incident to the outer and inner apertures,
respectively.

3.3.2 Progressive Monte Carlo Evaluation method

The PMCE method is a receiver design method developed by Asselineau [142] to
explore optimum geometric configurations of solar receivers. The aim of the PMCE
method is to progressively down-select candidates from an initial random population
of geometries by discarding under-performing ones. The ‘progressive’ term describes
how this screening is done in multiple instances after tracing a bundle of rays, with
increasing confidence levels as ray numbers build up. The ‘Monte Carlo evaluation’
means this method can tackle optimisation problems with stochastic approximations
of results, so the PMCE method is suitable for the optimisation of solar receivers with
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(a) Energy losses caused by the reflectors
(b) Sankey diagram of the energy flow for receivers with

reflectors

Fig. 3.6: Illustration of the energy flow.

MCRT simulations. A metric M, which is the receiver-and-interception efficiency, is
used to assess the performance of each geometry. The values of each parameter are
randomly selected within a parameter interval. After each MCRT step (j), the metric
values and confidence intervals (CI) can be calculated for each geometry (i) according
to the three-sigma rule in the central limit theorem:

CIj,i =
3Sj,i√
jMj,i

(3.10)

where Mj,i is the weighted average of the metric, and Sj,i is the sample standard
deviation. If the best-case scenario performance of one candidate is smaller than the
worst-case scenario performance of the best-performing candidate, the candidate is
discarded, as shown in Equation 3.11. If not, the candidates are retained for the next
step of ray-tracing and performance estimation.

Mj,i(1 + CIj,i) ≥ Mj,i=best(1− CIj,i=best) (3.11)

The simulation comes to the end once the standard deviations of all candidates
meet the requirement of a convergence threshold (δthresh=0.001). The candidates still
remaining in the active population are regarded as optimum candidates.

It is noted that the selected threshold value of the standard deviation leads to a
certain level of the confidence, which is determined by Sj,i, Mj,i and j as given in
Equation 3.10. The confidence interval increases with more evaluation steps. If it is
assumed that the step number is 10, which is generally the case in the subsequent
simulations, and that the average efficiency is 0.85, then the precision of the results
can be evaluated as approximately 0.001. In other words, for the 3-sigma confidence
interval selected, there is a 99.7% probability that the results will be accurate within
this precision. Thus, the results are given with three decimal places, or when ex-
pressed in percentage terms, with a single decimal place.
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3.4 Performance enhancement of cavity receivers in a dish
system

This first case study focuses on the case of a parabolic dish where the optics of
the reflector are regular, independent of sun angle, and simply described. Thus the
observations from the analysis based on a dish system relate almost exclusively to
performance of the receiver, skirt and secondary reflector themselves, and depend
less on assumptions about the concentrator system, as is the case in the second case
study with a heliostat field. However, it is noted that a dish has significantly better
‘optical quality’ (i.e. a closer approximation to a perfect paraboloid) than a heliostat
field, so the specific performance values in this case study relate only to dishes.

3.4.1 The SG4 Big Dish

The size and shape of the dish is chosen to match the Solar Generator 4 (SG4)
Big Dish at the Australian National University (ANU) [155], which is a parabolic
dish concentrator with aperture area of approximately 500 m2. The average diameter
and focal length are 25.1 m and 13.4 m, respectively. The slope error of the dish
concentrator is set as 3 mrad. Other parameters for the physical model of the dish
used are summarised in Table 3.2.

Table 3.2: Parameters of the dish model

Parameters Values

Surface reflectivity 0.9
Average dish diameter (m) 25.1

Focal length (m) 13.4
Rim angle (◦) 50.2

Slope error (mrad) 3

3.4.2 Parametric study and optimisation of the cylindrical cavity receiver

For the cylindrical cavity receiver, a parametric study is first conducted to study
the effects of cylindrical radius (Rcyl) and height (Hcyl). Receiver-and-interception
efficiencies at different radii and heights are shown in Figure 3.7(a). It can be seen that
there are optimum values for the two parameters. For the physical model of the SG4
dish as earlier described by the parameters in Table 3.2, the optimum ranges of radius
and height are 0.3-0.4 m and 0.5-0.7 m, respectively. The spillage, reflective, emissive
and convective losses at different geometries are shown in Figure 3.7(b) and (c). The
spillage loss drops with increasing cylindrical radius. The reflective loss decreases
with smaller radius and larger height because less incident radiation is reflected
out of the cavity if the receiver shape is narrower and longer. The emissive loss
decreases with smaller aperture size. Larger heights also help in reducing emissive
power because the high temperature areas are located further away from the cavity
aperture. The convective loss decreases with smaller radius and height because of the
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reduced surface areas. Due to the combination of all these effects, there are optimum
values for both the radius and height.

(a) Efficiencies at different geometries

(b) Losses at different radii (c) Losses at different heights

Fig. 3.7: Results of the parametric study for the cylindrical cavity receiver

After this parametric study, the PMCE method is used to obtain the optimum
cylindrical radius and height. As shown in Figure 3.8(a) and (b), several candidates
are regarded as statistically optimum. Their best-case scenarios efficiency estimates
are all better than the worse-case scenario of the best geometry, and their sample
standard deviations S are less than the convergence threshold. It is interesting to note
that the receiver-and-interception efficiency is significantly less sensitive to changes
in height than in radius. The parameters corresponding to the best geometry are
shown in Table 3.3 (configuration D1). The best radius and height are 0.334 m and
0.601 m, which match with the optimum range in the above parametric study. Figure
3.9 illustrates the temperature and heat flux distributions of the optimised receiver. In
this figure, the cylindrical surface is unfolded and shown as a stretched flat surface.
The maximum temperature and flux areas are located on the back cylindrical plate
of the cavity receiver.
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(a) Receiver-and-interception efficiencies at different radius (b) receiver-and-interception efficiencies at different heights

Fig. 3.8: Optimisation results for cylindrical receiver

Table 3.3: Performance of the receivers with and without spillage skirts

Configuration D1 D2 D3
Optimised model With flat skirt With inclined skirt

Rcyl (m) 0.334 0.259 0.272
Hcyl (m) 0.601 0.525 0.520

ls (m) / 0.125 0.092
θs (◦) / / 76.9

Q̇spi (kW) 6.5 2.4 3.8
Q̇ref (kW) 8.9 10.7 10.2
Q̇emi (kW) 11.9 12.9 12.0
Q̇conv (kW) 9.8 8.0 7.9
ηrec,int (%) 91.6 92.3 92.3

3.4.3 Optimisation of the cylindrical receiver with spillage skirts

In this section, the PMCE method is used to optimise the cylindrical receiver on
the dish with inclusion of a spillage skirt. For the flat spillage skirt, the optimised
parameters include cylindrical radius, cylindrical height and skirt length. For the
inclined skirt, the skirt angle also needs to be included in the optimisation. The
optimised results are shown in Table 3.3 (configurations D2 & D3) and Figure 3.10.
Compared to the optimum receiver without the skirt, both the cylindrical radius and
the height are reduced. The cylindrical radius can be reduced to improve the ther-
mal performance while the spillage skirt captures the radiation that would otherwise
spill outside of the aperture, and the spillage loss is reduced because the extent of
the spillage skirt is larger than the aperture of the reference cylindrical case. With
a smaller cavity aperture, the cylindrical height can then be reduced to reduce the
convective loss, offsetting a minor increase in emissive loss because the high temper-
ature areas are closer to the aperture. The addition of the spillage skirts is also able
to reduce the receiver irradiated surface area by more than 22% which is expected
to translate into receiver manufacturing cost reductions. The disadvantage of the
spillage skirts is that the orientation of the skirt surface is such that emissive and
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(a) Heat flux distributions (b) Temperature distributions

Fig. 3.9: Temperature and heat flux distributions of the optimised cylindrical receiver, shown as a
plane “unwrapped” from the cylindrical shape, where x represents the angular range, and y

represents the vertical height.

reflective losses may increase locally. However, the reduction of spillage and convec-
tive losses overcomes this disadvantage in this configuration. It is notable that for the
temperature range studied, the spillage skirt is beneficial, but is significantly smaller
than that deployed on the ANU SG4 Big Dish, which was a water-steam receiver
with inlet feedwater of only 60 ◦C [73, 74]. The receiver-and-interception efficiency
can be increased by 0.7% with a flat spillage skirt.

(a) Optimised cylindrical receiver,
Rcyl=0.334 m, Hcyl=0.601 m,

ηrec,int=91.6%

(b) Receiver with flat spillage skirt,
Rcyl=0.259 m, Hcyl=0.525 m, ls=0.125 m,

ηrec,int=92.3%

(c) Receiver with inclined skirt,
Rcyl=0.273 m, Hcyl=0.520 m, ls=0.092 m,

θs=76.9◦ , ηrec,int=92.3%

Fig. 3.10: Optimised structures and receiver efficiencies for receivers with and without spillage skirts
(Black dots represent the focal points, and the shadows represent the shapes of the optimised

cylindrical receiver).

For the receiver with an inclined spillage skirt, the net efficiency gain is similar to
the flat case. Figure 3.11 illustrates the receiver-and-interception efficiencies at differ-
ent skirt angles in the process of the PMCE optimisation. The geometries with higher
skirt angles have higher efficiencies than with low skirt angles. The reason is that low
skirt angles lead to large blocking effects on the incoming rays. The optimum case
D3 achieves a similar performance to case D2, although the trade-offs of the losses
are different. In case D3, the outer aperture radius is smaller than in case D2, leading
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to higher spillage loss but lower emissive and reflective losses. Overall, the optimum
receiver-and-interception efficiencies attained with flat and inclined spillage skirts
are equivalent within the 3-sigma confidence interval of the optimisation method.

Fig. 3.11: Efficiencies at different skirt angles

3.4.4 Optimisation of a cylindrical receiver with secondary reflectors

The effects of secondary reflectors on solar receiver performance on the dish con-
centrator are investigated in this section.

First, the conical and trumpet reflectors are added to the cavity receiver and the
optimum geometries are obtained with the PMCE method. Optimised results are
shown in Table 3.4 (configuration D4-D6) and Figure 3.12. In both cases, the cylin-
drical radius can be reduced with regards to the receiver with no reflector, leading to
lower emissive losses, although the radius reductions are not as high as the receiver
with spillage skirts. The convective losses are also reduced due to the decrease of
inner receiver surface areas. The reflective losses remain broadly unchanged due
to the insignificant change of the aspect ratio while simultaneously decreasing the
radius and height. The inner spillage losses are smaller than the bare cylindrical
receiver even with smaller inner aperture size, proving that the reflectors work and
effectively reflect radiation into the cavity receiver. With conical or trumpet reflectors,
the receiver-and-interception efficiencies increase by about 0.6%. It can be seen from
the values in Table 3.4 (configuration D4) that the secondary reflective loss domi-
nates in the case of the receiver with the conical reflector, while it remains low for
the trumpet reflector (configuration D5). Analysis of this difference shows that the
trumpet is more effective at redirecting rays into the cavity in the region near to the
aperture, because the reflective surface transitions its shape to be tangential to the
inner surfaces of the cavity. This region still has significant incident flux, and al-
though the outer regions of the trumpet are less effective than the conical reflector,
the benefits of better performance in the inner, higher flux region slightly outweighs
this disadvantage.
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Table 3.4: Efficiencies and losses for receivers with reflectors

Case
D1 D4 D5 D6 D7 D8 D9

Cylinder Conical Trumpet CPC CPC CPC CPC
(θmax=70◦) (α = 0) (with lf)

Rcyl (m) 0.334 0.320 0.316 0.328 0.327 0.291 0.343
Hcyl (m) 0.601 0.590 0.575 0.563 0.490 0.350 0.589
Hout (m) / 0.311 / / / / /
Rout (m) / 0.750 0. 770 / / / /

a / / 0.316 / / / /
b / / 0.174 / / / /

θ (◦) / / / 89.2 69.0 52.7 89.0
lf (m) / / / / / / 0.01

Q̇outer,spi (kW) 6.5 0.2 0.7 7.0 4.3 1.8 4.8
Q̇sec,block (kW) / 1.6 1.9 0.3 0.2 1.5 0.5
Q̇sec,abs (kW) / 1.1 2.4 0.1 10.2 0.0 0.1
Q̇sec,ref (kW) / 2.7 0.6 0.0 0.2 0.1 0.0

Q̇inner,spi (kW) 6.5 5.6 5.6 7.4 14.9 3.4 5.4
Q̇ref (kW) 8.9 8.7 8.9 9.3 11.9 14.7 9.3
Q̇emi (kW) 11.9 11.0 10.8 11.6 13.4 12.2 12.5
Q̇conv (kW) 9.8 9.2 8.9 9.1 8.6 6.1 9.9
ηrec,int (%) 91.6 92.2 92.2 91.6 88.9 91.8 91.6

(a) Receiver with conical reflector,
Rcyl=0.320 m, Hcyl=0.590 m, Rout=0.750

m, Hout=0.311 m, ηrec,int=92.2%

(b) (b) Receiver with trumpet reflector,
Rcyl=0.316 m, Hcyl=0.575 m, b=0.174,

Rout=0.770 m, ηrec,int=92.2%

(c) Receiver with CPC reflector,
Rcyl=0.328 m, Hcyl=0.563 m, θ = 89.2◦ ,

ηrec,int=91.6%

Fig. 3.12: Optimised structures and receiver efficiencies for receivers with secondary reflectors.

Key geometric parameters for the cavity receiver with a CPC reflector include the
cylindrical radius, height and the CPC acceptance angle. Theoretically, all rays in-
coming to the outer aperture with incident angles smaller than the acceptance angle
will be reflected into the inner aperture by the CPC reflector [158]. Four different
cases are investigated in order to explore the best approach to using a CPC reflec-
tor. In the first case, the dish focuses at the centre of the outer aperture to reduce
the secondary blocking loss, and the absorptivity of the reflector surface (α) is set to
0.12. As shown in Table 3.4 (configuration D6) and Figure 3.12(c), a very short CPC
is chosen as the optimum reflector, which indicates that the optimisation method
tends towards removal of the CPC from the cavity receiver. Figure 3.13 illustrates the
receiver-and-interception efficiencies at different CPC acceptance angles. All the op-
timum geometries have high acceptance angles and short reflectors, and the receiver-
and-interception efficiency drops quickly with reducing acceptance angle.
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Fig. 3.13: Receiver efficiencies at different CPC acceptance angles.

To explore the reason why the CPC reflector is deemed unfavourable in the opti-
misation, a constrained case with fixed boundaries for the CPC geometry is studied.
An upper boundary for the CPC acceptance angle is set to 70◦ to ensure the existence
of a long enough reflector. Table 3.4 (configuration D7) shows that this approach
leads to a receiver-and-interception efficiency of 88.9%, much lower than the receiver
without the CPC. The secondary reflective loss is quite low, which proves that the
CPC reflector operates as expected, but the secondary absorption loss is much higher
than receivers with conical or trumpet reflectors.

To verify whether the high absorption loss is the only drawback of the CPC re-
flector, an ideal CPC with surface absorptivity of zero is considered. The upper
boundary of the CPC acceptance angle is removed in this case. The efficiency of
this ideal reflector case is much higher than when realistic reflectivity is assumed,
as shown in Table 3.4 (configuration D8); but is still less than receivers with coni-
cal or trumpet reflectors. The optimum acceptance angle is 52.7◦, which is slightly
higher than the rim angle of the concentrator. With such a low acceptance angle,
spillage loss is reduced and the concentration ratio increases; however, the reflective
and emissive losses are surprisingly high even with a small inner aperture. This is
explained in Figure 3.14 where the heat flux distribution on the receiver is analysed.
The flux is much higher in regions close to the inner aperture when using a CPC
and causes higher emissive and reflective losses. This suggests that using a CPC to
minimise the aperture radius may require the internal geometry of the receiver to
be modified from a simple cylinder (with diameter the same as the aperture diam-
eter) to a shape that minimises these forms of heat loss, e.g. a cylinder with larger
diameter or other more complex shapes [73, 159].

In the fourth case, the location of the dish focus is adjusted along the focal axis
between the inner and outer apertures. A new parameter named focus-to-centre dis-
tance (lf) is defined as the distance between the focus and the inner aperture centre.
It is expected that with a deeper focus, the secondary absorption loss and receiver
reflective loss can be reduced while the secondary blocking loss will increase. Table
3.4 (configuration D9) shows that the optimised acceptance angle is very large, and
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Fig. 3.14: Heat flux distribution of the receiver with CPC surface (configuration D8, α = 0)

the optimised focus-to-centre distance is close to zero. Overall, PMCE is attempting
to remove the CPC from the system. This indicates that CPC secondary reflectors
are not a good option for the parabolic dish/cavity receiver systems, at least for
the specific cylindrical receiver and dish configurations considered here and in the
temperature range evaluated.

3.4.5 Optimisation of the cylindrical receiver with both spillage skirts and
secondary reflectors

The results from the optimisation that includes both spillage skirts and conical
or trumpet reflectors, are shown in Table 3.5 (case study 10 and 11) and Figure 3.15.
receiver-and-interception efficiencies are similar for both cases and are higher than
receivers with the skirt or reflector only. The inner spillage is quite low due to
the combined effects of the spillage skirt and reflectors. The emissive loss is lower
because of the smaller inner aperture size. The convective loss drops due to the lower
surface area of the cavity. Overall, the receiver-and-interception efficiency increases
by 1.0% compared to the optimised cylindrical receiver.

3.5 Performance enhancement of a cavity receiver in a tower
system

The observations regarding performance of the secondary reflector and skirt in
the previous case study using a dish concentrator generally also hold for a heliostat
field, as is shown in this section. However, in a tower system, the distances between
the concentrator (mirrors) and the receiver depends on the area of the field consid-
ered and deviates from the ideal parabolic case which can lead to higher spillage
losses than in a dish system. In this work, the heliostat field design is fixed to sim-
plify the analysis of the thermo-optical processes, although it is acknowledged that
co-optimisation of both the receiver (including the skirt and secondary reflector) and
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Table 3.5: Efficiencies and losses for receivers with skirt and reflectors

Configuration D1 D10 D11
Cylinder Skirt and conical Skirt and trumpet

Rcyl (m) 0.334 0.255 0.262
Hcyl (m) 0.601 0.522 0.617

ls (m) / 0.102 0.084
Hout (m) / 0.223 0.731
Rout (m) /0.699 /

a / / 0.346
b / / 0.180

Q̇outer,spi (kW) 6.5 0.1 0.7
Q̇sec,block (kW) / 1.3 1.5
Q̇sec,abs (kW) / 0.6 1.2
Q̇sec,ref (kW) / 0.5 0.0

Q̇inner,spi (kW) 2.5 3.1
Q̇ref (kW) 8.9 10.7 9.6
Q̇emi (kW) 11.9 11.6 11.1
Q̇conv (kW) 9.8 7.6 8.6
ηrec,int (%) 91.6 92.6 92.6

(a) Receiver with spillage skirt and
conical reflector, Rcyl=0.255 m,

Hcyl=0.522 m, ls=0.102 m, Rout=0.699
m, Hout=0.223 m, ηrec,int=92.6%

(b) Receiver with spillage skirt and
trumpet reflector, Rcyl=0.262 m,

Hcyl=0.617 m, ls=0.084 m, a=0.346, b=0.18,
Rout=0.731 m, ηrec,int=92.6%

Fig. 3.15: Optimised structures and receiver efficiencies for receivers with skirt and secondary
reflectors.

the heliostat field is preferable, and that in later work in this thesis (albeit for an
external receiver rather than a cavity receiver) such co-optimisation is carried out.

3.5.1 The PS10 tower field

This case study assumes a fixed reference case heliostat field based on the field
of the PS10 solar power tower plant, which was constructed in 2007 near Seville,
Spain (37◦42’ N, 5◦9’ W). The PS10 field has a north-oriented polar configuration
with 624 heliostats. All heliostats are aimed at the centre of the cavity aperture plane
to minimise spillage losses. The optical tower height is the vertical distance between
the aiming point and the horizontal plane. Other key parameters related to the field
model are shown in Table 3.6 [32].
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Table 3.6: Parameters of the PS10 tower field

Parameters Values

Number of heliostats 624
Heliostat width (m) 12.84
Heliostat height (m) 9.45
Mirror reflectivity 0.88
Slope error (mrad) 1.45

Optical tower height (m) 107.7

3.5.2 Analysis and optimisation of the cylindrical cavity receiver for the
tower configuration

The optimum geometries for the cylindrical cavity receiver are explored with the
PMCE method. Variables include the cylindrical radius, height and the tilt angle of
the receiver. The tilt angle (θtilt) is defined as the angle between the centreline of
the receiver and the vertical line (0◦ ≤θtilt ≤ 90◦), as is shown in Figure 3.16. The
results are illustrated in Table 3.7 (configuration T1) and Figure 3.17(a). The optimum
radius and height are 5.29 m and 9.68 m, respectively. The aperture size is around
88 m2, which is much smaller compared to the PS10 cavity receiver with aperture
area of 165 m2 [32]. The reason is that an optimised high-temperature receiver has a
relatively smaller aperture size to avoid high emissive loss. The optimum tilt angle is
73.1◦. Overall, the receiver-and-interception efficiency for the optimised cylindrical
geometry is 87.2%.

Fig. 3.16: Illustration of the tilt angle

The flux maps on the receiver are shown in Figure 3.18, with high peak fluxes
located on the back plate. The influence of the non-axisymmetric field with respect
to the viewing (tilt) angle of the receiver can be seen with strong flux peaks on both
sides of the cylinder walls. The distributions of the heliostat efficiencies are also
given for the design point in Figure 3.19(a). The heliostat efficiency is defined as the
power incident to the receiver from each heliostat (Q̇rec,inc,i) divided by the energy
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Table 3.7: Optimisation results for receivers with the spillage skirts

Configuration T1 T2 T3
Cylinder Flat skirt Inclined skirt

Rcyl (m) 5.29 4.12 4.28
Hcyl (m) 9.68 8.09 9.04

ls (m) / 1.58 1.58
θs (◦) / / 80.9

θtilt (◦) 73.1 74.4 71.8
Q̇spi (MW) 1.74 1.28 1.11
Q̇ref (MW) 1.29 1.58 1.48
Q̇emi (MW) 2.51 2.66 2.76
Q̇conv (MW) 2.31 1.76 1.98
ηrec,int (%) 87.2 88.2 88.1

(a) Optimised cylindrical receiver,
Rcyl=5.29 m, Hcyl=9.68 m,

ηrec,int=87.2%

(b) Receiver with a flat skirt, Rcyl=4.12
m, Hcyl=8.09 m, ls=1.58 m,

ηrec,int=88.2%

(c) Receiver with an inclined skirt,
Rcyl=4.28 m, Hcyl=9.04 m, ls=1.58 m,

θs=80.9◦ , ηrec,int=88.1%

Fig. 3.17: Optimised structures and receiver efficiencies for receivers with and without the skirt.

incident to the same heliostat (Q̇hst,inc,i):

ηhst,i =
Q̇rec,inc,i

Q̇hst,inc,i
, i = 1, 2, ..., 624 (3.12)

The individual heliostat efficiency represents the optical performance of each he-
liostat. Optical losses include the shading loss, cosine loss, field absorption loss,
blocking loss, spillage loss and reflective loss. As shown in Figure 3.19, heliostats
closer to the tower have higher efficiency than the more distant ones.

3.5.3 Optimisation for the tower receiver with spillage skirts

The PMCE method is used here for receivers with flat and inclined spillage skirts,
with the results in Table 3.7 (configurations T2 T3). Like in the dish study, the
cylindrical radius can be reduced with simultaneous reduction of the spillage loss.
The cylinder height can also be reduced to decrease the convective loss. Similarly, the
emissive and reflective losses are higher than the reference cylindrical case, while the
benefits of lower spillage and convective losses compensate for this disadvantage.
For the receiver with the inclined spillage skirt, the performance is again close to
the flat case. The receiver-and-interception efficiency gains with flat and inclined
skirts are approximately 0.9% to 1.0%. The receiver irradiated area reduction is more
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Fig. 3.18: Flux map of the optimised cavity receiver

Fig. 3.19: Heliostats’ efficiencies for the optimised cavity receiver

than 31%, a significant reduction which would most likely result in beneficial cost
reductions.

3.5.4 Optimisation for the tower receiver with secondary reflectors

As the optical interaction between a heliostat field and secondary reflectors on
a central receiver system is complex, a parametric study is conducted prior to op-
timisation to highlight the trends in receiver-and-interception efficiency for differ-
ent geometries. Subsequently, the PMCE method is used to optimise receivers with
secondary reflectors. The parametric studies are all based on the optimised cavity
receiver (configuration T1).
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3.5.4.1 Parametric study of the tower receiver with a conical reflector

The geometric shape of the conical reflector is controlled by the reflector length
and reflector angle. The receiver tilt angle also affects the receiver performance. Fig-
ure 3.20 shows the receiver-and-interception efficiencies at different reflector lengths,
receiver tilt angle and reflector angle. The influence of the reflector angle on the ef-
ficiency depends on the reflector lengths. As the reflector angle decreases (i.e. tends
towards the tangent to the receiver side walls), the receivers with longer reflectors
see their efficiency drop, while for shorter reflectors, the efficiency first increases
and then decreases. Hence an optimal receiver-and-interception efficiency can be
obtained with reflector length of 0.5Rcyl and an angle of 40◦. As shown in Figure
3.20(b), the optimal angle is relatively insensitive to the tilt angle in the range studied.
The optimal tilt angle is around 69.1◦.

(a) Receiver efficiencies at different reflector lengths and
angles (θtilt=73.1◦)

(b) Receiver efficiencies at different reflector angles and
tilt angles (lc = 0.5Rcyl)

Fig. 3.20: Parametric study for receivers with conical reflectors (Rcyl =5.29 m, Hcyl=9.68 m).

To better understand the effects of the reflector length and angle, the efficiencies
of the heliostats are calculated and shown in Figure 3.21 for the optimised cylindri-
cal receiver. In Figure 3.21, the efficiency difference (∆ηhst) points to the difference
between the efficiency of individual heliostat in current case and the efficiency of the
same heliostat in the reference case as shown in Figure 3.21. An ‘acceptance area’ is
defined as the area where the acceptance cone of the secondary reflector intersects
the horizontal plane at the level of the heliostats. In Figure 3.21, the black solid line
indicates the boundary of the acceptance area. Radiation coming from heliostats out-
side of the acceptance area (beyond the black line) will be blocked by the reflector.
For heliostats inside the acceptance area but close to the boundary, the reflected radi-
ation may be partly blocked due to the deviation of rays caused by the sunshape and
mirror slope error. That is the reason why the black solid lines do not intersect with
the field area but the optical efficiencies of some heliostats closer to the boundary are
reduced. By comparing Figures 3.21(a)-(c), it can be found that with longer reflec-
tors, the performance of some heliostats at the side areas close to the acceptance area
boundary is reduced, explaining why the receiver performance deteriorates. On the
other hand, longer reflectors cause an increase in efficiency for heliostats farther from
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the tower as the larger outer aperture reduces spillage loss. Overall, the efficiency
gains from farther heliostats does not fully offset the efficiency decrease of the side
heliostats, and smaller reflectors are preferred.

(a) lc=0.25Rcyl, θc=40◦ ,
θtilt=73.1◦ ,ηrec,int=87.6%, ηinterc=98.6%,

ηtrans=99.0%

(b) lc=0.5Rcyl, θc=40◦ , θtilt=73.1◦ ,
ηrec,int=87.6%, ηinterc=98.7%,

ηtrans=98.8%

(c) lc=1.0Rcyl, θc=40◦ , θtilt=73.1◦ ,
ηrec,int=86.4%, ηinterc=97.6%,

ηtrans=98.6%

(d) lc=0.5Rcyl, θc=30◦ ,
θtilt=73.1◦ ,ηrec,int=87.2%, ηinterc=97.8%,

ηtrans=99.3%

(e) lc=0.5Rcyl, θc=50◦ , θtilt=73.1◦ ,
ηrec,int=87.4%, ηinterc=99.2%,

ηtrans=98.1%

(f) lc=0.5Rcyl, θc=40◦ , θtilt=77.1◦ ,
ηrec,int=87.4%, ηinterc=98.6%,

ηtrans=98.8%

(g) lc=0.5Rcyl, θc=40◦ , θtilt=69.1◦ ,
ηrec,int=87.6%, ηinterc=98.8%,

ηtrans=98.7%

Fig. 3.21: Heliostats’ efficiencies at different reflector lengths and angles. The black line marks the
boundary of the acceptance area, which is the intersection of the acceptance cone with the heliostat

field plane.

Figures 3.21(b), (d) and (e) illustrate the effects of the reflector angle on heliostats’
efficiencies. As the reflector angle decreases, the interception efficiency decreases
as radiation from side heliostats is blocked. However, the transmission efficiency
increases because the reflectors with smaller angles reflect radiation into the cavity
receiver more effectively. The performance of the farther heliostats is significantly
increased with smaller reflector angles. In total, due to the combined effects of the
interception efficiency and the transmission efficiency, an optimum reflector angle is
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obtained.
With varying tilt angles, the cavity receiver will ‘face’ different parts of the he-

liostat field. By comparing Figures 3.21(b), (f) and (g), it can be seen that with a
smaller tilt angle, which means the receiver is tilted more downwards, the blocking
effects on the side heliostats can be alleviated, while the efficiency gains from farther
heliostats gradually disappear. The optimum range for the tilt angle is around 69.1°,
which is lower than the optimised cylindrical receiver (73.1◦). The reason is that the
receiver needs to be tilted more downwards to improve the performances of the side
heliostats closer to the tower.

3.5.4.2 Parametric study of the tower receiver with a trumpet reflector

As discussed in Section 3.2.3, for the trumpet reflector, the geometry is controlled
by two hyperboloid coefficients (a, b) and the outer reflector radius (Rout). The coef-
ficient a determines where the trumpet is truncated from a hyperboloid curve. The
maximum value of a equals to R1 if the trumpet is cut exactly from the middle of the
hyperboloid. To better understand the effects of a, a dimensionless parameter a/R1

is defined and studied. Figure 3.22(a) shows the receiver-and-interception efficien-
cies at different values of a/R1. The receiver efficiency increases with larger a, and
the highest receiver-and-interception efficiency is achieved with a equal to R1. The
shapes of the trumpet reflector with different a are illustrated in Figure 3.22(b). With
a/R1 equal to one, regions of the reflector near to the aperture are more tangential to
the inner surface of the cavity, and rays coming from the field can be better reflected
into the cavity receiver. This conclusion is consistent with O’Gallagher’s trumpet (see
Equation 3.3).

(a) Receiver efficiencies at different a/R1 (b) Illustration of different trumpet geometries

Fig. 3.22: Receiver efficiencies and reflector shapes for the trumpet at different a (b=2, Rout=10 m).

Next, receiver-and-interception efficiencies are calculated by varying the coeffi-
cient b, as shown in Figure 3.23, showing that an optimum value can be found. To
better understand the effects of b, two parameters, trumpet reflector length and trum-
pet reflector angle, are assumed similar to the definition of the conical reflector. The
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reflector length and reflector angle can be calculated from:

lt =
√
(Rout − R1)2 + b2/a2(R2

out − R2
1) (3.13)

tan θt =
Rout − R1

b/a
√

R2
out − R2

1

(3.14)

It can be seen from the equations that larger b results in a longer reflector and smaller
reflector angle. The trend is identical with the geometries in Figures 3.23(b). In
the parametric study of the conical reflector, trade-offs are found to determine the
optimum reflector length and angle. Here, due to the similar trade-offs, an optimum
value of b exists to achieve the highest receiver-and-interception efficiency.

(a) Receiver efficiencies at different b (b) Illustration of different trumpet geometries

Fig. 3.23: Receiver efficiencies and reflector shapes for the trumpet at different b (a=5.39, Rout=10 m).

Interestingly, with the value of b in O’Gallagher’s definition, the trumpet reflector
is long and has a small reflector angle, as shown in Figure 3.24. The transmission
efficiency is very high, proving the good optical performance of O’Gallagher’s trum-
pet. But the low interception efficiency reduces the overall receiver-and-interception
efficiency. The conclusion is that although O’Gallagher’s trumpet has a high opti-
cal performance, a more general definition of the trumpet reflector can find a better
geometry with a higher receiver-and-interception efficiency.

Figure 3.25(a) shows the receiver-and-interception efficiency at different values of
Rout. The receiver-and-interception efficiency first increases and then nearly remains
unchanged with increasing outer reflector radius. As the outer aperture becomes
larger, the interception efficiency increases due to the reduced spillage loss, while
the transmission efficiency decreases because of larger secondary reflective and ab-
sorption losses, and overall the receiver efficiency slightly increases. However, if the
outer radius continues to increase, both the increment of the interception efficiency
and decrement of the transmission efficiency drop. This is because the extended part
of a long reflector doesn’t receive much flux, thus the impact of further extension on
receiver-and-interception efficiency is minor, as shown in Figure 3.25(b).
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Fig. 3.24: O’Gallagher’s trumpet, b=8.4, ηrec=58.8%, ηinterc=67.9%, ηtrans=99.7%

(a) Receiver efficiencies at different Rout (b) Illustration of different trumpet geometries

Fig. 3.25: Receiver efficiencies and reflector shapes for the trumpet at different Rout (a=5.39, b=2).

3.5.4.3 Parametric study of the tower receiver with a CPC reflector

For the CPC reflector, the CPC acceptance angle, the receiver tilt angle and the
focus-to-centre distance are the three key variables. By default, the focus-to-centre
distance is set equal to the CPC length (hCPC) and all heliostats aim at the centre
of the outer aperture. As shown in Figure 3.26(a), the receiver-and-interception ef-
ficiency directly drops with decreasing the CPC acceptance angle. Figures 3.26(b)
shows the reflector shapes at different angles. It can be seen that smaller acceptance
angles lead to longer reflectors and larger outer apertures. The heliostats’ efficiencies
at different CPC acceptance angles are illustrated in Figures 3.27(a)-(d). For a fixed
inner aperture dimension, as the CPC acceptance angle decreases, the interception
efficiency increases due to the larger outer aperture, so the performance of farther
heliostats can be enhanced. However, for the fixed heliostat field used in this case
study, sometimes there are heliostats outside the acceptance area which are com-
pletely blocked, as can be seen in Figures 3.27(a) and (b). Furthermore, as discussed
previously, heliostats inside this area but near the boundary are also impacted, by
a gradually decreasing amount as the distance to the boundary increases. The high
reflector absorption loss with the long CPC reflector is another cause for decreasing
efficiency. In total, the decrease in transmission efficiency overwhelms the increase
in interception efficiency, and the receiver-and-interception efficiency drops with re-
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duction of the reflector angle.

(a) Receiver efficiencies at different θ (b) Illustration of different CPC geometries

Fig. 3.26: Receiver efficiencies and reflector geometries for the CPC reflectors at different θ.

Tilting the receiver more may be a good option to alleviate the efficiency drops
of the side heliostats. However, as shown in Figures 3.27(c), (e) and (f), although the
heliostat efficiencies in low efficiency areas are slightly enhanced, the efficiency gains
from the distant heliostats gradually disappears. Hence changing tilt angle does not
improve the performance of the CPC reflector.

Similar to the parabolic dish case, the aiming point of the field can be adjusted
along the axis of the CPC between the inner and outer apertures. The effect of
the focus-to-centre distance is shown in Figure 3.27 (c), (g) and (h). Decreasing the
focus-to-centre distance, the receiver-and-interception efficiency drops because of the
reduction in interception efficiency. The radiation from the side heliostats is absorbed
by the back surface of the CPC reflector and is lost as secondary blocking losses.
Therefore, the optimum aiming point is at the centre of the outer aperture. But the
focus-to-centre distance is still retained as a variable in the following optimisation.

Although CPCs appear to not be beneficial again in this tower configuration,
Figure 3.27 highlights that the average field optical efficiency would go up if the
assumption of a fixed heliostat field was removed, and poorly performing heliostats
from the sides were removed. It is concluded that for a CPC to be effective in a
central tower configuration, the CPC and heliostat field need to be co-optimised. This
is consistent with the findings of Li et al. [85], who carried out such an optimisation.

3.5.4.4 Optimisation of the tower receivers with secondary reflectors

Having highlighted the fundamental trade-offs between the optical and thermal
performance of the tower system configurations with secondary reflectors, the PMCE
method is used to find the optimal geometrical configurations. The results are sum-
marised in Table 3.8 and Figure 3.28. The receiver-and-interception efficiency can be
enhanced with either the conical or trumpet reflector (configurations T4 & T5), while
the CPC reflector cannot achieve an efficiency gain (configuration T6). For receivers
with a conical or trumpet reflector, the cylindrical radius is reduced compared to
the reference cavity case, while the spillage losses also drop down. This proves the
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(a) θCPC = 50◦ , θtilt=73.1◦ ,ηrec,int=70.8%,
ηinterc=99.1%, ηtrans=90.5%

(b) θCPC = 60◦ , θtilt=73.1◦ ,ηrec,int=81.0%,
ηinterc=98.7%, ηtrans=94.9%

(c) θCPC = 70◦ , θtilt=73.1◦ ,ηrec,int=85.4%,
ηinterc=98.0%, ηtrans=97.9%

(d) θCPC = 80◦ , θtilt=73.1◦ ,ηrec,int=86.6%,
ηinterc=97.4%, ηtrans=99.4%

(e) θCPC = 70◦ , θtilt=77.1◦ ,ηrec,int=85.2%,
ηinterc=98.0%, ηtrans=97.7%

(f) θCPC = 70◦ , θtilt=69.1◦ ,ηrec,int=85.4%,
ηinterc=98.0%, ηtrans=97.9%

(g) θCPC = 70◦ , θtilt=73.1◦ , lf=0 m,
ηrec,int=77.7%, ηinterc=88.1%,

ηtrans=99.3%

(h) θCPC = 70◦ , θtilt=73.1◦ , lf=0.5hCPC,
ηrec,int=85.0%, ηinterc=96.0%,

ηtrans=99.2%

Fig. 3.27: Heliostats’ efficiencies at different acceptance angles relevant to the optimised receiver. The
black line marks the boundary of the acceptance area, which is the intersection of the acceptance cone

with the heliostat field plane.

positive effect of the reflectors reflecting the rays into the inner apertures. The emis-
sive losses drop due to the smaller cavity apertures. The convective losses are lower
because of the smaller inner surface areas. In total, the receiver-and-interception effi-
ciencies of receivers with conical and trumpet reflectors can be enhanced by around
0.6% and 0.7%, respectively. Similar to the dish study, a receiver with extremely
short CPC is chosen as optimum, and the CPC reflector tends to be removed from
the system in the optimisation.
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Table 3.8: Efficiencies and losses for receivers with reflectors

Case
T1 T4 T5 T6 T7 T8

Cylinder Conical Trumpet CPC Skirt &
conical

Skirt &
trumpet

Rcyl (m) 5.29 5.23 5.23 5.39 4.28 3.97
Hcyl (m) 9.68 9.20 9.84 9.20 8.41 7.30
θtilt (◦) 73.1 70.7 71.7 72.0 71.7 74.4
ls (m) 1.42 1.74
lc (m) / 1.72 / / 1.92 /
θc (◦) / 35.4 / / 34.8 /

a / / 5.23 / / 5.71
b / / 2.27 / / 2.36

Rout (m) / / 14.97 / / 16.97
θCPC (◦) / / / 89.1 / /

lf (m) / / / 0.06 / /
Q̇spi (MW) 1.74 1.69 1.55 1.75 1.09 1.04
Q̇ref (MW) 1.29 1.32 1.24 1.35 1.52 1.72
Q̇emi (MW) 2.51 2.38 2.37 2.52 2.65 2.68
Q̇conv (MW) 2.31 2.14 2.26 2.22 1.85 1.61

ηinterc (%) / 98.5 99.5 97.1 98.8 99.5
ηtrans (%) / 99.0 97.9 99.9 99.4 98.3
ηrec,int (%) 87.2 87.8 87.9 87.2 88.4 88.5

(a) Receiver with conical reflector,
Rcyl=5.23 m, Hcyl=9.20 m, lc=1.72 m,

θc=35.4◦ , ηrec,int=87.8%

(b) Receiver with trumpet reflector,
Rcyl=5.23 m, Hcyl=8.84 m, b=2.27,

Rout=14.97 m, ηrec,int=87.9%

(c) Receiver with CPC reflector,
Rcyl=5.39 m, Hcyl=9.20 m, θ=89.1◦ ,

ηrec,int=87.2%

Fig. 3.28: Optimised structures and receiver efficiencies for receivers with secondary reflectors.

3.5.4.5 Optimisation of the tower receiver with both a spillage skirt and sec-
ondary reflectors

Receivers with both a flat spillage skirt and a conical or trumpet reflector (config-
urations T7 & T8) are optimised, with the results illustrated in Table 8 and Figure 27.
Similar to the dish case, the cavity radius and the spillage losses are simultaneously
reduced due to the combined effects of the spillage skirt and the reflectors. The con-
vective losses are also reduced. The increase of the reflective losses and the emissive
losses are mainly caused by the orientation of the skirts. Overall, the receiver-and-
interception efficiencies can be enhanced by around 1.2% to 1.3% using a combination
of the spillage skirt and conical or trumpet reflectors.
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(a) Receiver with a skirt and conical
reflector, Rcyl=4.28 m, Hcyl=8.41 m,

ls=1.42 m, lc=1.92 m, θc=34.8◦ ,
ηrec,int=88.4%

(b) Receiver with a skirt and trumpet
reflector, Rcyl=3.97 m, Hcyl=7.30 m,

ls=1.74 m, a=5.71, b=2.36, Rout=16.97 m,
ηrec,int=88.5%

Fig. 3.29: Optimised structures and receiver efficiencies for receivers with spillage skirts and reflectors.

3.6 Conclusion for this chapter

Optimised configurations of spillage skirts and secondary reflectors were devel-
oped for representative receiver inlet and outlet temperatures. In both systems,
spillage skirts enable a reduction in receiver dimensions while decreasing spillage
loss. The conical and trumpet reflectors enable a reduction of aperture size and
spillage loss at the same time. CPC reflectors are not favourable for the dish system
considered, as secondary absorption losses outweigh the thermal benefits of reduc-
ing the receiver aperture. In the tower system considered, the CPC reflector either
blocks light from peripheral heliostats or suffers large secondary reflective losses,
and co-optimisation of the CPC and field is necessary to demonstrate benefit. The
mirror slope error is matched to the slope error of the primary concentrator (3 mrad
for the dish configuration [155] and 1.45 mrad for the tower configuration [32]). In
a dish system, with a combination of spillage skirt and conical or trumpet reflectors,
efficiency enhancement of about 1.0% is achieved, which corresponds to a 12.7% re-
duction in losses compared to the optimised cylindrical cavity receiver. In a tower
system, with the combination of a spillage skirt and conical or trumpet reflectors, the
receiver-and-interception efficiencies can be increased by up to 1.3% compared to the
cylindrical cavity alone, with reduction in total receiver losses of 10.2% in relative
terms. The methods developed in this work could be used for any point-focus CSP
system to extract quantitative values regarding the usefulness of adding secondary
concentrators and spillage skirts.

As a general conclusion, the spillage skirt appears to be a valuable tool for high-
efficiency cavity receiver design: it offers the potential to simultaneously increase
the receiver-and-interception efficiency and reduce its cost by reducing the size of
the cavity, for a relatively simple geometrical design alteration. Conical and trumpet
secondary reflectors, particularly when combined with spillage skirts, offer potential
additional benefits provided that the efficiency gains are not counterbalanced by
technical challenges or significant increases in cost.

For practical reasons, several simplifying assumptions have been implemented,
such as the assumption of uniform flux density on each tube coil or bank, and
the assumption of a constant convective heat transfer coefficient or neglecting at-
mospheric attenuation in the tower case. If the results are to be used for detailed
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design purposes, it is suggested that the impact of these simplifying assumptions
is further examined. Moreover, this study focuses on a simple cylindrical cavity re-
ceiver. Receivers with more tailored geometric configurations (for example, as in
[73]), or different flow path structures, would be interesting to investigate in further
work. Another assumption in the present work is that the reflectors are cooled; how-
ever, thermal management of secondary reflectors represents a significant challenge.
A fixed heliostat field layout based on the relatively small PS10 plant is used in this
study. A suggestion for further work is to extend the study to commercial-scale he-
liostat field configurations, and to include co-optimisation of the heliostat field with
the receiver and its spillage skirt and secondary reflectors.
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Chapter 4

MDBA: an accurate and efficient
method for aiming heliostats1

4.1 Introduction

Cavity receivers have the potential to achieve higher thermal efficiency at high
temperatures due to the cavity effect. In the investigation on cavity receivers in
Chapter 3, it was found that spillage skirts and secondary reflectors could be applied
to further increase the efficiency of cavity receivers in a tower system. However, cav-
ity receivers have a limited acceptance angle and are more suitable for polar heliostat
fields. As mentioned in Chapter 1, although multiple cavities can potentially allevi-
ate this issue [41, 122], the conventional cylindrical external receiver design has no
limitations relating to the field of view and appears more suitable for scaling up to
systems with a larger design capacity. The cylindrical external receiver designs, as
will be investigated in the following chapters, perform well and achieve an efficiency
close to 90% in a commercial-scale tower system. Therefore, this chapter turns the
research focus to cylindrical external receiver designs within a surround field.

Solar radiation on receiver tubes results in thermally induced stresses, and flux
limits must be respected to avoid shortening receiver lifetime through creep and fa-
tigue damages. The role of a heliostat aiming strategy is to control the radiative flux
distribution at the receiver surface to avoid thermally induced damage. As reviewed
in Chapter 1, most of the aiming strategies in literature rely on fast convolution-
based optical simulations because flux maps of individual heliostats need to be cal-
culated, or quick responses of the aiming strategy are sought-after. Monte Carlo
ray-tracing (MCRT) is a more accurate method to simulate heliostat fields compared
to convolution-based methods [104], but it is computationally expensive, and new
approaches are necessary to reduce the computational requirements in finding op-
timal aiming parameters. In this chapter, two reference cases are firstly tested: the
Image Size Priority (ISP) method, used in SolarPILOT [40]; and the deviation-based
aiming (DBA) method, developed by Augsburger [160]. Given the limitations of the

1This chapter is based on: S. Wang, C.A. Asselineau, W.R. Logie, J. Pye, J. Coventry, MDBA: An
accurate and efficient method for aiming heliostats. Solar Energy, 2021, 225: 694-707. Sections 4.5.1.4
and 4.5.3 were not included in the paper.
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reference methods, this chapter introduces a new parameterisation of heliostat aim-
point locations that significantly simplifies the aiming problem. The new aiming
model enables efficient use of MCRT to optimise the aiming strategy and, together
with receiver thermal and mechanical models, is able to closely match the flux dis-
tribution to local values of allowable flux on the receiver. The full field aim-points
are also dynamically predicted at different sun positions and direct normal irradi-
ance (DNI). A reference case with a surround field and a cylindrical external receiver
compatible with the Gen3 Liquid Pathway project [161, 162] is presented to test the
capability of the method developed in this study.

4.2 Models and methodology

4.2.1 The reference system

A system with a surround field and a cylindrical external receiver is chosen as
the reference case. Liquid sodium is chosen as the HTF in the receiver and operates
between 520◦C and 740◦C. The reference system is located in Daggett, CA (34.85◦N,
116.78◦W). The solar multiple (SM) is 2.5, and the receiver nominal output is 543
MWth at design point (equinox solar noon) based on the calculations in equations
2.19-2.21. The oversizing factor ( fhst) is 1.0. The DNI at design point is 980 W/m2.
The receiver is split into 8 flow paths, with two passes per flow path for a total of 16
tube banks (Figure 4.1). The HTF is introduced into the north-facing tube banks and
crosses the south-facing banks for the second pass. Detailed information describing
the system is found in Table 4.1.

Table 4.1: Parameters for the cylindrical cavity receivers

Parameter Value Parameter Value

Heliostat width (m) 12.2 Receiver diameter (m) 16
Heliostat height (m) 12.2 Outer diameter(mm) 60.3
Mirror reflectivity 0.9 Pipe thickness (mm) 1.2
Slope error (mrad) 1.5 Number of pipe banks 16

Number of heliostats 6764 Number of flow paths 8
Tower height (m) 175 Absorptivity of pipes 0.98

Receiver height (m) 24 Emissivity of pipes 0.91

4.2.2 Methodology

4.2.2.1 Optical model

The optical simulation uses ray-tracing as implemented in the SOLSTICE open-
source software [131]. A limb darkened sunshape [163] is used in the optical model.
The geometry of the receiver tube bank is established and meshed in the vertical
direction into 50 binning sections for each tube bank. The incident flux is assumed
to be constant and uniform inside the mesh element of a tube bank. After the optical
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Fig. 4.1: Flow path of the sodium receiver. The receiver is composed of 16 tube banks and 8 flow paths.
In each flow path, the HTF is introduced into the top of a north-facing bank, and leaves the receiver at
the top of a symmetrically positioned south-facing bank. The equatorial line is located at the vertical
centre of the receiver.

simulation, the flux falling onto each mesh element is stored for energy balance
simulations. The optical energy losses and the interception efficiency can be obtained
from the optical simulation.

4.2.2.2 Heat transfer model

The heat transfer model based on the work by Asselineau [142] is used to calculate
the energy balance of the receiver. The convective heat transfer coefficient of the outer
wall of the receiver pipes is approximated as a constant 20 W/m2K. The ambient
temperature is assumed to be 20◦C at design point. Illustrative net flux and HTF
temperature distributions are shown in Figure 4.2.

Fig. 4.2: Results of the heat transfer model for case S1

4.2.2.3 Thermo-mechanical stress limits

The combination of high temperature and thermal-induced stress requires the use
of creep-resistant nickel-based superalloys. Alloy 740H is chosen as the material for
receiver pipes. The flux limits are generated using the method developed by Logie
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et al. [143] dependent as functions of HTF temperature and bulk flow velocity, as
shown previously in Figure 2.8. The flux limits are applied at each receiver/tube
element using 2D linear interpolation. A further safety factor of 0.9 was applied for
conservatism.

4.3 Aiming strategy reference cases

As a precursor to the description of the new heliostat aiming strategy described in
this chapter, two reference cases are described: the Image Size Priority (ISP) method,
used in SolarPILOT [40]; and the deviation-based aiming (DBA) method, developed
by Augsburger [160]. The original DBA strategy and the ISP aiming strategy are
applied to the reference case in this section.

4.3.1 Image Size Priority method

The ISP method determines heliostat aim position by sequentially placing he-
liostats on the receiver at points of lowest flux. Flux images of heliostats are obtained
from the convolution method. Images with significant distortion or at long distance
from the receiver are placed first. After each heliostat placement, a local minimum is
identified in the flux distribution and the subsequent heliostat is aimed at that posi-
tion. The allowable aiming region is defined as a function of the standard deviation
of the flux profile from each heliostat. Further details about the ISP method can be
found in SolarPILOT software [40].

4.3.2 Deviation-based aiming strategy

The principle of the DBA method is that the aiming points of heliostats gradually
deviate from the equatorial line of the receiver (see Figure 4.1). The closer heliostats
with a smaller reflected sun image aim to the lower and upper boundaries of the
cylindrical receiver, while the farther away heliostats with a larger reflected sun im-
age aim at the centre of the receiver. High spillage loss can be avoided in this way.

A Cartesian coordinate system is established with the origin at the tower base.
Positive x and y point to the east and north, respectively. The x and y coordinates of
the aiming point of each heliostat is the closest point to the heliostat on the projected
cylindrical envelope of the receiver:

xaim,i =
xhst,i × Rrec√
x2

hst,i + y2
hst,i

(4.1)

yaim,i =
yhst,i × Rrec√
x2

hst,i + y2
hst,i

(4.2)

All heliostats are sorted in ascending order according to focal length. The z
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coordinate of the aiming point for a given heliostat i is determined by:

zaim,i = Htower + MiE
Hrec

2
Nhst − i

Nhst
, Mi = −1, 1,−1, 1... (4.3)

where Htower is the optical tower height and also the z coordinate of the receiver
equator, E is the aiming extent, Hrec is the receiver height, and Nhst is the total
heliostat number. M is an index vector consisting alternately of -1 and 1.

The DBA method is a function of a single variable, the aiming extent (E), which
determines the vertical extent of the aiming space. Figure 4.3 shows how the aiming
extent controls the range of aiming points. By pointing at the upper and lower
receiver sections respectively, the flux distribution is vertically symmetric relative to
the receiver equatorial line.

Fig. 4.3: Illuatration of the aiming extent (E) in the original DBA method.

4.3.3 Comparison of DBA with ISP

A comparison between the two reference aiming methods is conducted to eval-
uate the capacity of the original DBA method. The interception efficiency and the
receiver peak flux (q̇′′peak) are used to compare the DBA and ISP methods, with the
results shown in Table 4.2. Equatorial aiming is used in CS-Ø1: all heliostats aim at
the receiver equatorial line (E = 0). Equatorial aiming generally leads to excessive
flux on the receiver, but acts as a reference case for maximum interception efficiency.
Cases CS-Ø2 and CS-Ø3 are simulated using the ISP method. The offset from edge
is set to 2.2 for CS-Ø2 and 0 for CS-Ø3. In the last four cases (CS-Ø4 to CS-Ø7), DBA
is applied with the aiming extent gradually increased from 0.2 to 1.0. Flux maps of
the unfolded cylindrical surfaces are shown in Figure 4.4 for selected cases.

As seen from the results in Figure 4.4 and Table 4.2, equatorial aiming results in an
extremely high peak flux. The maximum interception efficiency for equatorial aiming
(ηint,equ) is 97.0%. The DBA used in case CS-Ø5 achieves a similar performance
to the ISP in case CS-Ø2: both methods reduce the high peak flux by 23%, with
the interception efficiency dropping only 0.1% to 0.2% compared to the equatorial
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Table 4.2: Parameters for the cylindrical cavity receivers

Cases Explanation q̇′′peak (MW/m2) ηint

CS-Ø1 Equatorial aiming 2.43 97.0%
CS-Ø2 ISP, offset = 2.2 1.47 96.8%
CS-Ø3 ISP, offset = 0 0.62 82.6%
CS-Ø4 DBA, E = 0.2 1.87 97.0%
CS-Ø5 DBA, E = 0.45 1.44 96.9%
CS-Ø6 DBA, E = 0.7 1.15 96.6%
CS-Ø7 DBA, E = 1.0 0.86 89.2%

(a) CS-Ø1: Equatorial aiming (b) CS-Ø2: ISP, offset=2.2

(c) CS-Ø5: DBA, E=0.45 (d) CS-Ø7: DBA, E=1.0

Fig. 4.4: Flux maps of the four reference aiming cases. The cylindrical surface of the receiver is
unfolded to show the flux maps. Left to right parts of the map correspond to tube banks 1 to 16.
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aiming. Cases CS-Ø4 to CS-Ø7 show that both the peak flux and the interception
efficiency drop with increasing aiming extent: the allowable range of aiming points
increases with a larger aiming extent (see Figure 4.4(a), (c) and (d)) which leads to
more uniform flux profiles but also more spillage. The same effect is observed in ISP
method with reducing the offset from edge in cases CS-Ø2 and CS-Ø3.

Although the DBA performs similarly to ISP, two high peak flux regions appear
in the flux map, as shown in Figure 4.4(c) and (d). These artefacts were also observed
in the original work of Augsburger [160], and are similar to the “shoulders” in other
one-parameter aiming strategies as reported by Flesch et al. [90] and Collado and
Guallar [89]. The flux distribution is not symmetric in the circumferential direction
because the ranking of the heliostats is based solely on their focal distance across
the entire field. According to the experience of [98, 100], it is a good idea to divide
heliostats into sectors and to aim heliostats within sectors to the corresponding tube
banks.

Figure 4.5 compares the net flux transferred to the heat transfer fluid and the flux
limit at flow path 2 for cases corresponding to Figure 4.4. As the receiver becomes
hotter, the flux limit gradually drop along the flow path. In order to keep the net
flux under the limit, a simple choice in DBA method is to increase the aiming extent
(E). However, the crossover is not eliminated even with E equal to 1.0 (full height
aiming in case CS-Ø7), as shown in Figure 4.5(d), while the interception efficiency
drops significantly to 89.2%. In the above cases, the only option to avoid crossovers is
to increase the allowable range of aiming points, forming a lower, more uniform flux
profile. This may work in some circumstances, but extending the aiming range to the
entire receiver results in high spillage losses. An improved approach is to control the
shape of the net flux curve and match it to the safe limit curve as closely as possible.
The DBA strategy cannot do this because it is a one-parameter method. ISP has the
capability to place the net flux curve below the flux limit, but has limited control
on the flux distribution. The ISP method is compatible with any optical simulation
method but thus far is only implemented in SolarPILOT, where it relies on the speed
of convolution-based optics.

4.4 The modified deviation-based aiming (MDBA) method

Given the limitations of the reference methods, the Modified Deviation-Based
Aiming (MDBA) method is introduced in this section. A parametric study is con-
ducted to investigate the effects of the variables in the MDBA method.

4.4.1 Description of the method

In the MDBA method, all heliostats are divided into azimuthal sectors corre-
sponding to the receiver tube banks. For the reference case, 16 field sectors are
considered, as shown in Figure 4.6. The colour-bar represents the normalised focal
length, which is the ratio of focal length of each heliostat to the maximum length in
the entire field.
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(a) CS-Ø1: Equatorial aiming (b) CS-Ø2: ISP, offset=2.2

(c) CS-Ø5: DBA, E=0.45 (d) CS-Ø6: DBA, E=1.0

Fig. 4.5: Curves of net flux and flux limit at different cases. The grey solid line represents the net flux
along the flow path. The red solid and dashed lines represent the variations of the flux limit and safe

limit, respectively.

Fig. 4.6: Sectoral division of the heliostat field. The colour-bar represents the normalised focal lengths
of each heliostat. The field sectors correspond to the tube banks.
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Within each sector j, heliostats are ranked in ascending order according to their
focal length. The z coordinate of the aiming point of each heliostat i in sector j, is
obtained from the following expression modified from the DBA expression presented
in Equation 4.3:

zaim,i,j = Htower + Mi,jEj
Hrec

2

(
fmax,j − fi,j

fmax,j − fmin,j

)Sj

(4.4)

where Ej is the aiming extent for sector j. fmax,j and fmin,j are the maximum
and minimum focal lengths of all heliostats in sector j. Sj is defined as the shape
exponent. M is the index matrix. The determination of the x and y coordinates of
the aiming point is the same as the original DBA method.

The index matrix is no longer simply composed of alternate 1 and -1. Instead, the
order is determined by an asymmetry factor (Aj) to obtain asymmetric flux distribu-
tions about the equatorial line. The definition of the asymmetry factor is the ratio of
the heliostats targeting the upper section of the receiver (Nhst,up,j) to the total number
of heliostats (Nhst,j) within a particular sector j: Aj = Nhst,up,j/Nhst,j. Section 4.4.4
explains in detail how Mi,j is obtained from Aj, together with an illustration of the
algorithm.

The MDBA method requires three parameters per sector j: the aiming extent Ej,
the shape exponent Sj and the asymmetry factor Aj.

4.4.2 Effect of the aiming extent E

In this section, A, E and S are held constant for all sectors. The shape exponent
S is assumed to be 1.5, and a symmetrical vertical profile is considered with A equal
to 0.5 (symmetrical aiming with respect to the equatorial line). The aiming extent
E is gradually increased from 0.5 to 1.0. As shown in Table 4.3, the peak flux and
interception efficiency are reduced with increasing aiming extent. Figure 4.7 show
the flux maps and flux curves with varying E for selected cases. The aiming range is
increased with increasing E, and the flux curve becomes flatter, consistently with the
original DBA model introduced in Section 4.3.3.

Table 4.3: Effect of the aiming extent on peak flux and intercept efficiency (S = 1.5, A = 0.5).

Cases E q̇′′peak (MW/m2) ηint

CS-E1 0.5 1.27 96.9%
CS-E2 0.6 1.14 96.9%
CS-E3 0.7 1.03 96.8%
CS-E4 0.8 0.93 96.5%
CS-E5 0.9 0.84 95.8%
CS-E6 1.0 0.76 94.0%
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(a) Flux map at case CS-E1, E=0.5 (b) Flux map at case CS-E3, E=0.7 (c) Flux map at case CS-E5, E=0.9

(d) Flux curves at case CS-E1, E=0.5 (e) Flux curves at case CS-E3, E=0.7 (f) Flux curves at case CS-E5, E=0.9

Fig. 4.7: Results at different aiming extent E (S = 1.5, A = 0.5).

4.4.3 Effect of the shape exponent S

To analyse the effect of the shape exponent S, the aiming extent E and the asym-
metry factor A for all sectors are set to 0.8 and 0.5, respectively. The shape exponent
is varied from 0.5 to 3.0. The results are shown in Table 4.4 and Figure 4.8. With in-
creasing shape exponent, the peak flux firstly decreases and then increases, while the
interception efficiency increases. From the flux maps in Figure 4.8(a)-(c), the flux pro-
files becomes more concentrated towards the equatorial line with increasing S. With
a smaller value of S, the flux is split in two components, with peaks located close to
the edges of the receiver. As pointed out by Collado and Guallar [89], one-parameter
models could lead to two hot spots (“shoulders”) as the irradiation images come
closer to the upper and lower edge of the receiver. Common one-parameter aim-
ing models [96, 98] only have one parameter controlling the expanding of aiming
points, similar to the effect of the aiming extent. Those one-parameter models fail
to control the shape of the flux curve, and this is why two-parameter aiming mod-
els were proposed by Collado and Guallar [89] to avoid the flux shoulders. In the
MDBA method, the flux “shoulders” gradually disappear with increasing the shape
exponent, as shown in figures 4.8(d)-(f) illustrating the flux curves for different shape
exponents. S controls the shape of the flux curve and is an important factor to fit the
flux curve with the flux limits.

4.4.4 Effect of the asymmetry factor A

The asymmetry factor has the effect of skewing the shape of the flux profile. This
is realised by determining the order of +1 and -1 in the index matrix in Equation 4.4.
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Table 4.4: Effects of the shape exponent on peak flux and intercept efficiency (E = 0.8, A = 0.5).

Cases S q̇′′peak (MW/m2) ηint

CS-S1 0.5 1.11 93.8%
CS-S2 1.0 0.98 96.1%
CS-S3 1.5 0.93 96.6%
CS-S4 2.0 0.97 96.7%
CS-S5 2.5 1.08 96.8%
CS-S6 3.0 1.18 96.8%

(a) Flux map at case CS-S1, S=0.5 (b) Flux map at case CS-S3, S=1.5 (c) Flux map at case CS-S5, S=2.5

(d) Flux curves at case CS-S1, S=0.5 (e) Flux curves at case CS-S3, S=1.5 (f) Flux curves at case CS-S5, S=2.5

Fig. 4.8: Results at different shape exponents S (E = 0.8, A = 0.5).

The flowchart shown in Figure 4.9 is used to illustrate how Mi,j is obtained from Aj
using a simple algorithm that progressively fills the index matrix M with -1 and 1
while ensuring that it stays the closest possible to the target Aj value.
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Fig. 4.9: Flowchart for the index matrix algorithm. The algorithm determines the order of +1 and -1 in
the index matrix with an input of the asymmetry factor.

Figure 4.10 shows several case studies illustrating how the variation of A can lead
to different ordered combinations of -1 and 1 inside M. The number of heliostats is
assumed to be 100. It can be seen from Figure 4.10 that if A equal to 1, all heliostats
aim at the upper part of the receiver. If A equal to 0.5, half of the heliostats aims at
the upper, while the other half aims at the lower section. This leads to a symmetric
aiming with flux vertically symmetric across the equatorial line. If Aj equal to 0.7
or 0.3, the aiming points are tilted upwards and downwards, respectively, and an
asymmetric flux distribution can be obtained.

Fig. 4.10: Results of the index matrix at different asymmetry factors.

Two cases for the reference system are tested here to show how the asymmetric
flux patterns are beneficial to receiver operations. Aiming extents E and shape expo-
nents S are assumed to be 0.8 and 1.5 for all sectors. In case CS-A1 (Figure 4.11(a)),
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the asymmetry factors are set as 0.3 for all south-facing tube banks (T1-T4, T13-T16),
and 0.7 for all north-facing tube banks (T5-T12). The opposite setting is applied for
case CS-A2 (Figure 4.11(b)). The net flux is controlled below the safe limit for flow
path 1 in case CS-A1, but not for case CS-A2, as shown in Figure 4.11(c) and (d).
The skewing direction should be dependent on the temperature variation along the
bank, which is itself dependent on the HTF flow direction. In the reference system,
the HTF is introduced at the top for all north-facing tube banks, so the hotter part is
at the bottom of the tube banks. For all south-facing tube banks, the HTF becomes
hotter in the upper section of the receiver. The flux limits are always lower at higher
temperatures, so more heliostats should always be aimed in the region where cold
HTF is introduced to the tube bank. In the reference case, aiming points should be
skewed towards the top of the receiver for all north-facing tube banks, and towards
the bottom for all south-facing tube banks.

(a) Flux map at case CS-A1 (b) Flux map at case CS-A2

(c) Flux curves at case CS-A1 (d) Flux curves at case CS-A2

Fig. 4.11: Results with different asymmetry factors A (E = 0.8, S = 1.5). Case CS-A1: A = 0.3 for all
south-facing tube banks (T1-T4, T13-T16), A = 0.7 for all north-facing tube banks (T5-T12). The

opposite setting is applied for the second case.

Figure 4.12 shows the location of all the aiming points for case CS-A1. The colour
of the dots corresponds to the focal length of the heliostats as in Figure 4.6. The range
of the aiming points is controlled by the aiming extent, which is equal to 0.8. The
aiming points are denser in the upper section than the lower section for tube banks
T5 to T12, and vice versa for the other eight banks, which is controlled by varying
the asymmetry factor.

In summary, the aiming points for heliostats in each sector are determined by
three parameters, each with independent functions determining the flux profile. The
aiming extent E controls the allowable range of the aiming points. The shape expo-
nent S is used to adjust the shape of the flux profile. By using the asymmetry factor
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Fig. 4.12: Location of aiming points for case CS-A1. The colour of the dots gives an indication of the
heliostat locations with relation to Figure 4.6.

A, the flux distribution can be vertically skewed to adapt to the flux limit curve. For
the reference case with 16 field sectors, the aiming points are controlled by 48 param-
eters in total. The methods used to determine optimal values of all the parameters
are introduced in the next section.

4.5 MDBA parameter determination methods

With given values of aiming parameters, the optical and thermal models are used
to calculate the net flux comparing with flux limits. The interception efficiency can
also be obtained. In this section, three different methods are explored to generate
suitable MDBA parameters by running optical and thermal simulations in iteration:
an optimisation-based method, a sequential method and a feedback-based method.
The goal is to achieve a high interception efficiency, while guaranteeing a safe flux
profile.

4.5.1 Optimisation-based MDBA method

4.5.1.1 Problem formulation

A constrained optimisation approach is adopted for this problem. The objective
function is to maximise ηint and the constraint condition is that the net flux curve
is controlled under the safe limit curve. To mathematically illustrate the constraint
condition, the concepts of the safe extent (Dunder) and the crossover extent (Dover)
from [99] are adopted. An out-most intersection point is found between the net flux
and safe limit curves, and a vertical range is defined between this point and the
symmetric point about the middle line of the tube bank. The differences between
the net flux and flux limit are computed within that range and integrated to get the
values of Dover and Dunder, as shown in Figure 4.13. The constraint is expressed as
Dover,j = 0, where j = 1, 2, ..., Nb. Nb is the number of tube banks.
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Fig. 4.13: Definition of Dover and Dunder.

4.5.1.2 Choice of the optimisation method

The pattern search method, a gradient-free heuristic-based local optimisation
method, is used in this study. The DAKOTA [164] implementation of the pattern
search method is used. The pattern search method walks through the parameter
domain according to a defined stencil of search directions. The optimisation starts
from the initial point, then uses a plus and minus offset in each coordinate direction
according to an initial step length. The initial step length L(x) for each parameter x
is defined as:

L(x) = ∆× 0.1(xU − xL) (4.5)

where ∆ is the initial delta, xU and xL are the upper and lower boundaries for param-
eter x. The pattern is gradually contracted according to a contraction factor ( fcontra).
∆ is chosen as 3 and fcontra is set as 0.75. The optimisation ends once the step length
is contracted to 0.1 of the initial step lengths for all variables or a targeted objective
function is reached.

4.5.1.3 Results of the optimisation-based method

The optimisation method is used to solve the problem for all variables in a single
optimisation computation. The optimisation is expressed as:

maximise : ηint(x)

subject to :
Nb

∑
j=1

Dover,j(x) = 0

x = {E0, S0, A0, ..., ENb , SNb , ANb} ∈ R3Nb

(4.6)

The optimised parameters are the aiming variables related to all tube banks. The
interception efficiency and the crossover extents are updated once parameters are
introduced into a new simulation. The problem is a non-linear equality optimisation
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problem. The constraint condition is that the sum of the crossover extents (introduced
in Section 4.5.1.1) on all tube banks is equal to zero. A conservative initial point is
chosen, with all aiming extents equal to 0.9, to guarantee that at least one reliable
result can be found in the first iteration. The range of the aiming extents considered
is between 0.5 and 1.0. The initial value for the shape exponent is 1.5, with lower
and upper boundaries set as 0.5 and 3.0, respectively. For all north-facing tubes,
the asymmetry factor varies between 0.5 and 0.75 with initialisation of 0.67, while
the factor is adjusted between 0.25 and 0.5 initialising from 0.33 for all south-facing
banks.

The results of the optimisation are shown in Table 4.5 (case O1). The optimal
interception efficiency is 96.5%, a decrease of 0.5% compared to the equatorial aim-
ing. The flux curves are shown in Figure 4.14. The net flux curve is controlled below
the safe limit curve, and the trends of the net flux curves match well with the limit
curves.

Table 4.5: Results of the optimisation-based method (case O1). T1-T16 point to tube banks in Figure
4.6.

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16

E 0.75 0.82 0.81 0.88 0.88 0.70 0.78 0.77 0.82 0.90 0.73 0.90 0.90 0.90 0.74 0.67
S 2.00 1.65 1.55 1.55 1.56 2.00 1.58 2.34 1.58 1.50 1.58 1.64 1.58 1.55 1.62 1.62
A 0.34 0.33 0.33 0.33 0.67 0.68 0.67 0.65 0.67 0.67 0.67 0.67 0.32 0.32 0.33 0.35

The interception efficiency is 96.5%. The number of ray-tracing evaluations (Nevals) is 3082.

Fig. 4.14: Net flux and flux limit for all flow paths (Case O1).

This single optimisation requires more than 3000 ray-tracing evaluations before
convergence. Figure 4.15 shows the gradual convergence of the optimisation with
increasing the number of evaluations. The optimisation problem converges if the
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step length is contracted to 0.1 of the original step length. This case has a high com-
putational cost requiring 10 CPU hours with 107 rays per sun position on a desktop
PC with an Intel i7 processor and 16 GB Ram. While feasible, the determination of
MDBA parameters using the presented optimisation approaches remains too costly.
Therefore, an attempt to divide the optimisation problem into sub-problems is dis-
cussed for the acceleration.

Fig. 4.15: Progress of the optimisation in Case O1. The problem converges when the pattern size is
contracted to 0.1 of the original size.

4.5.1.4 Optimisation-based method with division into sub-problems

To accelerate the process, the optimisation problem is divided into sub-problems
with fewer optimised variables. The assumptions of initial values, parametric bound-
aries and the end criterion are kept the same as in case O1. Different division ap-
proaches are investigated. In case O2, the optimisation problem is divided into four
sub-problems, each considering two symmetric flow paths in the West-East direc-
tion. The order of the optimisation is shown in Figure 4.16. The constraint condition
is that the sum of crossover extents for the currently-optimised tube banks and the
previously-optimised banks is zero. The optimised aiming parameters are progres-
sively introduced into subsequent sub-problems. The optimisation is finished after
the last sub-problem converges. For each sub-problem k, the parameter space in-
cludes E, S and A from the corresponding tube banks, and the optimisation can be
expressed as:

maximise : ηint(x), subject to :
4k

∑
j=1

Dover,j(x) = 0

x = {E4k−3, S4k−3, A4k−3, ..., E4k, S4k, A4k} ∈ R12

for k in {1, 2, 3, 4}

(4.7)

Case O3 divides the problem into eight sub-problems. Each sub-problem includes
six variables and is optimised for one flow path in the sequence of flow path 1, 2, . . . ,
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Fig. 4.16: Illustration of the optimisation sub-problems in case O2.

8. Each sub-problem k includes 6 variables, and can be expressed as:

maximise : ηint(x), subject to :
2k

∑
j=1

Dover,j(x) = 0

x = {E2k−1, S2k−1, A2k−1, E2k, S2k, A2k} ∈ R6

for k in {1, 2, ..., 8}

(4.8)

In case O4, each sub-problem is implemented for a single tube bank. This means
each sub-problem in case O3 is further divided into two sub-problems, each consid-
ering for one tube bank. The sub-problems can be expressed as:

maximise : ηint(x), subject to :
k

∑
j=1

Dover,j(x) = 0

x = {Ek, Sk, Ak} ∈ R3

for k in {1, 2, ..., 16}

(4.9)

Results of cases O2 to O4 are shown in Table 4.6 compared to the result in case
O1 without division. With division into more sub-problems, the number of evalu-
ations per sub-problem drops quickly because fewer variables are optimised. The
total number of evaluations drops, while the optimal interception efficiency is also
reduced. This means the division benefits in accelerating the optimisation, at the
expense of neglecting part of the interaction between tube banks, which may reduce
the achieved interception efficiency.

Even with division, the optimisation-based approaches still remain too costly.
This limits the application of the optimisation-based method. For example, if the
method is to be used for annual simulation, it would be impractical to run several
iterations of such heavy optimisation for different sun positions. Therefore, a new
approach is explored in the following section to accelerate the process of determining
MDBA parameters.
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Table 4.6: Summary of the results for the optimisation-based method. Nparameters, Nsub−problems and
Nevals,sub represent the number of parameters, number of sub-problems and number of evaluations per
sub-problem.

.

Case Nparameters Nsub−problems ηint Nevals Nevals,sub

O1 48 1 96.5% 3082 3082
O2 12 4 96.4% 1413 353
O3 6 8 96.4% 1184 148
O4 3 16 96.2% 785 49

4.5.2 Sequential determination of MDBA parameters

A three-step sequential method is proposed to address the limitations of the
optimisation-based method. The sequential method is an adaptation of the work
of Sánchez-González et al. [99] to the MDBA. In their study, preliminary values for
the aiming factor were determined in the first step, and a second algorithm was used
to select aiming points matching the incident flux with the AFD. A fast but approx-
imate convolution-based optical model was used to determine the aiming points of
individual heliostats. Similarly, the parameterisation of the MDBA model is divided
into three parts. Preliminary values of the aiming extents are determined in a search
algorithm, and the shape exponents and the asymmetry factors are determined in a
second fitting algorithm. The third adjustment algorithm aims to fit within the flux
limit with further adjustment of the aiming extent and the defocusing procedure if
the first two steps fail.

4.5.2.1 Search algorithm

The algorithm roughly fits the flux to the safe limit by gradually adjusting the
aiming extent. The algorithm flowchart is illustrated in Figure 4.17. The values of
the shape exponents and the asymmetry factors are set constant as the initial values
in case O1. The search algorithm starts with E = 0.5 for all tube banks. If the
acceptance criterion is met for one tube bank, the aiming extent is stored and stays
unchanged. If not, 0.05 is added to the aiming extents of the corresponding tube bank
and its neighbouring tube banks, and the optical and thermal models are re-run to
update the flux limit and compare it to the net flux. The neighbouring tube banks are
considered here to take the interaction between adjacent banks into account because
the flux typically spills over the side banks. The algorithm ends when values of
aiming extent are assigned for all the tube banks.

In the current algorithm, the intersection of the net flux curve and the limit curve
is allowed, but an acceptance criterion must be met:

Dover

Dunder
<

1
m

(4.10)

where m is a factor determining the relationship between the safe and crossover
extents. In the study of Sánchez-González et al. [99], the acceptance criterion was
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Fig. 4.17: Algorithm flowchart of the search algorithm.

Dunder > Dunder (m = 1). If m is larger, the crossover extent becomes smaller, and it is
easier for the downstream optimisation to converge. The suggested value of m is 5.

Figure 4.18 illustrate results of the search algorithm. The crossover only occurs on
T4 and T13. The interception efficiency is 96.6%. The results of the search algorithm
are stored and introduced to the following fitting algorithm.

Fig. 4.18: Net flux and flux limit for all flow paths after completion of the search algorithm in the
sequential method. The crossover only occurs on tube bank 4 and 13.
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4.5.2.2 Fitting algorithm

The fitting algorithm determines the shape exponents and the asymmetry factors
able to control the net flux below the safe limit. The results of the aiming extents
from the search algorithm are introduced into the current algorithm, and the shape
exponent and the asymmetry factor are optimised for the tube banks where flux is
exceeded. The flowchart of the fit algorithm is shown in Figure 4.19. Each optimisa-
tion sub-problem j is expressed as:

minimise : Dover,j(x), x = Sj, Aj ∈ R2 (4.11)

The parameter space R2 includes Sj and Aj from the corresponding tube bank j. The
initialised values and parametric boundaries of the shape exponent and the asymme-
try factor are the same as in the optimisation-based method. The optimised variables
of previous sub-problems are introduced to the following sub-problems. The end
criterion for each optimisation problem is that the crossover is reduced to zero or the
step length is contracted to 0.1 of the initialised step length in Equation 4.5.

Fig. 4.19: Algorithm flowchart of the fit algorithm.

4.5.2.3 Adjustment algorithm

The adjustment algorithm is used to finalise the aiming strategy if the fitting
algorithm fails to eliminate the crossover extents for all tube banks. The flowchart
algorithm is shown in Figure 4.20. For the tube banks with excess flux, the aiming
extents of the corresponding and neighbouring tube banks are gradually increased
until no crossover occurs for the tube bank. If the aiming extent exceeds 1.0, some
heliostats aim outside the bounds of the receiver. This has potential to cause excessive
heat flux and damage to components outside the receiver and these heliostats are
defocused and aimed at a stand-by point.
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Fig. 4.20: Algorithm flowchart of the adjustment algorithm.

4.5.2.4 Results of the sequential method

The results of the optimal aiming variables and the flux profile (case S1) are
shown in Table 4.7 and Figure 4.21. The number of evaluations is greatly reduced
(99.4% reduction) compared to the optimisation-based method, while the intercep-
tion efficiency is equivalent. The high interception efficiency is mainly achieved in
the preliminary determination of the aiming extent, which results in a good start-
ing point for the optimisation. The three-steps algorithm also greatly accelerates the
parametric determination process. After a simple parametric search of the aiming
extent, crossover only occurs at two tube banks, which offer great convenience for
the fitting algorithm to reduce the crossover extents through the optimisation. In this
case, aiming extents of all tube banks are below one, so the defocusing process is not
activated. The simulation in case S1 needs 18 ray-tracing evaluations, which takes
about 3 minutes in total with 107 rays on a desktop PC with an Intel i7 processor and
16 GB Ram.

Table 4.7: Results of the sequential method (case S1). T1-T16 point to tube banks in Figure 4.6.

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16

E 0.70 0.80 0.95 0.85 0.75 0.65 0.75 0.80 0.80 0.75 0.65 0.75 0.85 0.95 0.80 0.70
S 1.50 1.50 1.50 0.75 1.50 1.50 1.50 1.50 1.50 1.50 1.50 1.50 0.75 1.50 1.50 1.50
A 0.33 0.33 0.33 0.25 0.67 0.67 0.67 0.65 0.67 0.67 0.67 0.67 0.25 0.33 0.33 0.33

The interception efficiency is 96.5%. The number of ray-tracing evaluations is 18.
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Fig. 4.21: Net flux and flux limit for all flow paths after completion of the sequential method (case S1).

4.5.2.5 Sensitivity analysis of the factor m

The value of the factor m denotes the relationship between Dover and Dunder (see
Equation 4.10), and hence affects the result of the search algorithm and the starting
point of the fitting algorithm. A suggested value of m = 5 is used in case S1. Here
a sensitivity analysis is implemented to investigate the effect of m on the results, as
shown in Table 4.8. The optimal interception efficiency is reduced with increasing m,
while the number of evaluations also drops. In case S2, crossover appears at more
tube banks than other cases. This leads to more optimisation sub-problems in the
fitting algorithm, and hence the number of evaluations is increased. The interception
efficiency is higher than other cases because the aiming extents can remain at low
values with larger allowable crossover in the search algorithm. Notably, the intercep-
tion efficiency in case S2 is even 0.1% higher than in case O1. The reason is that the
result in case O1 is likely to be a local optimum. Besides, the interception efficiency
and the number of evaluations do not change linearly with increasing m. Cases S1,
S3 and S4 lead to the same result because the aiming extent step selected by the
search algorithm is identical for all of them. Due to the trade-off between intercep-
tion efficiency computational speed and method reliability, the suggested value for
m is chosen as 5.

In summary of the sequential method, the number of ray-tracing evaluations has
been greatly reduced compared to the optimisation-based method, while achieving
the same interception efficiency. However, a potential drawback is that an optimisa-
tion is still needed in the fit algorithm, which prevents from a further acceleration. To
address this factor, and further accelerate the MDBA method, a third variation of the
method is proposed where the key variables are determined based upon a feedback
method.
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Table 4.8: Results of the sensitivity study. ηint,search is the efficiency after the search algorithm. The
tube bank index points to banks with cross-over after the search algorithm. Nevals is the number of
evaluations.

Cases m ηint,search Tube bank index ηint Nevals

S2 1 96.7% T3,T6,T9-10,T12-13 96.6% 58
S3 3 96.6% T3,T12 96.5% 18
S1 5 96.6% T3,T12 96.5% 18
S4 7 96.6% T3,T12 96.5% 18
S5 9 96.4% T3,T12 96.4% 14

4.5.3 Feedback-based MDBA method

In the feedback-based method, the values of E, A and S for all tube banks are
simultaneously adjusted after each iteration of the ray-tracing simulation. The al-
gorithm flowchart is illustrated in Figure 4.22. The method to adjust E follows the
search algorithm in Figure 4.17. The method to adjust A and S is introduced in the
following subsections.

Fig. 4.22: Algorithm flowchart of the feedback-based MDBA method.

4.5.3.1 Determination of the asymmetry factor A

The asymmetry factor is defined as the ratio of heliostats targeting the upper
section of the receiver to the total number of heliostats in a given field sector. An
appropriate value of A needs to be chosen such that the slope of the net flux curve
matches the slope of the safe limit curve. A feedback signal is needed after each
simulation iteration to use as a basis for the adjustment of A. The feedback signal
chosen is the slope of the net flux curve. The slope of this curve is compared to the
slope of the safe limit curve, and the value of A is updated to minimise the difference
between the two (i.e. match the slopes of the net flux and the safe limit curves).

The accuracy of the feedback signal is essential in this approach. A linear re-
gression method is implemented to fit both the net flux and safe limit curves. Two
examples are shown in Figure 4.23, with A of 0.75 and 0.67, respectively. The part of
the flux and limit curves that needs to be fitted is the middle part, where the net flux
is high and needs to be matched closely with the safe limit curve. Hence, the bound-
aries LB1 and RB1 are defined as the range of aiming points, which is controlled by
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E and symmetric about the equatorial line:{
LB1 = Hrec

2 (1− Ej)

RB1 = Hrec
2 (1 + Ej)

(4.12)

where Ej is the aiming extent for bank j. The linear regression is performed over
this interval LB1 and RB1. The low-flux area at the edge of the receiver is excluded
to avoid the less critical low-flux regions influencing the results of the linear regres-
sion. The linear regression model is the ‘HuberRegressor’ model implemented in the
Python package Sklearn [165]. The slopes of the limit and flux curves are recorded
as k1 and k2, respectively.

(a) A = 0.75, k1 = -46.7, k2 = -67.7. (b) A = 0.67, k1 = -46.4, k2 = -45.8.

Fig. 4.23: Linear regression of the net flux and safe limit curves with varying asymmetry factor A. The
dash-dot lines are the results of the linear regression. LB1 and RB1 indicate the boundary of aiming

range. k1 and k2 are calculated slopes for the safe limit and net flux curves.

For the two cases in Figure 4.23, the dash-dot lines show the results of the linear
regression, with the dash-dot red line showing the result for the fit to the dashed red
safe limit curve and the dash-dot grey line showing the fit to the net flux. As the
plots show, the regression results of both the net flux curve and the safe limit curve
match the real plots in both cases. However, the slope of the net flux curve is too
steep in Figure 4.23(a) and does not match the slope of the safe limit curve well, as
reflected by the big difference between k1 and k2 values. In contrast, the slope of the
flux curve is fitted better with the slope of the limit curve in Figure 4.23(b), and the
difference between k1 and k2 is very small. This demonstrates how the comparison
between k1 and k2 can guide to adjustment of the slope of the two curves.

Therefore, the slope values (k1 and k2) are returned after each iterative simulation
to adjust A. The algorithm to adjust A is shown in Figure 4.24 and is the process to
’adjust A’ shown in the flowchart in Figure 4.22. For each tube bank, the slopes for
the two curves are obtained and compared. A tolerance of δA is allowed here. When
the relative difference between k1 and k2 is within the tolerance, A is kept unchanged.
δA is suggested to be 10% in this study. However, if the relative difference is outside
the tolerance and k1 is larger than k2 (see Figure 4.23(a)), the flux curve is too steep, so
A needs to be reduced when larger than 0.5, and raised when smaller than 0.5. The
gap value (∆A) to adjust A at each iteration is set to be 0.02 based on the experience
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when using the MDBA method. The flux curve is too shallow if k1 is smaller than
k2, and adjustments in the opposite direction are made to A as shown in Figure 4.24.
The iteration stops when the algorithm loops through all banks.

Fig. 4.24: Flowchart to adjust A

4.5.3.2 Determination of the shape exponent S

The shape exponent determines the shape of the flux profile. With a small S, the
flux is separated into two high flux zones, one at the top and one at the bottom of the
receiver, and the receiver ‘shoulders’ appear. With increasing S, the flux distribution
becomes more concentrated towards the receiver’s centre. A suitable S should lead
to the net flux curve having a similar shape to the safe limit curve. Figure 4.25 shows
examples of three net flux curves with different shape exponents, with S values of
1.0, 3.0 and 1.5. The boundaries LB1 and RB1 are defined in the same way as in the
method for determining the asymmetry factor A per Section 4.5.3.1. A new interval,
bounded by LB2 and RB2, is formed by halving the LB1 and RB1 interval and centring
it about the equatorial line: {

LB2 = Hrec
2 (1− Ej

2 )

RB2 = Hrec
2 (1 + Ej

2 )
(4.13)

The shape ratio is defined as the crossover extent (introduced in Section 4.5.1.1) be-
tween LB2 and RB2 to the total crossover extent:

Shape ratio = Dover,(LB2,RB2)/Dover (4.14)
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where Dover,(LB2,RB2) is the crossover extent over the interval LB2 and RB2, and Dover

is the crossover extent over the entire tube length. The shape ratio is used as the
feedback signal to adjust S. An appropriate shape ratio needs to be close to 0.5
without having flux ‘shoulder’ or a concentrated flux peak. For the two cases in
Figure 4.25 (a) and (b), the shape ratio is 0 and 0.94, respectively. This means S is too
small in Figure 4.25 (a), with crossover located near the edges of the receiver, and S is
too large in Figure 4.25 (b), with too highly concentrated flux at the centre. In Figure
4.25 (c), the shape of the net flux curve fits well with the shape of the safe limit curve,
as reflected by the shape ratio value close to 0.5.

(a) S = 1.0, Dover,(LB2,RB2)/Dover = 0. (b) S = 3.0, Dover,(LB2,RB2)/Dover = 0.94.

(c) S = 1.5, Dover,(LB2,RB2)/Dover = 0.48.

Fig. 4.25: Net flux with varying the shape exponent S. LB1 and RB1 are the boundary of aiming range.
LB2 and RB2 are halved based on the distance from the centre to LB1 and RB1.

Figure 4.26 illustrates the algorithm flowchart to adjust the shape exponent S. A
tolerance of δS is adopted, and S is kept unchanged if the shape ratio is between δS1

and δS2: {
δS1 = 0.5− δS

2

δS2 = 0.5 + δS
2

(4.15)

So δS1 and δS2 are set to be 0.45 and 0.55 when the tolerance δS is chosen as 10%. S is
increased to concentrate the flux if the shape ratio is too low and vice versa. The gap
value (∆S) is chosen as 0.2 to adjust S, and works well in practice.
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Fig. 4.26: Flowchart to adjust the shape exponent S

4.5.3.3 Results of the feedback-based method

The feedback-based method is used to optimise the aiming strategy for the refer-
ence case. The flux curves are shown in Figure 4.27. The net flux can be controlled
below the safe limit for all banks. The number of ray-tracing iterations is 8, which is
a reduction by more than a half compared to the sequential method. The intercep-
tion efficiency is 96.5%, which is equal to the sequential method. The reason for the
acceleration is that the three aiming parameters are adjusted simultaneously rather
than sequentially, and no optimisation algorithm is needed.

Fig. 4.27: The flux profile using the new algorithm. ηint=96.5%, Nevals=8.

Summarising the above investigations on parameter determination methods, any

94



Chapter 4. MDBA: an accurate and efficient method for aiming heliostats

one of the three methods can be used to fit the net flux closely to the flux limits, with
similar interception efficiency. The feedback-based method is the most computation-
ally efficient approach, obtaining the safe flux map after only 8 evaluations, while
the sequential method also converges relatively fast with 16 evaluations.

4.6 Use of the MDBA method in annual simulations

The above sections introduce an instantaneous aiming method to control the flux
under limits at design point. Furthermore, the flux limits need to be respected
throughout the year, which requires the use of the aiming method in annual sim-
ulations. It is noteworthy that the discussion in this section does not attempt to
describe a dynamic heliostat control technique, but rather a design method that gen-
eralises the MDBA approach so that it is applicable to annual simulation during
design studies.

A basic approach to determine heliostat aiming strategy in annual simulations is
to perform an optimisation at regular time intervals throughout the year. However,
this would mean that simulations would be run at similar sun positions and therefore
yield some identical and redundant results. If the time intervals were short, say a
minute or even an hour, the large number of computationally costly simulations
would not be feasible. Thus, a method based on discretisation of the sun position
is applied, given that the optimal aiming variables rely on the solar position. It is
noted that each of the three MDBA methods described above can be used for the
aiming strategy optimisation at a given sun position. Here the sequential method
is used, although the more computationally efficient feedback-based method would
be recommended in future work to further increase speed. The sun positions are
represented by the declination angle (δ) and the hour angle (ω) [166].

4.6.1 Determination of aiming variables with clear-sky irradiance

To simplify the annual aiming problem, DNI is firstly decoupled, and a clear-
sky irradiance model is used where the DNI relies on the zenith angle. The Meinel
clear-sky model [147] is applied, which is defined as:

I = I0 × 0.7AM0.678
(4.16)

where I0 = 1365W/m2, AM = 1/cos(z), z is the zenith angle. A priory optimisation
is performed for each discrete node, and the aiming variables at different time points
are then obtained from detailed pre-simulated data with an interpolation. Such a
simulation scheme results in around a 90-95% reduction in simulation time.

4.6.1.1 Aiming interpolation method

In the interpolation method, the declination and hour angle ranges are discre-
tised with a grid of N × M to generate a series of (δ0, ω0). The grid size is chosen
as 5× 25 due to a trade-off between the computational cost and the interpolation

95



4.6. Use of the MDBA method in annual simulations

accuracy. Only cases with elevation angle larger than 15◦ are optimised because the
low incident flux below this angle is normally safe for the receiver, and the aiming
variables are chosen as initial values for those off-peak hours.

Then, the list of relevant sun-positions (δ0, ω0) are introduced into the aiming
strategy optimisation algorithm to obtain the optimal aiming variables. For the given
grid density of 5 × 25, the optimisation is implemented on 47 sun positions after
skipping post-sunset and pre-sunrise points. A series of look-up tables (one per
variable) are generated to store all the optimal variables. Table 4.10 shows an example
of a look-up table for the aiming extent of T4. The aiming extents are larger in the
afternoons than in the mornings.

Table 4.9: The look-up table for the aiming extent E at tube bank 4 (δ0 ×ω0, unit: ◦).

−105 −90 −75 −60 −45 −30 −15 0 15 30 45 60 75 90 105

−23.4 0.50 0.50 0.50 0.50 0.50 0.50 0.55 0.65 0.70 0.65 0.50 0.50 0.50 0.50 0.50
−11.7 0.50 0.50 0.50 0.50 0.50 0.50 0.65 0.70 0.75 0.80 0.70 0.50 0.50 0.50 0.50
0 0.50 0.50 0.50 0.50 0.50 0.55 0.70 0.80 0.85 0.85 0.80 0.70 0.50 0.50 0.50

11.7 0.50 0.50 0.50 0.50 0.50 0.60 0.75 0.85 0.85 0.90 0.85 0.80 0.60 0.50 0.50
23.4 0.50 0.50 0.50 0.50 0.60 0.70 0.80 0.85 0.90 0.90 0.90 0.85 0.70 0.50 0.50

After generating the look-up tables, the value of each aiming variable for any
new pair of solar angles (δ, ω) can be calculated using the interpolation method. A
2D linear interpolation method is used . Figure 4.28 illustrates a colormap for the
interpolated results for the aiming extent at tube bank 4. The aiming extents are
larger in the afternoons than in the mornings.

Fig. 4.28: Interpolated results for the aiming extent at tube bank 4. Dots at the black grid represent the
points used to validate the interpolated results. The blue solid triangle marks the sun position for case
D1.

4.6.1.2 Validation of the interpolation method

A direct way to validate the interpolation method is to check if the net flux can
be controlled below the safe limit using the interpolated results. As shown in Figure
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4.28, 50 points are selected at positions different to the original calculations in Table
4.10. Calculations confirm that the interpolated results from all 50 points produce a
safe flux profile, showing evidence of the capability of the interpolation method as a
reliable aiming strategy throughout an annual simulation.

The interpolated results are compared with results obtained from direct optimisa-
tion at the same sun positions in Figure 4.29. A typical time point (case D1) is chosen
with the declination and hour angles of 23.0◦ and 20.0◦, respectively. The interpo-
lation method is able to obtain aiming variables similar to the optimisation method,
and those variables are capable of generating reliable flux profiles, very similar to
optimised ones. The R-squared method is applied to quantify this similarity. The
optimised and interpolated flux values are marked as fi and f ′i , respectively, where
i represents the mesh element index of the receiver and spans from 1 to Nele (900 in
this study). The mean value of the optimised flux is:

f =
1

Nele

Nele

∑
i=1

fi (4.17)

The coefficient of determination (R-squared value) is then calculated as:

R2 = 1− ∑Nele
i=1 ( fi − f ′i )

2

∑Nele
i=1 ( fi − f )2

(4.18)

The results show that R2 is 0.99 for case D1, which proves that the interpolated results
match very well with the optimised results.

Fig. 4.29: Comparison of the optimised and interpolated results in case D1 (δ = 23.0◦, ω = 20.0◦, DNI
= 937.9 W/m2, ηint = 97.0%). Grey solid line and blue dashed line represent the net flux calculated from
optimisation and interpolation, respectively.
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4.6.2 Use of the MDBA method in annual simulations with varying DNI

In real weather conditions, the DNI may deviate from the clear-sky data. If the
real DNI is larger than the data given by the clear-sky model, the adjustment algo-
rithm given in Figure 4.20 is used to spread the flux across the receiver surface. If the
real DNI is lower than the clear-sky value, then the aiming extents for all banks are
gradually reduced until crossover occurs. This simplified annual strategy is tested
in case D1 against the case of fully optimised aiming using the sequential method.
The DNI ratio, which is defined as the ratio of real to clear-sky DNI, is varied from
0.8 to 1.2 in the test. The results are shown in Table 4.10, and demonstrate that by
adjusting only the aiming extent E (and not S and A), the simplified annual strategy
gives a close match to the fully optimised results. In conclusion, the simplified an-
nual method achieves similar performance compared to the sequential method, and
is much faster.

Table 4.10: Results with varying the DNI ratio in case D1. ηint,equ is 97.6% at this time point.

DNI ratio Real DNI (W/m2) ηint (simplified
annual)

ηint (fully
optimised)

0.8 750.3 97.0% 97.4%
0.9 844.1 97.0% 97.2%
1.0 937.9 97.0% 97.0%
1.1 1031.7 96.4% 96.4%
1.2 1125.5 95.4% 95.6%

Figure 4.30 shows the result with DNI ratio of 1.1 in case D1 using the simplified
annual method. With such a high incident irradiation, the defocusing process is
activated and aiming points of some heliostats are adjusted to the stand-by point.

4.7 Conclusion for this chapter

In this chapter, a ray-tracing based optical simulation is coupled with heat transfer
and thermo-mechanical models to accurately simulate the heliostat field and receiver.
A new parameterisation method (the MDBA method) is proposed to determine the
aiming strategy using three parameters per tube bank. The MDBA method is able to
spread the flux over the receiver surface, to control the shape of the flux profile, in-
cluding vertical asymmetry. Three approaches, the optimisation-based method, the
sequential method and the feedback-based method, are investigated to obtain the
aiming variables. For a reference heliostat field and receiver system, the optimisation-
based method achieves a high interception efficiency of 96.5%, while the number of
ray-tracing evaluations is over 3000. The sequential method can achieve an equiva-
lent interception efficiency with only 18 ray-tracing simulations. The feedback-based
method can reduce again the number of evaluations to 8. Furthermore, an interpola-
tion and adjustment method is proposed to dynamically predict the aiming variables
across different sun positions and DNI levels to enable annual simulations. Safe flux
profiles are achieved using the interpolated results.
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Fig. 4.30: Net flux and flux limit for all flow paths (δ = 23.0◦, ω = 20.0◦, DNI = 1031.7 W/m2, ηint =
96.4%).

An aiming strategy is an essential tool for the design of heliostat fields and re-
ceivers. Compared to previous aiming strategy in literature, the MDBA method is
able to closely match the net flux with the flux limit. The high accuracy, high per-
formance MDBA method is sped-up sufficiently to be used in annual performance
calculations and is fast and simple enough to be incorporated into plant control
systems. The methodology is applied here to an external receiver case but could be
extended to different receiver geometries including cavity types, an advantage of this
ray-tracing based technique compared to alternative convolution methods. The aim-
ing points are adjusted vertically in this chapter. A more advanced aiming strategy
with left-right aim points shifting [167] is also suggested as future work. Dynamic
control of aiming points under varying DNI is one of the suggested future devel-
opments of the MDBA method, so that it can be used as a heliostat control tool in
addition to being a design tool.
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Chapter 5

Co-optimisation of the heliostat
field and the receiver

5.1 Introduction

In a concentrated solar power (CSP) tower plant, it is essential to understand
the performance of the heliostat field and receiver subsystems. In heliostat field
and receiver subsystems, it is necessary to operate the heliostat field with an aim-
ing strategy that guarantees the safety and lifetime of the receiver while maximis-
ing performance. As reviewed in Chapter 2, state-of-the-art studies optimise the
heliostat field (Section 1.2.1), aiming strategy (Section 1.2.2) and the receiver (Sec-
tion 1.2.3) independently. However, the field and the receiver are interdependent
and co-optimisation of the field-receiver subsystem is necessary to obtain an optimal
configuration. In most co-optimisation studies, as reviewed in Section 1.2.4, the fast
convolution optics approach is used in optical simulations. Convolution optics are
not as accurate as MCRT [104] and can lead to large local flux inaccuracies on the
receiver. Such flux inaccuracies can have consequences on the aiming strategy and
ultimately affect the system’s energy yield. For receivers, correlations or simplified
analytical models are always used in annual simulations instead of detailed receiver
modelling. No literature study can be found that enables an aiming strategy optimi-
sation within a system design optimisation. In this chapter, MCRT is coupled with
a detailed receiver model based on finite differences and an efficient aiming strategy
to accurately determine the output of the subsystems while ensuring flux constraints
are respected at the receiver. Fast and accurate annual assessments are enabled with
a 2D interpolation method for the field. A new loss-breakdown method is proposed
to evaluate annual receiver performances. The detailed instantaneous modelling re-
sults are integrated into a system-level simulation tool and a genetic algorithm used
to enable full co-optimisation for any objective function. The proposed method is
used to optimise the reference system composed of a surround field and a liquid
sodium-cooled cylindrical external receiver for annual performance and LCOE. A
sensitivity study confirms the good behaviour of the method.
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5.2 Models and methodology

5.2.1 The reference system

The reference system is located in Daggett, CA and comprises a surround field
and a central cylindrical external receiver. The system is kept consistent with the
Gen3L system introduced in Chapter 2. The reference heliostat field and receiver
subsystems are consistent with Chapter 4 and were developed prior to this work
using a manual two-step approach to come up with a good design. The reference
subsystem will be used here as a reference to confirm that the optimisation behaves
properly. [161, 162].

5.2.2 Instantaneous energy balance methodology

The optical modelling is carried out with MCRT-based SOLSTICE [131]. The sun-
shape in the simulation is a Buie sunshape [123] with a circumsolar ratio of 2%. The
optical efficiencies and the incident flux at the receiver are obtained from the optical
simulation. The heat transfer model from Asselineau [142] is used to simulate the
thermal performance of the receiver. The receiver pipe material assumed is Alloy
740H (UNS N7740). The flux limit look-up tables are obtained using the method pro-
posed by Logie et al. [143] considering the thermoelastic stresses. The flux limits at
five standard pipe outer diameters (33.40 mm, 42.16 mm, 48.26 mm, 60.33 mm, 73.03
mm [168]) are illustrated in Figure 5.1. At each time step, the maximum allowable
flux is calculated for every receiver element using 2D interpolation and compared
with the net flux on the tube section to prevent over-flux after running the heat
transfer model.

5.3 Annual simulation co-optimisation methodology

The flowchart of the co-optimisation method is illustrated in Figure 5.2. The
variables to be optimised include two field expansion parameters, the receiver di-
mensions and the tower height. The method starts from the field model generating
a large field and then trimming the field to reach the nominal output. Next, the re-
ceiver flow-path configuration is determined, and the aiming strategy is adjusted ac-
cordingly to respect the maximum allowable flux. The performances of the field and
receiver at different sun positions are then simulated and compiled into interpolation
tables that are imported into a system-level model in Modelica for techno-economic
evaluations based on full-year simulations. In this chapter, optimisations are pre-
sented and compared for two objective functions: annual solar-to-thermal efficiency
and LCOE.

5.3.1 Generation of the field layout

The Campo algorithm [31] is chosen to generate the large field. Campo basically
divides the whole field into three zones. Five parameters are essential in the Campo
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(a) Do = 33.40 mm. (b) Do = 42.16 mm. (c) Do = 48.26 mm.

(d) Do = 60.33 mm. (e) Do = 73.03 mm.

Fig. 5.1: Allowable absorbed flux density at different pipe outer diameter (Do).

Fig. 5.2: Flowchart of the co-optimisation method. The algorithm returns the annual solar-to-thermal
efficiency or the LCOE as the objective function in the genetic algorithm. Ngen represents the number
of populations.
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code [39, 144]: the radius of the first row (R1), the separation distance between neigh-
bouring heliostats (dsep), and the radial increment for three zones (∆r1,∆r2 and ∆r3).
R1 is typically fixed and depends mostly on the size of the plant central island com-
ponents. dsep is set to 0 and ∆r1 is kept as the minimum value of 0.866. Then, the
large heliostat field is generated with two variables: ∆r2 and ∆r3. The large heliostat
field is generated for the trimming process that will be introduced in Section 5.3.3.
In the study of Collado and Guallar [39], the authors chose the best 7400 heliostats
from a pre-generated field of 10500 heliostats. A ratio of 30% of oversizing, which is
similar to the study of Collado and Guallar [39], is used in this chapter.

5.3.2 Annual optical performance

The annual optical simulation method introduced in Section 2.3.1 is applied here.
The domain of sun positions is discretised using a two-dimensional grid of N by
M points with equidistant steps (see Figure 2.9), where the optical simulations are
performed, and results are stored into the optical efficiency look-up table (OELT). Sun
position discretisation parameters are set at N = 10 and M = 24. Notably, only half
a day needs to be simulated because east-west symmetry mostly holds for a radial-
staggered field layout. Akima splines in the CombiTable2D model are then used to
calculate the efficiency for a given pair of solar angles. For the reference system, a
comparison of the interpolated and simulated results is shown with the colour map
in Figure 5.3. The interpolated results are in good agreement with the simulated
results, especially near solar noon. The deviation is larger near sunrise and sunset
because the interpolation method does not capture the rapidly decreasing trend of
the optical efficiency in these regions as well as in the rest of the sky. However, the
field outputs are small at these hours, and the effect on the annual total output is
minor [146]. The mean deviation normalised to the nominal input in the afternoon is
0.14%, compared to 0.11% in the morning, which proves that the assumption of the
east-west symmetry is accurate.

Furthermore, the annual optical output from this interpolation method is cal-
culated and compared with detailed hourly simulations for the reference system.
The results are illustrated in Table 5.1. The results show that the relative difference
between the detailed hourly calculation and the 2D interpolation method is 0.2%,
while the latter is much faster. The interpolation method requires 32 ray-tracing sim-
ulations compared to more than 3000 simulations for the hour-by-hour simulation,
leading to a computational gain of 98.9%.

Table 5.1: Verification of the annual optical model. The relative deviation is calculated with results from
hour-by-hour simulations as reference.

Case Annual field output (GWh) Deviation Number of simulations

Hour-by-hour simulations 1478.4 \ >3000
New model 1475.9 0.2% 32
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Fig. 5.3: Verification of the annual optical simulation method. ∆Q/Qrec,inc,nom is the difference between
simulated and interpolated values of the receiver incident power normalised to the nominal incident
power (543 MWth). The dots represent sun positions where optical simulations are performed. Receiver
thermal simulations are implemented after the optical simulations on the black-dotted sun positions,
as introduced in section 5.3.6. The contour lines show the field efficiency and the colour map highlights
the difference between the field outputs calculated from the real simulation and the interpolated values.
Sunrise and sunset hours are calculated from equations from Duffie et al. [169].

5.3.3 Trimming of the large heliostat field

The large field is trimmed to produce the final field design to deliver a desired
input to the receiver. The “annual-ranking"-based method [36] is used here. All
heliostats are ranked by their annual optical efficiencies in descending order, and the
first Nhst of heliostats in the list that provide the required power are selected to form
the trimmed heliostat field.

The annual optical efficiency of a heliostat j (ηa,hst,j) is expressed as:

ηa,hst,j =
∑i=365

i=1
∫ sunset

sunrise GA(t)ηhst,j(t) dt

∑i=365
i=1

∫ sunset
sunrise GA(t) dt

(5.1)

where GA(t) is the total energy into the heliostat field at time t. ηhst,j(t) represents
the optical efficiency for heliostat j at time t. However, Eq. 5.1 needs a high number
of interpolations consuming large amounts of computational resources. A simplifi-
cation is made by reducing the summation to only the 32 points corresponding to
the sun positions shown in Figure 5.3:

ηa,hst,j =
∑i=32

i=1 GA(t)ηhst,j(t)

∑i=32
i=1 GA(t)

(5.2)

A verification study shows that the efficiency difference of the trimmed field compar-
ing results using equations 5.2 and 5.1 is less than 0.1%. Hence, the annual optical
efficiencies of individual heliostats are calculated using Eq. 5.2.
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5.3.4 Determination of the receiver configuration

Cylindrical receivers are composed of identical vertical tube panels. The receiver
geometry is mainly determined by a vertical length (Hrec), diameter (Drec), tube wall
thickness (δth), tube outer diameter (D0), tube spacing (δs), tube material, number
of tube banks (Nb), number of flow-paths (Nfp) and the flow-path pattern [47, 170].
Tube wall thickness is fixed to 1.2 mm in this work, the same thickness as the tubes
in Solar Two [2]. Tube spacing is fixed as 1.0 mm. A simplified heat transfer model
can be used to analyse their effect on receiver performance for other parameters.

The HTF velocity is an essential criterion for designing a tubular receiver. A
higher velocity enhances the heat transfer inside the tubes, hence decreasing receiver
surface temperature and reducing thermal losses. The thermal stress limit is also
lifted with higher velocity, which subsequently benefits the optical performance as
the flux on the receiver surfaces can be higher, and the interception efficiency in-
creases. The pumping power increases with increased flow velocity due to pressure
drops. However, pressure drops in the receiver tubes are typically low compared to
the hydrostatic pressure at the bottom of the tower and are neglected in this sim-
plified design method. Constraints on the upper limit of HTF velocity, caused by
erosion and corrosion considerations, have more impact on design.

For a liquid sodium receiver, the HTF velocity should not exceed 2.44 m/s to
avoid corrosion according to the "Sodium and Na-K Handbook" [154]. For given
receiver height, diameter, tube wall thickness, tube outer diameter and tube spacing,
the following simplified heat transfer model evaluates the maximum velocity for a
range of the number of banks and flow-path considerations to determine the ones
that respect the velocity upper limit threshold. First, the maximum power to the
receiver in one flow path is approximated from:

Q̇net,fp =
Nhst,max

Nhst,tot
Q̇net (5.3)

where Nhst,tot represents the total number of heliostats. The field layout is divided
into several field sectors, with heliostats within each field sector aiming to the corre-
sponding tube bank. The number of heliostats is different in different sectors, and
Nhst,max points to the flow path with the maximum number of heliostats in corre-
sponding field sectors.

The flow velocity (vestim) is then evaluated as follows:

vestim =
Q̇net,fp

(hout − hin)Ntρoutπ/4(D0 − 2δth)2 (5.4)

where h and ρ are the enthalpy and density of the HTF. The subscript “in” and “out”
represent the properties at the inlet and outlet of the flow path. The density at the
output is chosen because the temperature of the HTF is the highest, leading to the
lowest density, resulting in the highest possible velocity. Nt is the number of tubes
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Double-pass flow configuration Single-pass configuration

Fig. 5.4: Flow path configuration of the receiver. For the double pass configuration, flow exiting a
first tube bank then crosses the cylinder to enter the tube bank diametrically opposite (noting there
is no interconnection between pipes at the centre of the cylinder, despite the arrows in this figure
crossing each other at that point). Each flow path is plotted with a unique colour in the double-pass
configuration to help the illustration.

per tube bank and can be calculated from:

Nt = [
Drec sin(π/Nb)

D0 + δs
] ≈ πDrec/Nb

D0 + δs
(5.5)

Approximating the width of the receiver banks by assuming a circular base perimeter
divided by the number of tube banks, neglecting the influence of the tube thickness
and spacing and assuming the field has the same number of heliostats in all direc-
tions leads to:

vestim ∝
Nb

NfpDrecD0
(5.6)

Acknowledging the simplifications mentioned above, Eq. 5.6 shows the flow veloc-
ity is proportional to the number of passes per flow-path (Nb/Nfp) and inversely
proportional to the receiver diameter and the pipe diameter.

Equations 5.3 – 5.5 are used to determine values of Nb, Nfp and D0 that lead to
vestim remaining below the velocity upper limit. From these candidate configurations,
choices can be made based on, for example, least number of banks, flow-paths, tubes,
etc., to select a receiver design.

In this study, the application of the flow-path determination method leads to the
two options presented in Figure 5.4. Although the double-pass (Figure 5.4 (a)) con-
figuration leads to higher flow-velocity in the pipes, it was recommended during
discussions with a receiver manufacturer to reduce the number of flow-path cross-
ings, and thus the single-pass option is preferred here (Figure 5.4 (b)).

With a single-pass flow path, the velocity is mainly determined by the receiver
diameter and the pipe diameter. The velocity is firstly calculated using equations 5.3
- 5.5, then the pipe outer diameter is chosen as the one that maximises the velocity
and also satisfies the flux limit at a given receiver diameter.
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5.3.5 Aiming strategy

The MDBA method is proposed in Chapter 4 for heliostat aiming using three
parameters E, A and S. The definition of the aiming parameters can be reviewed in
Section 4.4, and Section 4.5.1 introduces methods to determine MDBA parameters. In
this study, determining the parameters that control the heliostat aim point strategy is
accelerated via two simplifications. Firstly, it was observed that the aiming strategy
established with the MDBA parameterisation does not dramatically change from
the design point configuration when simulating other conditions. Therefore, the
aiming strategy optimised for design point can be applied to other sun positions
without a significant difference in efficiency. The second simplification relates to
the determination of the design point strategy. Here, the acceleration of the process
is obtained by only adjusting the aiming extent E of the MDBA method using the
search algorithm while keeping the asymmetry factor A and the shape exponent S
unchanged. This typically halves the number of simulations required. Based on
our experience using the MDBA method, the suggested value for A is 0.67 for all
northern banks and 0.33 for all northern banks. The shape exponent S is set to be 1.5
for all banks.

To illustrate the impact of these simplifications, Table 5.2 presents the results
obtained at three sun positions on the reference system: summer solstice solar noon
(SS), winter solstice solar noon (WS) and summer solstice solar noon +3h (SS +3h).
The solar-to-thermal efficiency (ηst) is defined as:

ηst = ηfieldηrec (5.7)

where ηfield and ηrec are the efficiency of the heliostat field and the receiver, respec-
tively. The largest deviation of the solar-to-thermal efficiency using the simplified
aiming strategy at design point is less than 0.3% compared to the aiming strategy
optimised at the corresponding sun position, which we believe is acceptable. It is
noted that the more computationally expensive "optimised" method of determining
the heliostat aim points can run to confirm best-case efficiencies.

Table 5.2: Comparison of system efficiencies between an "Optimised" aiming strategy at three design
points and a fixed "Design point" aiming strategy that is optimised only for design point (equinox solar
noon). "SS", "WS" and "SS +3h" refer to summer solstice solar noon, winter solstice solar noon and
summer solstice solar noon +3 hours, respectively. ηst is the solar-to-thermal efficiency.

Sun position Aiming strategy ηfield(%) ηrec(%) ηst(%)

SS Optimised 64.3 88.4 56.8
Design point 64.4 88.4 56.9

WS Optimised 59.0 85.1 50.2
Design point 58.8 85.0 49.9

SS +3h Optimised 59.4 87.0 51.6
Design point 59.4 87.0 51.6
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5.3.6 Annual receiver performance

The annual receiver efficiency can be obtained by solving the detailed receiver
energy balance at each time step, but this requires a high computational load. Accel-
eration of the receiver annual performance estimation is obtained through the use of
the accurate reduced-order model introduced in Section 2.3.2.

A series of carefully selected time points are used to generate a database contain-
ing receiver performance information. After obtaining the receiver efficiency look-up
table (RELT), the receiver output is estimated using the loss-breakdown or direct re-
gression method (see Section 2.3.2). Table 5.3 shows the correlation coefficients in
Eq. 2.15 to 2.18 for both methods. For comparison, a full year simulation is run with
the detailed receiver model and both simplified models on the reference system. The
results are illustrated in Table 5.4. The relative differences in annual receiver ef-
ficiency are 0.4% and 0.1% for the direct regression and loss-breakdown methods,
respectively, compared to the full year detailed model results. The direct regression
method is less accurate than the ANN model in Schöttl et al. [56], which demon-
strates that a simple regression on the receiver output cannot capture the complex
behaviour of a receiver. However, the accuracy of the model based on a breakdown of
the losses is identical to the work by Schöttl et al. [56] and only requires on the order
of 200 simulations. This result suggests that the use of an ANN and the reportedly
necessary over 1000 epochs of training and validation could be counter-productive
for this task.

Table 5.3: Correlation coefficients in Eq. 2.15 to 2.18 for the reference case.

Coeff Value Coeff Value Coeff Value Coeff Value

C0 9.4543e+02 C4 7.6078e-04 C9 9.5340e+02 C’0 -6.2820e+01
C1 2.8128e-02 C5 -3.5378e-02 C10 2.2728e-02 C’1 9.8257e-01
C2 -1.6475e-03 C6 5.9290e-01 C11 -1.8794e-03 C’2 2.5953e-02
C3 6.7593e-02 C7 -9.3710e-01 C12 8.0156e-02 C’3 -2.3848e+00

C8 9.2676e+00

Table 5.4: Verification of the annual receiver models. The relative deviation is calculated with results
from hour-by-hour simulations as reference.

Case Annual receiver output (GWh) Deviation Number of simulations

Hour-by-hour simulations 1221.8 \ >3000
Loss-breakdown 1220.3 0.1% ~200
Direct regression 1217.5 0.4% ~200

5.3.7 Integration with system-level simulation

The OELT and RELT are imported into a system-level model to predict the annual
energy output, component cost and LCOE of the plant based on full-year simulations.
The system-level model was written using the Modelica language and is available as
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part of SolarTherm, a computational tool that combines Modelica classes and exter-
nal Python subroutines to perform a techno-economic evaluation of solar thermal
systems [121]. The system-level model is based on the model described by Fontalvo
et al. [153] and has been verified based on the SAM software [111], as introduced in
Section 2.4.

5.3.8 Techno-economic model

Cost assumptions are essential for techno-economic co-optimisation. The cost
models are consistent with the work of Coventry et al. [162] and Fontalvo et al.
[153]. The cost functions for the field, receiver and tower are introduced, and the cost
for other system components can be referred to in the publications by Coventry et al.
[162] and Fontalvo et al. [153] and Github1.

The cost functions used for the heliostat field (Cfield) is introduced:

Cfield = βfieldAfield (5.8)

where βfield represents the cost per square meter of the total reflective area of the
heliostat field, and Afield is the total reflective area of the heliostat field. The receiver
cost function follows the method of Kelly et al. [171]:

Crec = Crec,fixed + Crec,size ×
Drec

Drec,ref
×
(

Hrec

Hrec,ref

)0.6

(5.9)

where Crec,fixed is the receiver fixed cost, Crec,size is the size-dependent cost, Drec,ref
and Hrec,ref are dimensions of the reference receiver. The tower cost function is taken
from SAM [111] as follows:

Ctower = Ctower,fixed × exp(aHtower) (5.10)

where Ctower,fixed is the fixed tower cost and a is the scaling exponent. The values of all
coefficients and their reference sources are summarised in Table 5.5. The system-level
model is able to return the LCOE value after annual simulation and cost function
evaluations.

5.3.9 Optimisation algorithm

Genetic algorithms (GA) have been successfully applied for heliostat field and
receiver design [42] and one such algorithm, JEGA [173], is used in this work. The
JEGA implementation used is the one found in Dakota [164] by Sandia National Lab-
oratories. The flowchart of the optimisation method is illustrated in Figure 5.2. The
population size is fixed as 50 per generation. The crossover rate is 0.8, and the muta-
tion rate is 0.2. The optimisation ends if the number of generations reaches 50, and

1Solartherm: https://github.com/SolarTherm, branch: ‘cooptimisation’
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Table 5.5: Cost function parameters and references.

Parameters Units Values Reference

βfield (USD/m2) 75 DoE 2020 SunShot target
[172]

Crec,fixed (USD) 4780420

Abengoa [171]Crec,size (USD) 35400613
Drec,ref (m) 20
Hrec,ref (m) 18.4

Ctower,fixed (USD) 3000000 SAM relationship
a 0.0113 [111]

the configuration with the best ever performance is the optimal one [173]. A sensi-
tivity study in later sections confirms the convergence of the optimisation problem
within 50 generations. The main disadvantage of using GAs is the high number of
evaluations required, especially when each objective function evaluation takes a long
time, which is the case here with the annual performance estimation based on ray-
tracing. In the test cases presented in the following section, one objective function
evaluation involves 64 ray-tracing simulations, around 200 receiver thermal simula-
tions and one annual simulation. Overall this process takes about 0.5 hours using a
desktop PC with an Intel i7 processor and 16 GB Ram. To accelerate the optimisation,
the optimisation is executed on Gadi, the supercomputer of the Australian National
Computational Infrastructure (NCI) at ANU. Parallel computing of different configu-
rations in each generation leads to large gains in wall time. A typical co-optimisation
case takes more than 700 CPU hours on Gadi and is completed within 72 hours of
wall time.

5.4 Results and discussion

5.4.1 Design parameter space

The co-optimisation method is used for two objective functions: maximisation of
annual solar-to-thermal efficiency and minimisation of LCOE. The efficiency-based
optimisation aims to enhance the performance of the field-receiver subsystem, while
the LCOE-based optimisation also considers the economic aspect. The optimised pa-
rameters include the radial spacings for zone 2 (∆r2) and zone 3 (∆r3) of the heliostat
field, the receiver height (Hrec), the receiver diameter (Drec) and the tower height
(Htower). The parametric ranges of these variables are shown in Table 5.6. Notably,
the tower height (Htower) is only included as an optimisation parameter in the LCOE-
based optimisation. The lower boundary of radial spacings is chosen as the densest
possible and equal 0.866. The upper boundary is larger than that in the study of Col-
lado and Guallar [39] because the tower heights considered in this study are lower.
The boundaries of the receiver diameter are chosen to get an interception efficiency
between 95% and 99% for the reference case of equatorial aiming. The parametric
boundaries of the receiver height are determined based on an aspect ratio of 1.2 as
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suggested by Zavoico et al. [174].

Table 5.6: Parameter space of the optimisation.‘LB’ and ‘RB’ represent the lower and uppwer bound-
aries. Notably, the tower height (Htower) is only included as an optimisation parameter in the LCOE-
based optimisation.

Parameters ∆r2 ∆r3 Drec(m) Hrec (m) Htower (m)

LB 0.866 0.866 13 16 150
UB 1.2 2.4 23 28 250

5.4.2 Optimisation for maximum annual solar-to-thermal efficiency using
the reference tower height

The optimisation is firstly performed at the reference tower height (175 m) to
maximise the annual solar-to-thermal efficiency (ηa,st). The optimisation leads to an
optimal configuration with ∆r2 = 1.05, ∆r3 = 2.28, Drec = 18.2 m and Hrec = 20.1 m.
The progress of the objective function at different generations of the genetic algo-
rithm is shown in Figure 5.5. The average and best values of the objective function
grow gradually to the optimal value. The performance of all systems in the final
generation is very similar, with less than 0.1% difference between the maximum and
average objective functions. The evolution of the values related to four variables in
each generation is shown in Figure 5.6. The grey dots represent all values of the cor-
responding parameters on the generation while the red triangles represent the best
values. The optimal values of the variables remain unchanged as the optimisation
problem approaches convergence.

Fig. 5.5: Progression of the optimisation. ’Average’ and ’Best’ means the average and best values of the
objective function within each generation.

A sensitivity study is performed in which each design parameter is varied with
a factor of 0.8 to 1.2 from the optimised value to evaluate and confirm the optimisa-
tion results. The sensitivity study is performed sequentially for the four parameters,
and other parameters are kept as the optimum when one parameter is varied. As
seen from Figure 5.7, the annual solar-to-thermal efficiency always drops with devi-
ation from the optimised parameters at last within the local region, which indicates
the optimisation correctly identifies optimal values for each parameter. Figure 5.7
is also useful for highlighting the performance trade-offs between different energy
loss mechanisms. The field efficiency increases with increased receiver dimensions
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(a) Evolution of the radial spacing for zone 2. (b) Evolution of the radial spacing for zone 3.

(c) Evolution of the receiver diameter. (d) Evolution of the receiver height.

Fig. 5.6: Evolution of the optimised variables. The grey dots represent all values of the corresponding
parameters on the generation while the red triangles represent the best values.

due to higher interception efficiency, while the increase of the receiver surface area
results in higher thermal losses and lower receiver efficiency. The performance is
more sensitive to variation of receiver diameter than height. This is because the aim-
ing strategy is vertically adjusted as the receiver dimension changes, which means
that the heliostats can be aimed such that interception efficiency is maintained as
receiver height is reduced. The same is not valid for the change of receiver diameter,
which directly affects the interception efficiency of far away heliostats that the aiming
strategy cannot improve. The receiver efficiency is not sensitive to field expansion,
but an optimal field efficiency appears with changing radial spacing because of the
well-known trade-off between the various sources of optical losses. The shading and
blocking losses are lower with a less dense layout, while the attenuation and spillage
losses increase. Overall, the model and optimisation methods behave as expected.

The optimised field layout for the performance-optimal case at the reference tower
height is shown in Figure 5.8. The field is composed of 6798 heliostats. The optimised
value of ∆r3 is larger than ∆r2 because the farther zone is more widely expanded to
alleviate the shading and blocking effects. The annual field efficiency is 51.1%, and
the field efficiency at design point is 62.0%.

The flux and temperature distributions of the receiver at design point are shown
in Figure 5.9. The flux distribution is non-uniform in both axial and circumferential
directions. The flux is higher at the top than the bottom for all tube banks because
of the vertically asymmetric distribution of aiming points from the MDBA method.
More heliostats are aimed towards the HTF inlet of the bank (the upper part in this
case), where the temperature is lower, and the flux limit is higher. The temperature
rises more rapidly along the flow path for northern banks due to stronger incident
power. The optimal tube outer diameter is 33.40 mm. The annual receiver efficiency
is 85.5%, and the receiver efficiency at design point is 88.9%.
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(a) For Drec (b) For Hrec

(c) For ∆r2 (d) For ∆r3

Fig. 5.7: Sensitivity of the system efficiencies to relative variation of optimised variables.

Fig. 5.8: The optimal field layout that achieves the highest annual solar-to-thermal efficiency for a 175m
tower height.
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The flux profiles for all flow-paths of the efficiency-optimised case are shown in
Figure 5.10. After applying the simplified aiming strategy, the net flux is successfully
maintained below the safe limit for all tube banks. The excellent match between the
flux limit and the net flux trend on all 16 flow paths highlights the adequacy of the
simplified aiming strategy if the initialised values for the asymmetric factor and the
shape exponent are well-calibrated. The design point interception efficiency is 96.6%,
0.2% lower than for the equatorial aiming limit.

(a) Net heat flux distribution. (b) Outer wall temperature distribution.

Fig. 5.9: Net heat flux and outer wall temperature profiles at design point of the optimal receiver that
achieves the highest annual solar-to-thermal efficiency for a 175 m tower height.

Fig. 5.10: Flux profiles along the flow-paths. Red solid lines represent the flux limit and dashed lines
the safe limit. Grey solid line represents the net flux. The safe limit is defined as 0.9 of the flux limit.
The index of the flow path corresponds to the single-pass configuration as shown in Figure 5.4.

In summary, an optimal configuration of the sub-system is generated after im-
plementing the co-optimisation method. The field layout, receiver dimension and
the aiming strategy are all determined from this single optimisation. The net flux is
controlled below the flux limit, guaranteeing the receiver’s safety.
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5.4.3 Comparison with optimisation at instantaneous condition

The above section applies the annual solar-to-thermal efficiency (ηa,st) as the ob-
jective function in the co-optimisation. This section implements field and receiver
co-optimisation at design point (equinox solar noon) to investigate the difference of
optimised configurations based on instantaneous and annual conditions. The input
parameters remain unchanged and are initialised as shown in Table 5.6. In the instan-
taneous optimisation, a large field is generated and trimmed based on the heliostats’
efficiencies at design point. The receiver flow configuration is then determined, and
MDBA is performed to determine the receiver output while satisfying receiver flux
and velocity limits. The solar-to-thermal efficiency (ηst) is returned to the GA for
optimisation.

The optimised configuration at design point is illustrated in Table 5.7. The design-
point optimisation leads to a larger receiver diameter compared to the annually op-
timal case. This is explained with the optimised heliostat field, as shown in Figure
5.11. At the design point of equinox solar noon, the field is more polar-like com-
pared to the annually optimal field in Figure 5.8. The reason is that more northern
heliostats with high efficiencies are selected at design point. A polar-like field pro-
vides higher incident power to northern banks, which results in a larger receiver
diameter to satisfy receiver limits. For the performance, the design-point optimal
case has a higher annual field efficiency but lower annual receiver efficiency because
of the large receiver dimension. The overall effect is that the annual solar-to-thermal
efficiency is 0.4% lower than the optimal case based on annual conditions.

Table 5.7: Comparison of the optimal configurations based on design point and annual performances.

Cases ∆r2 ∆r3 Drec(m) Hrec (m) ηa,field ηa,rec ηa,st

Design point optimum 0.91 2.25 19.64 20.17 51.3% 84.5% 43.3%
Annual optimum 1.05 2.28 18.20 20.10 51.1% 85.5% 43.7%

Fig. 5.11: The optimal field layout that achieves the highest design-point solar-to-thermal efficiency for
a 175 m tower height. The colour-bar represents the instantaneous optical efficiency of each heliostat.
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5.4.4 Optimisation for maximum annual solar-to-thermal efficiency using
a range of tower heights

The tower height (Htower) dramatically affects the optical efficiency of the heliostat
field. To study its effect, the subsystems are co-optimised for a range of different
tower heights: 150 m, 175 m, 200 m, 225 m and 250 m (cases 1-5). The results are
shown in Table 5.8, noting that the LCOE results discussed in the following section
are also included.

Table 5.8: Co-optimisation results for different cases. Cases 1 to 5 represent performance-based opti-
mised cases with fixed, but increasing tower height. Case 6 is an LCOE-based optimised case, where
tower height was a parameter in the optimisation.

Case Reference case Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Htower(m) 175 150 175 200 225 250 173.1

Drec (m) 16.0 18.9 18.2 19.1 20.7 21.5 16.8
Hrec (m) 24.0 18.8 20.1 19.8 18.3 19.3 16.6

∆r2 / 1.00 1.05 1.01 1.00 1.01 1.17
∆r3 / 2.40 2.28 2.13 2.09 2.07 2.27

Nhst 6764 7213 6795 6493 6346 6223 7130
Eele (GWh) 565.6 585.4 582.7 572.2 567.5 559.7 590.5

Cfield (MUSD) 75.5 80.5 75.9 72.5 70.8 69.5 80.1
Crec (MUSD) 38.0 38.6 38.8 40.1 41.3 43.9 32.8

Ctower (MUSD) 21.7 16.3 21.7 28.7 38.1 50.6 20.4
Ccap (MUSD) 487.7 491.8 490.8 493.5 501.5 516.2 488.3

ηa,field (%) 50.4 48.2 51.1 52.7 53.6 54.6 47.5
ηa,rec (%) 84.4 85.9 85.5 85.0 84.9 83.8 88.2

ηa,st (%) 42.6 41.4 43.7 44.8 45.6 45.8 41.9
LCOE (USD/MWh) 62.4 60.9 61.0 62.3 63.6 66.0 60.0

As seen in Table 5.8, a higher tower height leads to an improvement in annual
field efficiency but a marginal drop in receiver efficiency, leading to an improvement
in annual solar-to-thermal efficiency. From the heliostat field perspective, the optimal
∆r2 is insensitive to tower height, while the optimal ∆r3 decreases for a higher tower.
To better explain the trade-offs, the breakdown of annual energy losses are shown
in Figure 5.12. Even though the field is denser with a higher tower, the shading and
blocking losses are still lower. The attenuation loss is also reduced for a higher tower
height. The total energy to the heliostat field is reduced with the increase of the
tower height, although the energy to the receiver is similar. The reason is that the
required heliostat reflective area is reduced with higher field efficiency under higher
tower height.

Figure 5.13 shows the optimised field layout for a tower height of 250 m. The
field becomes more polar-like for higher towers, as shown in Figure 5.13 with Figure
5.8. This is because the efficiency gain for northern-located heliostats is higher than
southern heliostats when the tower height increases, hence more heliostats to the
north are selected.

As tower height increases, the optimal receiver diameter increases and decreases.
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Fig. 5.12: Heliostat field and receiver breakdown of annual energy losses. The definitions of all energy
losses can be found in Chapter 2. Qdefoc is the total accumulated value of all defocused losses.

Fig. 5.13: Optimised field layout for a tower height of 250 m.
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As the tower height is increased from 150 m to 175 m, the number of heliostats is
reduced by 6.1%, and the field is more compact, such that a smaller receiver diameter
does not result in excessive spillage loss. However, when the tower height is further
increased, the field becomes more polar-based; hence northern banks suffer more
from high incident flux which causes HTF velocity to go beyond the maximum design
value. In order to keep the velocity under the limit, the receiver diameter is increased
(per Eq. 5.6).

Notably, the aspect ratio of the optimal receivers is lower than 1.1, which is differ-
ent from that of a conventional molten salt receiver. The high-temperature receivers
need lower receiver heights to reduce thermal losses. Large diameter is favoured by
the optimisation because the spillage losses strongly depend on the diameter.

5.4.5 Optimisation for lowest LCOE

The co-optimisation method is used to minimise the LCOE followed by a sensi-
tivity study on the impact of the cost assumptions. The design variables include ∆r2,
∆r3, Hrec, Drec and Htower.

The LCOE-based optimal case (case 6) is compared with the reference case and
the efficiency-based optimal cases at the reference tower height (case 2), as shown
in Table 5.8. The reference case system originally had a tower height of 175 m. As
it turns out, the LCOE-optimised case results in a tower height of 173 m, very close
to the selected reference case tower height. Therefore, it is possible to discuss three
cases with similar tower heights: the reference case, the performance-optimised case
at the reference tower height, and the LCOE-optimised case. The field layout for the
LCOE-optimised case is shown in Figure 5.14. The higher efficiency configuration
(case 2) has a smaller heliostat field with a denser second zone than the LCOE-
optimised one, resulting in a significantly higher annual efficiency (3.6%) and 5.2%
lower field cost. The receiver in the LCOE-optimised case is significantly smaller,
has 2.7% higher efficiency and 15.5% lower cost, at the expense of increased spillage
from the field. Overall the solar-to-thermal efficiency of the efficiency-optimised case
is 1.8% above the LCOE-optimised one but actually shows a 1% lower capacity factor.
The field of the LCOE-optimised case is able to deliver more energy to its receiver
than the performance-optimised field does in a range of off-design sun positions, and
therefore increases the annual operating hours of the system. The reference system
used design-point data to establish the receiver design and unsurprisingly shows
a lower capacity factor and higher LCOE than both optimised systems and lower
efficiency than the efficiency-optimised configuration.

The result of any techno-economic optimisation is affected by the cost assump-
tions. A sensitivity study is performed to analyse the effect of cost functions on the
optimal configuration. Six new co-optimisation cases are investigated by varying the
field, receiver and tower costs to a higher and a lower value by 25%, respectively.
A Tornado chart (Figure 5.15) shows the sensitivity analysis results. The change of
the field cost has the most impact on the LCOE. The cost assumptions affect the cost
trade-offs between different components which determine the optimal configuration.
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Fig. 5.14: The optimal field layout that achieves the lowest LCOE.

If the co-optimisation method is used in a techno-economic optimisation problem, it
is suggested that a cost sensitivity study should also be included.

Fig. 5.15: Tornado chart showing sensitivity of LCOE to key components’ costs. The optimised LCOE
changes with adjusting the cost of each component by +/- 25 %.

5.5 Conclusion for this chapter

A co-optimisation method that simultaneously optimises the field, receiver and
the aiming strategy based on annual operation conditions is presented. The method
includes an integrated optical, thermal and mechanical model to simulate the helio-
stat field-receiver subsystem accurately while ensuring that the receivers’ flux does
not exceed allowable limits. A range of modelling and simulation acceleration meth-
ods are implemented and verified in order to make the optimisation problem com-
putationally tractable, including:

• An accurate method to interpolate field efficiency results within a regular grid
of discrete sun position simulations.
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• A fast and accurate reduced-order model of receiver performance (the loss-
breakdown method) that outperforms the widely used method of polynomial
interpolation of receiver output.

• The implementation of MDBA, a heliostat field aiming method compatible with
ray-tracing, along with key simplifications enabling thermo-mechanical flux
limits to be considered for any receiver evaluated in the optimisation.

The co-optimisation method integrates a system-level model, which results in annual
operations simulation for all evaluated CSP system configurations.

The proposed method is used to co-optimise a reference system with a surround
field and a cylindrical external liquid-sodium receiver. The co-optimisation based on
annual performance achieves a higher annual solar-to-thermal efficiency than when
the co-optimisation is based on design-point performance. A higher tower can im-
prove the solar-to-thermal efficiency but is not preferred by the LCOE-based optimi-
sation due to the higher cost. Comparison of the results of maximum performance
and minimum LCOE optimisations with previous work highlights the trade-offs in-
volved in designing optimised CSP tower systems and confirms the good behaviour
of the model.
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Chapter 6

Exploration of optimal receiver flow
configurations with an oversized
heliostat field

6.1 Introduction

Oversizing a heliostat field relative to the design-point capacity of a receiver has
the benefit that consistently high irradiance levels can be maintained even under low
DNI conditions, such as in winter or due to haze or light cloud [175]. This can in-
crease the capacity factor and the annual energy yield of a concentrating solar power
plant at the design stage. However, oversizing also means that there is a risk of ex-
ceeding safe operational limits, mainly concerning the flux, HTF temperature and
velocity for tubular receivers. At peak hours, a few heliostats need to be partially de-
focused to avoid exceeding receiver limits. To mitigate the effects of under-utilisation
and to obtain the maximum receiver thermal performance, it is necessary to develop
a design and operational strategy whereby the receiver is operated under as high ir-
radiance as possible, but without exceeding these safe operational limits. To do this,
new methodologies are needed to quantify the thermal output while respecting the
limits carefully. In this study, the MDBA method is further developed with a defo-
cusing capability to determine the receiver output with an oversized field. MDBA is
then integrated with a dynamic model in SolarTherm for annual simulations. As re-
viewed in Section 1.2.2.1, selection of the best flow configuration through tube banks
is critical to design optimisation. The flow characteristics mainly include flow path
options and pipe geometry. Effects of the receiver flow path pattern and pipe outer
diameters are analysed to determine an optimal configuration. Notably, variation of
the pipe outer diameters includes five standard values: 33.40 mm, 42.16 mm, 48.26
mm, 60.33 mm and 73.03 mm.

6.2 Physical models

The reference configuration comes from the performance-based optimal case at
the reference 175m tower in the co-optimisation study (see Case 2 in Chapter 5.4.2),
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but with the addition of an oversized heliostat field. The diameter and height of the
receiver are 18.2 m and 20.1 m, respectively. The receiver has a single-pass configu-
ration with outer pipe diameter of 33.40 mm. The system model is identical to the
Gen3L system introduced in Chapter 2. SM, fHX, tstorage are fixed as 2.5, 1.0 and 12
hours, respectively. The receiver nominal output is 543 MWth at design point. The
capacity of the heliostat field is oversized by 20% relative to the performance-based
optimal case ( fhst=1.2). It is noted that the oversizing factor is fixed as 1.2 in this
chapter. The effect of varying fhst will be investigated in Chapter 7.

6.3 Methodology

6.3.1 Generation of an oversized heliostat field

In determining the size of the heliostat field, a large (untrimmed) heliostat field
is firstly determined from the radial spacings (∆r2, ∆r3) and a given number of he-
liostats. The number of heliostats for the large field (Nhst,large) is estimated as:

Nhst,large =
Qrec,inc

Ahst × DNI × ηhst,estim
× fmultiplier (6.1)

where Q̇rec,inc is the nominal input to the receiver calculated from Eq. 2.24. ηhst,estim
is an estimated average heliostat optical efficiency to calculate the delivered power
at the receiver. With reference to simulated results from prior simulations (e.g. the
instantaneous heliostat field efficiency in Table 5.2), ηhst,estim is set at 0.6 in this study.
As reported by Leonardi et al. [39] and Collado and Guallar [36], a large helio-
stat field is generated and then trimmed to reach the nominal output. The multi-
plier fmultiplier is set at 130% to ensure that there are enough performing heliostats
to choose from when trimming. The large field can then be generated based on the
Campo code [39]. After the trimming process as introduced in Section 5.3.3, the over-
sized field is obtained, achieving the desired incident power to the receiver (Qrec,inc).

6.3.2 Instantaneous and annual simulation methods

The simulation methods in this chapter are the same as described previously.
Thus only the key points are recapped here. The optical simulation is executed in
SOLSTICE [131]. The receiver model is from Asselineau [142] and thermal stress
limits are evaluated using a model described by Logie et al. [143]. The maximum
permitted flow velocity is 2.44 m/s for liquid sodium according to [154]. The system-
level simulation is performed using SolarTherm [121] and is based on the model
developed by Fontalvo et al. [153].

6.3.3 Improvement of MDBA for defocusing capability

With an oversized heliostat field, the MDBA method introduced in Chapter 4 may
fail to find a solution that respects the flux limits by only adjusting the aiming points.
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Some heliostats need to be fully defocused when there are too many heliostats. In
this chapter, the MDBA method is further improved to quantify the receiver ther-
mal output with an oversized field. Both instantaneous and annual adjustments are
discussed in the following sections.

6.3.3.1 Definition of heliostat field defocusing

As introduced in Section 2.2.1, the instantaneous efficiency of a heliostat field is
calculated from:

ηfield = ffoc,Aηope,field (6.2)

where ffoc,A is the focusing ratio, representing the fraction of the heliostat field
area that is in operation. ηope,field is the optical efficiency of the operational part of
the field, which includes the cosine, shading & blocking, heliostat absorption, air
attenuation and spillage losses. The key modification to the MDBA method for the
case of an oversized heliostat field is to determine ffoc,A and ηope,field in order to
quantify the receiver thermal output.

6.3.3.2 Instantaneous heliostat field defocusing

The receiver limits arise from factors including the HTF stability limits and thermo-
mechanical stress limits in receiver tubes [88]. The limits for the reference sodium
receiver in this work include the maximum allowable flux limit and the velocity limit.
With an oversized heliostat field, extra power is applied to the receiver. It is possible
that even with increasing the aiming extent (E) to 1.0, which means some heliostats
aim at the receiver’s edge, the limits still cannot be satisfied. A defocusing strategy
has to be developed to remove some incident irradiance at the receiver by targeting
parts of the heliostat field to a standby point. As mentioned by Schöttl et al. [176],
heliostats far away from the receiver should be defocused, as close heliostats offer
more flexibility in terms of aiming strategy due to their smaller focal spots.

Figure 6.1 illustrates the algorithm for the MDBA method with a defocusing strat-
egy. The feedback-based method (described in Section 4.5.3) is firstly applied, and
the defocusing strategy is activated once the aiming extent (E) reaches one. As previ-
ously, the field is divided up into sectors with corresponding tube banks (see Figure
4.6). In the defocusing strategy, the method is to rank heliostats by their focal lengths
within each sector and defocus a fraction of furthest-away heliostats if the limits on
the corresponding banks are exceeded. The fraction is defined as the defocusing frac-
tion, calculated as the ratio of the number of defocused heliostats to the total number
of heliostats in the sector. Heliostats in neighbouring banks are also defocused con-
sidering the interaction between sectors.

The defocusing fraction is an essential factor in the defocusing strategy. If the
defocusing fraction is too large in one step, the algorithm converges too quickly and
may miss the optimal output. Conversely, if the step size is too small, the compu-
tational speed is too low. Hence, a sensitivity analysis on the defocusing fraction
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Fig. 6.1: Algorithm flowchart for the MDBA method with a defocusing strategy.

was implemented, and the defocusing fraction is chosen as 0.04 after finding the best
trade-off between the achieved thermal output and the computational speed.

The reference case is simulated at design point (equinox solar noon) to test the
algorithm in Figure 6.1. The results of the flux profile on each tube bank, the flow
velocity and the heliostats’ efficiencies are shown in Figure 6.2 and 6.3. Both the
flux and velocity limits are satisfied. As shown in Figure 6.3, outer heliostats in
several of the northern sectors of the heliostat field are defocused because, at design
point, the total irradiance from these sectors results in limits relating to flux and
velocity being exceeded. As can be seen by examining Figure 6.2(a), there is space
between the net flux and flux limit curves after the defocussing. This is because the
flow velocity is the dominant limit for this sun position. The defocusing procedure
continued beyond the point where the flux limits were satisfied as the velocity limits
were still exceeded. The iteration stops when all constraints are met, and in this
case, the velocity requirements for banks 8 and 9 are the limiting case. The field
utilisation ( ffoc,A) is 90.7%, which means 9.3% of all heliostats are defocused. The
receiver thermal output is 605 MWth, larger than the nominal output (543 MWth).
This demonstrates the potentially higher output brought by the oversized heliostat
field.

6.3.3.3 Heliostat field defocusing in annual simulations

The improved MDBA method can be used to calculate ffoc,A and ηope,field at in-
stantaneous conditions. However, it is impractical to do instantaneous simulations
over a full-year range. The conventional annual optical simulation method is the 2D
interpolation method as introduced in Section 2.3.1, which considers the effect of sun
positions (λ,ω) on the optical efficiency. Clear-sky DNI is always applied in 2D inter-
polation methods. Nevertheless, the MDBA results are greatly affected by the DNI.
Higher DNI means more incident power to the receiver, and more heliostats need to
be defocused. Using clear-sky DNI may lead to less accurate results.
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(a)The flux profile (b) The velocity profile

Fig. 6.2: Results after the optimisation for the reference case with a 20% oversized field.

Fig. 6.3: The heliostat field after defocusing for the reference case with a 20% oversized field. Defocused
heliostats are represented by grey dots.

A 3D interpolation method is proposed to take into consideration the effect of
DNI. An illustration of the method is shown in Figure 6.4. The DNI ratio is defined
as the ratio of the real DNI to clear-sky DNI at any given instant. The real DNI
is obtained from the Typical Meteorological Year (TMY) file, and the clear-sky DNI
is calculated from the Meinel model [147]. The MDBA method is implemented on
discrete sun positions and different DNI ratios to generate the OELTs, as shown
by the solid dots in Figure 6.4. In the annual simulation with the input of solar
angles and the real DNI, the field efficiency is firstly interpolated based on solar
angles, and then linear interpolation is used to obtain the results based on the DNI
ratio. When evaluating parameters for DNI ratios outside of the simulated values,
the interpolated results are constrained to either the upper or lower boundary, as
applicable.

Selection of the simulated DNI ratios is essential for accurate interpolation. The
cumulative distribution function of the DNI ratio along a year for Daggett is shown
in Figure 6.5. The upper and lower boundaries are determined as 1.24 and 0.52,
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Fig. 6.4: Illustration of the DNI ratio. Optical simulations at different DNI ratios are represented by
different colours illustrated in the legend. Defocused heliostats are represented by grey dots.

corresponding to the cumulative probability between 5% and 95%. A total of four
OELTs are chosen, which correspond to DNI ratios of 0.52, 0.76, 1.00 and 1.24, as
shown in Figure 6.4. The OELT generation starts from the highest DNI ratio. In gen-
erating the first OELT, the MDBA algorithm needs to be implemented at all discrete
sun positions. For sun positions where the receiver limits are satisfied at the initial
value of the aiming extent (E = 0.5), the initial aiming is sufficient to satisfy opera-
tional conditions with the highest DNI ratio and therefore can be applied to lower
DNI conditions.

Fig. 6.5: Cumulative distribution of the DNI ratio at Daggett, CA.

To verify the 3D interpolation method, 12 example days, namely the 21st days of
each month, are chosen for simulation. At each operational hour, the results obtained
from the conventional 2D interpolation method and the 3D interpolation method are
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compared with the directly simulated results. The comparison results are shown
in Figure 6.6. The match of the simulated results with the 3D interpolated results is
much better than the 2D interpolation method, which demonstrates that ignoring the
DNI ratio leads to high deviations when examined on an hourly basis. In addition,
the total incident power to the receiver over those 12 days is calculated for all three
methods. Compared to the simulated results, the relative differences are 0.6% and
1.9% for the 3D interpolation method and the conventional 2D method, respectively,
displaying the higher accuracy of the 3D interpolation method again.

Fig. 6.6: Comparison of the simulated, 2D and 3D interpolated results.

In a summary, the MDBA method is improved for simulating the subsystems in-
cluding an oversized heliostat field. The improved method can calculate the receiver
output respecting operational limits at any given instant and can also be integrated
into a 3D interpolation method for annual calculations.

6.4 Results and Discussion

The above instantaneous and annual modelling methods are used to investigate
the optimal receiver flow path and pipe outer diameter for the reference system.
Several options concerning the flow path are firstly studied, and then the effect of
changing the pipe outer diameter is discussed. The goal is to achieve the highest
receiver thermal output while respecting the operational limits.

6.4.1 Effect of different flow paths

Based on the discussion in Section 5.3.4, single-pass and double-pass are two
possible options for the reference sodium receiver. The flow path pattern may vary
in either case, with different connecting options between the tube banks. This study
discusses several principles to select the optimal flow path pattern for a sodium
receiver: the injection direction, the second-pass option and the east-west crossover
option. The double-pass configuration is used to test the principles. The pipe outer
diameter is chosen as 60.33 mm.
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6.4.1.1 Investigation of the injection direction

Two patterns with different injection directions are discussed, as shown in Figure
6.7 (a) and (b). The HTF is injected from the north in Pattern 1 and from the south
in Pattern 2 for all flow paths. Both patterns have the crossover design that requires
the flow paths to cross from a panel on one receiver side to a panel diametrically
opposite. The improved MDBA method calculates the optical efficiencies and the
receiver thermal output for these two patterns at design point. The results (cases 1
and 2) are shown in Table 6.1.

(a) Pattern 1 (b) Pattern 2

(c) Pattern 3 (d) Pattern 4

Fig. 6.7: Flow path patterns with double passes.

As shown in Table 6.1, a higher thermal output is achieved for Case 1 (injection
from the north) than in Case 2 (injection from the south). Figure 6.8 plots the he-
liostats’ efficiencies and flux limits after meeting receiver limits in both cases. In
Case 1, both flux and velocity limits are satisfied without defocusing any heliostats.
The achieved thermal output is 653 MWth, which is 20% higher than the nominal
value (543 MWth). In Case 2, however, a significant fraction of northern heliostats
are defocused. The reason is that in the northern banks, the HTF temperature is
relatively high by the second pass and consequently has low flux limits. The overlap
of high net flux and low flux limits causes the large fraction of heliostat defocusing
in the northern regions. The thermal output is still higher than when the field is not
oversized (543 MWth). This explains the benefit of the oversized field even with a
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Table 6.1: Performance comparison of different cases of flow path. D0 is the pipe outer diameter. Q̇rec
is the receiver thermal output. Patterns 1 to 4 correspond to different flow path patterns in Figure 6.7.
‘SS +3h’ points to three hours after Summer Solstice (SS) solar noon. Cases 1 and 2 are compared in
Section 6.4.1.1. Case 3 is mentioned in Section 6.4.1.2. Cases 4 to 8 are referenced in Section 6.4.1.3.

Case Pattern D0(mm) Time ffoc,A(%) ηope,field(%) ηrec(%) Q̇rec(MWth)

1 1

60.33 Design point

100.0% 55.9% 89.7% 653
2 2 82.8% 57.9% 88.6% 554
3 3 92.2% 57.4% 89.2% 616
4 4 99.8% 55.9% 89.6% 652

5 1 60.33 SS + 3h 96.4% 55.9% 88.8% 564
6 4 95.6% 55.6% 88.7% 556

7 1 48.26 SS + 3h 86.9% 57.0% 88.3% 516
8 4 80.0% 57.3% 87.6% 474

badly-performing flow path direction, although the output is much lower than Case
1.

(a) The field layout (Case 1) (b) Flux limit (Case 1)

(c) The field layout (Case 2) (d) Flux limit (Case 2)

Fig. 6.8: Performance comparison with different injection directions.

This case study quantitatively confirms the conventional wisdom [50, 177] that
the flow path should inject from the high-irradiance area and then flow to the lower-
irradiance banks of the receiver. This corresponds to north injection for a plant lo-
cated in the northern hemisphere. Figure 6.9 also shows the temperature profiles
for the absorber surface temperature, internal pipe wall temperature and sodium

131



6.4. Results and Discussion

bulk fluid temperature for cases 1 and 2. It can be seen that temperatures rise more
quickly when the HTF is injected from tubes with high irradiance in case 1.

(a) Temperature profiles for Case 1

(b) Temperature profiles for Case 2

Fig. 6.9: Temperature profiles for the absorber surface temperature, internal pipe wall temperature and
sodium bulk fluid temperature.

6.4.1.2 Investigation of the pairing option of tube banks

After determining the injection direction, the next problem is the selection of
the pairing of tube banks for the two passes. The decision about the tube bank
pairing mainly concerns the power distribution to each flow path. For the reference
system operated at design point, the power incident to banks 8 & 9 (i.e. the north-
facing banks) is the highest, and the power to southern banks is gradually reduced.
Two selected flow paths are investigated, as shown in Figure 6.7 (a) and (c). The
difference between the two patterns is that the net irradiance to each flow path is
more uniform in Pattern 1 because the north-facing banks with the highest incident
irradiance (banks 8 & 9) are connected to south-facing banks with the least irradiance
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(banks 1 & 16). In contrast, HTF from banks 8 & 9 flows to banks 4 & 13 in Pattern
3, where the irradiance is also the highest among all south-facing banks. Pattern 3
is simulated in Case 3, and the results are compared with Case 1. As the results in
Table 6.1 show, the output in Pattern 3 is lower than Pattern 1. Figure 6.10 shows
the heliostats’ efficiency, flux and velocity limits in Case 3. The defocusing occurs on
sectors 3-5, 7-10 and 12-14, mainly because it is challenging to meet both velocity and
flux limits for flow paths 1 & 2, as shown in Figure 6.10(b) and (c). In contrast, both
flux and velocity limits are comfortably satisfied for the other flow paths because of
the comparatively low incident power.

(a) The field layout (Case 3) (b) Flux limit (Case 3)

(c) Velocity limit (Case 3)

Fig. 6.10: Performance in Case 3 at design point, Do=60.33 mm.

The above case study reflects the importance of selecting appropriate tube bank
pairings to balance each flow path’s incident power. The performance may be limited
by a single flow path that, to ensure flux and velocity limits are met locally, has a
disproportionate impact on the defocussing of heliostats and does not allow other
tube banks to be effectively used.

6.4.1.3 Investigation of the east-west crossover option

Cases 1-3 all have crossing patterns in the east-west direction. A pattern with a
non-crossing flow path is discussed in this section, as shown in Figure 6.7(d). Pattern
4 is simulated at design point, and the results are recorded in Table 6.1 (Case 4). As
the results show, the receiver output is similar to Pattern 1. The reason is that the
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incident irradiance to the receiver is almost symmetric in the east-west direction at
solar noon, so the effect of the crossover option is minor.

However, the benefits of the cross-over pattern are expected in off-design con-
ditions when this symmetry does not apply. A typical off-design time point, three
hours after Summer Solstice solar noon, is chosen to compare between flow patterns
1 & 4. The results are recorded in cases 5 & 6. In the afternoon, the irradiance
from eastern heliostats is higher because of the weaker astigmatic effect, so the most
challenging parts are the eastern banks. As the results in Table 6.1 show, the non-
crossing pattern achieves a lower thermal output than the crossing pattern, although
the difference is less than 2%. Figure 6.11 shows both cases’ field efficiency and re-
ceiver limits. Both patterns have a fraction of the heliostat field that is defocused on
the eastern side. The flux limit is the dominant limit for cases 5 & 6, and the flow
velocity is safe, as seen from figures 6.11(c), (d), (e) and (f).

The following case studies discuss two velocity-dominated cases with reduced
pipe diameter. As the pipe diameter decreases, the inside tube flow is accelerated,
which risks in exceeding the velocity limit. The pipe outer diameter is reduced to
a smaller nominal value of 48.26 mm for patterns 1 and 4. The results are shown
in Table 6.1 (cases 7 and 8) and Figure 6.12. The non-crossing pattern has an 8.8%
lower thermal output than the crossing pattern. The defocusing characteristics are
quite different between the two cases. In Case 7, defocusing heliostats are uniformly
distributed around the whole field, as the flow velocities approach the limits for all
banks (see Figure 6.12(c)). However, a large fraction of the eastern heliostats is de-
focused in Case 8. Reiterating the principal discussed in Section 6.4.1.2, the incident
irradiance to all flow paths needs to be balanced so that the performance is not lim-
ited by a single flow path with a disproportionately high share of incident power. In
Case 8, flow paths 2, 4, 6 and 8 receive more irradiance than the corresponding four
western paths, and the performance is mainly limited by the high-velocity flow in
flow path 8. Hence, the achieved thermal output is lower than in Case 7.

In a conclusion, the non-crossing pattern achieves similar performance to the
crossing pattern at design point, but the performance is worse at off-design times. For
the reference case, the crossing pattern shows a 2% performance benefit over the non-
crossing pattern when Do is 60.33 mm, and the performance gain is raised to be 8.8%
if Do is reduced to be 48.26 mm. The performance gain of the crossing pattern still
seems to be marginal but may get accumulated in the annual simulation. Therefore,
both the crossing and non-crossing patterns will be tested in annual simulations with
more off-design simulations in Section 6.4.3.

6.4.2 Effect of different pipe outer diameters

The effect of the pipe outer diameter is discussed for both single-pass and double-
pass configurations. Pattern 1 is chosen for the double-pass configuration in this
design-point analysis. The simulations are implemented for the reference system.
The results are illustrated in Table 6.2. With increasing pipe diameter, the thermal
output firstly increases and then decreases. An optimal pipe outer diameter exists for
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(a) The field layout (Case 5) (b) The field layout (Case 6)

(c) Flux limit (Case 5) (d) Flux limit (Case 6)

(e) Velocity limit (Case 5) (f) Velocity limit (Case 6)

Fig. 6.11: Performance comparison with different crossing flow path strategies in the afternoon,
Do=60.33 mm. Cases 5 and 6 correspond to patterns 1 and 4, respectively.
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(a) The field layout (Case 7) (b) The field layout (Case 8)

(c) Flux limit (Case 7) (d) Flux limit (Case 8)

(e) Velocity limit (Case 7) (f) Velocity limit (Case 8)

Fig. 6.12: Performance comparison with different crossing flow path strategies in the afternoon,
Do=48.26 mm. Cases 5 and 6 correspond to patterns 1 and 4, respectively.

136



Chapter 6. Exploration of optimal receiver flow configurations with an oversized heliostat
field

both the single and double pass options. With a small pipe diameter, the performance
is limited by the high flow velocity, while the flux limit is the dominant limitation
with large pipe diameter. The best pipe diameters for single-pass and double-pass
options are 60.33 mm and 42.16 mm, respectively. The best pipe diameter is larger
for double-pass flow because the overall hydraulic cross-section of the receiver is half
compared to the single-pass configuration. Both cases have no heliostat defocusing
with ffoc,A of 100%.

Table 6.2: Results with variation of pipe outer diameter (Do).

Configuration Do (mm) ffoc,A(%) ηope,field(%) ηrec(%) Q̇rec(MWth)

Single-pass

33.40 90.6% 57.3% 89.5% 605
42.16 100.0% 55.7% 89.8% 651
48.26 97.2% 55.8% 89.4% 631
60.33 87.1% 56.8% 88.2% 568
73.03 82.4% 56.9% 87.2% 533

Double-pass

33.40 46.9% 64.9% 84.1% 334
42.16 61.2% 63.0% 86.7% 436
48.26 73.3% 61.0% 88.0% 512
60.33 100.0% 55.9% 89.7% 653
73.03 92.2% 57.7% 88.8% 615

The next step is to test the annual performance of the receiver with different
flow configurations. The optimal and near-optimal cases for both single-pass and
double-pass configurations are selected for annual simulations. For double-pass flow,
selected cases include receivers with pipe diameters of 48.26 mm, 60.33 mm and 73.03
mm and both crossing and non-crossing patterns. For single-pass flow, receivers with
pipe diameter of 42.16 mm, 48.26 mm and 60.33 mm are selected. Nine cases in total
are put into annual simulations.

6.4.3 Annual performance with different flow configurations

The results of annual simulations for selected cases are shown in Figure 6.13. The
focus is on the maximum load defocusing energy (Q̇defoc,max), which represents the
energy loss caused by receiver over-velocity and over-flux. By comparing Pattern 1
and Pattern 4 in Figure 6.13, and observing the yellow Q̇defoc,max results, it can be
seen that the crossing pattern has a lower maximum load defocusing loss than the
non-crossing pattern for each of the three different pipe diameters. This result is
consistent with the instantaneous analysis in Section 6.4.1.3, and demonstrates that
the crossing pattern is a better choice than the non-crossing one. It is noted that
other types of losses counteract the benefit of the crossing pattern at the reference
heat exchanger and storage capacities. For example, although Q̇defoc,max for 60.33
mm diameter is nearly half for the crossing pattern, this is offset by Q̇defoc,HX and in
the end, the results of Q̇rec are nearly the same. This proves that the field-receiver
model strongly interacts with the heat exchanger and storage systems. Maximising
the receiver output should be done simultaneously considering the design capacity
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of other system components.

Fig. 6.13: Results of the annual simulations. The annual solar-to-thermal efficiency is illustrated at
the top of the bar-chart. It is noted that this is a stacked bar chart and only loss mechanisms are
highlighted. The receiver output (shown in white) is truncated at the bottom of the figure, but the
values are indicated. Units are GWh. Npass is the number of passes, Do is the pipe outer diameter, and
flow path patterns correspond to the patterns in Figure 6.7.

At different pipe diameters, the maximum load defocusing is the lowest when Do

is equal to 60.33 mm and 42.16 mm for double-pass and single-pass configurations,
which is the same finding as from the simulation results at design point. Therefore,
it appears reasonable to choose the best pipe diameter based on a design point simu-
lation without the need to run more computationally expensive annual simulations.

If the best case with a double-pass is compared to the best case with a single-
pass, the single-pass case has very low receiver defocusing losses. However, heat
exchanger and storage defocusing losses are high, and the overall annual efficiency
between the two cases is similar again. This study offers a performance comparison
between different number of passes; however, the cost impacts of single vs multi-pass
need to be discussed to determine the best configuration. Multi-pass requires more
crossover pipework, which has cost and imposes drainage challenges. Single-pass
probably requires more control valves, which could be super-expensive. These are
not performance-related trade-offs but might be just as important.

138



Chapter 6. Exploration of optimal receiver flow configurations with an oversized heliostat
field

6.4.4 Selection procedure

A procedure can be developed to choose the best receiver flow configuration
from the above discussion. A flowchart is shown in Figure 6.14 for better explana-
tion. Firstly, several principles are used to choose the flow path pattern for a given
number of passes. The flow paths should all inject into panels in a high-irradiance
area. The next passes are chosen to make net irradiance to each flow path balanced.
Crossing patterns are preferred to achieve balanced power at off-design hours. Next,
the optimal pipe outer diameter is obtained by parametric studies at the design point
for a given number of passes. Annual simulations are performed for selected cases
to obtain the best number of passes, pipe diameter and flow path pattern.

Fig. 6.14: Flowchart of the selection procedure to choose the best receiver flow configuration.

6.4.5 Application on a triple-pass receiver

The above procedure is applied to choose the best flow configuration for a receiver
designed in the Gen3 Liquid Pathway project [151]. The diameter and height of the
receiver are 14 m and 14.5 m, respectively. The number of banks is 12, and the flow
path is triple-pass. The flow path pattern is illustrated in Figure 6.15. It is noted that
the original flow path of the Gen3L receiver was determined independently and will
be tested in this work. This receiver is called the ‘Gen3L’ receiver in the following
study.

Following the selection procedure, the considered number of passes is one, two
and three. Pattern 1 in Figure 6.7 is used for the double-pass cases. It is noted that
the number of banks is 16 for single-pass and double-pass cases, and it is 12 for
the triple-pass configuration. The number of banks is not the dominant parameter
affecting the flow characteristics, as reflected in Eq. 5.6. A low value of 12 is chosen to
avoid overcomplicating the interconnections between banks, identical to the Gen3L
receiver.
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(a) Receiver flow path arrangement [151]

(b) Illustration of the flow path (upper is north).

Fig. 6.15: Illustrations of the flow path pattern for the Gen3L receiver.

The principles outlined above are used to select the best pattern for the triple-
pass configuration. Firstly, the HTF is injected into the two banks located at the
north (banks 7 & 6) in flow paths 1 & 2. Next, HTF is injected into banks 9 & 4 in
flow paths 3 & 4. The second and third passes in flow paths 1 & 2 are determined
as banks 5 & 8 and 1 & 12. Pattern 3-1 in Figure 6.16 is obtained as possible optimal
patterns. Similarly, if flow paths 3 & 4 start from banks 5 & 8, patterns 3-2, 3-3,
3-4 and 3-5 are all possible patterns satisfying the selection criterion, as shown in
Figure 6.16. The flow directions on all banks are marked in Figure 6.16. For a
vertically asymmetric aiming strategy (i.e. MDBA), it is better to avoid opposite flow
directions on neighbouring banks because of the interaction between banks [178].
Therefore, patterns 3-1 and 3-5 are ruled out because of the high number of opposite
flows. Patterns 3-2, 3-3 and 3-4 are put into the simulation to test their performance.

The next step is to simulate the optimal pattern(s) at different pipe diameters.
The results are shown in Table 6.3. The results indicate a particular pipe diameter
that gives a higher receiver output for each number of passes. For single-pass flow,
the better pipe diameter is the smaller one because the flow velocity is lower in this
configuration and smaller pipes help keep velocity at a level that maintains heat
transfer and efficiency. For double-pass flow, the best performance is achieved with
Do equal to 48.26 mm. The velocity is either too high or too low if the pipe diameter
is of the other nominal sizes. For triple-pass flow, the HTF velocity is too high,
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(a) Pattern 3-1 (b) Pattern 3-2 (c) Pattern 3-3

(d) Pattern 3-4 (e) Pattern 3-5

Fig. 6.16: Different flow path patterns.

and better performance is achieved with the larger pipe diameter. Among the three
optimal patterns, Pattern 3-4 has the highest thermal output. Figure 6.17 shows the
performances with Pattern 3-4. Both flux and velocity limits can be satisfied with
partial defocusing of the heliostat field.

Table 6.3: Results at different pipe diameters for the Gen3L receiver

Configuration D0 (mm) fdefoc,max(%) ηope,field(%) ηrec(%) Qrec(MWth)

Single-pass 33.40 89.6% 62.2% 89.6% 354
42.16 83.9% 62.4% 88.8% 329

Double-pass
42.16 83.3% 64.3% 89.2% 339
48.26 97.3% 62.4% 89.9% 387
60.33 88.8% 63.5% 88.9% 355

Pattern 3-2 60.33 79.3% 64.9% 88.4% 322
73.03 92.8% 63.0% 89.0% 369

Pattern 3-3 73.03 93.9% 63.0% 89.1% 374
Pattern 3-4 73.03 94.8% 62.9% 89.2% 376

In designing the Gen3L receiver, the flow velocity limit was lifted from 2.44 m/s
to 3.0 m/s. This revision was made after discussion with the materials compatibility
research team in ASTRI, and with Nooter/Eriksen, based on experience with testing
sodium receivers at Sandia in the early 1980s [151]. The receiver with Pattern 3-4 is

141



6.4. Results and Discussion

(a) The field layout (b) Flux limit

Fig. 6.17: Performances of the Gen3L receiver with Pattern 3-4.

re-simulated with the released velocity limit for a fair comparison with the original
Gen3L receiver. The pipe outer diameter is 60.33 mm. The results are shown in Table
6.4. The receiver with Pattern 3-4 has nearly no field defocusing. The heliostats’
efficiency and the flux curves are plotted in Figure 6.18 for the receiver with the
Gen3L pattern in Figure 6.15. A large fraction of northern heliostats is defocused.
The reason is that neighbouring banks facing north all have opposite flow directions
and suffer from the interaction between banks. Although the performance of Pattern
3-4 is better, there are multiple crossing connections between banks, which makes
the practical manufacture difficult and may increase the manufacturing price of the
receiver. A more detailed receiver cost model is needed to obtain the best pattern for
practical application in future research.

Table 6.4: Results for the Gen3L receiver with Pattern 3-4 and the original pattern

D0 (mm) fdefoc,max(%) ηope,field(%) ηrec(%) Qrec(MWth) Notes

73.03 99.3% 62.4% 89.9% 395 Pattern 3-4
73.03 87.6% 63.7% 89.2% 352 Gen3L [151]

(a) The field layout (b) Flux curve

Fig. 6.18: Performances of the Gen3L receiver with the original pattern in Figure 6.15(b).
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Interestingly, it is discovered that the receiver output is enhanced by 5.6% with
the velocity limit released from 2.44 m/s to 3.0 m/s when the first example in Table
6.4 is compared to the last case in Table 6.3. This suggests that a less constrained
velocity can be used to increase the heat output and receiver efficiency. The outcomes
of receiver designs are influenced by the precise velocity limit for a steady flow of
liquid sodium inside tubes, which is currently an open scientific subject.

Next, optimal and near-optimal cases in Table 6.3 are put into annual simulations.
The flow velocity limit is 2.44 m/s. The results are illustrated in Figure 6.19. The gen-
eral conclusions are identical to the reference case. The configuration with the best
design-point output achieves the lowest maximum load defocusing losses. Pattern
3-4 is the best flow pattern amongst the triple-pass cases, which is also identical to
the design-point analysis.

Fig. 6.19: Results of the annual simulation for the Gen3L receiver. Similar to Figure 6.13, this figure is
a stacked bar chart and only loss mechanisms are highlighted. The receiver output (shown in white) is
truncated at the bottom of the figure, but the values are indicated. Units are GWh. Npass is the number
of passes, Do is the pipe outer diameter, and flow patterns correspond to the patterns in Figure 6.7.
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6.5 Conclusion for this chapter

In this chapter, the MDBA method is improved with a defocusing capacity to cal-
culate the receiver output with an oversized field. The improved MDBA calculation
is further integrated with the system-level model for annual simulations. Different
receiver flow path options and pipe outer diameters are investigated. The best flow
path for double-pass flow is found for the reference receiver, and an optimal pipe
diameter exists for both single-pass and double-pass options. The annual simula-
tions result in identical optimal flow configurations as for the design-point simula-
tions, although the benefits achieved from the optimal receiver flow configuration
are weakened by defocusing from the heat exchanger and the storage. A selection
procedure is summarised to determine the optimal receiver flow configuration and
is successfully adapted to the Gen3L receiver with its triple-pass option.

The methodology proposed in this chapter is used to increase the performance
of the receiver. However, the effect on receiver cost is not considered. The optimal
receiver configuration may suffer from having a too high manufacturing cost. A
detailed receiver cost model is needed if a techno-economical optimisation is imple-
mented in the future. Besides, the oversizing factor, heat exchanger capacity factor,
storage hours and the solar multiple are all fixed in this study, and the trade-off
between all defocusing losses is not the best. The next chapter will discuss a system-
level optimisation changing the relative sizing of system components.

In this chapter, the heliostat field defocusing is investigated in the context of
hourly averaged DNI in annual simulations. More accurate reflection of the dynamic
changes in the tube wall temperature of the receiver can be obtained if the receiver is
simulated at smaller time intervals. Investigation on the effect of the dynamic change
in DNI is suggested future work.
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Chapter 7

Surrogate-based optimisation with
varying relative sizing of system
components

7.1 Introduction

In Chapter 6, it was shown that system components other than the receiver at
times become critical with respect to reaching their maximum capacity, and there-
fore cause the heliostat field to be partially defocused, mitigating the benefits of
optimising flow path in the receiver. This motivates the work presented in this chap-
ter, where the capacity of system components is optimised to increase system output
and reduce the LCOE. A parametric study is firstly presented to investigate the ef-
fect of changing the capacity of the heliostat field, the heat exchanger and the TES.
This is followed by a system-level optimisation with varying relative sizing of sys-
tem components. The optimisation goal is to achieve the lowest LCOE. An iterative
surrogate-based optimisation (SBO) method is proposed to accelerate the process. It
is noted that the power block capacity is fixed in this chapter.

7.2 Models and methodology

The reference field and receiver subsystems come from the performance-based
optimal case at the reference 175m tower with a 20% oversized heliostat field and
are identical to Chapter 6. The reference values for the solar multiple (SM), the
oversizing factor ( fhst), the heat exchanger capacity ratio ( fHX) and the storage hours
(tstorage) are 2.5, 1.2, 1.0 and 12, respectively. The definitions of fhst, fHX, tstorage and
SM were introduced in Section 2.4.

The modelling methodology mainly concerns the system-level model, which can
be used to calculate the annual electricity yield, system components’ costs, and the
LCOE. The system-level model is identical to that in Chapter 6, where the 3D interpo-
lation method is applied with four OELTs, as introduced in Section 6.3.3.3. The cost
model is updated to be consistent with the final report in the Gen3 Liquid Pathway
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Project [151] and differs from the model introduced in Section 5.3.8. The new cost
model has updates to the cost function for several system components including the
tower, riser and downcomer, sodium loop, and salt piping and valves. Detailed cost
functions are not introduced because they are not the original work of this thesis.
The cost functions can be found in the project report [151] or the SolarTherm script
in GitHub1. Using the new costs, the LCOE for the performance-based optimal case
(without an oversized heliostat field) and the reference case (with a 20% oversized
heliostat field) are 63.9 USD/MWh and 59.6 USD/MWh, respectively.

7.3 Parametric study on relative sizing of system components

Ahead of the system-level optimisation, parametric studies are performed in
which the capacities of the heliostat field, the heat exchanger and the TES subsystems
are varied.

7.3.1 Effect of varying the oversizing factor fhst

The heat exchanger capacity ratio and the storage hours are fixed as the reference
values in this section. The oversizing factor ( fhst) is increased from 1.0 to 1.3 with
an increment of 0.05. Annual simulations are performed at different values of fhst.
Figure 7.1 illustrates the simulation results. As the results show, the number of
heliostats increases with the increase of the oversizing factor, so the total irradiance
to the field increases. This increases the annual electricity output, while the annual
solar-to-thermal efficiency drops because more low-efficiency heliostats are included.
The capacity factor also increases with the rise of the oversizing factor. To further
illustrate the results, Figure 7.2 shows the receiver net power across a year with fhst
of 1.0 and 1.2, respectively. It can be observed that the annual receiver outputs are
greatly enhanced with an oversized field.

Although the annual outputs are enhanced with a larger field, the capital cost
becomes higher because of the higher field cost. An optimal LCOE appears when fhst
is equal to 1.20. The lowest LCOE is 59.6 USD/MWh, compared to 63.9 USD/MWh
without oversizing the heliostat field, which demonstrates the significant effect of
heliostat field oversizing.

However, as shown in Figure 7.2(b), the receiver outputs exceed the maximum
heat exchanger capacity at some operating hours, especially during summer hours
with high DNI. This causes heat exchanger defocusing losses, and storage defocusing
happens when the storage tanks are full. The trend of defocusing losses changing
with fhst is shown in Figure 7.3. Definitions of the defocusing losses can be referred
to Section 2.4.2.2. With the increase in the oversizing factor, the heliostat field ca-
pacity becomes larger, so the overall solar irradiance to the heliostat field increases.
This increases the energy which is counted into elevation defocusing losses when
elevation defocusing occurs near sunrise and sunset. The minimum load defocusing

1Solartherm: https://github.com/SolarTherm, branch: ‘cooptimisation’
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Fig. 7.1: Effect of the oversizing factor on the number of heliostats (Nhst), the annual electricity output
(Qele), the annual solar-to-thermal efficiency (ηa,st), the capacity factor (CF), the capital cost (Ccap) and
the LCOE.

loss decreases because the receiver goes into operational mode more frequently. The
maximum load defocusing loss, heat exchanger defocusing loss and the storage defo-
cusing loss all increase. The increase of those defocusing losses weakens the benefits
of the oversized field. One way to mitigate this weakening effect is to change the
capacity of the heat exchanger and the storage subsystems, which will be discussed
in the next section.

7.3.2 Effect of varying the heat exchanger capacity ratio fHX

The design capacity of the heat exchanger is controlled by the heat exchanger
capacity ratio ( fHX). With changing fHX in this section, fhst is fixed as 1.20 and tstorage

is kept as 12 hours. Figure 7.4 shows the results when increasing fHX from 0.9 to 1.2
with an increment of 0.05. The heat exchanger defocusing loss decreases to approach
zero when fHX is equal to 1.2. However, the storage defocusing loss increases. Figure
7.5 shows the variation of different power terms at seven consecutive summer days
with fHX equal to 1.0 and 1.2, respectively. The solid blue lines represent the real
receiver thermal output (Q̇rec), while Q̇rec,max is the maximum output of the receiver
respecting receiver operational limits without considering the defocusing of the heat
exchanger and the storage tanks. Following the defocusing strategy in Section 2.4.2.2,
Q̇rec cannot exceed the heat exchanger maximum capacity and energy exceeding this
capacity led to heat exchanger defocusing loss. Q̇rec drops to equal Q̇PB,in when the
storage tanks are full. Figure 7.5(a) shows that the storage tanks are already full on
the first of the seven selected days for the case where fHX = 1.0. Increase of the heat
exchanger capacity ( fHX = 1.2) does allow more output from the receiver to the heat
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(a) The reference case (b) fhst = 1.2

Fig. 7.2: Plot of the power over a year. Q̇rec,max is the maximum receiver output respecting receiver
limits. Q̇HX,max is the maximum heat exchanger capacity. Q̇PB,in is the power block nominal input.

Fig. 7.3: Defocusing losses at different oversizing factors.

exchanger, but this extra thermal output does not result in more energy collection
overall, as storage capacity limitations now cause defocusing losses.

The capital cost increases with a larger heat exchanger, and an optimal LCOE is
achieved when the heat exchanger capacity ratio is 1.1 due to the trade-off between
the higher annual electricity yield and the higher cost.

7.3.3 Effect of varying the storage hours tstorage

The results of the parametric study are shown in Figure 7.6. While varying the
storage capacity, the oversizing factor and the heat exchanger capacity ratio are fixed
as 1.2 and 1.0, respectively. The storage hours are changed from 9 to 15 hours with
an increment of 1 hour. The storage defocusing loss is reduced with the increase of
storage hours; therefore, the electricity output is enhanced. However, the capital cost
is increased because of the more expensive storage tanks. The combined effect is that
the optimal LCOE is achieved with 11 hours of storage capacity.
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Fig. 7.4: Effect of the heat exchanger capacity ratio. Both the heat exchanger and storage defocusing
losses are plotted in (a).

(a) fHX = 1.0 (b) fHX = 1.2

Fig. 7.5: Plot of the power at a selected week in summer. Shaded area is attributed to defocusing losses.

7.3.4 Parametric study varying both the heat exchanger capacity ratio and
the storage hours

From the above analysis, it is found that the system components interact with
each other. Hence, a parametric study is implemented varying both fHX and tstorage.
The oversizing factor is fixed as 1.2. The results are shown in Figure 7.7. The impact
on LCOE is strong with increase fHX from 0.9 to 1.0, but becomes weak after. The
optimal storage hours are close to 12 with different fHX. The lowest LCOE is achieved
with fHX and tstorage equal to 1.1 and 12 hours, respectively.

The parametric study is re-implemented with different heliostat field oversizing
factors, and the results are illustrated in Figure 7.8. The optimal fHX is 1.0 when
the storage hours are 9, and then the optimal fHX gradually increases to 1.1 with the
increase of the storage hours. The results demonstrate that a large heat exchanger
prefers a large storage system. The optimal heat exchanger and storage capacities
increase with a larger heliostat field. The best LCOE is achieved with a 25% oversized
heliost field, 10% oversized heat exchanger and 12 storage hours. The optimal LCOE
is 59.2 USD/MWh.
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Fig. 7.6: Effect of the storage hours.

Fig. 7.7: Results of the parametric study varying both the heat exchanger and storage capacities.

In summary, the LCOE is reduced from 63.9 USD/MWh to 59.6 USD/MWh by
using the oversized heliostat field, and is reduced again to 59.2 USD/MWh by vary-
ing the capacity of the heliostat field, the heat exchanger and the TES, based on
the results of the parametric studies. However, this is not an optimised design. In
the next section, a system-level optimisation will be applied to optimise the relative
sizing of system components.

7.4 Optimisation of the system

7.4.1 Optimisation problem

Given the interactions between system components, a system-level optimisation is
implemented to find the best relative sizing to achieve the lowest LCOE. The process
of objective function evaluation generally follows the structure of the co-optimisation
study in Chapter 5, with the main steps illustrated in Figure 7.9. The input parame-
ters include two heliostat field layout factors (∆r2,∆r3), receiver dimension (Drec,Hrec),
tower height (Htower), oversizing factor ( fhst) and the solar multiple (SM). The over-
sized heliostat field is firstly generated using the approach discussed in Section 6.3.1.
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Fig. 7.8: Results of the optimal heat exchanger and storage capacities at different heliostat field oversiz-
ing factors. The LCOE values are indicated with units of USD/MWh.

The receiver flow path configuration is determined from a simplified method intro-
duced in the following section. Then, OELTs and RELT are generated using the 3D
interpolation method and the loss-breakdown regression method. The look-up tables
are imported into SolarTherm for the annual simulation and cost evaluations. The
simulation’s most time-consuming part is the ray-tracing, whereas running a system-
level model for fixed heliostat field and receiver design is comparatively very fast. As
a consequence it is more efficient to determine fHX and tstorage inside the optimisation
loop, and the method to do this will be introduced later. The parametric range of all
parameters is illustrated in Table 7.1.

Fig. 7.9: Algorithm flowchart for the objective function evaluation.

Table 7.1: Setup of the optimisation.

Variable ∆r2 ∆r3 Drec (m) Hrec (m) Htower (m) fhst SM

Lower 0.866 0.866 14.0 14.0 150.0 1.0 1.5
Upper 1.4 2.8 22.0 22.0 250.0 1.4 3.5
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7.4.2 Choice of the receiver configuration

The study of receiver flow configuration in Chapter 6 draws several conclusions.
Firstly, the optimal flow path pattern for each number of passes (Npass ≤ 3) is ob-
tained. An optimal pipe diameter exists for each number of passes, and the per-
formance at design point can be used for pipe diameter selection. Based on these
conclusions, a simplified heat transfer calculation and some design-point simulations
are used to choose the best receiver flow configuration.

Firstly, a simplified heat transfer calculation is used to discard pipe diameter
candidates that are far away from the optimum. The HTF velocity inside pipes is
estimated using the method introduced in Section 5.3.4 as:

vestim =
fhstQ̇recNhst,max

Nhst,tot(hout − hin)Ntρoutπ/4(D0 − 2δth)2 (7.1)

where fhstQ̇rec considers the heliostat field oversizing effect on the nominal receiver
output. For each number of passes, the velocity is estimated using different nominal
pipe diameters (33.40 mm, 42.16 mm, 48.26 mm, 60.33 mm and 73.03 mm). Next,
Figure 7.10 shows an illustration of the selection process. Cases with velocity higher
than fhstVlim are discarded because, even with all the oversizing heliostats defocused,
velocity still exceeds the limit. This means the receiver output will be lower than the
nominal output for these cases. Next, for all cases with a velocity lower than Vlim,
only the smallest pipe diameter is kept. This is because none of these cases suffers
from the over-velocity issue, and the case with the smallest pipe diameter has the
best thermo-mechanical performance (see Figure 5.1). Cases with velocity between
Vlimit and fhstVlimit are all selected.

Fig. 7.10: Illustration of the algorithm to select pipe outer diameters. Blue dots are the selected cases,
while red dots are discarded.

Next, selected cases are put into MDBA simulations at design point, and the flow
configuration with the highest output is selected as the optimum and is imported
into later annual simulations.
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7.4.3 Determination of the heat exchanger capacity ratio and the storage
hours

The heat exchanger capacity ratio and the storage hours are determined by run-
ning the system-level model iteratively. fHX is varied between 1.0 and 1.2 with a gap
of 0.05, and at each given fHX, the optimal storage hours are obtained by using a
line-search optimisation with fixed step size (1 hour). The starting point for tstorage

is 12 hours. Figure 7.11 shows an illustration of the bi-directional search. At the
starting point, the algorithm chooses to go along the direction where the objective
function drops. Along this direction, the optimum is located where the objective
function increases. The method quickly converges for the problem with a single op-
timum, which is the case in this study (see the parametric study in Figure 7.7). The
bi-directional search is repeated at different values of fHX until the lowest LCOE is
achieved. This lowest LCOE is returned as the objective function illustrated in Figure
7.9.

Fig. 7.11: Illustration of the bi-directional search to find the optimal storage hours at a given heat
exchanger capacity ratio.

7.4.4 The iterative surrogate-based optimisation (SBO) method

The process illustrated in Figure 7.9 is computationally expensive because of the
heavy ray-tracing simulations generating four OELTs, which makes conventional op-
timisation algorithms (i.e. a genetic algorithm) nearly intractable. The surrogate-
based optimisation (SBO) method uses surrogate modelling techniques to quickly
find optimal results, with a novel optimisation framework in which conventional op-
timisation algorithms are used for inner loop optimisation. The SBO method can be
used to improve significantly the optimisation speed when computationally expen-
sive analysis codes are used [179], which is the case in this study.

A typical flowchart of a surrogate-based optimisation is shown in Figure 7.12.
The process of the SBO method includes:

• Design of experiment: After specifying the design space, the design of experi-
ment is applied to find the simulated samples. A sampling plan with a uniform
but not the regular spread of points across the design space makes intuitive
sense to explore unknown landscapes. Hence, the Latin Hypercube sampling
(LHS) method is used to generate design points with the size of Nsamples.
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• True model simulation: The true response quantities are evaluated at these
design points using the simulation tools illustrated in Figure 7.9.

• Surrogate establishment: The surrogate model is built using the response data.
The polynomial quadratic model in DAKOTA [164] is used to build the surro-
gate.

• GA optimisation: The genetic algorithm optimises the surrogate model to find
the optimum, which is defined as the inner optimisation. The genetic algorithm
is one of the most commonly used algorithm for the inner optimisation[179].

After the process, the objective is returned from the surrogate model in the ge-
netic optimisation instead of the computationally heavy true simulation. Therefore,
the number of true simulations can be reduced compared to using conventional op-
timisation algorithms directly.

Fig. 7.12: Flowchart of a surrogate-based optimisation

A highly accurate surrogate model would require many expensive simulations of
the true model. However, the SBO method aims not to make a global approximation
of the true model, but to find an optimal candidate. A lot of simulation time is
wasted to match with the trend in regions away from the optimal parametric space.
Therefore, an alternative method is used to iterate on the SBO process based on an
infill criterion. The infill criterion is that new points are added to the sample set
and reconstruct the surrogate, and the sub-optimisation is performed on the new
surrogate. The surrogate is expected to become more accurate in the optimal area
as the iteration goes on, so the new sampling points need to be established near
the optimum. The addition of new simulation results can help refine the surrogate
model.

Inspired by the pattern search optimisation method [180], an iterative SBO algo-
rithm with multiple infills is proposed. At each iteration, an optimal point is obtained
after the surrogate model is optimised by GA optimisation. The parametric space for
the subsequent iterations gets gradually contracted following several rules. Figure
7.13 shows an example to help illustrate this iterative process.

• Firstly, the parametric space gets contracted if the optimum is located inside
the parametric range in the previous step. For instance, the space gets con-
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Fig. 7.13: Illustration of the process in the iterative SBO method. The inner loop in Figure 7.12 is
repeated at each iteration with sampling - true simulation - surrogate building - GA optimisation. Blue
dashed lines are the original boundaries. The red dots present the optimal solution at the current
iteration. The black dashed lines are the parametric space for the current iteration.

tracted in step 2 compared to the initialised space in Figure 7.13. Otherwise,
the parametric range remains unchanged, as shown in steps 3 and 5.

• Next, the parametric boundaries are not allowed to exceed the original bound-
aries. This principle is true given that a conservative initial parametric range is
defined in Table 7.1.

• The parametric boundary in the next iteration is established with the optimum
as the centre point, except where the new boundary exceeds the original space.
For example, the centre of the boundary in iteration 2 is the optimum in itera-
tion 1. Because in iteration 2 the optimal solution is found below the parametric
range, from iteration 2 to 3, the new boundary is fitted to the lower part of the
original boundary, without any change in the range.

• The iteration stops if the parametric space is small compared to the original
range. The contraction factor and the ratio of the converged parametric range
are chosen as 0.75 and 0.33, respectively. The sample size for each iteration is
chosen as 50 in this study.

The proposed iterative SBO method is tested in the following system-level opti-
misation. The key feature of the method that is examined is whether the parametric
space converges to the optimum, and if so how quickly this convergence happens.

7.4.5 Results of the optimisation

The system-level optimisation is implemented for the optimisation problem de-
scribed in Section 7.4.1 using the iterative SBO method. The iterative SBO results are
illustrated in Figure 7.14 showing the parametric boundaries and optimal points for
all variables. The optimisation ends after ten iterations after the parametric space is
contracted to be less than 0.33 of the original range. Figure 7.15 shows the variation
of the objective function values along with the optimisation. The grey dots repre-
sent the true model evaluations at all sampling points. The LCOE value tends to
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go down as the optimisation progresses, which means true model is implemented
closer to the optimal parametric space. The optimum is evaluated by both the surro-
gate and true models at each iteration. As Figure 7.15 shows, the difference between
the LCOE values calculated by the surrogate and true models becomes smaller. This
demonstrates that the surrogate model is getting more accurate as the optimisation
progresses, which results in better estimation of the LCOE in the region close to the
optimum. The optimisation problem ends once the parametric space gets contracted
to less than 0.33 of the original range. The number of true model evaluations is 500 in
total, with 50 per iteration, and is reduced by 80% compared to the co-optimisation
study in Chapter 5 using the genetic algorithm.

Fig. 7.14: Process of the optimisation. Red dots represent the optimal value at each iteration. The
number of simulations is 500, 20% of the GA method.

The results of the optimal design are illustrated in Table 7.2 and compared to the
reference system. The optimal value of ∆r2 is 0.87, which is just above the lower para-
metric boundary of 0.866. This suggests that heliostats in Zone 2 of the field favour
smaller spacing between each other. This is because these heliostats do not experience
significant shading and blocking losses, while the attenuation and spillage losses are
increased due to the denser field. The optimal solar multiple is 2.72, compared to 2.5
in the reference case. For the heliostat field, in the optimal design the oversizing is
25%, compared to 20% in the reference case. The heat exchanger is oversized by 10%,
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Fig. 7.15: Variation of the objective function. Grey dots represent the sampling results evaluated by the
true model. Red triangles and dots represent the optimal point evaluated by the surrogate and true
models, respectively.

and the storage has a higher capacity with 13 hours of storage. The optimal design
leads to 8.5% more annual electricity output than the reference case and an increase
of the capacity factor from 76.7% to 83.2%. The capital cost is higher in the optimal
design because of the higher heliostat field, heat exchanger and storage costs. The
LCOE is reduced by 0.6 USD/MWh compared to the reference case.

Table 7.2: Comparison of the reference and optimal designs.

Reference
system

Optimal
design

Design parameter

∆r2 1.05 0.87
∆r3 1.99 2.28
Nhst 8868 10064

Drec (m) 18.20 19.0
Hrec (m) 20.10 19.8
Do (mm) 33.40 42.16

Htower (m) 175 188.6
fhst 1.2 1.25

tstorage (h) 12 13
fHX 1.0 1.1
SM 2.5 2.72

Reference data

Qele (GWh) 671.9 728.8
Ccap (MUSD) 561.5 606.6

CF (%) 76.7 83.2
LCOE

(USD/MWh)
59.6 59.0

The energy breakdown of the heliostat field and receiver subsystems is illustrated
in Figure 7.16 for the optimal case. The optical loss is the largest proportion of all
energy terms, even higher than the receiver thermal output. This is because of the
high number of heliostats in a single-tower system. Figure 7.17 shows the annual
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optical efficiency of all heliostats. The optical efficiency of many far-away heliostats
is lower than 30%, which leads to high energy loss.

Fig. 7.16: Energy breakdown of the field and the receiver subsystem.

Fig. 7.17: Annual optical efficiency of heliostats for the optimal design. The optical efficiencies are
evaluate using the method presented in Section 5.3.2

7.5 Conclusion for this chapter

In this chapter, a parametric study firstly shows the benefits of changing the
capacity of the heliostat field, the heat exchanger and the storage system with a
fixed power block capacity. A system-level optimisation is then applied to reduce the
LCOE by varying the relative sizing of system components. An iterative SBO method
is proposed for acceleration of the optimisation. The results show that the number of
true model evaluations is reduced by 80% using the iterative SBO method compared
to the conventional GA optimisation. The LCOE drops to 59.0 USD/MWh for the
optimal design, compared to 59.6 USD/MWh for the reference case. A high capacity
factor of 83.2% is achieved in the optimal design.
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The optical loss makes up a high proportion of energy losses. New configura-
tions, such as multi-tower [181], modular [182] or multi-cavity [183] may be better
options with higher optical efficiency. The design of these more advanced systems
can also be done with the optimisation structure discussed in this thesis. The ef-
fects of varying receiver/ power block operational temperatures or the power block
capacity can also be investigated in a future work.
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Chapter 8

Conclusions and future work

8.1 Summary of the contributions

This thesis presents original methods for the design of the field-receiver sub-
system of next-generation CSP plants and applies them to a series of design cases.
Firstly, modelling technologies are introduced, including the instantaneous optical,
thermal and mechanical models, annual models and system-level models. These
methodologies are the basis of the modelling work concerning the heliostat field and
the receiver subsystems in the following sections of this thesis. The specific contri-
butions to the field are highlighted in the following subsections.

8.1.1 Contribution to the topic of cavity receiver performance enhance-
ment

The instantaneous optical and receiver models are evaluated in a performance
enhancement study for a cavity receiver. Trade-offs between spillage, reflective, ra-
diative and convective losses determine the best receiver aperture size and the ge-
ometry of spillage skirts and secondary reflectors. Absolute efficiency gains of 1 to
1.3 %, equivalent to energy loss reduction fo 10.2 to 12.7 % are reported. As a gen-
eral conclusion, the spillage skirt appears to be a valuable tool for high-efficiency
cavity receiver design. Conical and trumpet secondary reflectors, particularly when
combined with spillage skirts, offer potential additional benefits provided that the
efficiency gains are not counterbalanced by technical challenges or significant cost
increases.

8.1.2 Contribution to the topic of heliostat field aiming strategy

A new heliostat aiming strategy (MDBA) is proposed for a cylindrical external re-
ceiver with a surround field to closely match net flux with flux limits. A ray-tracing
based optical simulation is coupled with heat transfer and thermo-mechanical mod-
els. Different optimisation techniques are explored. For a reference heliostat field
and receiver system, the feedback-based method can achieve an interception effi-
ciency within 0.5% of equatorial aiming with only 8 ray-tracing simulations. Further-
more, an interpolation and adjustment method is proposed to dynamically predict
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the aiming variables across different sun positions and DNI levels to enable annual
simulations. Safe flux profiles are achieved using the interpolated results. Compared
to previous aiming strategies in literature, the MDBA method is able to more closely
match the net flux with the flux limit. The MDBA method is accurate because it is
based on ray-tracing and is sufficiently fast, with the optimisation completed within
few iterations.

8.1.3 Contribution to the optimisation of the design of central receiver
systems

The high accuracy, high-performance MDBA method is sped-up sufficiently to be
used in annual performance calculations and is therefore coupled to a co-optimisation
method. The co-optimisation method is proposed to simultaneously optimise the
field, receiver and the aiming strategy based on annual operation conditions. The
method includes an integrated optical, thermal and mechanical model, a system-
level model and an optimisation method. Rapid assessments of optical and thermal
performances are achieved compared to hour-by-hour simulations. The proposed
method is used to co-optimise a system with a surround field and a cylindrical exter-
nal liquid-sodium receiver. The field layout, the receiver dimensions and the aiming
strategy are simultaneously determined to find the optimal design. This is the first
time a system optimisation based on an accurate optical model (MCRT) and detailed
aiming strategy has been reported in the literature, to the authors’ knowledge.

The MDBA method is improved to include a defocusing capacity such that the
receiver output can be determined with an oversized heliostat field. An oversized
heliostat field enhances the receiver output, especially at low-DNI conditions, and
can reduce the LCOE. The improved MDBA calculation is further integrated with the
system-level model for annual simulations. Different receiver flow path options and
pipe outer diameters are investigated, and a selection procedure is summarised to
determine the optimal receiver flow configuration. The proposed method is applied
to both a reference receiver with single-pass and double-pass options, and to the
Gen3L receiver with a triple-pass option.

Lastly, a system-level study is implemented to achieve the lowest LCOE. Para-
metric studies show LCOE can be reduced by varying the capacity of the heliostat
field, heat exchanger and storage subsystem. A system-level optimisation is applied
and accelerated using an iterative surrogate-based optimisation (SBO) method. The
results show that the number of true model evaluations is reduced by 80% using
the iterative SBO method. The LCOE drops to 59.0 USD/MWh in the optimal de-
sign, compared to 59.6 USD/MWh in the reference case. The optimal design with
25% oversizing of the field, 10% oversizing of the heat exchanger, 13 storage hours
achieves a high capacity factor of 83.2%.
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8.2 Future work

The MDBA method is able to determine the heliostat aiming strategy and defo-
cusing at instantaneous conditions, but cannot yet capture the effect of cloud distur-
bances. A dynamic aiming strategy is needed for real CSP plant operation. A more
advanced aiming strategy with left-right aim points shifting is also suggested as a
future study.

The co-optimisation method can be used to explore other types of CSP systems,
such as multi-tower, multi-module or multi-cavity systems. Separating a large plant
into multiple subsystems can increase the optical efficiency of each subsystem, but
may lead to high capital cost. A co-optimisation method could help to find optimised
designs by solving the trade-off between output and cost. Similarly, the method
developed could be applied to systems with other types of HTFs, such as high-
temperature molten salt, and to systems with other temperature ranges.

The developed methodologies can be applied to the design of solar receivers with
novel concepts. For example, the pipe diameter and material can be varied between
different tube panels, and larger pipe diameter and cheaper materials may be better
options for southern banks to reduce the receiver cost. The receiver with novel design
ideas can be optimised using the performance and reliability models developed in
this work. Similar design and optimisation methodologies can also be applied to
heat exchangers and storage tanks designs.

This thesis uses the MCRT technique as the optical tool due to its high accu-
racy. Convolution methods are widely applied in literature for large ensembles of
heliostats on planar or cylindrical surfaces and are faster than MCRT. Future work
suggests applying convolution methods to the aiming strategy, receiver design and
system-level optimisation for a comparison with those achieved using MCRT.
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