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Abstract

The explosive growth of battery-operated devices has made low-power design a

priority in recent years. In high performance Systems-on-Chip, leakage power

consumption has become comparable to the dynamic component, and its relevance

increases as technology scales. These trends are even more evident for SRAM

memory devices since they are a dominant source of standby power consumption

in low-power application processors. The on-die SRAM power consumption is

particularly important for increasingly pervasive mobile and handheld applications

where battery life is a key design and technology attribute. In the SRAM-memory

design, SRAM cells also comprise the most significant portion of the total chip.

Moreover, the increasing number of transistor in the SRAM memories and the

MOSs’ increasing leakage current in the scaled technologies have turned the SRAM

unit a power hungry block for both dynamic and static viewpoints. Although the

scaling of the supply voltage enables low-power consumption, the SRAM cells’

data stability become a major concern. Thus, the reduction of SRAM leakage

power has become a critical research concern.

To address the leakage power consumption in high-performance cache memories, a

stream of novel integrated circuit and architectural level techniques are proposed

by researchers including: leakage-current management techniques, cell array leak-

age reduction techniques, bitline leakage reduction techniques and leakage current

compensation techniques. The main goal of this work was to improve the cell array

v



Abstract vi

leakage reduction techniques in order to minimize the leakage power for SRAM

memory design in the low-power applications.

This study performs the body biasing application to reduce leakage current as

well. To adjust the NMOSs’ threshold voltage and consequently leakage current,

a negative DC voltage could be applied to their body terminal as a second gate.

As a result, in order to generate a negative DC voltage, this study proposes a

negative voltage reference that includes a trimming circuit and a negative level

shifter. These enhancements are employed to a 10kb SRAM memory operating at

0.3V in a 65nm CMOS process.



Acknowledgments

I would like to take this opportunity to express my extreme gratitude to my

research supervisor, Dr. Mitra Mirhassani. I benefited from her advice at many

stages in the course of this research project. Her positive outlook and confidence

in my research inspired me and gave me confidence in my hard time of research. I

also would like to appreciate all her patient when I was confused, and express my

thanks for all her spiritual and financial supports during these years of research.

vii



Table of Contents

Declaration of Co-Authorship / Previous Publication iii

Abstract v

Acknowledgments vii

List of Tables xii

List of Figures xiii

1 Introduction and Motivation 1

1.1 introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Literature Review 6

2.1 Review of Previous Works . . . . . . . . . . . . . . . . . . . . . . . 6

2.2 Reducing Bit Line Swing Voltage . . . . . . . . . . . . . . . . . . . 10

2.2.1 Bit Line Charge Recycling . . . . . . . . . . . . . . . . . . . 12

2.2.2 Hierarchical Bit Line . . . . . . . . . . . . . . . . . . . . . . 13

2.3 Dual-Rail SRAM Architecture . . . . . . . . . . . . . . . . . . . . . 16

2.4 Drowsy SRAM Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3 Proposed Leakage Current Reduction Technique 22

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2 Body-Bias Technique . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.1 Leakage Current . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.2 Power Consumption Model . . . . . . . . . . . . . . . . . . . 28

3.3 Bias Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

viii



Table of Content ix

3.4 Level Shifter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.4.1 Design Challenges . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4.2 Proposed Level Shifter Design . . . . . . . . . . . . . . . . . 34

3.4.2.1 Performance Evaluation . . . . . . . . . . . . . . . 37

3.4.2.2 Comparison . . . . . . . . . . . . . . . . . . . . . . 41

3.5 Basic Concept of Negative Shifting . . . . . . . . . . . . . . . . . . 43

3.6 Proposed Negative Level Shifter: Case One . . . . . . . . . . . . . . 44

3.6.1 Temperature Compensation . . . . . . . . . . . . . . . . . . 46

3.6.2 Performance Evaluation . . . . . . . . . . . . . . . . . . . . 48

3.6.2.1 Thermal Assessment . . . . . . . . . . . . . . . . . 48

3.6.2.2 Delay . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.6.2.3 Power Consumption . . . . . . . . . . . . . . . . . 51

3.6.3 Voltage Reference . . . . . . . . . . . . . . . . . . . . . . . . 52

3.6.3.1 Proposed Voltage Reference . . . . . . . . . . . . . 52

3.6.3.2 Effective Temperature Coefficient . . . . . . . . . 54

3.6.3.3 Supply Voltage Sensitivity . . . . . . . . . . . . . . 54

3.6.3.4 Power Supply Rejection Ratio (PSRR) . . . . . . 55

3.6.3.5 Voltage Reference Evaluation . . . . . . . . . . . . 55

3.6.4 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.7 Proposed Negative Level Shifter: Case Two . . . . . . . . . . . . . 60

3.7.1 Performance Parameters . . . . . . . . . . . . . . . . . . . . 62

3.7.2 Performance Evaluation . . . . . . . . . . . . . . . . . . . . 63

3.7.3 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4 CMOS SRAM Overview 67

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2 Basic Storage Cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.3 Architecture of an SRAM Unit . . . . . . . . . . . . . . . . . . . . 69



Table of Content x

4.3.1 Sense Amplifier and Write Driver . . . . . . . . . . . . . . . 71

4.4 Read Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.5 Write Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.6 Overview of Read Buffer-Foot . . . . . . . . . . . . . . . . . . . . . 76

4.7 Building Blocks and Techniques . . . . . . . . . . . . . . . . . . . . 78

4.7.1 Single-ended 8T -SRAM Cell . . . . . . . . . . . . . . . . . . 79

4.7.2 Peripheral Write Assist Circuitry . . . . . . . . . . . . . . . 82

4.7.3 Read Peripheral . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.7.4 Reverse-Body Biasing . . . . . . . . . . . . . . . . . . . . . . 90

4.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5 Physical Design 96

5.1 Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2 symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.3 Latchup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.4 Guard Ring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.4.1 Guard Rings for Internal and External Latchup Phenomena 101

5.4.2 Double Guard Ring . . . . . . . . . . . . . . . . . . . . . . 103

5.5 Effect of Body Biasing on the Physical Design . . . . . . . . . . . . 105

5.6 Physical Design of the Proposed Level Shifters . . . . . . . . . . . . 108

5.6.1 Proposed Level Shifter in Fig. 3.8 . . . . . . . . . . . . . . . 108

5.6.2 Proposed Level Shifter in Fig. 3.17 . . . . . . . . . . . . . . 109

5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6 Application: Physical Unclonable Function 112

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.1.1 Our Contribution . . . . . . . . . . . . . . . . . . . . . . . . 116

6.2 SRAM PUF Architecture . . . . . . . . . . . . . . . . . . . . . . . . 116

6.2.1 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . 117



Table of Content xi

6.2.2 Effect of process variations on the power-up state . . . . . . 117

6.2.3 Power consumption . . . . . . . . . . . . . . . . . . . . . . . 119

6.3 Proposed Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.3.1 SRAM design and Operation . . . . . . . . . . . . . . . . . 120

6.3.2 Current Mirror Design . . . . . . . . . . . . . . . . . . . . . 122

6.3.3 Negative-DC-Voltage Generator . . . . . . . . . . . . . . . . 123

6.3.4 Randomness Operation . . . . . . . . . . . . . . . . . . . . . 125

6.3.4.1 Phase One . . . . . . . . . . . . . . . . . . . . . . 125

6.3.4.2 Phase Two . . . . . . . . . . . . . . . . . . . . . . 125

6.4 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . . . . 125

6.4.1 Reliability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.4.2 Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.5 Implementation and Test Requests . . . . . . . . . . . . . . . . . . 127

6.6 Comparison study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

7 Contribution 131

7.1 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . . 131

Bibliography 133

Vita Auctoris 150



List of Tables

3.1 Charge pump performance comparison . . . . . . . . . . . . . . . . 30

3.2 Level shifters’ performance comparison . . . . . . . . . . . . . . . . . . . . . . 34

3.3 Transistor Sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4 Performance summary and comparison with the state of the art. . . . . . . . 43

3.5 Transistors’ size ratio of the proposed Negative Level Shifter. . . . . . . . . . . . . . 47

3.6 Performance summary and comparison with the state of the art. . . . . . . . 59

3.7 Comparison of the proposed negative level shifter with satae-of-the-art LSs. . . . . . . . 59

3.8 Comparison of the proposed Negative Level Shifter with charge

pumps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.9 Transistor Sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.10 Level shifters’ performance comparison . . . . . . . . . . . . . . . . 66

4.1 Performance comparison of two cases . . . . . . . . . . . . . . . . . 94

5.1 Parameters comparison for an 8T SRAM cell with and without guard ring . . 107

6.1 Transistors’ size ratio of the proposed current mirror . . . . . . . . . . . . . . . . 123

6.2 Comparison with state-of-the-art . . . . . . . . . . . . . . . . . . . . . . . . 129

xii



List of Figures

1.1 Comparison between the SRAM, DRAM, and Flash memories. . . . 2

1.2 Technology scaling according to International Technology Roadmap

for Semiconductors (ITRS)-2016 [14]. . . . . . . . . . . . . . . . . . 4

2.1 Conventional SRAM column with bit-line leakage [18]. . . . . . . . 8

2.2 Overall architecture of sense amplifier cell scheme [17]. . . . . . . . 11

2.3 Hierarchical approach [34]. . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 Concept of the HBLSA-SRAM [26]. . . . . . . . . . . . . . . . . . 15

2.5 dual-rail SRAM architecture [37]. . . . . . . . . . . . . . . . . . . . 17

2.6 Leakage inside a SRAM cell [15]. . . . . . . . . . . . . . . . . . . . 18

2.7 Drowsy SRAM cell with the supply voltage control mechanism [15]. 19

2.8 16Kb array, consisting of 256 rows by 64 columns, with 16 divided

local arrays. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.9 A local array including 63 columns and 16 rows and the relevant

attached word drivers (WD) and sense amplifiers (SA). . . . . . . . 21

3.1 Simplified block diagram of a charge pump (CP)-based energy har-

vesting power management integrated circuit (PMIC) [50]. . . . . . 24

3.2 NMOS Vth versus body biasing in 65nm. . . . . . . . . . . . . . . . 26

3.3 PMOS Vth versus body biasing in 65nm. . . . . . . . . . . . . . . . 27

3.4 PMOS normalized leakage versus body biasing in 65nm. . . . . . . 28

3.5 PMOS normalized power versus body biasing in 65nm. . . . . . . . 29

3.6 Conventional DCVS level converter [67]. . . . . . . . . . . . . . . . 32

3.7 Conventional DCVS level converter [67]. . . . . . . . . . . . . . . . 32

3.8 Proposed level shifter. . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.9 Bulk current of Mp5 and Mp6 as VDDL varies between 0.4 and 1V

at different PVT corners. . . . . . . . . . . . . . . . . . . . . . . . . 37

3.10 Transient Results of the Proposed Negative Level Shifter. . . . . . 38

xiii



List of Figures xiv

3.11 Delay versus VDDL variations for five corners at temperatures of

−20◦C, 27◦C and 100◦C. . . . . . . . . . . . . . . . . . . . . . . . . 39

3.12 Static power versus VDDL variations for five corners at tempera-

tures of −20◦C, 27◦C and 100◦C. . . . . . . . . . . . . . . . . . . 39

3.13 Histogram of delay and static power consumption of the proposed

LS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.14 Static power versus temperature. . . . . . . . . . . . . . . . . . . . 41

3.15 Delay–energy characteristics comparison. . . . . . . . . . . . . . . . 41

3.16 Common source amplifier. . . . . . . . . . . . . . . . . . . . . . . . 43

3.17 Proposed Negative Level Shifter. (a) Conceptual model (b) Schematic

of the proposed negative level shifter. . . . . . . . . . . . . . . . . . 45

3.18 Output voltage variations with time. . . . . . . . . . . . . . . . . . 46

3.19 Thermal behavior of Vgs and Vth for (a) M8 and (b) M9. . . . . . . 47

3.20 Output voltage with and without temperature compensation. . . . . 48

3.21 Vgs and Vth thermal behavior of (a) M8 and (b) M9 before and after

compensation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.22 (a) M9 drain-source voltage changes in terms of temperature before

and after compensation (b) Negative level shifter’s output-voltage

variations in terms of temperature over 5 different process corners. . 49

3.23 Histograms of the Vout. . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.24 Transient Results of the Proposed Negative Level Shifter. . . . . . . 51

3.25 (a) Delay (b) power consumption of the proposed NLS in terms of

VDD variations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.26 Proposed Voltage Reference circuit. . . . . . . . . . . . . . . . . . . 53

3.27 Voltage reference variations in terms of (a) temperature (b) digital

words over 5 different process corners. . . . . . . . . . . . . . . . . . 56

3.28 Vref versus VDD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.29 (a) TC sensitivity (b) PSRR in terms of VDD. . . . . . . . . . . . . 57

3.30 Proposed negative level shifter. . . . . . . . . . . . . . . . . . . . . 61



List of Figures xv

3.31 Transient Results of the Proposed Negative Level Shifter. . . . . . . 62

3.32 Output voltage variations versus input voltage changes when both

the VDDL and VDDH varies. . . . . . . . . . . . . . . . . . . . . . 64

3.33 Delay and static power variations with VDDL and VDDH. . . . . . 65

4.1 6T SRAM cell [101]. . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.2 (a) The basic SRAM cell consists of two access transistors that

provide a connection to a static memory element. (b) An SRAM

array consists of multiple SRAM cells arranged in an array and

provides multi-bit and multi-address storage [101]. . . . . . . . . . . 69

4.3 Construction of an array based on a plurality of SRAM cells [102]. . 70

4.4 A typical SRAM architecture [103]. . . . . . . . . . . . . . . . . . . 71

4.5 A typical SRAM architecture [103]. . . . . . . . . . . . . . . . . . . 72

4.6 6T bit-cell during a read operation. . . . . . . . . . . . . . . . . . . 73

4.7 SRAM column slice showing pre-charge transistors, a single SRAM

cell, and read/write circuits [105]. . . . . . . . . . . . . . . . . . . . 74

4.8 6T bit-cell during a write operation. . . . . . . . . . . . . . . . . . . 76

4.9 8T bit-cell uses two-port topology to eliminate read SNM and pe-

ripheral assists, controlling Buffer-Foot and V V DD, to manage bit-

line leakage and write errors [111]. . . . . . . . . . . . . . . . . . . . 77

4.10 Half-select disturbance in 8T SRAM array [112]. . . . . . . . . . . . 78

4.11 Single-ended 8T SRAM cell. . . . . . . . . . . . . . . . . . . . . . . 79

4.12 8T -cell (a) without (b) with the Read Buffer-Foot. . . . . . . . . . . 80

4.13 8T -SRAM cell with Buffer-Foot during the read operation. (a) se-

lected column (b) unselected column. . . . . . . . . . . . . . . . . . 81

4.14 A SRAM memory block, including 16 8T -SRAM cells per bitline

and their connections through two vertical and two horizontal con-

trolling lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.15 Supply voltage controlling mechanism for array. . . . . . . . . . . . 84



List of Figures xvi

4.16 A column of 16 8T -SRAM. . . . . . . . . . . . . . . . . . . . . . . . 84

4.17 write peripheral Assist Circuitry. . . . . . . . . . . . . . . . . . . . 85

4.18 Proposed supply voltage controlling mechanism for write driver. . . 86

4.19 The write driver symbol. . . . . . . . . . . . . . . . . . . . . . . . . 87

4.20 The transient response of the memory block. . . . . . . . . . . . . . 87

4.21 Partially discharge of the unselected bitline pairs. . . . . . . . . . . 88

4.22 Read peripheral circuit. . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.23 Proposed Read peripheral circuit. . . . . . . . . . . . . . . . . . . . 89

4.24 Read peripheral circuit symbol. . . . . . . . . . . . . . . . . . . . . 89

4.25 The transient response of the memory block. . . . . . . . . . . . . . 90

4.26 Current in terms of PMos and NMOS length . . . . . . . . . . . . . 91

4.27 Current in terms of NMOS body bias. . . . . . . . . . . . . . . . . 91

4.28 Write operation over different NMOS body bias. . . . . . . . . . . . 92

4.29 Read and write operation. . . . . . . . . . . . . . . . . . . . . . . . 93

4.30 Comparison of out voltage of two proposed negative voltage gener-

ators. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.1 CMOS integrated circuits are fabricated on and in a silicon wafer

[117]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2 Latch formation in CMOS [122]. . . . . . . . . . . . . . . . . . . . 99

5.3 Latch formation in CMOS [121]. . . . . . . . . . . . . . . . . . . . 100

5.4 Minority carrier guard in substrate. (a) N+ diffusion guard. (b)

NWELL guard. (c) NWELL in epi− CMOS [118]. . . . . . . . . 102

5.5 Majority carrier guard in well. (a) N+ diffusion guard to reduce

NWELL sheet resistance. (b) N+ diffusion guard to steer current

away from VPNP emitter. (c) N+ diffusion guard steering on epi−

CMOS [118]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.6 Layout example of a guard ring to shield circuits from substrate

noise, latch-up or other physical phenomena [125]. . . . . . . . . . . 104



List of Figures xvii

5.7 Variation of depletion region charge with bulk voltage [128]. . . . . 106

5.8 Single-ended 8T SRAM cell Layout. . . . . . . . . . . . . . . . . . . 108

5.9 The write driver layout. . . . . . . . . . . . . . . . . . . . . . . . . 110

5.10 Read peripheral circuit layout. . . . . . . . . . . . . . . . . . . . . . 111

5.11 Physical Design of the level shifter in Fig. 3.8 . . . . . . . . . . . . 111

5.12 Physical Design of the proposed level shifter in Fig. 3.17(b). . . . . 111

6.1 SRAM cell in a Array. . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.2 Power consumption of SRAM PUF (single block) with and without

negative DC generator. . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.3 General block diagram for SRAM PUF. . . . . . . . . . . . . . . . . 121

6.4 General block diagram for SRAM PUF (Single block). . . . . . . . 121

6.5 Proposed Current mirror. . . . . . . . . . . . . . . . . . . . . . . . 122

6.6 Negative-DC-voltage generator applied to the NMOSs’ of the SRAM

units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.7 Negative-DC-voltage generator physical design. . . . . . . . . . . . 124

6.8 General flowchart. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.9 MonteCarlo analysis. . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6.10 MonteCarlo analysi.s . . . . . . . . . . . . . . . . . . . . . . . . . . 129



Chapter 1

Introduction and Motivation

Excessive demand of Electronic gadgets has made an innovation in the VLSI tech-

nology. These devices facilitate the most basic amenities of human life and needs

to be upgraded in the course of time.

The VLSI technology applications are widely spread including: smart phones [1],

GPS systems [2], military operations [3], radars [3], [4], medical devices [5] and so

on so forth. There are various groups of memories that perform functionalities and

store data either permanently or temporarily with static or dynamic operations.

This chapter sets the stage for the low-power embedded SRAM design. Section 1

briefly presents introduction about SRAM memories. Section 1.2 elaborates the

motivation behind this research and challenges ahead of the low-power embedded

SRAM design.

1.1 introduction

Dynamic random access memory (DRAM) and static random access memory

(SRAM) are two types of memory. The main difference is that DRAM includes

1
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capacitors while SRAM does not, though there are also considerations such as dif-

ferent processing, different speeds, and different cost for developers. DRAM also

allows for higher densities at a lower cost than SRAMs.

However, DRAM did not prove to be a promising device for high performance and

high volume production [6].

Alternately, the conventional six-transistor (6T ) SRAM [7], is the main choice for

today’s applications that could meet the demand of high performance micropro-

cessors. Figure 1.1 compares the SRAMs’ cost and speed with DRAM and Flash

memories.

Figure 1.1: Comparison between the SRAM, DRAM, and Flash memories.

SRAM is a vital buildig block in almost all digital systems including: micro-

controllers, powerful microprocessors, digital signal processing circuits, hard disk

and router buffers, LCD screens, printers, sensors, medical devices and so on so

forth. There is a main key that leads such wide application of the SRAM: data can

be stored without any kind of extra processing or refreshing periodically - unlike

DRAMS - which led to a faster operation than DRAMs. Furthermore, to obtain

high performance, SRAM must be dense and leaks low power while maintaining

high performance of the traditional 6T scheme [7].
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Low power nano-scale SRAMs are becoming increasingly important to satisfy the

low power requirements of the high-end microprocessor units while ensuring the

reliability of miniaturized devices. To design such low power SRAMs, some chal-

lenges relevant to the memory characteristics must be accomplished: (1) leakage

current must be reduced. (2) the noise margin must be improved by increasing

the signal-to-noise (S/N). (3) Voltage and temperature (PVT) variations must be

reduced.

In the CPU design, the leakage power is dominated by the CPU core; however,

the large on-die SRAMs in low-power application processor can be the dominant

source of standby power dissipation because the rest of the processor has been

greatly optimized to reduce power consumption [8, 9]. Consequently, the SRAM

power consumption has become one of the significant factor in the overall power-

management strategy for advanced VLSI system design [10].

The opportunity for high level of integration to obtain low power and performance

in VLSI systems is increasingly available thanks to the Moore’s law since it scales

the CMOS technology well into the nanoscale regime.

Moreover, Designers also lower the SRAM cell’s power supply in order to reduce

the standby leakage power. This also reduces active power consumption which

is associated with switching the highly capacitive bit lines and word lines in the

active mode. However, this is achieved at the cost of stability degradation [11].

Meanwhile, maintaining a sufficient cell-stability margin became a challenge as

transistor size and bit-cells were minimized, to meet low-power constraints, by the

technology scaling [12]. The transistor threshold voltage, the gate length and gate

dielectric thickness are also the traditional parameters that could assist designers

to control the transistor leakage but at the cost of speed and area [13].

Therefore, there is a need to improve the power efficiency of the SRAMs for ap-

plications that require low-power consumption.
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1.2 Motivation

Over the past few years, the extensive growth of battery-operated devices has

significantly increased the demand for low-power integrated circuits.

According to International Technology Roadmap for Semiconductors (ITRS)-2016

[14], the technology scaling is going to reduce to 3nm in 2021 (see Figure 1.2).

Figure 1.2: Technology scaling according to International Technology
Roadmap for Semiconductors (ITRS)-2016 [14].

As the technology scales, the transistors’ density in the SRAM cells increases

significantly, which in turn causes a major challenge in standard CMOS SoCs:

high leakage current. As leakage current directly impacts the power consumption,

it plays a key role in CMOS circuit design.

The high-performance device is used just in critical paths, and the low leakage

devices are used everywhere else. This approach, however, has achieved limited

success for the medium size embedded SRAM units because of the area overhead

of the high-Vth transistors and the extra cost of the dual Vth process.
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1.3 Objectives

This dissertation has tried to address power consumption issue of the SRAM mem-

ories through the leakage current reduction techniques.

First, a negative DC voltage is proposed by a negative level shifter to control the

NMOS transistors’ leakage current located in the SRAM cells. This proposal could

successfully creates square waves with operating frequencies based on the input

frequencies (2.5MHz). It could also performs properly in terms of static power

and propagation delay.

Next, a dual-rail designs is applied to the memory to split logic and SRAM rails

and allow logic rail to be supplied without being restricted by the Vmin or Vmax

requirement of SRAM bit-cells. The SRAM array voltage is supplied by a dedi-

cated voltage that does not scale with the periphery logic. However, the SRAM

periphery voltage is attached to the digital subsystem.

To reduce the leakage current further, a drowsy configuration is also proposed.

Unlike the regular configuration of the memory that only SRAM cells are pushed

into the sleep within standby mode, the write driver and sense amplifier are also

forced into the sleep mode as well in this proposal.



Chapter 2

Literature Review

The growing market of high-speed devices demands lesser power dissipation for

longer battery life and compact system. Static Random Access Memory (SRAM)

has become an interesting topic area because it is used in high-speed applications

such as cache memory and occupies about 90% of silicon area. The main SRAM

memory-design challenge is to reduce leakage power consumption without sacrific-

ing speed or memory density. Various research works have been studied to reduce

its leakage power, and we survey recent developments in SRAM leakage reduction

techniques at the circuit and architectural level.

2.1 Review of Previous Works

As processor technology scales below 0.1µm, sub-threshold leakage (static) power

dissipation dominates digital circuits’ total power. Moreover, sub-threshold leak-

age presents an interesting trade-off between performance and costs.

Performance demands require fast high-leakage transistors; however, new applica-

tions concern appreciate designs that are power efficient [15]. As a result, there

6
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is an apparent necessity to mitigate these two often-conflicting power and perfor-

mance requirements [16].

As on-chip SRAM memory occupies a large portion of the chip area, the memory

power dissipation, both active and standby, is becoming a dominant part of the

total power consumption of the chip [10]. Thus, considerable attention has been

paid to the low-power, high-performance SRAM memories, which in turn affects

the total power and die area in high-performance processors [8].

As systems become more complex, on-chip SRAMs tend to have a large number

of bit widths, typically ranging from 16 to 256 bits, though the numbers can be

even greater. This has a direct impact on the power consumption [17].

At the architectural level, there are several sources of power consumption in SRAM

memories, which could be generally categorized into two groups: those that at-

tempt to lower (1) the minimum required bitlines’ swing voltage (2) leakage current

of the cells.

The bit/data line leakage current has become increasingly prominent due to de-

creasing transistors’ threshold voltages in the nano-meter technology. The bit/-

data line leakage current is induced by the leakage current of the transmission

transistors attached to the bit lines [18, 19].

Fig. 6.1 demonstrates a single-column circuit for a conventional SRAM [18]. In

this scheme, the accessed cell stores logic-one while the other cells store logic-zero,

which is the worst-case scenario. The sub-threshold leakage current in each non-

accessed cell flows from the bit-line, passing through the access transistor, and

finally into the storing node of Logic Zero. Under this circumstance, these leak-

age currents accordingly contribute to the overall bit-line leakage current, which

increases total power consumption.

During the read operation, this bit-line leakage current will also become the noise

that goes against the cell current and may avoid the bit-line differential signal
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Figure 2.1: Conventional SRAM column with bit-line leakage [18].

detection performed by the sense amplifier [18]. The increased bit-line leakage

also causes slow or incorrect write operation of the SRAM [19].

Furthermore, the discharge rate of the bit lines contributes to the read access time

of the SRAM, which is proportional to a time constant as noted in (2.1) [20].

τ ≈ Cbitline
Ḱ(W

L
)(V DD−Vth)2

.∆V (2.1)

where ∆V is the discharge voltage amount, Cbitline is the total bit line capacitance,

Ḱ is the intrinsic transconductance of the word line select transistor (µCox), W/L

is the width-to-length ratio of the select transistor, V DD is the supply voltage,

and Vth is the threshold voltage of the select transistor.

As Eq. (2.1) implies, bit lines’ discharge time constant is proportional to the

bit lines capacitance, which can be achieved by reducing the number of bit cells

sharing a given bit line [9]. The hierarchical bit line is an architectural technique

to reduce the total capacitance of the bit lines.

According to Eq. 2.1, reducing the voltage swing of bit lines is another way to

reduce the bit lines’ discharge rate of bit lines [10, 21]. Although several power
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efficient methods [22]-[23] have been introduced in the literature to decrease the

bit-lines voltage swing, the bit line charge recycling (CR) technique is one of the

most promising procedure to reduce the bit lines’ swing voltage and in turn the

total power consumption.

However, this minimum required signal swing is restricted by the sense amplifier

offset. The higher the offset is, the higher the power consumption would be.

Consequently, the maximum obtainable SRAM performance is restricted by sense

amplifier input offset voltage because the voltage differential between the bit lines

must be larger than the input offset of the worst-case sense-amplifier [24].

Suitable sense timing is another critical consideration that sense amplifiers within

reads should be taken into account to achieve the high-speed, and low-power

SRAM [25]. Bit line discharging is the most time-consuming procedure during

the read operation [25]. Moreover, in the early assertation of the sense amplifier

enable (SAE), the sense amplifier cannot amplify the difference between a pair of

bit-line voltages correctly. Consequently, read failure occurs. In contrast, if the

SAE is asserted late, the cycle time is expanded, and extra power is consumed.

As a result, the optimum timing for the SAE is critical for high-speed, low power

SRAM read operation [25].

The rest of this chapter is organized as follows. In section 2.2, some attempts to

lower the bit-line swing are discussed. This section is divided into two sub-sections:

bit-line charge recycling and hierarchical bit lines. Section 2.3 and 2.4 discusses

two configurations to reduce the leakage current. Finally conclusion comes at the

section 2.5.
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2.2 Reducing Bit Line Swing Voltage

Concerning the SRAM cells’ operation, the read power is reduced by limiting the

swing voltages of bit lines and data bus to small voltages during the read cycles.

However, the SRAM consumes much larger power during write cycles than the

read cycles due to the full swing property in the bit lines and data bus during

write cycles [17, 26]. Therefore, there were some attempts in the literature to

lower the bit-line swing in order to decrease write power consumption.

In low-power embedded SRAMs, the bit lines are referenced to V DD, and during

writes, they are discharged almost to ground, which results in the write power

be significantly larger than the read power. Thus, write power can be reduced

by decreasing the bit-line swings during writes. Several techniques have been

proposed to save the write power by reducing the swing voltage of bit lines [17],

[27, 28].

A bit-line reference of V DD/2 [27] was proposed, which enables designers to re-

duce the bit-line swing during writes by half of the conventional technique. This

topology reduces the swing voltage to V DD/2 by pre-charging of the bit lines to

a V DD/2.

However, to avoid degrading the operation specifications, some considerations were

applied to design. For example, to prevent cell instability during reads, a larger

cell voltage was applied. Meanwhile, the pull-up PMOS was weakened to prevent

write margin degradation, and the cell voltage of the accessed row was also lowered

during writes to further reduce the power. The model also employs the two-to-

four encoding technique to achieve capacitance matching of bit lines with the write

data bus, which can theoretically reduce the write power of the bit lines by 75%

of the full-swing version [27]. Full details regarding the encoding technique are

outlined in [29].
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However, it is difficult to further reduce the power because of write-error problems

in the half-swing (HS) scheme. The HS scheme also has a problem in stable read

operation because pre-charging bit lines to V DD/2 in a read cycle increases the

possibility of an erroneous flip of cell data [17].

Another small-swing SRAM arrangement utilizing a sense-amplifying cell was pre-

sented in [17], which could further save power in write cycles. In this scheme, the

charging and discharging power of the bit/data lines is reduced by lowering the

bit line swing to V DD/6 and amplifying the voltage swing by a sense-amplifier

arrangement in a memory cell [17].

Figs. 2.2 illustrates the circuit diagram of the proposed sense-amplifying cell

(SAC) scheme. This structure’s principal feature is an additional NMOS (V SS

switch) connected to the source of pull-down NMOS transistors in a memory

cell, which permits a small swing of bit lines in writes. A bit line is pre-charged to

V DD−Vth by an NMOS load transistor and is pulled down to V DD−Vth−∆VBL

in a write ”0” operation, where ∆VBL is write swing.

Figure 2.2: Overall architecture of sense amplifier cell scheme [17].

SAC-SRAM scheme, however, cannot lower the write power further because re-

ducing the voltage swing of bit-lines is restricted by possible write failures under

process variations. This is because the stable write operation in the proposed



Literature Review 12

scheme requires the amplitude of the bit-line’s voltage swing to be greater than a

marginal value if it is to invert the state of the internal nodes of the SRAM cell

in write operation [21].

Authors in [28] also employed the bit line lowering voltage swing technique to

reduce the write power. In this technique, swing voltage was lowered to V DD/10

by floating the source line of memory cells when a word line is high and then by

driving the source line to the ground.

These low swing writing techniques considerably decrease the write power con-

sumption in bit lines. However, they require extra logic in each local row decoder

and some dc–dc voltage converters to pre-charge/discharge the bit lines. Thus,

these techniques require more area overhead and more significant speed degra-

dation. Moreover, the low swing write techniques reduce the cells’ noise margin

because they act as sense amplifiers for the write operation [26].

To decrease the write power via the bit-line swing reduction, two methods were

proposed: One technique involves bit-line charge recycling; another is a hierarchi-

cal technique. Both are explained as follows.

2.2.1 Bit Line Charge Recycling

In this technique, the bit line’s differential voltage swing is obtained by recycled

charge (CR) from its neighbouring bit line capacitance, instead of the power-

supply line. Employing such a charge-recycling method to the bit-line considerably

decreases write power [21, 30]. When N bit lines recycle their charges, the bit lines’

swing voltage and power are reduced to 1/N , and 1/N2, respectively [31].

In this technique, the bit line charge can be recycled repeatedly by rolling down

to the lower neighbouring bit-line pair in each cycle until this charge reaches

ground [21]. This proposed write scheme can deduct the total power used in the

conventional SRAM memories by 88% [21].
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However, this technique suffers from some drawbacks. For example, the bit-line

pairs are pre-charged to V DD during a read operation; however, the bit-line pairs

have different voltage levels during the write operation. As a result, a reference

voltage generator is required for the write pre-charge voltage, which results in

power and delay overheads for the write startup. Also, such column-based power

control reduces the static noise margins in the memory cells [30, 31].

Unlike the conventional charge-recycling SRAM [21], another charge-recycling

SRAM was proposed that could recycle the charge in bit lines during both read

and write operations [31]. In this way, both read and write powers could be de-

creased. Moreover, it does not have the delay overheads due to the read-to-write

mode change of the conventional charge-recycling SRAM. The simulations demon-

strate that this CR-SRAM saves 17% and 84% read and write power respectively

compared with the conventional SRAM [31].

2.2.2 Hierarchical Bit Line

As mention earlier, in order to lower the power consumption of SRAM, suppressing

bit line swing is vital. The minimum bit line swing is, however, limited by the

offset voltage of the sense amplifiers. Moreover, in the presence of die variation, the

memory cell current changes widely, especially when the operation voltage scales

down to the near-threshold-voltage region. Signals of most of the bit lines are

largely developed before the slowest bit line reaches the minimum swing that can

be sensed by the sense amplifier. Consequently, it would be difficult to decrease

the average bit line swing in very low voltage operations, which causes wasted

power consumption [32]. At the architectural level, hierarchical bit line topology

is introduced in the literature to reduce both write swing voltage and capacitance

of bit lines [33, 34].
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The bit line capacitance primarily comprises the pass transistors’ drain capacitance

and the metal capacitance of the bit line. In order to reduce this capacitance, drain

capacitance and metal capacitance should be decreased. The bit line capacitance

can be reduced by the hierarchical approach, where the number of transistors

connected to the bit line is deducted by combining two or more SRAM cells [34].

Fig. 2.3 demonstrates four SRAM cells that are combined together by the sub-bit

line and connected through one pass transistor to the bit lines. As a result, the

number of pass transistors attached to the bit-line and the bit line capacitance is

reduced by 4.

Figure 2.3: Hierarchical approach [34].

The write power of the conventional bit line is expressed as follows [26]

PCV BL = f × CCV BL × V DD2 (2.2)

where f is the clock frequency, CCV BL and V DD are the capacitance of the con-

ventional bit line and power supply, respectively. However, the write power of the

hierarchical bit line PHBL is

PHBL = f × (CBL × VBL + CSBL × V DD)× V DD (2.3)
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where f is the clock frequency, CBL is the capacitance of the bit line, and CSBL is

the capacitance of the sub-bit line. A comparison of Eq. (2.2) and (2.3) demon-

strates that the hierarchical bit line consumes much less power than the con-

ventional bit line during write cycles because both CBL and CSBL are less than

CCV BL.

The authors in [26] explored this architecture further and proposed hierarchical

bit lines with local sense amplifiers (HBLSA-SRAM) to deduct the write power

dissipation in bit lines without the noise margin degradation. This structure saves

the write power by lowering the swing voltage of bit lines and data bus. Fig. 2.4

depicts the concept of the HBLSA-SRAM. The hierarchical bit line consists of a

bit line (BL) and sub-bit lines (sub-BL), which includes M memory cells and a

local sense amplifier (LSA) [26].

Figure 2.4: Concept of the HBLSA-SRAM [26].

However, HBLSA-SRAM requires local sense-amplifiers in each SRAM sub-arrays,

which results in extra area overhead. Furthermore, the SRAM design that uses

this method is complex because it requires optimization of SRAM sub-array size

for proper power and memory area [21].
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2.3 Dual-Rail SRAM Architecture

With the rise of various functionalities inside a single system on chip (SoC), there is

a growing demand for power optimization. Advanced SoC comprises of numerous

dedicated subsystems (SRAM and logics) that are divided into multiple voltage

and power line necessities.

Embedded static random access memory (SRAM) often requires the minimum

voltage of a subsystem due to its extremely dense layout and high multiplicity

[35]. The higher Vmin requirement of 6T and 8T cells compared to logic circuits

causes SRAM Vmin to be a system bottleneck. To address this problem, the

SRAM array voltage should be fed by a separate voltage that does not scale with

the periphery (including control and decoder logic; sense amplifiers; write drivers

etc.) logic [36].

Dual-rail designs split logic and SRAM rails and allow logic rail to be supplied

without being restricted by the Vmin or Vmax requirement of SRAM bit-cells [36].

The SRAM array voltage is supplied by a dedicated voltage that does not scale

with the periphery logic. However, the SRAM periphery voltage is attached to the

digital subsystem. Such a dual supply SRAM enables very low voltage without

any overhead regarding managing the SRAM interface [35].

Fig. 2.5 shows the dual-rail SRAM architecture where the power supply is de-

coupled for the bit-cell (VDDCE) and periphery (VDDPE). Dual-rail memory

architecture facilitate a wider range of operating voltage for the system [37].

Although effective, this technique exhibits various challenges at the system level.

First, the new rail requires distribution of metal resources for robust power de-

livery. Creation and regulation of this new power line and its routing through

package and die increase the system area [38].
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Figure 2.5: dual-rail SRAM architecture [37].

Second, signals crossing the power lines should be carefully controlled. In partic-

ular, level conversion might be necessary for all input and control signals crossing

power lines. This contributes to an area overhead for the macro. If explicit level

converters are avoided to conserve area, the logic supply and SRAM supply cannot

be controlled completely independently [38].

2.4 Drowsy SRAM Cell

A standard SRAM cell has two cross-coupled inverters, which provide two paths

for the off-state leakage current (Fig. 2.6). The weak inversion current dominates

the off-state leakage current. This relationship can be modelled as

ID = IS0e
VGS−Vth/(nkT/q)(1− e−VDS/(nkT/q))(1 + λVDS) (2.4)

In context of weak inversion, λ is a parameter that models the pseudo-saturation

region. The on transistors are located in a strong inversion region. Moreover, their
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Figure 2.6: Leakage inside a SRAM cell [15].

serial resistance is small enough to be ignored. As a result, the overall current

will be equal to the total leakage currents from the cross-coupled inverters’ off

transistors. The SRAM cell’s overall leakage can thus be modelled as

IL = ((λIsn + λIsp) + (λIsn + λIsp)VDD)× (1− e−VDD/(nkT )/q) (2.5)

In this context, Isn is the nMOS off-transistor current factor, while Isp is the pMOS

off-transistor current factors. They are independent of VDS in 2.4. Based on 2.5,

the leakage current is able to reduce the super-linearly via VDD. As a result, the

drowsy mode is able to produce a substantial reduction in leakage power.

However, to maintain state in the drowsy mode, it is critical to apply a minimum

voltage. The researchers increased the or data-retention voltage or state-preserving

to a total that was 50% higher than the voltage of the threshold. Despite variations

in the process, they discovered that, if needed, the state-preserving supply voltage

can be further reduced due to the conservative nature the state-preserving voltage.

A proposed model of a drowsy SRAM cell is illustrated in Fig. 2.7. This model

features a mechanism that controls the supply voltage.

The operating mode requires two options: active or standby. Based on this, the

memory cell’s support voltage will be controlled by the two pMOS transistors: P1
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and P2. When in active mode, P1 supplies (VDD). Alternately, when in standby

mode, P2 supplies (VDDLow). Complementary supply voltage control signals have

control over both the pMOS transistors; however, standby mode does not allow

SRAM cell access. This is due to the fact that the bit line has a higher voltage than

the core voltage of the storage cell, and the difference could cause the destruction

of the cell state.

Figure 2.7: Drowsy SRAM cell with the supply voltage control mechanism
[15].

A combination of voltage scaling and body biasing is a promising methode to lower

the total power consumption of the memories [39], [40], [41].

In this section, the mechanisms that are required to lower the leakage current of the

memory are discussed. This methodologies includes: dual-rail SRAM architecture,

drowsy SRAM cells and body biasing technique.

Fig. 2.8 presents the overall architecture of the 16Kb array, consisting of 256 rows

by 64 columns of SRAM bit-cells. It is divided into 16 local arrays, each with 16

rows. Each local array (see Fig. 2.9) includes 63 columns and 16 rows and the

relevant attached word drivers (WD) and sense amplifiers (SA). As shown, the

local array’s voltage supply is derived by sleep line (SL) to provide the required
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voltage to the columns considering the operational state. The WD and SA are

also supplied by a separate power line.

The combination of the hierarchical, dual SRAM and drowsy structure could re-

duce the overall leakage and consequently the power consumption; however, to

reduce the leakage current further, the body biasing technique is introduced in

the literature. So, the body biasing technique and how to generate the required

voltages are discussed in the next chapter.

Local SRAM Array # 0

Local SRAM Array # 15

GBL63GBL0

Figure 2.8: 16Kb array, consisting of 256 rows by 64 columns, with 16 divided
local arrays.

2.5 Conclusion

In this chapter, we have surveyed SRAM power reduction techniques, empha-

sizing bit lines offset swing reduction techniques and leakage current reduction

techniques. First, we motivated our discussion by small-swing SRAM arrange-

ments.

We have reviewed the charge recycling method at the architectural level to reduce

the bit line swing to 1/N , where N is the number of bit lines sharing their charge.
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Figure 2.9: A local array including 63 columns and 16 rows and the relevant
attached word drivers (WD) and sense amplifiers (SA).

We have also explained how the hierarchical technique could reduce the leakage

by reducing the bit lines capacitance.

From leakage current reduction point of view, two methods were discussed: dual-

rail SRAM configuration and drowsy SRAM cells.

The main objective of this research is to create a SRAM building block to reduce

the static power consumption of the memory by leakage current reduction tech-

niques. Moreover, as technology shrinks, the leakage current of the cells increases

significantly. Therefore, applying one of the discussed techniques would not sat-

isfy the expected leakage reduction. As a consequence, a combination of these

mentioned methodologies are proposed to obtain a competitive proposal.

As reverse body biasing is one of the applied methods to lower the leakage current

of the cells, a negative voltage would be required to feed the body of NMOSs.

Thus, to propose an applicable methodology, a negative voltage generator is also

proposed which is attached to the SRAM building block.



Chapter 3

Proposed Leakage Current

Reduction Technique

3.1 Introduction

Increasing demand for low-power applications continues to drive the need for large

and high-speed embedded static random-access memory (SRAM) to improve sys-

tem performance. These applications are also required to reduce dynamic and

standby power consumption to satisfy the stringent battery-life requirement.

Furthermore, CMOS scaling beyond 100nm technology requires two criteria: (1)

very low threshold voltages to maintain the device switching speeds (2) ultra-thin

gate oxides to preserve the current drive ability and keep the threshold voltage

changes under control when dealing with short-channel effects.

Low threshold voltage results in an exponential rise in the sub-threshold leakage

current, while ultra-thin oxide leads to an exponential growth in the gate leakage

current. Consequently, although the leakage power in high-performance CPU is

dominated by CPU core, the large on-die SRAMs in low-power application pro-

cessors is the dominant core of standby leakage current[42].

22
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The leakage power dissipation is also almost proportional to the chip area. As

caches occupy roughly 50% of the chip area in many processors [43], the caches’

leakage power is one of the major blocks of power consumption in high-performance

microprocessors.

As a consequence, with respect to technology enhancements, the sub-threshold

leakage considerably increases. For this reason, lowering the leakage power con-

sumption without compromising speed performance is of importance in VLSI de-

sign. With the advent of systems-on-chip (SoC), the design of fast and power

efficient SRAM structures has become increasingly crucial.

One of the most widely-used topologies to reduce the total power consumption of

the SRAM memories is to scale down the dynamic voltage (dynamically scales the

supply voltage and clock frequency) [44]. However, this methodology is ineffective

when the sub-threshold leakage current is significant due to shrinking of the voltage

supply.

Moreover, the low voltage operations (below 400mV ) have been successfully ex-

hibited in real silicon measurements [45]. However, operating memory cells at

such a low voltage is more challenging because preserved data degrades consider-

ably at these low voltages. In the sub-threshold region, conventional 6T-SRAM

shows poor read stability and weak writability [46]. As the read stability and the

writability have conflicting design requirements, it is extremely difficult to operate

the 6T-SRAM in the sub-threshold region [47].

A more promising technique to reduce the power consumption of the memory cells

is the utilization of a body biasing technique. This approach is used here, and the

proposed circuit is benefiting from this feature.

The body biasing technique is able to exponentially reduce the leakage current by

adjusting the threshold voltage (Vth) of the transistors [48], [49]. However, there

are some restrictions on the maximum threshold voltage because if it is increased
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significantly, the transistors would not be able to stay in the sub-threshold region

and the preserved data would be destroyed. As a result, the threshold voltage

should be controlled in such a way to be low enough to ensure a proper read/write

operation and it must be high enough (by reverse-body biasing of the transistors)

to reduce the leakage current in the hold state.

One of the major challenges in this technique is the required negative voltage for

n-type transistors to bias their body in the reverse direction.

Charge pumps are introduced in the literature to produce such a negative volt-

age. Charge pumps fall into the group of the inductor-less DC-DC converters.

Although they are commercial building blocks, charge pumps are complicated

switch-capacitor based circuitries, which need a sophisticated switching block to

take care of the proper operation.

As an example, Fig. 3.1 illustrates the simplified block-diagram of a power man-

agement integrated circuit (PMIC) [50], which includes the charge pump. The

input voltage, VIN, is achieved when N-stage of charge pumping is completed.

This charge pump is equipped with a clock-generation block to drive the required

pulses.

Figure 3.1: Simplified block diagram of a charge pump (CP)-based energy
harvesting power management integrated circuit (PMIC) [50].
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Level shifters are another topic of interest in VLSI area, whose main objective is to

convert different voltages together where multiple supply voltages were required.

Furthermore, all the proposed level shifters were designed to generate a higher

(positive) level of voltage than a reference voltage. However, the major goal of

this study is to generate a negative voltage for reverse-body biasing of the NMOS

transistors by level shifters.

The rest of this chapter will briefly discuss the body-biasing concept and two

current bias generators: charge pump and level shifter.

3.2 Body-Bias Technique

Digital design styles that utilize the body biasing require detailed understanding

of body biased circuit behaviour because it affects the physical MOS transistor

parameters, impacting circuit performance and power consumption. In this section

body biasing impact on leakage and power consumption is modelled.

The transistors’ threshold voltage is realized as the gate voltage where an inver-

sion layer creates at the interface between the insulating layer (oxide) and the

transistor’s body. This technique influences Vth by changing the transistor’s body

voltage with respect to its source.

Under body bias conditions, the Vth of an NMOS transistor is approximated by

Shichman-Hodges model. This model is related to the formation of a conducting

inversion layer at the source terminal, which is defined as follow [51]:

Vth = Vth0 + γ(
√
VSB + 2φF −

√
2φF ) (3.1)
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where Vth0 is the threshold voltage without body bias applied. γ is the body effect

coefficient, 2φF is the surface potential in strong inversion, and VSB is the source-

to-body voltage (VSB > 0 for RBB, and VSB < 0 for FBB). A similar expression

holds for the PMOS transistor.

Forward body bias (FBB) reduces the Vth, and contrarily it is increased with

reverse body biasing (RBB). These features are shown in Fig. 3.2 and Fig. 3.3

which express Vth as a function of body bias voltage for an NMOS and PMOS

transistor in 65nm standard-process. These results were obtained for a W/L =

120nm/65nm NMOS under room temperature and 1.2V power supply.

The simulations, conducted in three corners; including the fast-fast (ff), Typical-

typical (tt) and slow-slow (ss) verify that the value of Vth, and its sensitivity to

body biasing changes strongly depends on the process variations. For the nominal

NMOS device, body biasing from 0.5V (FBB) down to -1.2V (RBB) spans over

a Vth range of about 255mV. This range is somewhat smaller for PMOS devices

(237mV).

Figure 3.2: NMOS Vth versus body biasing in 65nm.
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Figure 3.3: PMOS Vth versus body biasing in 65nm.

3.2.1 Leakage Current

The body biasing, sub-threshold leakage, gate-induced-drain leakage (GIDL) and

junction leakage are related in an exponential manner as follows: [51]:

leakagenorm =

 el1VBB + l2(el3VBB − 1) for VBB ≥ 0

el1VBB + l4(el5VBB − 1) for VBB < 0
(3.2)

where l1, l2, l3, l4, and l5 are polynomial coefficients. These coefficients depend on

the process, VDD, Vth, and temperature, which leads to different coefficients for

each type of digital gate. The sample of l1 = 2.26, l2 = 0.08, l3 = 10.27, l4 = 0.05,

and l5 = −0.93 were picked in [51].

The first term of expression concerns the sub-threshold leakage dependency on

body biasing. The second term forms either the junction leakage under forward-

body bias or the junction leakage under reverse body bias and GIDL.

Fig. 3.4 represents the leakage current in conjunction with body biasing. This

result was obtained for a device size of W/L = 120nm/65nm PMOS under room

temperature and 1.2V power supply. The simulations verify that the normalized

leakage reduces significantly as body voltage increases from -1 to 1V. For the
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nominal PMOS device, body biasing from -1 (FBB) down to 1V (RBB) spans

over a normalized leakage range of about 1,000.

Figure 3.4: PMOS normalized leakage versus body biasing in 65nm.

3.2.2 Power Consumption Model

The total power consumption of a digital gate can be modeled by the summation

of dynamic and leakage power consumption [51]:

Pgate = Pdyn + Pleak = a(xCintr + Cextr)V
2
DDfck + IleakVDD (3.3)

where a is the switching activity of the gate, which is the average number of

transitions (0→ 1 or 1→ 0) a signal switches per unit of time, fck is the operating

frequency (= 1/Tck), parameter Cintr is the intrinsic capacitance of the gate, which

is body bias dependent, and parameter Ileak is the leakage current of a gate, which

depends on both VDD, Vth and VBB.

Fig. 3.5 demonstrates the power consumption versus body biasing. This result

was obtained for a W/L = 120nm/65nm PMOS under room temperature and

1.2V power supply. The simulations verify that the normalized power reduces

significantly as body voltage increases from -1 to 1V. For the nominal PMOS
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device, body biasing from -1 (FBB) down to 1V (RBB) spans over a normalized

power range of about 550.

Figure 3.5: PMOS normalized power versus body biasing in 65nm.

3.3 Bias Generator

To generate the required negative voltage for reverse body biasing of n-type tran-

sistors, two main solutions; charge pumps or level shifters.

Charge pumps (CPs) [52]-[59] are power converters that convert the supply voltage

to higher or lower constant (DC) levels. Through these building blocks, the charge

packets are transferred from the power supply to the output terminal by only

switches and capacitors to generate the target voltage.

Charge pumps were conventionally used in nonvolatile memories and SRAMs, in

which the design was driven by settling time, or RF antenna switch controllers and

LCD drivers [52]. They are also widely used to adapt the voltage levels between

two or more functional blocks and to convey the electric energy extracted from

surrounding environment towards a stronger buffer.

The first and most critical challenge of charge pumps’ design is power efficiency;

low power-efficiency charge pumps restricts the benefit of power conversion on
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chip. It is desirable to increase charge pumps efficiency in both battery powered

systems, and also in many applications with common supply voltages to reduce

the integrated circuits packaging cost because of heat dissipation.

Furthermore, charge pump usually needs an inverted switching signal to control

both clock phases. Therefore, an oscillator is usually attached into the charge

pumps to provide two out-of-phase signals.

In literature, several attempts on charge pump circuits are presented [53]-[59]. In

many of them, the authors focused on optimization design methodologies. Table

3.1 compares the operation of some state-of-the-arts in terms of clock frequency

and maximum output current/power. The observations showed that although

charge pumps are efficient, they consume current/power in some order of mico

amp/watt. This amount of current/power consumption for memory applications

is very high. Thus, in order to generate the required negative DC voltage to bias

the NMOS transistors’ body, this study introduces the level shifter concept, which

is discussed in the next section.

Table 3.1: Charge pump performance comparison

Ref. Year Technology Area Clock Freq. Maximum Iout(A)/
(nm) (mm2) (MHz) Power(W)

[53] 2021 130 0.56 20-100 120mA
[54] 2020 28 0.116 1 0.68µA
[55] 2019 180 0.96 1 89µW
[56] 2018 350 0.56 1 40µA
[57] 2018 65 0.032 15.2 1.5µW
[58] 2017 65 1.32 10 6.6µW
[59] 2016 130 0.6 0.04 15µW

3.4 Level Shifter

In the past few decades, one of the most efficient methods to achieve a signifi-

cant reduction in the digital circuits’ power consumption is to reduce their supply

voltage [60]. As the complexity of systems on chips (SoCs) increases, circuits op-

erating in the sub-threshold region have attracted more attention to be utilized
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in low-power applications, such as wireless sensor networks, miniature healthcare

devices, and environmental monitoring systems. However, the main problem is

that lowering the power supply decreases circuit speed [61].

One effective solution to address this problem is to apply multiple supply voltage

(MSV) in order to feed different parts of the system. In this methodology, higher

voltages are employed for the circuits that require higher speed and the reverse

is employed for lower speeds [62]. Therefore, level shifters (LS) that are able to

provide wide voltage conversion ranges to convert the signal between different

voltage domains were introduced [62].

The main challenge associated with MSV is the minimization of delay and power

for level conversion between different voltage levels [63]. Furthermore, the increase

in the number of power lines makes this issue particularly critical [64]. Thus, the

design of a LS plays a key role in the overall system performance.

Several level shifter structures were recently proposed to enable voltage conversion

from the deep sub-threshold region up to the nominal supply voltage level. The LS

circuits in are based on the current-mirror (CM) configuration; these conventional

CM-based lever shifters convert deep sub-threshold voltages to higher voltage lev-

els. This is done due to the high drain-to-source voltage of PMOS transistors that

facilitates the construction of a stable current mirror, which presents an effective

on-off current comparison at their output node. However, these structure face high

static current consumption which results in high standby power [65],[66],[67].

Alternatively, a conventional cross-coupled (CC) LS is a differential cascade volt-

age switch logic (DCVSL) to raise a low voltage level. Two factors have a sig-

nificant impact on the operating range of CC LSs: transistors’ threshold voltage

and size; however, this operating range is difficult to extend to the sub-threshold

region (concerning the NMOS threshold voltage). Furthermore, for converting a

sub-threshold voltage, CC-based LSs require an exponential increase in NMOS

transistor size, which is not area efficient[68].
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Figure 3.6: Conventional DCVS level converter [67].

Figure 3.7: Conventional DCVS level converter [67].

To address these problems, several LS circuits have been reported in literature

[69], [70], [71]. The LS proposed in [69] applied the Wilson current mirror scheme.

The main advantage of this circuit is a fast operation; however, it happens at the

expense of large standby power consumption. To lower static power concern, some

modified Wilson current mirror-based LS configurations were recently presented

in. However, static power consumption remains considerable.

Author [72] proposed a self-controlled current limiter by detecting output error

to reduce power. This achieves relatively robust operation; however, this design

increases power consumption and instantaneous short-circuit power, mainly at the

fast corner and high temperature. The work in [73] removes the input inverter to
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decrease the falling edge delay. This design also could cut off the static power;

however, it would be vulnerable to noisy or leaky environments. The falling edge

delay is also reduced in [61] by employing a level-shift capacitor repeatedly charged

to the voltage difference of VDDH and VDDL.

3.4.1 Design Challenges

Level shifters (LS) provide wide voltage-conversion ranges that are needed to im-

plement different supply voltages and communicating with each other. The prop-

agation delay and the power consumption are two important characteristics of an

LS.

As the number of domains increases in a SoC, the number of required LS in-

creases, and so does the delay and the power consumption associated with these

level shifters. Thus, these two parameters play a key role on the overall system

performance.

For multiple supply voltage designs, level shifters (LSs) are indispensable and

ubiquitously inserted among different voltage domains, or directly used to drive the

highly capacitive loads. In view of this, the LSs are preferred to operate in a wide

dynamic range, including the sub-threshold input scenarios. Unfortunately, the

conventional LS design based on the Differential Cascode Voltage Switch (DCVS)

[74] topology is challenging for robust up-conversion from sub-threshold to super-

threhsold, which is due to the significant current contention caused by the limited

driving strength of the pull-down devices operated in the sub-threshold region.

Generally, when the input signal scales below 500mV , the contention leads to the

conversion failure.

Table 3.2 compares the performance of the most recently published level shifters.

The observations verify that levels shifters could produce the required output

voltages while keep the static power consumption in some order of nano-Watt
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compared with micro-Watt in charge pump circuits. The other benefits of level

shifters over charge pump is that they occupy less chip area.

Table 3.2: Level shifters’ performance comparison

Ref. Year Technology Area Clock Freq. Static Power Delay
(nm) (µm2) (MHz) (W) (ns)

[75] 2020 180 182.46 - 1.26n 22.47
@1.8V @1.8V

[76] 2020 180 81.8 - 1.33n 7.6
@0.4V @0.4-1.8V

[77] 2020 130 80.69 1 9.87n 21.98
@0.3V @0.3V

[78] 2020 65 6.9 1 2.66n 26.75
@0.3V @0.2-1V

[79] 2018 65 51.9 - 1.35m 0.45
[73] 2018 65 7.45 - 2.64n 7.5

@0.3V @0.3V
[80] 2017 65 54.73 - 165.77µ 0.35

All the level shifter were proposed to convert positive voltages together; however,

the main objective of this study is to utilizes this concept for producing negative

voltages, which has its own advantages and disadvantages.

The rest of this chapter is organized as follows. Section 3.4.2 describes the proposed

level shifter. Section 3.5 then describes basic concept of negative level shifting.

Sections 3.6 and 3.7 discuss the proposed negative level shifters.

3.4.2 Proposed Level Shifter Design

The main objective of the level shifters is to extend the amplitude of the positive

input voltages, and in this sub-section a novel level shifter is proposed. Fig. 3.8

demonstrates the proposed LS structure, which is composed of an input inverter

(Mn4 and Mp6), a current mirror (Mp3 and Mp4), a cross-coupled pair (Mp1 and

Mp2), a diode-connected current limiter (Mn3), and an output inverter (Mn5 and

Mp5).
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Figure 3.8: Proposed level shifter.

The input inverter transistors, Mn4 and Mp6, provide the differential low-voltage

signals, and the output inverter (Mn5 and Mp5) is designed to assure adequate out-

put driving strength. Moreover, the combination of the current mirror and cross-

coupled configuration creates a cascading effect, which lowers the drain-source

voltage drop across transistors, and in turn decreases the leakage current.

In the proposed design here, when the signal IN goes from high to low, the Mn1

is turned off, while the differential signal INL provided by input inverter turns

ON transistor Mn2. By turning Mn2 ON, the voltage at node X hovers above

zero, which results in Mp5 entering the ON state. Finally, VDDH voltage level is

transferred to the output node. The same procedure would happen when signal

IN goes to high, which results in a low-output voltage.

In sub-threshold region, an increase in the threshold voltage exponentially de-

creases the operating current. The low threshold (lVth) device improves the circuit

performance in sub-threshold region, but it contributes to the leakage power [84].

Therefore, the lVth devices are only employed to improve performance.

The key strength of the proposed design is that rather than utilizing multi-

threshold techniques to improve design performance in the sub-threshold region
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as same as the works in [68, 71, 77], the body biasing technique is employed. The

main advantage is that the threshold voltage could be controlled without using

different devices in the design.

In the proposed scheme, all PMOSs’ body terminal, except Mp5 and Mp6, are

tied to the highest voltage level (VDDH) while all NMOSs’ body are grounded;

however, Mp6 is required to have low-threshold voltage to enhance the performance

in sub-threshold region. On the contrary, the pull-up Mp5 connects to a high-

threshold voltage (hVth) to reduce leakage current. In this context, the threshold

voltage of Mp5 is risen by applying an external 1.8V voltage.

The Mp6’s body voltage should be less than the minimum VDDL. This required

body voltage is generated by a voltage divider. The voltage divider is composed

of two diode-connected MOSs, Mn7 and Mn8, as a load and an extra NMOS, Mn6,

to break the VDDL down to the lower voltages. Moreover, the output node, Bn,

would supply the Mp6’s body voltage. The main advantage is that the Mp6’s body

voltage can be updated with the VDDL changes. Hence, its threshold voltage and

the whole performance of the circuit will be adjusted if VDDL changes. Fig. 3.9

illustrates the bulk current of Mp5 and Mp6 when VDDL varies between 0.4 and 1V

at different PVT corners. As this figure exhibits, the Mp5 bulk current is saturated

to some orders of atto-amp across different corners, which could be neglected.

However, the amount of current the Mp6’s bulk leaks increases to almost 200pA at

fast-fast corner and VDDL of 0.6V . However, it would exponentially increase to

almost 120nA at VDDL of 1V . These results validate that the proposed circuitry

could effectively keep the leakage current low as VDDL is small.

Along with the mentioned proposal, a novel topological strategy is also employed

in this design. The proposed circuit combines the cross-coupled and current mirror

LS structures. Through this combination, the voltage drop across MOSs which are

placed between VDDH and ground is decreased. Therefore, the leakage current

and in turn the static-power consumption are lowered. A current limiter, Mn3, is
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Figure 3.9: Bulk current of Mp5 and Mp6 as VDDL varies between 0.4 and
1V at different PVT corners.

also employed to decrease the leakage current furthermore. The optimal transistor

sizes are listed in Table 3.3.

Table 3.3: Transistor Sizes

Transistor W/L(µm) Transistor W/L(µm)
Mn1-Mn3 0.45/0.18 Mp1-Mp3 0.45/0.18
Mn4 0.45/0.18 Mp4 0.85/0.18
Mn5 0.45/0.18 Mp5 0.45/0.18
Mn6-Mn8 0.45/2 Mp6 1/0.18

3.4.2.1 Performance Evaluation

The circuit is implemented using 180nm CMOS technology. Simulations were

performed for three process temperature (PT) corners (−20◦C, 27◦C and 100◦C),

considering an input signal frequency of 1MHz, with VDDH fixed at 1.8V . Three

important parameters for proper operation of LSs includes: Propagation delay,

power consumption, and energy per transition, which are discussed in this section.

� Propagation-Delay Assessment
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The propagation delay of a logic gate is the difference in time (calculated at 50%

of input-output transition), when output switches, after application of input. The

average delay of fall-time and rise-time is reported as the propagation delay.

Fig. 3.10 shows the signal transition of the proposed negative level shifter circuit,

where the circuit can operate under a typical corner and temperature of 27◦C at

1MHz.

Figure 3.10: Transient Results of the Proposed Negative Level Shifter.

Fig. 3.11 shows the delay variation of the proposed LS with VDDL variations

across five corners and three temperature conditions (−20◦C, 27◦C and 100◦C).

As expected, when VDDL increases, delay decreases significantly. Furthermore,

when temperature raises from −20◦C to 100◦C, the delay in the typical corner

decreases from 15.5ns to 7ns at VDDL=0.4V . The obtained delay at 27◦C for

typical-typical corner also falls under 570ps as VDDL increases from 0.4V to 0.9V .

The worst delay was 160ns under slow-fast corner and −20◦C, whereas the best

delay (350ps) was happened under fast-fast corner at 100◦C.

� Power Consumption Assessment
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Figure 3.11: Delay versus VDDL variations for five corners at temperatures
of −20◦C, 27◦C and 100◦C.

Fig. 3.12 exhibits the relationship between the proposed LS’s power consumption

and VDDL. The results illustrate that the typical static power at 27◦C evalu-

ated for VDDH = 1.8V and VDDL between 0.4 to 0.9V , saturates to Pico-Watt

(70pW for 0.4V VDDL). Our proposed LS has also achieved a minimum power of

58pW when VDDL is 0.9V under slow-slow corner and −20◦C, and exhibits the

maximum power of 374nW when VDDL is .9V under fast-fast corner and 100◦C.

Figure 3.12: Static power versus VDDL variations for five corners at temper-
atures of −20◦C, 27◦C and 100◦C.
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To investigate the robustness of the proposed level shifter, a 5000-point Monte

Carlo simulation (see Fig. 3.13) was performed under typical-typical corner at

VDDL=0.4V .

In case of delay, the highest number of samples were happened at 10ns, which is

as expected. With regard to static power, the most number of samples was also

occurred at 75pW , which is closed to the reported static power in 3.4.2.1 (70pW

under VDDL=0.4V and typical corner at 27◦C ).

Figure 3.13: Histogram of delay and static power consumption of the proposed
LS.

� Thermal Assessment

Fig. 3.14 shows the static power changes in different corners as temperature varies

from −20◦C to 100◦C. With regard to static power, the thermal variation of the

fast-slow and fast-fast corners are significant compared with three other corners.

The power at fast-slow and fast-fast corners increases to 7nW and 9.66nW re-

spectively. The static power also increases by 1.4nW in typical-typical corner.

However, the thermal changes at slow-fast and slow-slow are in order of pico-watt,

which are respectively 743pW , and 433pW .
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Figure 3.14: Static power versus temperature.

3.4.2.2 Comparison

Fig. 3.15 compares delay, energy per transition and total power of the proposed LS

with the obtained result in [64], [82] and [83]. From the observation, the proposed

LS topology in this study has lower propagation delay at VDDL of 0.45V compared

with [64], [82] and [83]. The LS in [64] also has a delay of 20ns at 0.4V which is

exactly twice of the reported delay in this study under same condition. This is a

major verification of the higher speed of our LS.

Figure 3.15: Delay–energy characteristics comparison.
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In terms of energy per transition, our proposed LS could also perform better

than two others at low VDDL. As it is shown, it consume 26fJ at VDDL=0.4V ;

however, the circuitries proposed in [64] and [82] needs energy in order of some

hundreds of femto-joule (180fJ and 200fJ respectively). Our proposed LS could

also perform better than what was designed in [83] because ours could consume

almost 3 times less energy in average than the LS in [83].

Table. 3.4 compares the proposed circuit with several state-of-the-art ultra-low-

voltage level shifters. To extend our comparison analysis, six recent proposals

designed with the same technology were considered.

Among the level shifters realized in the 180nm technology, the SCMLS design pro-

posed in [84] exhibits the lowest static power consumption (31.5pW ) at VDDL=0.4V .

However, this performance is achieved at the cost of higher Energy than ours

(77.1fJ/T compared with 26fJ/T ), which is almost 3 times more than our re-

ported energy.

The MCMLS, DDSLS and cross-coupled designs in [84] also consume less static

power than our proposal; however, all these three models require more energy/-

transition than our LS (42.9fJ , 130.9fJ , and 81.7fJ respectively compared with

26fJ). The same issue is also occurs for the LS in [64]. It consumes less static

power while requires higher energy (×6.65) than the proposed LS in this study.

In terms of propagation delay, the level shifters proposed in [84] and [83] exhibits

faster operation; however, this achievement is obtained at the cost of a higher

energy and static power respectively than what is proposed in this paper.

The level shifter proposed in [85] has ≈ 2.85, and 3 times more static power and

delay respectively than our proposed design. However, it requires 5.5 times less

energy per transition.
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Table 3.4: Performance summary and comparison with the state of the art.

[61] [85] [82] [64] [72] [84] [84] [84] [84] [83] ThisWork
MCMLS SCMLS DDSLS Cross-Coupled

Year 2017 2017 2017 2017 2018 2021 2021 2021 2021 2021 2021
Technology (nm) 180 180 180 180 180 180 180 180 180 180 180

Results chip sim chip chip chip sim sim sim sim sim sim
min VDDL (V) 330m 360m 80m 200m 250m - - - - 240m 400m

VDDH (V) 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8 1.8
Operating frequency (Hz) 500K 1M 10K 100K 140K 100M 100M 100M 100M 1M 1M

Pavg (µW ) - - - - - 4.2 7.2 12.7 8.1 - 2.6
Energy(fJ/Transition) 61.5 4.7 240 173 42.9 77.1 130.9 81.7 38.39 26

Pstatic (W ) 330p 200p 150p 55p 1.5n 37.6p 31.5p 37.6p 33.5p 98.3p 70p
Delay (s) 29n 30n 21.4n 31.7n 180n 553.4p 931.7p 575.2p 854.2p 6.43n 10n

Area (µm2) 229.5 - 95.6 108.8 - - - - - 99.875

3.5 Basic Concept of Negative Shifting

So far a level shifter has been proposed and before moving on to the proposed

negative level shifter, the common source amplifier (see Fig. 3.16) is reviewed. In

this circuit, the DC voltage node vary between V DD and −V SS. In this context,

the nodes’ voltage changes between 0 and −V SS if the highest applied voltage

is being grounded. Through this simple methodology, the negative DC voltages

appear on the nodes, which is the concept of proposing a negative level shifter in

this study.

VDD

-VSS

Vin

Vout

R1

R2

Rd

Rs

Figure 3.16: Common source amplifier.
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Two negative level shifters are proposed in this research, that are discussed below.

3.6 Proposed Negative Level Shifter: Case One

A simplified model of level shifer is shown in Fig. 3.17(a). It is made up of a

current source and cascading transistors to ensure high output resistance. In this

scheme, the output voltage could be written as follow

Vout = Vds1 + Vds2 + VSS (3.4)

As VSS is a negative voltage, this expression implies that Vout could be shifted

down by Vds1 + Vds2. The output voltage could also be expressed as

Vout = Vref − Vth1 (3.5)

This expression also implies that Vref can be shifted down by Vth1.

On the other hand, if VSS is a negative voltage, then Vref will be shifted towards the

negative voltages. The schematic of the proposed Negative Level Shifter (NLS) is

shown in Fig. 3.17(b). This circuit benefits from the properties of current scaling,

and is able to achieve a low power consumption, as will be explained next.

The configuration shown in Fig. 3.17 (b) is composed of a current source, M1- M6,

cascading transistors, M8- M9. Transistors M10- M14 are employed to compensate

the output temperature dependency. The voltage Vref , the voltage that will be

shifted, is fed to this circuit thought a voltage reference circuit, which will be

explained in detail later in section 3.6.3. To ensure of the low power operation of

the circuit, transistors are biased in the sub-threshold region.
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Figure 3.17: Proposed Negative Level Shifter. (a) Conceptual model (b)
Schematic of the proposed negative level shifter.

In this design, M1- M6 generate the required voltage for keeping M7 and M9 in

the on-state. M1- M6 are wide-length transistors in order to reduce their leakage

current and consequently lower the whole static power of the circuitry. Pair of

M5/M6 also generate a current mirror to feed the required bias of M6 and M9.

M9 always operates in the on-state because it is biased by M5’s drain terminal

which has a higher voltage than VDDL. The same operation happens to M8 as

well because of a positive-gate bias.

When the voltage of zero is applied to the VDDL, the zero volt is expected at

the output node; however, as the absolute value of VDDL increases, the absolute

output voltage does increase. Fig. 3.18 demonstrates the output voltage variations

with time. Clearly, when VDDL increases from 0.4V to 1.2V , the absolute output

voltage grows by almost 0.7V .

Power and area are two primary measures for evaluating the circuit operations.

However, it is vital to ensure that the proposed architecture is prone to temper-

ature and mismatch effects as well. Therefore, full analysis of the these factors
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Figure 3.18: Output voltage variations with time.

were performed and results are presented here.

3.6.1 Temperature Compensation

In the proposed configuration, shown in Fig. 3.17, the overdrive voltage of the

M8 and M9 is the dominating factor in determining how output node varies with

changes in temperature.

In order to demonstrate the effect, simulations on temperature variations were

performed. The result of the simulation, presented in Fig. 3.19, demonstrates

the changes in Vgs and Vth of transistors M8 and M9 with respect to changes in

temperature within the range of 0 − 100◦C. For transistor M8, the Vgs and Vth

slope changes at the rates of ≈ 0.35mV/◦C and ≈ 0.77mV/◦C, respectively. For

transistors M9 these are 3.94mV/◦C and 1.5mV/◦C respectively. Such drastic

fluctuation in the Vgs and Vth, especially in the case of M9, will cause output-

voltage fluctuations when the temperature changes.
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Therefore, to decrease the output temperature dependency, a scheme is required to

compensate for the temperature dependency. Fig. 3.19(b) depicts the schematic

of the temperature compensation circuitry.

Figure 3.19: Thermal behavior of Vgs and Vth for (a) M8 and (b) M9.

The advantage of this circuit arrangement is that it is capable of improving the

thermal slope of Vgs and Vth. Consequently, this circuit is attached to the output

node of the enhanced NLS (see Fig. 3.19(b)).

The output voltage with and without temperature compensation has been shown

in Fig. 3.20. Moreover, the temperature-compensation cell ratios of the circuit is

shown in Table 3.5.

Table 3.5: Transistors’ size ratio of the proposed Negative Level Shifter.

M1 −M4 200nm/15µm
M5 −M6 200nm/10µm

M7 200nm/15µm
M8 −M9 200nm/100nm
M10 200nm/2µm

M11 −M14 200nm/60nm
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Figure 3.20: Output voltage with and without temperature compensation.

3.6.2 Performance Evaluation

The circuit is implemented using the TSMC 65nm technology. The thermal be-

havior, delay, and static power consumption are evaluated in this section.

3.6.2.1 Thermal Assessment

As Fig. 3.21 shows, the thermal slope of Vgs and Vth for M9 in Fig. 3.19(b) are

improved while no changes are appeared for these two voltages with respect to M8.

With regard to M9, a thermal slope of ≈ 0.81mV/◦C in Vgs happens, compared

with ≈ 0.96mV/◦C for Vth, which are respectively improved by 3.13mV/◦C and

0.54mV/◦C.

Furthermore, to explore M9 sensitivity to temperature, the Vds of the M9 were com-

pared before and after compensation, as seen in Fig. 3.22(a). As can be observed,

the thermal slope of 5.439mV/◦C before compensation decreases to 1.193mV/◦C

after compensation.
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Figure 3.21: Vgs and Vth thermal behavior of (a) M8 and (b) M9 before and
after compensation.

Moreover, the output voltage in terms of temperature for different corners is also

shown in Fig. 3.22(b). The results imply that the negative output voltage varies

between −0.682 and −0.671V over the range of 0 − 100◦C for typical-typical

corner. This range will also be extended to −0.71 and −0.65V in presence of

process variations.

Figure 3.22: (a) M9 drain-source voltage changes in terms of temperature
before and after compensation (b) Negative level shifter’s output-voltage varia-

tions in terms of temperature over 5 different process corners.

The Monte Carlo simulation with 2,000 samples is performed, as shown in Fig.

3.23. The statistical CMOS transistor model is used in the Monte Carlo simulation,
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and the analysis variable is process variation only. This simulation is done for dc

analysis when temperature is swept between 0 and 100◦C, and the effect of such

variation on Vout for different mu is shown in Fig. 3.23. Clearly, for mu = 772µ

and mu = 88µ, the highest number of samples are happened for Vout equal to

−0.68V and −0.69V , respectively.

Figure 3.23: Histograms of the Vout.

3.6.2.2 Delay

The reported delay is calculated in the simulations by the following definitions:

• Delay in rising time = tr,out − tr,in

• Delay in falling time = tf,out − tf,in

The average delay is considered as the reported delay.

Fig. 3.24 shows the signal transition of the proposed negative level shifter circuit,

where the circuit can operate under a typical corner and temperature of 27◦C at

250kHz.

To validate that the proposed circuit operates properly across all PVT corners,

the delay of the proposed circuit has been simulated at VDDL = 1V . In the
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Figure 3.24: Transient Results of the Proposed Negative Level Shifter.

proposed circuit, three corners as the typical, worst and best cases are assumed.

The Typical Case Corner (TCC) includes typical-NMOS and PMOS. For delay

investigation, the corner including fast-NMOS and slow-PMOS is the Best corner

(BCC). Inversely, slow NMOS, slow PMOS, are selected to illustrate the worst

Case Corner (WCC).

Fig. 3.25(a) shows the variation of the delay of the proposed NLS across the

mentioned PVT corners. These results demonstrate that the worst-case delay is

almost close to the best-case delay at VDDL= 0.3V . However, as the VDDL

increases to 1V , the worst-case delay is 2.35 times higher than the best-case delay,

while the circuit can still operate properly.

3.6.2.3 Power Consumption

Fig. 3.25(b) exhibits the relationship between the proposed NLS’s power consump-

tion and the input voltage. The simulation was performed under the fast-NMOS

and fast-PMOS as the worst case (WCC) and the slow-NMOS and fast-PMOS

(BCC) as the best case and typical-NMOS and PMOS (TCC) as the Typical Case

Corner.
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Figure 3.25: (a) Delay (b) power consumption of the proposed NLS in terms
of VDD variations.

Our proposed NLS has achieved a minimum power of 0.58nW when the input

voltage is 300mV under BCC, and exhibits the maximum power of 68nW when

the input voltage is 1V under WCC condition.

3.6.3 Voltage Reference

In this section, the realization of the proposed voltage reference is first described in

subsection 3.6.3.1. In the sequel, design considerations in terms of Effective Tem-

perature Coefficient (TC), Supply Voltage Sensitivity (or Line Sensitivity (LS))

and Power Supply Rejection Ratio (PSRR) are discussed in following.

3.6.3.1 Proposed Voltage Reference

The proposed Voltage Reference is based on the Resistorless Beta Multiplier cir-

cuit [86]. The input and output levels range from a subthreshold voltage to the

standard power supply.

Fig. 3.26 shows the schematic of the proposed Voltage Reference circuit. In this

circuit, M1 − M10 constitutes the Resistorless Beta Multiplier, and M15 − M17
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are the cascode stage that was employed to improve the PSRR performance.

According to [86], the TC of Iref is a function of Vgs,M2 and Vthn. To equalize the

thermal slopes of Vgs,M2 and Vthn, M3 was added.

Figure 3.26: Proposed Voltage Reference circuit.

To generate a constant voltage, M18 −M19 are employed as the load. Mp1 −Mp8

function as the trimming circuit at the Vref node to compensate for the influence

of process variations.

As reported by [87], process variations and mismatch between the sizes and Vth

of the MOS pairs induces variations in the Vref slopes. The mismatch effect can

be greatly reduced by proper matching techniques during circuit implementation.

To calibrate the process variations of Vref , a digital controlled binary weighted

aspect ratio adjustment (trimming circuits, see Fig. 3.26) has been employed to

Vref node in order to compensate for the influence of process variations.

The number of the trimming bits is critical because there are some disadvantages

to using a large number of bits. For example, it creates circuit complexity and

increases the switches’ leakage current [88]. Alternatively, using a small number
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of trimming bits is also problematic because it could result in the low precision

of Vref . In this work, a 5-bit (D4-D0) digital trimming structure is employed to

cover the process variations and mismatches. Depending on the minimum desire

precision of Vref , the switches could be designed. As shown in this figure, the

minimum size (LSB) is W/L while the maximum size (MSB) is 8W/L.

The overall mechanism of the trimming circuit can be summarized as follow: this

circuit can change the total leakage current flowing into the Vref node, which causes

different Vref levels. The b0 to b4 are the logic voltage levels. By turning each bit

on/off the relevant transistor (Mp5-Mp8) could switch on/off. Therefore, the Mn1

leakage and in turn Vref are managed based on the applied code to b3b2b1b0.

3.6.3.2 Effective Temperature Coefficient

A temperature coefficient (TC) describes the relative change of a physical feature

associated with a given change in temperature. In chip design, the lowest TC

means the associated parameter shows lowest sensitivity as temperature varies.

The effective TC, given by 3.6 [87], is the temperature coefficient in the range of

Vmax and Vmin.

TCEFE =
Vref,max−Vref,min

(Tmax−Tmin)Vref (27◦C)
× 106 (3.6)

3.6.3.3 Supply Voltage Sensitivity

The reference voltage sensitivity with respect to supply voltage variations is com-

monly evaluated through the line sensitivity (LS) parameter [89]. The LS is defined

as

LS =
∆Vref

∆V DD×Vref,µ
× 100% (3.7)



Proposed Leakage Current Reduction Technique 55

in which ∆V DD is the V DD range of operation, ∆Vref (V(ref,max) − V(ref,min))

is the absolute difference of the reference voltage in the ∆V DD range considered

and Vref,µ is the mean value of the voltage reference for the ∆V DD range. The

LS optimization depends on the minimization of ∆Vref .

3.6.3.4 Power Supply Rejection Ratio (PSRR)

PSRR is a measure of how well a circuit rejects noise of various frequencies from

a particular device’s power supply. The PSRR could be obtained based on the

small-signal model [88] and the result is approximately given by

PSRR = −20log10(|V DD
Vref
|) (3.8)

3.6.3.5 Voltage Reference Evaluation

The Voltage Reference variations in terms of temperature is illustrated in Fig.

3.27(a). The evidence suggests that, within the typical-typical corner, the obtained

trimmed-output voltage in room temperature is around 750mV , with a slight

curvature, and has a peak-to-peak variation of 0.16V with temperature ranging

from 0− 100◦C at 1V power supply.

Fig. 3.27(b) illustrates Vref versus digital words over 5 different process corners.

It shows that the trimming Vref is distributed in a narrow range of almost 20mV

in typical-typical corner. By a handy calculation, the mean value of Vref would

be 1.25mV , which is approximately proportional to the weight of each bit. The

evidence shows that this technique also promises low leakage current of the whole

circuit, which is 8.5nA for a 750mV output voltage.

The discontinuity between code 7 (b3b2b1b0 = 0111) and code 8 (b3b2b1b0 = 1000)

in this figure happened because of the transistor (Mp4) cell ratio of the trimming
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Figure 3.27: Voltage reference variations in terms of (a) temperature (b)
digital words over 5 different process corners.

circuit. The major difference between these two codes is b3 logic code which turns

from 0 to 1. As b3 is the controlling line for switching Mp8 on/off, the key answer

is behind this transistor leakage current, which is fed by Mp4. As a result, the

cell ratio of this transistor (Mp4) makes a difference in the Vref discontinuity from

code 7 to 8.

Fig. 3.28 shows Vref curve vs. VDD and line regulations calculated. In our case,

the LS at room temperature is 0.29%/V .

Figure 3.28: Vref versus VDD.

The effective TC is 147ppm/◦C for the 0 to 100◦C temperature range, with 1V

supply. The TC sensitivity with respect to V DD is shown in Fig. 3.29(a). Typical
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simulations present a minimum TC of 129ppm/◦C at 1.1V supply voltage while the

maximum TC is less than 210 ppm/◦C at 0.85V . The obtained results confirm the

promising operation of the proposed voltage reference when temperature varies.

Figure 3.29: (a) TC sensitivity (b) PSRR in terms of VDD.

Fig. 3.29(b) presents a plot of PSRR versus noise frequency.

Different PSRR manners in different corners are driven from the NMOS and

PMOS behavior in different corners. Fast and slow corners exhibit carrier mo-

bilities that are higher and lower than normal, respectively. As the mobility and

frequency are directly related, when the mobility (corners) changes, the frequency

does so.

Furthermore, PSRR is the variation of the VDD/Vref as frequency changes. When

the circuitry is performed in different corners, the mobility of the MOSs will

change, which affects the characteristics of the MOSs. As a consequence, Vref

would change with the variation of the frequency and corners. These variations

will in turn appear in both low and high frequencies.

In this study, the supply rejection is −46dB at 10Hz and 1V supply.
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3.6.4 Comparison

As explained, a negative DC voltage generator based on a level shifter and a

voltage reference is proposed in this study. The main role of the level shifter is

that to convert the positive values to the negative ones. The voltage reference was

also required to be employed as the input of the the level shifter.

This negative DC voltage generator is proposed to improve the main disadvantage

of the current generators (converters and charge pumps): high power consumption.

In this section, the proposed voltage reference is compared with other works in

Table. 3.6 in therms of power, TC, LS, and PSSR. Table. 3.7 also compares the

proposed negative level shifter with state-of-the-art level shifters, and then nega-

tive level shifter is compared with other methods (converters and charge pumps)

to generate a negative DC voltages in Table. 3.8.

Table. 3.6 presents the summary of performance comparison among the state-of-

the-art voltage references. From the comparison, it is observed that the power

consumption is improved by 87.8% and 87.5% respectively compared to [90] and

[91].

Such power reduction occurs while the VDD is 3.33× larger that applied in [90].

These results verify that our modified structure could consume lower power even

under higher VDD. However, it happens in cost of higher LS.

Table. 3.7 compares the proposed NLS with the recently reported ultra-low-voltage

LSs. The proposed NLS exhibits 1.87× faster delay than what is reported in

[73] under the same voltage, 0.3V . Compared with those power-efficient designs

implemented in the same technology, [73] and [78], our proposed LS exhibits 3.41×

and 3.44× power reduction. Regards to delay, our proposal could also successfully

reduce this parameter, 1.87× and 6.68× improvement compared with [73] and

[78]. Furthermore, the proposed LS could operate at higher frequencies comparing
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Table 3.6: Performance summary and comparison with the state of the art.

[92] [93] [94] [95] [87] [90] [91] [96] [97] ThisWork
Technology 180 180 180 180 130 65 65 65 65 65

(nm)
Results sim chip chip chip chip chip chip chip sim sim

Year 2020 2020 2019 2019 2019 2016 2020 2018 2020 2021
VDD (V) 3.3 0.9 0.7-2 1.2 0.3-1.2 0.3 1.2 1.2 1.2 1

Power (nW )/ 5,168 1.8 28 - 4,120 70 68 186,000 765 8.5
Current (nA) nW nW nW nW nW nW nW nW nA nW
Vref (mV ) 118.54 261 368 500 306.8 168 202 500 496 750

TC(ppm/◦C) 21.5 - 43.1 22 81.5 142 36.6 - 11.42 147
Temp -60 ∼ 120 -40 ∼ 130-40 ∼ 125 0 ∼ 100 0 ∼ 85 -20 ∼ 100-10 ∼ 110-40 ∼ 125-40 ∼ 125 0 ∼ 100

LS(%/V ) 0.035 0.013 0.027 0.28 13 4.8 0.181 0.86 0.725 0.29
PSRR -68.64@100 -73.5@100 -59@10 -42@N/A-29@100 - - -54@100 -46@10

(dB)@freq. -60.37@10K -39@1k -27@1K
(Hz) -39@1k -26@1M

with designs in [73] and [78], 2.5MHz versus 1MHz. However, this power and

delay-efficient design expenses in a larger area.

This proposed NLS also consumes lower power by far than what is proposed in [80]

and [79], 0.772nW compared with 165.77µW and 1.35mW respectively; however,

this achievement costs at a slower operation and larger area of the NLS.

Table 3.7: Comparison of the proposed negative level shifter with satae-of-the-art LSs.

[77] [75] [76] [73] [80] [79] [78] ThisWork
Technology 130 180 180 65 65 65 65 65

(nm)
Results meas sim meas meas meas sim meas sim

Year 2020 2020 2020 2018 2017 2018 2020 2021
VDDL (V) 0.031 0.1-3 0.085-1.8 0.1-1.2 0.45-1 0.5-1.2 0.12 0.4-1.2

Operating Freq. 1 1 0.1 1 500 500 1 2.5
(MHz)
Static 9.87n 1.26n 1.33n 2.64n 165.77µ 1.35m 2.66 0.772n

Power (W ) @0.3V @1.8V @0.4V @0.3V @0.3V @0.3V
Delay (nS) 21.98 22.47 7.6 7.5 0.35 0.45 26.75n 4

@0.3V @1.8V @0.4-1.8V @0.3V @0.2-1 @0.3V
Area (µm2) 80.69 182.46 81.8 7.45 54.73 51.9 6.9 87

Table. 3.8 compares the negative level shifter with charge pumps. As it is reported,

the charge pumps provide the output voltage in range of volt; however, a negative

DC voltage under 1V could be obtained by the proposed negative level shifter.

Furthermore, the leakage current of the proposed negative level shifter is in order

of nano-Amp while charge pumps and converters leaks the current in terms of

micro and mili-Amp respectively.
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Table. 3.8 compares the operation of the proposed negative level shifter with

state-of-the-art charge pumps. Clearly, charge pumps consumes power/current

from some hundred of nano Watt/Amp to some order of milli Watt/Amp de-

pending on their design and implemented technology. Compared with those that

were implemented in 65nm process, [100], [57] and [58], our proposed LS could

generate the negative voltages with by far lower power consumption (×886, 000,

×22 and ×97 respectively). Furthermore, the observations demonstrate that the

expected negative voltages could be obtained under lower chip area, 0.087mm2

versus 1.92mm2 and 1.32mm2 in [100] and [58] respectively.

Table 3.8: Comparison of the proposed Negative Level Shifter with charge
pumps.

Ref. Year Technology Area Clock Freq. Maximum Iout(A)/
(nm) (mm2) (MHz) Power(W)

This Work 2021 65 0.087 2.5 68nA
[53] 2021 130 0.56 20-100 120mA
[99] 2020 110 0.073 25 1.476mW
[54] 2020 28 0.116 1 0.68µA
[55] 2019 180 0.96 1 89µW
[98] 2019 180 0.8 0.01 10µA-1mA
[100] 2019 65 1.92 40 60mW
[56] 2018 350 0.56 1 40µA
[57] 2018 65 0.032 15.2 1.5µW
[58] 2017 65 1.32 10 6.6µW
[59] 2016 130 0.6 0.04 15µW

However, the main advantage of charge pumps over this proposal is that most of

charge pumps do not require a negative supply to operate. Our LS requires a

negative supply voltage which is fed by the negative terminal of an external power

supply. Consequently, for the future work, the creation of negative voltages by a

reference voltage is suggested.

3.7 Proposed Negative Level Shifter: Case Two

Fig. 3.30 demonstrates the proposed LS structure, which is composed of an input

inverter (Mn9 and Mp5), a current mirror (Mn1 and Mn2), a cross-coupled pair
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(Mn3 and Mn4), a pair of diode-connected current limiter (Mn5 and Mn6), and an

output inverter (Mn7-Mn8 and Mp3-Mp4).

The input inverter transistors, Mn9 and Mp5, provide the differential low-voltage

signals, and the output inverter (Mn7-Mn8 and Mp3-Mp4) is designed to assure

adequate output driving strength. Moreover, the combination of the current mirror

and cross-coupled fashion creates a cascading effect, which lowers the drain-source

voltage drop across transistors, and in turn decreases the leakage current.
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Figure 3.30: Proposed negative level shifter.

The optimal transistor sizes are listed in Table 3.9.

Table 3.9: Transistor Sizes

Transistor W/L Transistor W/L
(nm/nm) (nm/nm)

Mn1 200/60 Mn7-Mn9 200/60
Mn2 200/1000 Mp1-Mp2 200/60
Mn3-Mn4 200/60 Mp3-Mp4 200/60
Mn5-Mn6 200/1000 Mp5 200/60
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3.7.1 Performance Parameters

Two parameters are critical in the level shifter design: conversion voltage and

propagation delay, which are discussed as follow.

The reported delay is calculated in the simulations by the following definitions:

• Delay in rising time = tr,out − tr,in

• Delay in falling time = tf,out − tf,in

The average delay is considered as the reported delay.

Fig. 3.31 shows the signal transition of the proposed negative level shifter circuit,

where the circuit can operate under a typical corner and temperature of 27◦C at

250kHz.

Figure 3.31: Transient Results of the Proposed Negative Level Shifter.

In the proposed design, when the signal IN goes from low to high, the Mp1 is turned

off, while the differential signal IN provided by input inverter turns transistor Mp2

on. By turning Mp2 on, the voltage at node X hovers below zero. The absolute

value of this voltage would be definitely less than the absolute of VDDH, which

results in Mn7 and Mn8 entering the on state. Finally, VDDH voltage level is
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transferred to the output node. The same procedure would happen when signal

IN goes to low, which results in a low-output voltage. Consequently, the output

voltage level is controlled bt the VDDH.

Furthermore, the delay of output signal with respect to the input is mainly affected

by the VDDL for two reasons: (1) the input-NOT gate is supplied by the VDDL

and (2) the on and off sate of the Mp1 and Mp2 are defined by the VDDL.

3.7.2 Performance Evaluation

Fig. 3.32 compares the output voltage changes with the input voltage variations

for both the VDDL and VDDH variations.

As shown, when the VDDL increases from 0.2V to 1V (left figures), the same

increase also happens in the input voltage level. This increase has no affect on

the output voltage level; however, the speed of the charging and discharging of

the output node is directed by the VDDL. For the VDDL=0.2V, the delay is

significant, but it would become marginal as the VDDL grows from 0.4V to 1V.

However, when VDDH increases from 0.4V to 1.2V, the low level of the output is

varied between same voltages while the high level of output remains 0V.

Fig. 3.33 (top figures) shows the delay variation of the proposed LS with the

VDDL and VDDH variations across five corners.

As expected, when the VDDL increases, delay decreases significantly. The ob-

tained delay in typical-typical corner falls under 460ps as the VDDL increases

from 0.2V to 1V . The worst delay was 50ns, which occurred under the slow-slow

corner at a VDDL of 0.2V , whereas the best delay (150ps) occurred under fast-fast

corner at a VDDL of 1V .

Furthermore, when the VDDH increases from 0.6V to 1V , the delay lowers from

4ns to 400ps within the typical-typical corner. The worst and best case occurs for
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Figure 3.32: Output voltage variations versus input voltage changes when
both the VDDL and VDDH varies.

slow-slow and fast-fast corners, where the delay is 25ns at 0.6V and 89ps at 1V

respectively.

Fig. 3.33 (bottom figures) exhibits the static power variation of the proposed LS

with VDDL and VDDH variations across five corners.

The results illustrate that the typical static power evaluated for a VDDL between

0.2 to 1V saturates to nano-Watt (9.6nW for 0.2V of the VDDL). Our proposed

LS has also achieved a minimum power of 2.83nW when the VDDL is 0.2V under

slow-slow corner, and it exhibits the maximum power of 546nW when the VDDL

is 1V under fast-fast corner.

Similarly, when the VDDH changes from 0.6V to 1.2V , the static power dissipation

of the proposed LS increases in some order of nano-Watt according to the corner

analysis. The most significant variation of the power belongs to the fast-fast corner,

in which the power increases by 105nW . Conversely, the minimum variations occur

at a slow-slow corner, where the power increases from 490pW to 5.75nW . For a
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typical-typical corner, this parameter also varies between 2nW and 18.96nW when

the VDDH increases from 0.6V to 1.2V .

Figure 3.33: Delay and static power variations with VDDL and VDDH.

3.7.3 Comparison

Table. 3.10 compares the proposed NLS with the recently reported ultra-low-

voltage LSs. The proposed NLS exhibits by far a lower power consumption com-

pared with what is reported in [80] and [79]. However, it happens at the cost of

slower operation. It also shows 10.4× and 3× faster operation compared to [73]

and [78]. However, these achievements expenses in a greater power consumtion.

3.8 Conclusion

Negative DC voltage generation is a bottleneck in the analogue circuit design.

Charge pumps are among the most interested blocks to generate both positive

and negative DC voltages. Although they are a commercial blocks, charge pumps’

design is faced with some challenges for low-power applications, including: (1) the
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Table 3.10: Level shifters’ performance comparison

Ref. Year Technology Area Clock Freq. Static Power Delay
(nm) (µm2) (MHz) (W) (ns)

This work 2021 65 - 2.5 12n 2.5
@0.3V @0.3V

[75] 2020 180 182.46 - 1.26n 22.47
@1.8V @1.8V

[76] 2020 180 81.8 - 1.33n 7.6
@0.4V @0.4-1.8V

[77] 2020 130 80.69 1 9.87n 21.98
@0.3V @0.3V

[78] 2020 65 6.9 1 2.66n 26.75
@0.3V @0.2-1V

[79] 2018 65 51.9 - 1.35m 0.45
[73] 2018 65 7.45 - 2.64n 7.5

@0.3V @0.3V
[80] 2017 65 54.73 - 165.77µ 0.35

output current and in turn output power are high. (2) they occupy a large portion

of the chip.

To address these problems, a level shifter would be proposed in this study to

generate the required negative DC voltage to bias the NMOS transistors body

in a reverse direction. The proposed level shifter shifts the input voltage under

ground voltage, which would be considered as a negative voltage.



Chapter 4

CMOS SRAM Overview

This chapter presents the basics of the CMOS SRAM design and operation. it

will explains the architecture of the SRAM cells, read/write operations and the

required peripheral circuitries.

4.1 Introduction

SRAM and DRAM are two examples of volatile memories that can store data as

long as power is applied to the device. All stored data in the memory would be

lost if the power is ever removed. The primary advantage of the SRAM memory

cells over their DRAM counterpart are their speed, whereas DRAM’s main feature

is its storage density. Unlike DRAMs, SRAM cells do not need to be refreshed

which makes them available for reading and writing the data 100% of the time

[101].

67
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4.2 Basic Storage Cell

A number of SRAM cell topologies have been reported in the past decade. Among

these topologies, six transistor (6T ) SRAM (see Figure 4.1) cell have received

more attention in comparison with 4T SRAM cells [102]. The main reason for

the 6T -SRAM popularity in low-power SRAM units include: (1) its data stability

is independent of the leakage current, (2) a significantly higher tolerance against

noise which is an important benefit especially in the scaled technologies where the

noise margins are shrinking.

Figure 4.1: 6T SRAM cell [101].

SRAM’s distinguishing feature is that the memory storage element is a static-logic

memory element. Two back-to-back inverters forms the main memory cell, while

two access transistors are attached to the memory cell to create a path for read

and write operations. An example SRAM storage cell is shown in Figure 4.2(a).

To provide multi-bit and multi-location storage, the single cell is arranged in an

array, as shown in Figure 4.2(b). The word lines (WLs) run horizontally through

the array, which actives the cells in a single row. On the other hand, the bitline

pairs run vertically. In this way, the data that is being read or written enables to

communicate between the cell and the read/write circuits [101, 102].
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Figure 4.2: (a) The basic SRAM cell consists of two access transistors that
provide a connection to a static memory element. (b) An SRAM array consists
of multiple SRAM cells arranged in an array and provides multi-bit and multi-

address storage [101].

4.3 Architecture of an SRAM Unit

The periphery blocks, in an SRAM unit facilitate the cell accessibility for the read

or write operation. In practice, multiple bits that are defined by a word (word

size M) are accessed during the read or write operation at the same time. In the

regular SRAMs only one word is accessed at a time. The number of the words

that are accommodated in the row specifies the length of address, N . So, the total

number of the cells in an array is calculated as M × N . An SRAM unit consists

of several periphery blocks including: decoders, Sense amplifiers (SA) and timing

control units, which are explained in the sub-sections.

An array contains the arrangement of the cells connected horizontally and ver-

tically together. Figure 4.3 illustrates an array construction and the associated

bitlines and wordlines. While the wordlines connect the cells sitting on the same

row, those on the same column share the same bitline pair. In each access cycle,

only one wordline is activated in the array. The wordline activation discharges all

SRAM cells on the same row through their corresponding bitlines. Hence, all the

bitlines are discharged due to wordline activation [102].
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Figure 4.3: Construction of an array based on a plurality of SRAM cells [102].

A basic SRAM array consists of 2L rows and N × 2K columns of the cells, where

L is the number of address bits for the row decoder, K the number of address

bits for the column decoder, and N the number of bits in a word (Figure 4.4).

2L word lines are decoded by the row decoder to select one of the 2L wordlines

based on the row address bits (bits A0 to AL−1 in Figure 4.4), while there are K

address bits only one of which is activated by the column decoder to select one

of the N -bit words from a given row. Most recent microprocessors operate with

64-bit words, referring to as 64-bit processors. Thus, such systems include the

SRAM array with 64×2K (or 2K+6) cell columns in total. To meet a square-shape

criterion in the layout design, 2K+6 should be equal to 2L, or K + 6 = L. The

choice of using row select bits as MSB and column select bit as LSB of the entire

address bits or vice versa is arbitrary. The required timing to activate the sense

amplifier, write driver, decoders and other peripherals are controlled by a timing

circuitry [103, 104].



Proposed Leakage Current Reduction Technique 71

Figure 4.4: A typical SRAM architecture [103].

4.3.1 Sense Amplifier and Write Driver

Communication between an SRAM cell in the array and the outside world is con-

ducted through a bitline pair which has two important characteristics: (1) bitlines

conduct the information in a differential fashion, (2) they are highly capacitive

interconnects due to being a long low metal layer and the numerous access tran-

sistors that loads them. These two characteristics generates a level of voltage on

the bitlines that restricts to save power and delay time. A sense amplifier and

a write driver interface between the bitlines pair to guarantee a proper voltage

level translation on either side. The sense amplifier is responsible to amplify the

analog differential voltage developed on the bitlines in a read access. A full swing

single ended digital output would be the result of this amplification. The primary
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advantage of the SA is that it reduces the SRAM cell’s size because the drive tran-

sistors does not need to fully discharge the bitlines. However, it needs to satisfy

a few electrical requirements to operate properly in the SRAM unit. First, the

required minimum differential voltage swing at the SA input should be smaller

than the minimum differential voltage that is developed over the bitlines by the

SRAM cell. Second, the SA should be capable of providing the output within the

sense amplification time [102].

The write driver is used to discharge of one of the bitlines to zero to ensure a

successful write operation in all process and mismatch corners. The write driver

circuitry can be implemented in different ways based on the applications. A typical

write driver circuit is shown in Figure 4.5 [103].

Figure 4.5: A typical SRAM architecture [103].

4.4 Read Operation

Figure 4.6 demonstrates the cell operation during a read access. In this figure,

node Q carries a logic 0 and node Q carries a logic 1 before the cell is accessed.

Thus, MP1 and MN2, are off while MN1 and MP2 are on, compensating for the

leakage current of MP1 and MN2.



Proposed Leakage Current Reduction Technique 73

Figure 4.6: 6T bit-cell during a read operation.

In conventional design, before the read operation begins, the bitline (BL) and its

complement (BL) are precharged to VDD by the pull-up PMOSs and precharge

transistors, ME1 and ME2, controlled by the pre-charge signal (PRE) (see Fig.

4.5).

Then, Pre-charge transistors ( ME1 and ME2 shown in Fig. 4.5) are turned off, by

driving PRE high. Activation of a single wordline (WWL), i.e., the gate of the

access transistors (MA1 and MA2), initiates the read operation, turning on all of

the access transistors controlled by this WWL.

As the wordlines go high, MA1 operates in the saturation region while MN1 goes

in triode region. Thanks to the short-channel effect, MA1 current has a linear

relationship with the node Q voltage. Hence, these transistors act as resistors in

this operation. Therefore, MA1 and MN1 form a voltage divider, which results in

a ∆V raise in the node Q voltage. This voltage drives the input of the inverter

MP2- MN2. Referring to Figure 4.6, during a read operation, the access transistor

that is connected to the side of the cell storing a logic-1 (MA2) is off, due to a

low Vgs. This off-state access transistor ensures an independent BL voltage in

conjunction with the cell. However, the access transistor that is connected to the

side of the cell storing a logic-0 (MA1) is ON. Furthermore, the NMOS transistor
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that pulls the logic-0 storage node to ground is also ON ( MN1). These two on-

state transistors then create a conductive path between the pre-charged bitline

(BL) and GND. Consequently, the bitline (BL) is discharged to ground by the

side of the cell storing a logic-0. In such way, one can say that the data stored in the

accessed cell is driven into BL and BL which develops a voltage difference between

bitline (BL) and its complement (BL). At the next stage, a sense amplifier at

the periphery of the array senses that generated voltage difference. At the end of

read cycle, wordline (WWL) and pre-charge signal (PRE) are driven low. Fig.

4.7 illustrates a SRAM cell attached to the pre-charge and write driver circuit.

Figure 4.7: SRAM column slice showing pre-charge transistors, a single SRAM
cell, and read/write circuits [105].
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To guarantee a non-destructive read operation, the ∆V voltage level could be

controlled by the resistive ratio of MA1 and MN1. To assess the data stability

during a read operation, cell ratio is defined as:

CR = W4/L4

W2/L2
(4.1)

where, W and L are the corresponding MOS transistors’ width and length, re-

spectively. To achieve more stable read operation, ∆V must be kept low by a

higher cell ratio (CR).

4.5 Write Operation

Fig. 4.8 shows the 6T bit-cell during write operation, the bitlines (BL and BL)

are initially pre-charged to V DD by pre-charge transistors (ME1 and ME2) and

then turned off by driving pre-charge signal (PRE) high (shown in Fig. 4.5). The

data value to be written should be first driven on the bitlines by the write driver

(see Fig. 4.7) as shown in the Fig. 4.8 (1 is going to be written, BL=1 and BL=0).

A single wordline (WWL) is then asserted to start the write operation, turning

on all of the access transistors (MA1 and MA2) controlled by that WWL. If the

data to be written is opposite to the previously stored data, the potential of the

high internal node (Q in this case) is lowered through the on-state access transistor

(MA2 in this case) and zero-voltage bitline path (BL). The amount of the internal

node’s lowered voltage depends on the drive strengths of the pull-up PMOS and

the pull-down NMOS transistors. Hence, the logic state of the cell is changed and

the wordline becomes inactive after the write operation is completed. The PRE

is also driven low to pre-charge BL and BL to V DD for the next operation.

The drive strength’s ratio of the pull-up and access transistors is known as the

pull-up ratio (PR).



Proposed Leakage Current Reduction Technique 76

Figure 4.8: 6T bit-cell during a write operation.

PR = W5/L5

W1/L1
(4.2)

The transistors require to be sized carefully so that the PR is low enough to pull

down the high internal node voltage below the V TRIP (the required voltage to

keep a proper read/write operation ) of the connected inverter.

To obtain a low PR, wide access transistors are compulsory; however, increasing

the access transistors’ width lowers the cell’s stability during the read operation

by affecting CR. Consequently, there is a trade-off between data-stability in the

read operation and acceptable writability of the cell [101, 102, 105].

4.6 Overview of Read Buffer-Foot

One of the most significant challenges with 6T -SRAM memory cells is how to

distinguish the read and write path. To address this issue, the 8T -SRAM cells are

introduces as shown in Fig. 4.9. This two-port cell topology composes of a 6T

storage cell and an extra 2T read-buffer which isolates the data-retention scheme

during the read-accesses.
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Figure 4.9: 8T bit-cell uses two-port topology to eliminate read SNM and
peripheral assists, controlling Buffer-Foot and V V DD, to manage bit-line leak-

age and write errors [111].

The main advantage of this configuration is that the read SNM limitation is elim-

inated. Furthermore, this structure can deal with other two prominent limitations

(bitline leakage and writability in the presence of variation) using the peripheral

assists associated with the Buffer-Foot [111].

The bitline leakage issue in the single-ended 8T cell is comparable what is in the

6T case. So, in the 8T SRAM, the leakage currents can pull down RWL regardless

of the accessed cell’s state. When the ground voltage is directly connected to the

source terminal of the M7 (in Fig 4.9) rather than buffer-foot, the RBL attached

to the selected cell is correctly pulled low by the regarding accessed cell. Since the

RWL is a horizon line, it activates all the cells on the same row, which push all

un-selected cells in the same row to the half-selected mode. As a result, the RBL

line connected to the half-selected cell would be discharge which increases the

undesired leakage current [112]. In such case, depends on the Q value, M7 enters

either to the off or triode region. If M7 operates in the triode region, it would leak

some order of leakage current which increases the total power consumption of the

chip.

Alternatively, to address this issue, instead of statically connecting its foot to
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ground, a foot-driver is employed horizontally in the periphery, as shown in Fig.

4.10. In this configuration, the buffer-foots of all cells of the same word are shorted,

and their foot-driver is shared. During the read mode, unlike the conventional

scheme, only the foot of the accessed word is driven low while all others remain

at V DD [113]. Accordingly, after RBL is pre-charged, the read-buffers of the

un-accessed cells presents no voltage drop while the access devices have a negative

voltage drop across their gate and source. Consequently, they impose no sub-Vth

leakage, and dynamically held data values of 1 on RBL can be sensed successfully.

Figure 4.10: Half-select disturbance in 8T SRAM array [112].

4.7 Building Blocks and Techniques

In SRAM arrays, the huge number of the cells must be idle for extended periods

of time. During this time, it is not possible to shut-off the power supply since the

cells must maintain their preserved data. However, during this period, the leakage

power must be remained as low as possible to save power consumption.
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In this chapter, a particular combination of supply voltage and Vth are proposed

that minimizes total energy consumption of the entire chip. These methodolo-

gies include dual-rail SRAM configuration, drowsy SRAM cells, and reverse-body

biasing.

4.7.1 Single-ended 8T -SRAM Cell

The main operation of the 8T -SRAM is explaiend in detail in section 4.6, and its

schematic view is depicted in Fig. 4.11. In this configuration, node x is connected

to the read buffer foot in order to remove or decrease the aggregate leakage currents

from the unaccessed cells which share same bit-lines [111]. This allows the read

stack’s virtual VX to be controlled [116].
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VGND

GND GND

GND

X

Q QB
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RBL
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M3 M4

M5
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M7

M8

Figure 4.11: Single-ended 8T SRAM cell.

Fig. 4.12 compares the leakage current of the actual 8T -cell with and without

the Read Buffer-Foot. As demonstrated in (a), if M7 source terminal is grounded,

it turns on when the cell storage node (Q) is zero. As a result of this scheme,

the RBL discharges from V DD to the ground, and the power consumption will

consequently increase. However, it is important to note that the RBL discharge

will vary depending on the number of cells and stored zeros per bit-line, though the

RBL leakage could be decreased utilizing the Read Buffer-Foot, as shown in Fig

(b). In this mechanism, when the read signal is deactivated, the Buffer-Foot goes
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high to disable the corresponding Read Stack. Thus, regardless of the stored data,

M7 is pushed to the cut-off region, which results in almost stable RBL voltage

level.

RBL

M5

M6

M7

M8

0

0

ON

OFF

(a)

BL
RBL

M5

M6

M7

M8

0

0

OFF

OFF

(b)

1

1
Read

Column
0

BL

WWL WWL

VVDD

VGND

Q QB

NB

PB

BL
0

WWL WWLVVDD

VGND

Q QB

NB

PB

1

BL

WWL WWL

VVDD

VGND

Q QB

NB

PB

1

WWL WWLVVDD

VGND

Q QB

NB

PB

1

Figure 4.12: 8T -cell (a) without (b) with the Read Buffer-Foot.
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Fig. 4.13 (a) illustrates the 8T -SRAM cell with Buffer-Foot during the read opera-

tion. Within this mode, when the read selection line (M8 gate terminal) goes high,

the Buffer-Foot falls to zero voltage, thereby allowing the regular operation of the

single-ended 8T -SRAM cell while leaving the unselected RBLs’ voltage almost

unchanged.
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Figure 4.13: 8T -SRAM cell with Buffer-Foot during the read operation. (a)
selected column (b) unselected column.
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Fig. 4.14 demonstrates the overall array architecture for a SRAM memory block,

including 16 8T -SRAM cells per bitline and their connections through two vertical

and two horizontal controlling lines.

For the ease of simplicity, the read-and-write assist circuits are not included. In this

arrangement, each cell in a column is linked vertically to others using two vertical

controlling lines: write bitline pair (BL/BL) and read bitlines (RBL). These

were connected in rows with the two horizontal controlling lines: write wordline

(WWL) and read wordline (RBL). Furthermore, the power line (VVDD) of the

array’s cells are isolated from the periphery circuits (read and write assist circuits)

to control the voltage level of the cells according to the operation mode.

The power line of the array itself is designed in such a way that it can apply high

voltages to the cell in read/write mode. This can ensure a proper operation and

is able to switch to a lower voltage in when in standby.

In this mechanism, there are two different supply voltages for each column, and

each is controlled by a sleep controlling line (SL) (see Fig. 4.15 ). When SL=0,

the column would be ready for read/write operation. Thus, PMOS turned on and

transfer VDD1 to V V DDi (cells power line). In contrast, when a column enters to

the sleep mode (SL=1), NMOS transfers VDD2 to the V V DDi. As a consequence,

the cells’ power supply would be varied according to the operation mode.

The block’s symbol that was generated is shown in Figure 4.16.

4.7.2 Peripheral Write Assist Circuitry

The write assist circuit contains three components: a write driver, bitlines’ pre-

charge circuit, and transmission gate switches (see Fig. 4.17). The write operation

initiates with the pre-charging bitlines, and during the pre-charge operation, the

PRE W goes low, turning the M8 to M10 on. Thus, bitline pairs (BL and BL)



Proposed Leakage Current Reduction Technique 83

BL BL

WWL0

RBL

WWL1

RWL0

WWL15

RWL15

X

Read
Assist

Write
Assist

X

RBL

BL

BL

Col_R

Col_W

PRE_W

PRE_R

VVDD

VGND

Q QB

NB

PB

BL

RWL1

X

VVDD

VGND

Q QB

NB

PB

X

VVDD

VGND

Q QB

NB

PB

Figure 4.14: A SRAM memory block, including 16 8T -SRAM cells per bitline
and their connections through two vertical and two horizontal controlling lines.
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Figure 4.15: Supply voltage controlling mechanism for array.

Figure 4.16: A column of 16 8T -SRAM.

charge to V DD − Vds. Furthermore, the MOSs’ drain-source voltage is small, in

some order of micro-volt, because they operate in the sub-threshold region. As a

result, bitline pairs would charge to approximately V DD.

Alternately, the write driver serves the purpose of driving the bitlines to the data

value to be written while the transmission gates are devices that effectively drive

a logic zero — but not a logic one — from write driver to the bitlines. Therefore,
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Figure 4.17: write peripheral Assist Circuitry.

during pre-charge, the deactivated COL−W line does not allow the transmission

gates to pass data from the write driver to the bitlines.

However, the COL−W line is activated for the write operation, and transmission

gates pass data to the bitlines. For the unselected columns, the important concern

with the write driver approach is that it leaks current as much as the selected-

columns’ driver, which consequently increases the power consumption. The novelty

of this study is that to address this issue, the virtual V DD− S and V SS − S are

applied to the write driver to decrease the rail-to-rail voltage of the NOT gates

within the sleep mode (unselected columns).

The write driver is required to transfer data from data line to the bitline pairs

during write operation. Otherwise, the transmission gate switches do not allow

the data to be transferred to the bitline pairs. This means that the write driver is

consuming power for doing no special operation. Thus, to reduce wasted power,
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the write driver is proposed to be push to the sleep mode when no write operation

is expected.

This proposal could be implemented by a drowsy mechanism (see Fig. 4.18),

like the cells’ power line configuration. In this implementation, within the write

operation (col −W = 0), PMOS is turned on and drives VDD to the V DD − Si.

However, in the other states (read and sleep), unlike the regular write driver, its

power line is grounded through NMOS. This in turn cuts the power consumption

of this circuit in read and sleep mode of operations. Consequently, this mechanism

results in a significant power reduction in the total chip. The write driver symbol

is shown in Fig. 4.19.

Figure 4.18: Proposed supply voltage controlling mechanism for write driver.

The transient response of the memory block, which composes of the designed

write assist circuitry, is illustrated in Fig. 4.20. Before the read or write starts, all

bitlines are pre-charged to V DD, 300mV . Then, during write, one of the selected

bitline pairs is discharged depending on the data, which should be written or read

to/from the cell.

Unlike the totally discharge of one of the selected bitline pair, the discharge par-

tially occurs for one of the unselected bitline pairs, which is graphically explained

in Fig. 4.21.
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Figure 4.19: The write driver symbol.

Figure 4.20: The transient response of the memory block.

Within the write operation, the high WWL activates all the access MOSs on

the same row. Thus, un-accessed bitlines would find a path to ground, allowing

them to leak in some measure. This leakage amount is directly influenced by

the rail-to-rail drop voltage across the 4T-SRAM cell. The higher the rail-to-

rail voltage is, the higher the bitline leakage current would be. Although, the

prevention of the unselected bitline leakage is of importance in the memory design,

this rail-to-rail voltage must not fall below the DRV ; otherwise, data would be

destroyed. Consequently, there is a trade-off between bitline leakage and data
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Figure 4.21: Partially discharge of the unselected bitline pairs.

preservation, during which some portion of the leakage in the unselected bitline

pairs is unavoidable.

4.7.3 Read Peripheral

The read assist circuit is comprised of a PMOS and two back-to-back NOT gate

(see Fig. 4.22) to respectively recharge the RBL and read out the stored data.

VDD-R

VSS-R

VDDRBL VDD

Read 
Output

Figure 4.22: Read peripheral circuit.

To decrease the leakage current and consequently the power consumption of the

whole memory, same technique that was employed to the write assist circuit is



Proposed Leakage Current Reduction Technique 89

applied to the read assist circuit. As a result, the power line (V DD − R) of the

NOT gates are settled by a controlling line (col −R) as illustrated in Fig. 4.23.

Figure 4.23: Proposed Read peripheral circuit.

In this proposal, the SA leaks power only in the read operation. Within read

operation (col −R = 0), PMOS drive VDD to V DD − R, which in turn supplies

the SA. Alternatively, in write and sleep modes (col −R = 1), NMOS transfers

ground to the SA’s power line, which leads to a cut-off SA. The main advantage

of this configuration is that SA consumes no power in write and sleep mode of

operation. The notions of the read assist symbol is shown in Fig. 4.24.

Fig. 4.25 depicts the transient response of the memory block, which consists of

the designed read and write assist circuitry.

Figure 4.24: Read peripheral circuit symbol.
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Figure 4.25: The transient response of the memory block.

4.7.4 Reverse-Body Biasing

In the 65nm process under consideration, the cell leakage is high due to fast mo-

bility of the electron-hole pairs and small size of the technology. The array would

then need a mechanism to change the effective Vth of transistors. To achieve this

goal, the reverse-body biasing technique could be applied that increases the tran-

sistors threshold voltage and therefore reduces its sub-threshold leakage. It could

also use the lower value during normal operation to ensure a proper operation and

use the higher values during sleep modes.

However, as technology shrinks, the body effect alone, with reasonable source–body

bias values, cannot lower the cell leakage as much as desired. Another possible

method that could be used to reduce the transistors leakage is to increase their

length above the minimal value.

The simulation results in Fig. 4.26 illustrate that when the transistor length in-

creases, the transistor leakage can be reduced if the width is adapted to keep the

same driving capability. To achieve the lower possible leakage current, 500nm/60nm

and 450nm/100nm were selected as the cell ratios of the pull-up PMOS and pull-

down NMOS in the SRAM cells.
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Figure 4.26: Current in terms of PMos and NMOS length

Based on the obtained cell ratio of the pull-up and pull-down transistors, the

leakage current of a SRAM block in conjunction with the body biasing of the

NMOS transistors were studied. Fig. 4.27 illustrates the total leakage current

of an SRAM block, including 16-SRAM cells and periphery circuits. When the

NMOS transistors’ reverse body bias is increases from 0 to 1.2V, the leakage

current of the entire block is reduced by almost 25nA.

Figure 4.27: Current in terms of NMOS body bias.

However, when the reverse-body bias increases further, so does the Vth. The main

issue with increasing reverse-body bias is that the growing Vth leads to a lower

number of electron-hole pairs that pass over the barrier. This will consequently



Proposed Leakage Current Reduction Technique 92

lead to a significant reduction in both leakage current and speed. As a result,

there is a trad-off between current and speed.

Fig. 4.28 confirms this trade-off: When the BN increases further, the data would

be written slower. Moreover, for BN=-1.2V, the write operation is significantly

degraded. So, to lower the power, there are restrictions in terms of speed of

writability and leakage power.

Figure 4.28: Write operation over different NMOS body bias.

In order to satisfy both a proper write operation and low leakage current, a voltage

in range of −0.8 to −0.4V could be applied to the body of the NMOS transistors.

The lower values could be applied for read/write operations while the higher one

would be a proper choice for the ideal mode of operation.

The read and write operation at BN=-0.6V are demonstrated in Fig. 4.29: When

logic 1 is going to be written, BL discharges to almost 0V. This results in the

discharge of the Q. The opposite happens when logic 0 is written. In read of logic

1, the RBL stays on vdd, but it discharges to almost 0 in case of reading logic 0.

Clearly, the read operation occurs slower than the write one. This slower read

operation is due to the fact that the buffer-foot switches to ground in read opera-

tion. This will in turn push transistors that are attached to the RBL into on-state
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Figure 4.29: Read and write operation.

if the stored data is 0 in the relevant SRAM cell. Consequently, this procedure

decreases the speed of read operation.

In order to propose a power-efficient SRAM-array building block, a negative volt-

age in range of −0.8 to −0.4V is required. The creation of these negative values is

a bottleneck in the low-power applications of the analog IC design. As a result, to

complete this proposal, a negative voltage generator is required to feed the body

terminals of NOT-NMOSs.

In this study, two novel negative voltage generators have been proposed (Refer to

case one (Fig. 3.17) and case two (Fig. 3.30)). Fig. 4.30 compares the generated

negative voltages of two cases. Clearly, both of these proposals could successfully

provide negative voltages in range of −0.8 to −0.4V .

Table 4.1 compares the performance of two cases in terms of static power and

delay. Case one consumes less power than the case two counterpart. However,

the proposed circuity of case one’s operation depends on a voltage reference that

consumes 68nW extra static power (Refer to section 3.7). Alternatively, case

two operates faster than case one circuitry, 2.5ns delay compared with 4ns delay.
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Figure 4.30: Comparison of out voltage of two proposed negative voltage
generators.

Thus, base on the criteria of the operational SRAMs (power and speed), one of

these proposals could be selected.

Table 4.1: Performance comparison of two cases

Case Technology Operating Fre. Static Power Delay
(nm) (MHz) @0.3V (nW ) @0.3V (ns)

one 65 2.5 0.772 4
Two 65 2.5 12 2.5

4.8 Conclusion

In the SRAM memories, in order to reduce power consumption, the array power

line is designed in such a way that it applies high voltages to the cell in read/write
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mode and feed low voltages in case of sleep. In this study, same methodology is

applied to the read/write periphery circuitries to lower the power consumption

further. the novelty of this approach is that unlike the power line of array that

requires two separate two VDD, it needs only one VDD.

Furthermore, it explained that to reduce the power consumption the body terminal

of the NMOSs located in the NOT portion of the SRAM cells requires negative

voltages to control the Vth, and in turn the power consumption. To generate this

criteria, two negative level shifters have been proposed that each one could be

productive based on either low power consumption or high speed requirements of

the performance.



Chapter 5

Physical Design

5.1 Fabrication

CMOS integrated circuits are assembled on a slices of thin circular silicon called

wafers. Each wafer consists of several of individual chips or ”die” (see Figure 5.1)

which are usually identical for production purposes [117].

The designed ICs can be fabricated through MOSIS on what is called a multi-

project wafer. This wafer is comprised of chip designs of varying sizes. In order

to split the fabrication cost among several designs to keep the cost low, MOSIS

combines multiple chips on a wafer [118].

CMOS ICs are constructed utilizing an extremely complicated process that finally

lead to tiny transistors and wires being constructed and connected on a silicon

substrate. Layout design is the art of drawing these transistors and wires as

they look like in silicon; thus, the layout can be realized as the circuit’s physical

representation [119].

96
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Figure 5.1: CMOS integrated circuits are fabricated on and in a silicon wafer
[117].

During laying out, designers need to deal with special design requirements such as

layout symmetry, specific requirements for latch-up protection, or noise immunity,

which are explained in detail in the following sections.

5.2 symmetry

For example, in measuring the timing characteristics of a circuit, it is desired to

meet an absolute performance target.
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To match the CMOSs’ performance characteristics, it is desired that two layout

designs be implemented identically. Following are examples when symmetry is

routinely used [119]

• Differential amplifiers need operational matching between halves of the cell lay-

out.

• Data path and memory array circuits need symmetric layout for each row and

column.

To ensure that two circuits operate identically, same layout cell in both cases must

be used. Signal symmetry is obtained when two signals have the same length,

width, load, and coupling environment.

5.3 Latchup

Latchup is a failure mode in CMOS circuits that results in either soft failures or, in

extreme cases, a destructive hard failure and permanent loss of the circuit. Device

structures become more susceptible to both failure modes when isolation widths

reduce unless considerations are taken into account to improve latchup robustness.

Though shrinking the CMOS power supply voltage is one of the methods that

can address hard latchup failures, it cannot address soft ones [120].

Parasitic p-n-p-n paths inherently exist in CMOS chips. In both development and

layout stages, designers must be attentive of the related short circuit failure, which

is identified as latchup. If the unpredictable conduction through the parasitic

p-n-p-n structure is generated, such failure mechanisms can lead to a significant

abnormal current. This condition could occur when voltage or current fluctuates at
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input/output (I/O) metal bonding pads (PADs). Damages or reliability problem

will occur when the abnormal current is over the limited value that metal lines or

contacts can sustain or the parasitic p-n-p-n structure can afford [121].

A depiction for the latchup formation is shown in Fig. 5.2. Q1 is double emitter

pnp transistor. The base terminal is formed by the PMOS’s NWELL substrate.

In this context, the source and drain of PMOS form two emitters, while the

collector is formed by NMOS substrate. These parasitic transistors organize a

positive feedback loop that is equivalent to an SCR [121].

Figure 5.2: Latch formation in CMOS [122].

The application of the guard ring is a potential solution for the traditional latchup

prevention, as demonstrated in Fig. 5.3. A substrate current flew is present either

within or outside of the internal circuits in instances when the external current

source has a trigger. This current flow corresponds to the positive/negative pulse

that is applied at I/O PAD. In this context, the primary reason for the presence

of a latchup would be the substrate current. In order to absorb/release some of

the latchup trigger current while avoiding the presence of a latchup in the internal

circuits, there are two options with regard to the placement of the a guard ring:

it can be used to either surround the I/O buffer or the electrostatic discharge

(ESD) protection transistors [121].
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Figure 5.3: Latch formation in CMOS [121].

5.4 Guard Ring

Guard structures have been used for many years to decouple parasitic bipolars

from each other. They are critical for design integration of the digital and radio

frequency (RF ) applications where semiconductor devices need to be electrically

isolated from adjacent circuitries, noise, and CMOS latchup matters. Further-

more, guard rings provide both electrical and spatial isolation between adjacent

circuit elements and decrease the risk of inter-circuit interactions [123]. Where

interaction is not desirable, guard rings are settled between each semiconductor

device in a circuit. The guard rings between PMOS and NMOS in an inverter

circuit are a good example for the prevention of the CMOS latchup between the

two transistors.

According to [123], there are three key design-related issues with respect to the

use of guard ring structures:

• Guard rings require a certain amount of the chip area, which is regarded as

wasted area because this space is not used for the chip function. Consequently,

circuit designers prefer to minimize this area.
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• The guard ring efficiency information within the guard ring model is not included

in some semiconductor computer aided design (CAD) methodologies. As a result,

they cannot check and verify the existence of the guard ring, and it appears as a

shape that is not discernible or recognizable from other shapes.

• Some mixed signal and RF CAD methodologies contain substrate rings and

guard rings in the primitive device design and do not allow alteration, deletion,

or modification. This makes it difficult for the multiple elements to integrate in a

dense and compact nature and thus does not efficiently utilize the chip area.

5.4.1 Guard Rings for Internal and External Latchup Phe-

nomena

Guard rings isolate the adjacent circuit elements to avoid the interaction between

devices and circuits that may undergo CMOS latchup.

Within this context, there are two options: either the minority carriers must be

avoided to clear the region of the circuit so as not to influence the surrounding

circuitry, or the minority carriers must be prevented from entering and thereby

unduly influencing sensitive circuits.

Hence, in the discussion of internal latchup, the objective is to present an electrical

isolation between the pnp and the npn structure. In this case, the guard ring

minimizes the electrical coupling, thus preventing regenerative feedback between

the pnp and the npn [118].

Guard rings can be grouped into two classes: minority and majority carrier guards

whose decoupling action differs from the other.

Minority carrier guards are used to attract injected minority carriers before they

result in a problem; otherwise, the injected carriers into the substrate would be

attracted by a reverse-biased substrate junction and leak to the well as majority
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carriers. The obtained voltage drop would turn on the parasitic bipolar in the well

if it is large enough[118]. Fig. 5.4 shows the basic concept of the minority carrier

guard ring.

Figure 5.4: Minority carrier guard in substrate. (a) N+ diffusion guard. (b)
NWELL guard. (c) NWELL in epi− CMOS [118].

The employment of a N+ diffusion guard ring between a parasitic emitter and

theNWELL is shown in Fig. (a). In this structure, the N+ diffusion guard

attracts those electrons flowing to a depth which almost equals to the extension

of its depletion region. The remaining electrons that reach the NWELL will

generate an ohmic drop that can forward bias the parasitic P+ emitter. A deeper

NWELL guard is shown in (b) that is more efficient; however, it requires more

area than the N+ diffusion. On the epi − CMOS, the NWELL guard ring

virtually eliminates electron current flow to the guarded well (see Fig. (c)). In

addition, minority carrier guards are substantially more effective in epi−CMOS
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than in regular bulk CMOS because the built-in electric field resulting from the

substrate out-diffusion profile prevents minority carriers from diffusing under the

guard ring [118].

Majority carrier guards, however, are used for I/O circuits. In this type of guard

ring, the N-channel I/O devices are surrounded by a grounded P+ diffusion in

the PWELL while the P-channel I/O devices are surrounded by an N+ diffusion

in the substrate. In the latest case, the N+ guard ring is connected to the power

supply [118].

The majority carrier guard ring in the well is illustrated in Fig. 5.5. The formation

of the ohmic contact in the well by the N+ diffusion is shown in (a). In this type

of guard ring, the ohmic contact reduces well resistance, Rw, for all parasitic P+

emitters. Some current, however, does flow laterally under the parasitic emitter.

In order to direct current from the parasitic emitter, the N+ diffusion in (b) is

used, which thereby reduces the ohmic drop by further decreasing the collector

resistance of the LNPN. This steering action can be significantly improved in

epi− CMOS (c).

5.4.2 Double Guard Ring

When utilizing the double guard-ring structure, the N+ guard-ring collects a por-

tion of the injecting electrons, while the P+ guard ring collects some of the holes.

This allows the electrons and holes that are respectively flowing to the NWELL

and PWELL to be simultaneously reduced (see Fig. 5.6) [124].

Active devices require protection from both latchup and noise interference. This

is typically achieved by utilizing the guard ring. For example, P+ guard rings,

which have a V SS connection can protect active NMOS devices, while N+ guard

rings, which are connected to V DD, can be used to protect active PMOS devices.



Proposed Leakage Current Reduction Technique 104

Figure 5.5: Majority carrier guard in well. (a) N+ diffusion guard to reduce
NWELL sheet resistance. (b) N+ diffusion guard to steer current away from

VPNP emitter. (c) N+ diffusion guard steering on epi− CMOS [118].

Figure 5.6: Layout example of a guard ring to shield circuits from substrate
noise, latch-up or other physical phenomena [125].
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There are two options with respect to guard rings: single guard rings, which employ

either a P+ or a N+ guard ring; and a double guard ring, which combines the two

options. The mobility of a device can be significantly influenced by both the

diffusion width of the guard ring as well as the implant type, which can by P+ ,

N+, or a combination of the two [126].

5.5 Effect of Body Biasing on the Physical De-

sign

Substrate biasing was originally employed to shorten sub-threshold leakage in

standby mode but its application has been extended in the recent years. In mem-

ory chip applications, reverse body biasing has been extensively used in order to

decline the risk of latch up and data destruction. It is also been used in logic chips

to reduce power consumption [127]. However, the transistors’ physical implemen-

tation will be affected by body biasing. In this section, the body biasing effect

and its impact on memories’ physical implementation will be discussed.

The body effect of an NMOS transistor is given by the following equation:

Vth = Vth0 + γ[
√

(2φb − VBS)−
√

(2φb)] (5.1)

where γ and φb are

γ = tox
εox

√
2εsiqNA (5.2)

φb = KT
q
ln(NA

Ni
) (5.3)
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Figure 5.7: Variation of depletion region charge with bulk voltage [128].

in which VBS is the substrate potential, Vth0 is Vth for VBS = 0V, tox is the gate

oxide thickness, εox is the dielectric constant of the silicon dioxide, εsi is the

permittivity of silicon, NA is the doping concentration density of the substrate,

Ni is the carrier concentration in intrinsic silicon, K is Boltzmann’s constant, q

is the electronic charge, and T is the absolute temperature. The constant, γ,

characterizes the body effect, and is called the body effect coefficient.

substrate connection attracts more holes when VB becomes more negative. This

will leave a large negative charge behind which consequently results in a wider

depletion region ( see Fig 5.7).

The threshold voltage is a function of the total charge in the depletion region, since

the gate charge must mirror Qdep before an inversion layer is formed. Thus, as VB

decreases and Qdep grows, the Vth also increases [128]. This causes the electrons

concentration in the inversion layer to fall which confirms the current reduction

and in turn results in reducing the power consumption.

Vth = ΦMS + 2ΦF +
Qdep
Cox

(5.4)
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Therefore, the NMOS transistors should be reversed-bias to control the leakage

current. The PMOS devices should be surrounded by a separate NWELL to

ensure an isolated region with different body contact voltage. However, for an

NMOS, the problem cannot be mitigated by such a straightforward methodology

because the NMOSs are placed in P-substrate and are not surrounded by a well.

Each NMOS with a different body bias must be placed in separate substrates to

divide regions to a different contact voltage. As the TSMC65nm provides only

one substrate, an approach should be employed to isolate the substrate to a sub-

substrate with different body contact voltage. Guard ring is a methodology that

allows to divide P-substrate regions. Although the main purpose of the guard ring

utilization is to prevent noise and latch up phenomenon, it is also useful for the

above-mentioned matter.

In this technique, the NMOS device is surrounded by a P+ guard ring, which

creates a low ohmic connection between the PWELL and the ground (V SS) net.

This P+ guard ring is then surrounded by a N+ guard ring, which connects a

surrounding NWELL to the supply (V DD) [112].

Fig 5.8 illustrates the layout of the SRAM cell: Two NMOSs in the SRAM cell

are placed in a guard ring to be able to apply a negative voltage to their body, as

explained in section 5.4.2.

Table 5.1: Parameters comparison for an 8T SRAM cell with and without guard
ring

without guard ring with guard ring
(under −500mV body bias of NMOSs)

leakage current (nA) 5.63 2.43

The write driver layout is shown in Fig. 5.9. The notions of the read assist layout is

shown in Fig. 5.10. In these designs, to generate long width transistors, a parallel-

MOSs model is applied; furthermore, all broken transistors are symmetric.
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Figure 5.8: Single-ended 8T SRAM cell Layout.

5.6 Physical Design of the Proposed Level Shifters

5.6.1 Proposed Level Shifter in Fig. 3.8

Fig. 5.11 shows the layout view of the level shifter shown in Fig. 3.8 that is

implemented using the TSMC 180nm CMOS technology. For this implementation,

the bodies of transistors Mp1-Mp4 placed in a common high voltage N-well tied

to VDDH whereas Mp5 is placed in a 1.8V N-well. Furthermore, transistors Mp6

are reside in a low voltage N-well tied to Bn. To implement long-length MOSs in

the voltage divider configuration, four 0.5µm length transistors are also attached

in series. In such technology, the physical design of the proposed level shifter,

including voltage divider occupies a silicon area of 99.875µm2 (11.75µm×8.5µm).
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5.6.2 Proposed Level Shifter in Fig. 3.17

The physical design view of the proposed level shifter in Fig. 3.17(b) is demon-

strated in Fig. 5.12. According to table 3.5, M1-M7 are long length transistors.

To implement these long length, a series-transistor technique has been applied.

5.7 Conclusion

In this chapter, the guard ring design and its effect on the leakage current of the

transistors has been discussed. Furthermore, the physical design of the required

blocks in the SRAM memory and level shifters are included.
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Figure 5.9: The write driver layout.
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Figure 5.10: Read peripheral circuit layout.

Figure 5.11: Physical Design of the level shifter in Fig. 3.8 .

Figure 5.12: Physical Design of the proposed level shifter in Fig. 3.17(b).



Chapter 6

Application: Physical Unclonable

Function

Physical uncloable functions are black building blocks for any integrated circuits

with applications involve authentication and secret key generation. In this chapter,

a novel mixed-signal physical unclonable function (PUF) is presented, which is

based on the concept of SRAM and current mirror circuits. A novel SRAM design

is designed which is triggered by a negative level shifter. The initial power on

of SRAM is channelled for creating randomness and then cascaded with current

mirror. The model is designed based on the concept of P-cell for semi-automation.

Cells were designed using cadence virtuoso IC 5.1.04 at 65nm (TSMC foundry)

using the layout tools and all major effects were considered including antenna, IR,

EM effects and cross-talks for its custom layout. For a higher bit stability the

current mirrors were introduced which is then cascoded with a buffer circuit at

the end. The results shows that the proposed design is better than the state of

the art design in terms of energy consumption which is estimated to be 0.21fJ/bit

and 0.0409FJ@1Ghz. The uniqueness and reliability of the PUF is also estimated

to be 48% and 98.25%.
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This paper also incorporate the creation of a novel negative level shifter for general

purpose applications.

6.1 Introduction

In today’s technology, hardware security is equally important to software security

for any electronic devices that tape communication. This is important with regard

to both artificial intelligence (AI) and Internet of things (IoT). Recently, physical

unclonable function (PUF) has become a prevalent focus of industrial research. A

PUF is a developed security block for generating volatile secret keys in crypto-

graphic applications [129]-[131]. This block is also utilized for hardware primitives

that use their physical characteristics to perform authentication, identification,

counterfeit detection, and volatile cryptographic key generation [129]-[131]. PUF

with precise specifications can be a boon for upcoming technology and large-scale

manufacturing, as speculated by researchers.

A PUF is described as unclonable due to its uniqueness which is originated from the

uncontrollable variations during the manufacturing process. PUFs grant a high

level of protection in cryptographic applications that require an strong volatile

key storage. PUFs receive a challenge (input and generate a unique and reliable

response (output) in return. Since this response is unique to the device, it can,

therefore, be used as a device ID or key.

However, the main objective of these designs is to strengthen security for a va-

riety of purposes, such as securing intellectual property, hardware privacy, and

authentication. In an ideal PUF, random (irregular) reactions are generated for

N amount of challenges, inputs, issues, and difficulties. The key point is that the

responses for every circuit should be distinctive. The hazard in electronic circuits

are of verifiable purposes behind all the sorts of PUF’s planned till now [132].
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An electronic PUF is composed of physical data, which is very difficult to clone due

to unique properties that derive from the random variations inherent to the CMOS

fabrication process. An electronic PUF must satisfy the following requirements

[133]-[135]:

1- Uniqueness: From a fabrication point of view, ICs are implemented under the

same mask and manufacturing process conditions; however, the normal manu-

facturing variability causes the ICs to be slightly different. PUFs leverage this

variability to extract the secret information that is unique to the chip. Thus, two

different PUFs with identical designs are unique if they generate unique response

signatures for the same set of challenges. In other words, uniqueness measures

how well a PUF is differentiated from other PUFs based on its challenge-response

pair. Different PUFs must generate different responses to a single challenge in

order to separate one from another.

2- Reliability: The PUF must also be reliable and able to reproduce the unique

secret key pattern when the operating conditions—temperature, voltage, and ag-

ing—varies.

3- Randomness: The PUF must also originate from a source of random physical

parameters, such as CMOS technology process variations, making it very difficult

to clone. As a result, PUF is expected to generate zeroes and ones in the same

probability. Randomness is a measurement that indicates the balance of zeroes

and ones in the PUF responses.

Substantial research effort has been put into PUF, such as arbiter PUF [136], ring

oscillator PUF [137]-[138], DRAM PUF [139]-[140] and SRAM PUF. There are two

major challenges with the arbiter PUF: (1) its routing procedure is uncontrollable

(2) it is hard to be implemented fully-symmetric. The ring oscillator PUF also has

the potential to be broken as a result of locked frequencies by the power-supply

variations. Therefore, hackers could locate its location inside the chip.
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There are different PUFs in the literature that used the retention time charac-

teristics of dynamic storage arrays as a source of randomness [141]-[143]. These

PUFs were based on 1-transistor 1-capacitor (1T-1C) DRAM technology, which

requires special implementation-process steps and is not available in many digital

technology offerings.

In [143], a dedicated voltage regulator was applied to modify the word-line voltage

of a silicon-on-insulator (SoI) embedded DRAM array. This regulator controls the

array leakage current that causes a target number of bit failures. In [141], a DRAM

with large storage capacitances was employed to obtain a very long authentication

period of over an hour. A limited write duty-cycle time was proposed in [142]

to produce write failures. However, the main constraint of this proposal is the

requirement of complex delay monitors to identify the suitable write duty-cycle

for the bits to fail. Furthermore, the write duty-cycle is highly dependent on

the transistors’ threshold voltage, which changes substantially with temperature.

Therefore, the robustness of this methodology is low.

SRAM is a critical block in modern FPGA and system-on-chip in any technology

[144]-[145]. SRAM PUF is very appealing because it is commonly available in

most systems and therefore does not require additional hardware. However, there

are two main challenges regarding SRAM PUFs, including sensitivity to noise and

aging. SRAM PUF is sensitive to noise which is generated by temperature and

voltage variations [145]-[146]. However, this sensitivity is not unique to SRAMs

and occurs in a variety of electronics devices due to physical phenomena [147]-[149].

The aging also affects the output reliability of the SRAM PUF [145]. The error-

correcting code (ECC) [145], [148–150] was introduced to repair errors in the

SRAM output prior to use as a cryptographic key. However, this method creates a

significant amount of overhead [149]. To address this issue, the fuzzy extractors are

introduced that could generate information-theoretically secure cryptographic keys

even if the helper data leaks information [151, 152]. As an alternative, exhaustive
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measurements of the SRAM PUF can be used to identify the most reliable cells

[145, 146].

This study explores using the popular SRAM PUF for identification and crypto-

graphic key generation. SRAM PUF offers the convenience of using commonly

available and integrated SRAM (instead of including dedicated hardware in the

circuit), as well as the capacity to provide large enough outputs for identifier/key

generation/storage citeR6, R7.

6.1.1 Our Contribution

This work proposes an improvised design of low power PUF device for ultra low

power applications. The design has two major stages. The first stage is the

creation of SRAM cells whose NMOSs’ body are equipped with a negative DC

generator to lower the power consumption. This is then connected to each other

in rows and column. A current mirror is also proposed to utilize process variations

and mismatch for creating randomness.

In overall, the main contribution of this research is particularly targeted to develop

a PUF for low power applications. The process variation and mismatch for the

PUF by Monte Carlo analysis are also assessed to find uniqueness and reliability

of the circuit.

6.2 SRAM PUF Architecture

SRAM PUF is one of the most widely used methods to generate ID keys [153]-

[154]. There are many investigations into SRAM PUF as a simple but effective

method of hardware-based identification and key generation. The SRAM-based

PUF is appealing because it is commonly available in most systems and thus does

not require extra hardware.
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Figure 6.1: SRAM cell in a Array.

6.2.1 Related Works

The uniqueness of SRAM PUFs is also the largest among existing PUFs [155]-

[156]. For a standard 6T SRAM (see Fig. 6.1), every memory cell is composed of

six transistors that forms two cross-coupled inverters (M1/M3 and M2/M4) and

two access transistors (M5 and M6). The inverters are symmetric but random

variations incurred during manufacturing will result in random mismatches.

The mismatch causes each SRAM cell to be either biased or skewed toward ‘0’ or ‘1’

during power-up. CMOS devices have different physical parameters (e.g., doping-

levels, transistor oxide thickness, etc.) due to uncontrollable variations within the

manufacturing process. When an SRAM is powered-up, these variations affect the

power-up state of their associated cells.

6.2.2 Effect of process variations on the power-up state

To generate an SRAM-based PUF, the SRAM array bits are sampled by system

start-up procedure. When an SRAM array is powered-up, each individual memory

cell randomly settles either a logic ‘0’ or ‘1’ value based on local process variations

(mismatch) between transistors in each cell. Then, a challenge is applied to the
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SRAM by the memory address, and the relevant response is the corresponding bit

values at this address.

However, the SRAM start-up state is extremely unstable and depends on aging

and environmental variations [157]-[158]. Moreover, the SRAM arrays’ power-up

state depends on the previously preserved data of the array. These stored data

require long periods of time between two consecutive power-up stages to secure

an independent start-up attitude. These periods can reach up to several seconds

of enrolment [159]-[160]. Various approaches have been proposed to avoid this

problem, such as connecting two SRAM bit cells with complementary data signals

and simultaneously enable their word-lines.

The perfect symmetry of the SRAM cells maximizes noise margins during op-

eration. As a result, each SRAM cell should ideally include a 50% chance of

acquiring either ‘0’ or ‘1’ during powered-up. However, in practice, most MOS

transistor pairs will not be perfectly matched because of random manufacturing

process variations.

The most significant device parameter that affects the power-up state of an SRAM

cell is transistors’ threshold voltages (Vth). Threshold voltage differences in the

p-type and n-type transistors can either cause a cell bias in the same direction

or in opposite directions. Furthermore, the net-imbalance determines the overall

bias towards either ‘1’ or ‘0’ at power-up. A larger net-imbalance in the transistor

pairs causes a more skewed SRAM cell. For relatively large net Vth imbalances,

the power-up state may be stable and always the same within multiple power-up

cycles. However, if the net Vth difference is small, the power-up values may still

be partially random, with a bias towards either ‘0’ or ‘1’ [161].
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6.2.3 Power consumption

Power is one of the main performance parameters in SRAM-based PUFs. One

of the most widely-used topologies to reduce the total power consumption of the

SRAM cells is to scale down the dynamic voltage (dynamically scales the supply

voltage and clock frequency) [162]. However, this methodology is ineffective when

the sub-threshold leakage current is significant due to shrinking of the voltage

supply.

Another promising technique to reduce the power consumption of the memory cells

is the utilization of a body biasing technique, which is able to exponentially reduce

the leakage current by adjusting the threshold voltage (Vth) of the transistors [163],

[164].

However, there are some restrictions on the maximum threshold voltage because

if it is increased significantly, the transistors would not be able to stay in the

sub-threshold region and the preserved data would be destroyed. As a result, the

threshold voltage should be controlled in such a way to be low enough to ensure a

proper read/write operation and it must be high enough (by reverse-body biasing

of the transistors) to reduce the leakage current in the hold state.

One of the major challenges in this technique is the required negative voltage for

n-type transistors to bias their body in the reverse direction.

In this study, a negative DC generator is proposed which could significantly total

reduce the current and so does the power consumption, and in turn the energy

per bit. Fig. 6.2 demonstrates the current of the SRAM unit with and without

negative DC application to the NMOSs’ of the SRAM cells. Clearly, with the

application of body biasing to the NMOSs through the proposed negative DC

voltages, the current could be reduced more as VDD increases from 0.8 to 1.2V .



Proposed Leakage Current Reduction Technique 120

Figure 6.2: Power consumption of SRAM PUF (single block) with and without
negative DC generator.

6.3 Proposed Design

The proposed design is a combination of analog and digital circuits including

SRAM blocks, current mirrors, and an AND gate (see Fig. 6.3). Fig. 6.3 shows

N SRAM blocks that are cascaded with current mirrors in parallel. The output

of current mirrors is finally applied to an AND gate to generate the final output.

The SRAM design and operation, current mirror design, negative-DC-voltage gen-

erator, and randomness operation are discussed in the following sub-sections.

Each SRAM block is composed of six SRAM units (see Fig. 6.4) which are

equipped with a novel negative level shifter to lower the leakage current and in turn

the static power consumption. Each SRAM block then is cascaded with a current

mirror circuit to generate the second phase of randomness which is discussed in

6.3.4.

6.3.1 SRAM design and Operation

The SRAM array design, emphasizing the column group building block, containing

sense/write, current mirroring, and the SRAM cell columns, is shown schematically

in Fig 6.4. Here BL,BLB and WL represents the input challenges while Q and

Qbar represents the outlinne which is the inputs for current mirrors. Each SRAM
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Figure 6.3: General block diagram for SRAM PUF.
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Figure 6.4: General block diagram for SRAM PUF (Single block).

blocks have 5 challenge lines in row and 18 challenge line in column. In total each

SRAM cell has 30 challenge lines which is then cascaded with a current mirror

circuits. In this design the negative DC generator is applied to the NMOS body
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terminals to lower the current and in turn reduce the power consumption.

In this design, Q and Q (see Fig. 6.1) are shorted along the common rail of the

column. This is to pull the output to the current mirrors. Moreover, the word

lines are connected to each other to form cluster block, as the input word lines are

applied to the SRAM cells of the same row and indeed it behaves differently to

the same power up due to the inital randomness of SRAM cells.

6.3.2 Current Mirror Design

Fig. 6.5 shows the developed current mirror circuit including four inputs. These

inputs are driven by the SRAM cells outputs. The designed model has four in-

puts with two pull-down NMOS (Mn1 and Mn3) and two configured as pull-up

PMOS (Mp2 and Mp4). The common node of Mn1 and Mp2 is then connected to

a inverter (Mn6/Mp6 pair) to generate the output voltage. Two current mirrors

(Mp1/Mp3/Mp5 and Mn2/Mn4/Mn5) in top and bottom of the circuitry are em-

ployed to ensure the required current in each branch. In this design the randomness

depends on process variations of the circuit.

The cell ratio of the transistors in this design are summarized in table 6.1.

Figure 6.5: Proposed Current mirror.
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Table 6.1: Transistors’ size ratio of the proposed current mirror

Transistor ratio (µm/µm)
Mp1 −Mp2 1.5/0.18
Mp3 −Mp4 2/0.18
Mp5 −Mp6 0.5/0.18
Mn1 −Mn2 1.5/0.18
Mn3 −Mn4 2/0.18
Mn5 −Mn6 0.5/0.18
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Figure 6.6: Negative-DC-voltage generator applied to the NMOSs’ of the
SRAM units.

6.3.3 Negative-DC-Voltage Generator

A negative-DC-voltage generator is proposed (see Fig. 6.6) to control the body

biasing of the NMOSs in the SRAM units. This circuitry is composed of three

sub-circuits: voltage reference, trimming circuit, and negative-Level shifter.
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The proposed voltage reference is based on the Resistorless Beta Multiplier cir-

cuit. In this circuit, Mn1 −Mn4 and Mp1 −Mp10 constitutes the Resistorless Beta

Multiplier, and Mn5 −Mn7 are the cascode stage that was employed to improve

the PSRR performance. To generate a constant voltage, Mn8−Mn9 are employed

as the load.

To calibrate the process variations of Vref , a digital controlled binary weighted

aspect ratio adjustment (trimming circuits) has been employed to Vref node in

order to compensate for the influence of process variations.

The negative level shifter is composed of a current source, Mn11- Mn12 and Mp19-

Mp22, and cascading transistors, M13- M14. Transistors Mn15- Mn19 are employed

to compensate the output temperature dependency. The Vref is fed to this circuit

by the voltage reference circuit.

The negative voltage generated by negative level shifter is then applied to the body

of the NMOSs’ in the SRAM unit. The physical design of proposed negative-DC-

voltage generator is shown in Fig. 6.7. The occupied area is 535.5µm2 (31.5µm×

17µm).

Figure 6.7: Negative-DC-voltage generator physical design.
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6.3.4 Randomness Operation

The randomness characteristics of the PUF in this work is generated in two phases

which are discussed as following.

6.3.4.1 Phase One

The SRAM designed utilizes its power up randomness to create the confusion

in the circuit which is then formed into cluster of SRAM cells arranged in rows

and columns. The SRAM cell is a generic 6T-model which is equipped with a

novel negative-DC generator to reduce power consumption. According to the test

methods, it is proved that power consumption goes down to a great extend when

the proposed negative-DC generator feed body of NOMSs’ in the SRAM units,

which could be a term ideal for low power applications.

6.3.4.2 Phase Two

The output of SRAM is given to the current mirror which has both PMOS and

NMOS switches. The W/L ratio is set in such a way that when a signal is given

to two transistors of same width and length, it creates a slight mismatch at the

output. ie, one can be slight faster than the other this variation is used for gener-

ating the randomness at this phase. Under normal circumstances switching rate

is high for normal PMOS and NMOS design.

6.4 Performance Evaluation

In this section, we discuss security parameters of PUF models namely, reliability

and uniqueness. Intra and Inter Hamming distance is also studies in accordance

with the work. Cadence virtuoso IC 5.1 65nm is also used for all analysis.
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6.4.1 Reliability

This PUF parameter shows the device ability to regenerate the same results even

under different conditions. The ideal value of PUF is given as 100%. Electro

migration and temperature are among those affects that could influence the per-

formance of the device.

Reliability = (1− 2
m×(m−1)

m−1∑
i=1

m∑
j=i+1

HD(ri,rj)

a
)× 100% (6.1)

where m represents the number of response bits, and Hamming distance (HD) is

the distance between two response samples, in equation ri and rj.

6.4.2 Uniqueness

Uniqueness is the ability of the device to produce different outputs for same chal-

lenges when the design is same for the devices. Ideally two devices with same

inputs must have two different outputs. Ideally uniqueness should be 50%, which

is represented by an equation given below.

Uniqueness = 2
g×(g−1)

g−1∑
i=1

g∑
j=i+1

HD(ri,rj)

a
× 100% (6.2)

where g represents the number of PUF instances under study. Hamming distance

(HD) is the distance between two response samples, in equation ri and rj.
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6.5 Implementation and Test Requests

We used cadence virtuoso with TSMC foundary 65nm default library. The schematic

design is first made and then run the test over analog environment for initial re-

sults (spectreS). Once the results are error-free, we imported the file over virtuoso

environment for layout design. The layout concluded with all major physical

verification technique like DRC, LVS checks and extraction with and without ca-

pacitance. The layout also focused on on reducing EM, IR and Antenna effects.

A simple flow chart for the same is shown below.

Fig. 6.8 represents a simple flow chart of the design procedure used in this thesis.

As the first specifications were set, a literature survey was conducted and finally

laid a floor plan for the entire design.

Figure 6.8: General flowchart.

The initial tests were carried out in the Cadence Virtuoso schematic design tool,

saved, and the Analog Design Environment was used to set it up. The Spectre

spice models which were based on the TSMC data were was used for transient

analysis; if there is no error, we proceed to the next phase of the design, i.e.,

physical design.
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In the second phase, once the requirement is met, layout design proceeds. Once

the layout is accomplished, we go for physical verification, which includes DRC

and LVS checks. The DRC check is a Design Rule Check while LVS is Layout

Versus Schematic check. The DRC has a set of rule that is custom built and made

by the TSMC foundry. Once the layout is designed, the software compares it with

the rule check and matches it with the one made. Once the DRC check is cleared

with no errors, then we continue with the same extraction and then conduct LVS.

If any errors are found in DRC or LVS, we send it back to the layout to fix it.

Finally, after extraction, a schematic is formed which includes all of the parasitic

elements in the circuit and is used for post-layout simulations.

The layout is then used to run Monte Carlo (MC) analysis for 10, 000 iterations

to find uniqueness and reliability of the design. The extracted MC values are then

transported over to excel to study all parameters.

Monte Carlo analysis is shown in the Fig.6.9, the results shows that the PUF

could behave differently (responses) under the same challenges. Here we extract

the values and find the PUF parameters such as reliability and uniqueness.

Figure 6.9: MonteCarlo analysis.

The uniqueness of the device its found to be 48% and reliability is estimated to

be 98.25%.
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From analog statical models, we extract multiple outputs using Monte Carlo anal-

ysis for analysing reliability and uniqueness. These are examined using excel by

separating them into different PUF units. Fig 6.10 represents the final extraction

data for the proposed PUF.

Figure 6.10: MonteCarlo analysi.s

6.6 Comparison study

Table. 6.2 compares the overall performance of the proposed SRAM-based PUF

with several state-of-the-art PUF designs. The observations confirm that this

proposal could successfully meet uniqueness and reliability parameters, 48% and

98.25%, respectively.

Table 6.2: Comparison with state-of-the-art

PUF type [155] [130] [165] [131] [166] [167] [168] [169] Proposed
Year 2015 2017 2019 2017 2019 2020 2020 2020 2021
Process(nm) 65 90 40 40 65 65 65 130 65
Topology Static Analog AC Static Analog SRAM SRAM WE Analog

MS TV RO MS Mixed
Uniqueness (%) 50.01 50.10 49.97 49.07 49.94 49.3 49.9 50.2 48
Reliablity (%) 99.9943 97 98.55 99.9951 - - - - 98.25
Power (µW ) - 0.180 - - 0.0409
Energy consumption 15 1.81 - 1.02 124 16 46 128 0.21
per bit (fJ/bit)
Standard cell design NO NO - YES NO - - - YES
Area per bit (µm2) 8.18 - - 5.83 764 - 3001 - 535.5
Number of challenges - 64 - - - - - - 64

The main feature of this proposal compared with the state-of-the arts is its much

lowest Energy per bit (0.21fJ/bit in comparison with 1fJ/bit to some hundred

orders of fJ/bit in different technologies). Among those implemented in 65nm,

the proposed SRAM-PUF could significantly lower Energy between 71× [155] to

609× [169].
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However, this achievement comes at the cost of greater area. It should be pointed

out that the reported area is for the negative-DC generator included one SRAM

unit. This negative-DC generator could supply 16 SRAM unit at the same time.

Thus, it should be copied for every 16 SRAM cells.

6.7 Conclusion

This work aimed at creating an ultra-low power PUF for low power applications

like IoT devices. This design also introduces a design methodology for using

multilayer of randomness in a single model and is channelled with standard cell

approach. This methodology could be used to design larger PUF models with cus-

tom built P-cell modules stored from library. The design has brought a significant

reduction in energy consumption for a 8-bit PUF unit. The draw back is that the

design area is quite large when compared to the other models.



Chapter 7

Contribution

7.1 Summary and Conclusions

From their use in processors to their applications in LCD screens and printers,

SRAM memories have become a fundamental part of our daily lives. The growing

application of SRAM memories raises the need for addressing their power chal-

lenges as well. If the power is not well taken care of, it can provide an extensive

electricity consumption.

This dissertation has tried to address power consumption issue of the SRAM mem-

ories through the leakage current reduction techniques.

First, to control the NMOS transistors’ leakage current located in the SRAM cells,

a negative DC voltage is generated by a negative level shifter. This proposal could

successfully creates square waves with operating frequencies based on the input

frequencies (2.5MHz). It could also performs properly in terms of static power

and propagation delay.

Next, a dual-rail designs is applied to the memory to split logic and SRAM rails

and allow logic rail to be supplied without being restricted by the Vmin or Vmax

131
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requirement of SRAM bit-cells. The SRAM array voltage is supplied by a dedi-

cated voltage that does not scale with the periphery logic. However, the SRAM

periphery voltage is attached to the digital subsystem.

To reduce the leakage current further, a drowsy configuration is also proposed.

Unlike the regular configuration of the memory that only SRAM cells are pushed

into the sleep within standby mode, the write driver and sense amplifier are also

forced into the sleep mode as well in this proposal.
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