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ABSTRACT 
People with visual impairments use assistive technology, e.g., screen 
readers, to navigate and read PDFs. However, such screen readers 
need extra information about the logical structure of the PDF, such 
as the reading order, header levels, and mathematical formulas, de-
scribed in readable form to navigate the document in a meaningful 
way. This logical structure can be added to a PDF with tags. Creat-
ing tags for a PDF is time-consuming, and requires awareness and 
expert knowledge. Hence, most PDFs are left untagged, and as a re-
sult, they are poorly readable or unreadable for people who rely on 
screen readers. STEM documents are particularly problematic with 
their complex document structure and complicated mathematical 
formulae. These inaccessible PDFs present a major barrier for peo-
ple with visual impairments wishing to pursue studies or careers in 
STEM felds, who cannot easily read studies and publications from 
their feld. The goal of this Ph.D. is to apply artifcial intelligence for 
document analysis to reasonably automate the remediation process 
of PDFs and present a solution for large mathematical formulae 
accessibility in PDFs. With these new methods, the Ph.D. research 
aims to lower barriers to creating accessible scientifc PDFs, by re-
ducing the time, efort, and expertise necessary to do so, ultimately 
facilitating greater access to scientifc documents for people with 
visual impairments. 

CCS CONCEPTS 
• Human-centered computing → Accessibility; Accessibility 
systems and tools; Accessibility; Accessibility technologies; • Ap-
plied computing → Document management and text processing; 
Document capture; Document analysis. 
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1 INTRODUCTION 
Since 1998, the US Rehabilitation Act section 508 [1] requires US 
Federal departments and agencies to make electronic and informa-
tion technology accessible to people with disabilities. Additionally, 
the 2008 United Nations Convention on the Rights of Persons with 
Disabilities [2], and the 2019 European Accessibility Act [3], re-
quire that critical products and services be usable by people with 
disabilities. The members of the European Union must implement 
these requirements by 2025. One element of these acts is document 
accessibility. 

The Portable Document Format (PDF) is the most popular doc-
ument format, especially for scientifc papers. Adobe created it in 
1993, and since 2008 it is an open format managed by the PDF As-
sociation [4]. The PDF format was developed to display documents 
independent of the software and hardware used, which is one of the 
reasons for the format’s popularity. In 2012, the PDF Association 
introduced the ISO 14289 standard, which is better known as the 
PDF/Universal Accessibility (UA) standard. It specifes that a PDF 
must be tagged to be accessible with assistive tools, such as screen 
readers. The tags contain information about the logical structure of 
the PDF, e.g. what is the header and which header level is it. This 
logical structure allows screen readers to correctly process content 
objects, such as headers, tables, and lists, and read the objects in 
the correct reading order. However, most PDFs do not meet the 
UA standard, and therefore are not easily readable for people with 
visual impairments who rely on screen readers. 

Diferent tools exist to create accessible PDFs. These tools can 
be separated into two groups. The frst group allows the tagging of 
existing PDFs, a process known as PDF remediation. The second 
group supports the generation of tags during the creation of the 
PDF e.g., with special add-ins for Microsoft Word or Microsoft Pow-
erPoint [5]. In this Ph.D. project, we investigate PDF remediation, 
because PDF remediation can be applied to all PDFs and it is not 
software specifc. For PDF remediation, the creator of the PDF can 
use programs such as Adobe Acrobat Pro [6], PAVE [7], [8], and 
others to tag their PDFs. 

Nevertheless, most authors do not use these tools to create acces-
sible PDFs. Research has shown there are three main reasons why 
many PDFs contain no tags [9]. The frst reason is that authors lack 
awareness about accessible PDFs and do not know this problem 
exists. A second related reason is that PDF remediation requires 
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expert knowledge. Besides having to obtain expensive software to 
create accessible PDFs, the author also needs to be familiar with 
the guidelines to create accessibility tags. Thirdly, the creation of 
accessibility tags is time-consuming. Even an accessibility expert 
needs hours to make a document with a complex structure accessi-
ble. At present, however, there are no viable alternatives to expert 
manual tagging for complex documents. Existing remediation tools, 
such as Adobe Acrobat Pro, have automated tagging options, but 
their algorithms only work with simple documents, such as docu-
ments with basic linear structure and consisting primarily of text. 
When applied to more complex documents, e.g. documents with 
multi-column text, fgures, lists, and mathematical formulae, many 
of the resulting tags are incorrect, potentially resulting in a reading 
order that jumps between two columns, headers not being detected, 
or through a particular Adobe bug, images being modifed by the 
automatic addition of alternative text [10]. 

STEM documents are a challenge for PDF remediation because 
most of them necessarily have a complex document structure. In 
particular, most STEM documents contain mathematical formu-
lae, and being able to access them is critical for understanding the 
content of the document. However, mathematical formulae are cur-
rently not addressed in the PDF 1.7 (ISO 32000-1:2008) standard 
[11] or the PDF/UA (ISO 14289-1:2014) standard [12]. Commonly, 
mathematical formulae are tagged by adding alternative text to the 
formula. This works well for small formulae, but for larger formulae 
the alternative text can get very long. For example, the solution 
of quadratic equations consists of 23 words. This results in a high 
mental load on the reader because it is not possible for them to 
focus selectively on parts of the formula or understand the broad 
structure of the formula before examining its details, due to the 
linear nature of the screen reader’s presentation of the alternative 
text. This limitation is not merely inconvenient; it presents sub-
stantial disadvantages for people with visual impairments working 
or studying in STEM felds by restricting their access to valuable 
information. For these reasons, adding alternative text to mathe-
matical formulae is not sufcient; better solutions are necessary to 
improve the accessibility of mathematical formulae in PDFs. 

Hence, the goal of this Ph.D. project is to leverage artifcial intel-
ligence (AI) approaches to create a reasonably automated method 
to tag PDFs from the STEM feld with a new solution for large 
mathematical formulae in PDFs. We will develop methods to au-
tomate parts of the PDF remediation process and integrate them 
into the existing PDF remediation tool PAVE to create PAVE 2.0. 
These new methods should allow authors who are not experts in 
the feld of accessibility to tag PDFs in a manner that is substantially 
faster and easier than expert manual tagging. In addition to the 
PDF remediation methods, we plan to develop a new method to 
tag large formulae in PDFs to make them simpler to understand for 
users who rely on screen readers. We plan to evaluate our methods 
in several studies with users, to investigate the advantages and 
disadvantages of our methods compared to existing solutions. 

With this project, we want to support people with visual im-
pairment by leveraging AI approaches to increase the accessibility 
of mathematical formulae in PDFs with screen readers. Moreover, 
with PAVE 2.0 we aim to simplify the PDF remediation process 
for STEM documents, which could in turn increase the number of 
accessible STEM documents available. We hope this will in turn 

have the efect of helping to reducing barriers for visual impairment 
to engage in studies or careers in STEM felds through increased 
access to scientifc information. 

In Chapter 2 we present related work of PDF remediation and 
mathematical formulae in PDFs. Chapter 3 presents the problem of 
large mathematical formulae in detail along with a possible solution. 
Chapter 4 presents technical details of PDF remediation with deep 
learning models. Chapter 5 presents our planned studies to explore 
the infuence of our methods on accessibility. Chapter 6 presents 
the actual Ph.D. project stand and the time schedule. 

2 RELATED WORK 
In recent years, web accessibility has received substantial attention 
and many scholars, researchers, and practitioners are aware of 
the web content accessibility guidelines WCAG 2.1 [13]. However, 
fewer are aware of the related topic of PDF accessibility. Awareness 
of accessible PDFs is growing and there are many conferences that 
promote or encourage the use of accessible PDFs, but at present 
the process is still costly and time-consuming. 

Research [9], [10] has shown that a major issue of PDF acces-
sibility for STEM documents is the lack of good PDF remediation 
tools. There are two major options for improving PDF remediation 
tools. First, the development of new methods to automatically tag 
the documents with a higher accuracy, as we plan to do. Secondly, 
by enhancing the user interface and redesigning the tasks the user 
must do. One of the newest enhanced user interfaces is Ally [14] 
(not publicly available). Ally utilizes best practices from other HCI 
research, which allows Ally to speed up and to increase the ac-
curacy of the implemented PDF remediation tasks. Nevertheless, 
the PDF remediation process is still time-consuming due to the 
signifcant manual work required by the author, an no solution for 
mathematical formulae has been presented. 

Another tool that simplifes the PDF remediation process with 
an enhanced user interface is the PDF Accessibility and Validation 
Engine (PAVE). To the best of our knowledge, PAVE is the only free 
available web-based application. It allows the identifcation and 
correction of accessibility issues in PDF documents. Similar to Ally, 
it contains no sophisticated automated tagging of documents to 
reduce the manual work of the author or a solution for mathematical 
formulae. 

The most popular, but fee-based, PDF remediation tool is Adobe 
Acrobat Pro [6]. It allows the user to do all sorts of PDF remediation 
tasks and it contains an auto-tagger to automatically tag PDFs. How-
ever, research showed that the user interface is not user-friendly 
[9] and the auto-tagger has problems with the complex document 
structures of STEM documents [10], which reduces signifcantly 
the value for the user. Due to its popularity, it is the baseline tool 
for PDF remediation research. Moreover, other tools build upon 
Adobe Acrobat Pro with plug-ins to improve the accessibility suite 
of Adobe Acrobat Pro. 

One such plug-in is the fee-based PDF remediation tool Com-
monLook PDF [15]. It aims to simplify the PDF remediation pro-
cess via an improved user interface and an enhanced accessibility 
checker, that fulfls the requirements of Section 508. Besides the 
PDF remediation tool, they provide the service of fnalizing the PDF 
remediation process by an expert. Recently, the creators presented 
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CommonLook AI Cloud 2.0 [16], which uses AI to speed up the 
process. Nevertheless, they focus on documents from the industry 
and the government and not from the STEM feld, with their special 
document structure and mathematical formulae. 

To the best of our knowledge, nobody develops methods for PDF 
remediation of STEM documents with AI. However, automated PDF 
remediation requires steps involving document analysis, a common 
deep learning task that we address in Subsection 2.1. 

To the best of our knowledge, there exists no research or solution 
for large mathematical formulae in PDFs. As a result, we cannot 
present any related work. We present in detail the problem and a 
possible solution in Section 3. 

2.1 Deep Learning for PDF remediation 
We have identifed four steps that must be completed during PDF 
remediation. Firstly, the user identifes structures, such as headers, 
tables, and lists. Secondly, the user analyzes these objects. This 
could entail determining the level of the header, translating the 
formula into text, recognizing the table structure, and more. Thirdly, 
the user identifes the correct reading order. Fourthly, the user adds 
the tags with the information gained from the other steps. The 
frst three steps are document analysis steps. Advanced optical 
character recognition (OCR) systems, like InftyReader [17], can 
detect document structure elements and mathematical formulae in 
addition to detecting the text. However, these systems are limited 
by the rule-based approach they are using. In a recent evaluation 
of the Infty system on a large dataset of real formulae drawn from 
60’000 scientifc papers in [18], this system achieved only a BLEU 
score of 67%. With such a score, many parts of a formula still need 
to be corrected manually, which greatly limits the beneft of an 
automated tagging system of mathematical formulae. As a result, 
we want to exceed these limitations with deep learning approaches. 

To our knowledge, no comprehensive document analysis sys-
tem for PDFs using a deep learning approach exists that enables 
automatic tagging of PDFs. However, there are many deep learning 
models that address aspects of document analysis and recognition 
tasks that we can leverage in our research. There exist deep learning 
models for detecting tables in documents [19]–[21], mathematical 
formula detection and recognition [22]–[24], document structure 
detection systems [25]–[28], and more. The technical details of 
our PDF remediation method are presented in Chapter 4 and the 
evaluation of our methods in Chapter 5.1. 

3 MATHEMATICAL FORMULAE IN PDFS 
Accessible mathematical formulae are currently not specifcally 
addressed in the PDF 1.7 (ISO 32000-1:2008) standard [11] or the 
PDF/UA (ISO 14289-1:2014) standard [12]. As a result, there is no 
accepted standard way for tagging mathematical formulae. The 
most common way is to tag mathematical formulae by adding 
alternative text. The use of MathSpeak rules [29] is recommended 
for creating the alternative texts for mathematical formulae. For 
example, the alternative text for Equation 1 (below) with MathSpeak 
is “x equals start fraction minus b plus-or-minus square root of b 
squared minus 4 a c end root over 2 a end fraction”. There are two 
main issues with this method. First, the exact alternative text can 
vary if the author is not a MathSpeak expert. Second, the complexity 

of the alternative text means that even a small formula such as this 
one can result in substantial cognitive load on the person with a 
visual impairment. 

√ 
−� ± �2 − 4�� 

� = (1)
2� 

For other formats such as websites, there are solutions with 
“math viewers,” such as the math viewer provided with JAWS [30] 
or the similar access8math add-on for NVDA [31]. The purpose 
of a math viewer is to present a mathematical formula in a more 
meaningful way than just plain text. For example, JAWS converts 
the formula into a tree structure, allowing a user to selectively read 
parts of the formula and to understand the structure of the formula 
more easily. The user can navigate with in a formula with 4 actions: 
First, the user can step into the current part of the formula. Second, 
the user can step out of the current part of the formula. Third, the 
user can go to the next right element. Fourth, the user can go to the 
next left element. A potential exploration of Equation 1 is presented 
in Table 1. 

The math viewer concept of JAWS could be a possible approach 
for large mathematical formulae in PDFs, but we could not fnd any 
research about math viewers or if the presented concept helps peo-
ple to understand mathematical formulae better. Hence, we plan to 
evaluate the math viewer concept of JAWS as a possible PDF math 
viewer approach in a user study, as described in Chapter 5.2. De-
pending on the results, we will change the presented math viewer 
concept to improve the understanding of mathematical formulae. 
Our fnal PDF math viewer should be web-based, so no local soft-
ware is required. This could be achieved by working with links in 
the PDF. The resulting PDF math viewer will be compared in a user 
study with the existing method of alternative texts (see Chapter 
5.2). 

4 TECHNICAL DETAILS OF PDF 
REMEDIATION 

Document analysis with PDFs is challenging because the raw PDF 
fle depends on the software used to create the PDF. As a result, 
visually similar PDFs can have diferent raw PDF fles. Due to the 
large variation, analysis is challenging and sometimes impossible. 
Therefore, we use images of each page for the document analysis 
steps instead of the raw PDF fle. Another advantage of using images 
is that image processing is a common research feld of deep learning 
and accordingly, many methods exist. An overview of the tagging 
pipeline is shown in Figure 1. 

Because the creation of a complete document analysis system to 
tag a PDF would exceed the scope of this Ph.D. project, we decided 
to build our system upon the existing PDF remediation tool PAVE. 
The goal is to automate and improve the most important parts of 
PAVE to speed up the PDF remediation process and automatically 
tag mathematical formulae. We have identifed three elements of 
the tagging pipeline necessary for achieving this goal. 

The frst element is the detection of the diferent logical content 
parts in a document. Detecting the correct logical content part is 
crucial for PDF remediation and can speed up the tagging process 
most. We will detect the diferent logical content parts by using a 
Page Object Detection (POD) model. Most page object detection 
models do not detect formulae in the text due to the lack of large and 
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Table 1: Example of the workwise of the math viewer at the example of Equation 1. 

Action Output 

open math 
step into 
next right 
next right 
step into 

viewer 
√ 

−�± �2 −4�� � = 2� 
� 
= √ 
−�± �2 −4�� 

2√� 
 −� ± �2 − 4�� 

step into − 
next right � 
next right 
next right 
step out 

± 
 �2 − 4√�� 

 −� ± �2 − 4�� 
next right 2� 

Figure 1: Overview of the tagging pipeline. 

high-quality labeled datasets on which to train them. To address 
this, we developed FormulaNet (publication in preparation) a new 
POD dataset with formula labels. Currently, we develop our POD 
model based on the object detection model Generalized Focal Loss 
V2 [32]. 

The second element is the recognition of mathematical formulae 
based on images. This means the input for the model is an image 
of the mathematical formula, and the output is the mathematical 
formula as text in a markup language like MathML [33]. Mathe-
matical formula recognition in documents is an unsolved problem 
for two main reasons. First, the detection of formulae within a PDF 
document is still challenging, especially when the formulae are 
embedded in the text [22], [34]. Second, current promising formula 
recognition results have been achieved under ideal conditions [35], 
which means perfectly snipped and low style variation of the input 
image. However, our formula recognition model must handle less 
perfect input images because the POD model will not provide such 
perfect inputs for the formula recognition model. The latest chal-
lenges of formula recognition showed that the end-to-end models 

achieve better results than the two-step approach [34]. Hence, we 
plan to develop an end-to-end model based on [35]. 

The third element we want to improve is the reading order. The 
reading order allows screen readers to guide the user through the 
content of a PDF in the correct logical order and as a result, it has a 
large impact on the user experience with screen readers. If the POD 
works correctly, the reading order should be determined by rules. 
Experiments will show if simple left-to-right and top-to-bottom 
heuristics allow determining the reading order by using the POD 
information. If simple rules are not enough, we will train another 
deep learning model to detect the reading order. One of the most 
promising models is the LayoutReader [36], which uses a sequence 
to sequence model and builds upon LayoutLM [37]. 

We plan to implement our methods for POD, formula recognition, 
and reading order into PAVE, which we will call PAVE 2.0. The 
planned studies (see Section 5.1) will show if PAVE 2.0 has the ability 
to speed up the tagging process and improve the user experience. 
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5 EVALUATION OF OUR METHODS 
5.1 PDF Remediation 
We plan to conduct two studies to analyze the tag quality and 
user experience of our automated tagging pipeline. The frst study 
(Section 5.1.1) investigates the tag quality of our method compared 
to existing tools. The second study (Section 5.1.2) will investigate 
the authors’ user experience with our automated method compared 
to the automated tagging method. 

5.1.1 Experimental study: tag quality of our method compared to ex-
isting methods. This study will investigate the quality of automated 
generated tags. The experiment will allow us to answer three ques-
tions. First, what are the challenges for automated tagging methods? 
Second, what are the strength and weaknesses of PAVE 2.0? Third, 
does it improve PAVE, and what are the improvements? We will 
compare the results of our automated tagging pipeline with existing 
automated tagging tools such as the auto tagger from Adobe. We 
plan to analyze the tagging quality with two document collections. 
First, we will collect 20 STEM documents that address specifc chal-
lenging accessibility issues. This should show how the automated 
tagging pipelines handle difcult issues. However, this collection 
will not be representative of all STEM documents. Therefore, we 
will create the second collection by randomly sampling 20 STEM 
documents from arXiv.org [38] from the year 2022. This will allow 
us to investigate what the average results that can be expected 
are and how our method performs in comparison with other auto 
taggers. 

We plan to evaluate the results manually with a predefned exam-
ination sheet. The examination sheet will be grouped into 3 groups. 
The frst group will investigate if the diferent contents of the PDF 
are detected and grouped correctly. The second group investigates 
if the diferent objects are processed correctly. The last group will 
evaluate the reading order detected. 

5.1.2 User study: user experience of our method compared to ex-
isting methods. This study will investigate the user experience of 
our method. We plan to do this study with 25 authors of STEM 
documents. They should have diferent levels of experience (no 
experience, medium experience, expert) with PDF accessibility. The 
task will be to remediate 5 short STEM documents with the PAVE, 
PAVE 2.0, and Adobe Acrobat Pro tools. 4 of the 5 documents are 
randomly selected STEM documents from arXiv.org, and 1 of them 
is prepared with challenging remediation tasks. They will watch 
a short introduction video about the remediation tool they will 
use, and then have 30 minutes to make the PDF accessible. We 
will record the screen as they do so, while tracking the time they 
need to solve diferent remediation tasks. At the end, the study 
participants will fll out a survey about their experience with the 
PDF remediation tool and what parts of the document are acces-
sible or not. Additionally, we will analyze the accessibility of the 
resulting documents with the examination sheet from the previous 
experiment (see Chapter 5.1.1). 

5.2 Math Viewer 
We plan two studies to assess the math viewer. The frst study (see 
Section 5.2.1) will investigate the user experience of the existing 

math viewer from JAWS. The second study (see Section 5.2.2) will 
explore the impact of our PDF math viewer on the user experience. 

5.2.1 User study: user experience with JAWS math viewer. This user 
study will compare the math viewer concept from JAWS with a plain 
description of the formula. We do not compare the math viewer 
plug-in access8math for NVDA with the math viewer from JAWS, 
because their concept is the same. We will recruit approximately 
10 people with visual impairments who use screen readers for the 
study. For the task, we will select 20 formulae of diferent lengths 
from STEM documents. For each formula we will create questions 
to assess the reader’s understanding of the formula. Participants 
will frst get a short introduction of the math viewer. Then, they will 
use the math viewer from JAWS for 10 formulae and the alternative 
text for 10 other formulae. The study participants have up to 5 
minutes per formula to answer the questions and we will record 
the screen, their input, and the output of the math viewer. We will 
analyze the results with respect to the speed and correctness of 
their responses. Participants will also fll out a survey about their 
experience with the math viewer and the alternative text which we 
will analyze to understand their comfort and satisfaction with the 
approaches. This study will help us to understand the advantages 
and disadvantages of the math viewer concept of JAWS and what 
the advantages and disadvantages are compared to alternative text. 

5.2.2 User study: user experience of PDF math viewer. After eval-
uating JAWS math viewer concept in the previous study, we will 
modify the math viewer concept if needed and we will develop a 
method to integrate the math viewer concept into PDF. This second 
user study will investigate the user experience of our implemen-
tation of the PDF math viewer compared with alternative text in 
STEM documents. Therefore, we will prepare 5 STEM documents 
with our PDF math viewer and with alternative text of the formulae. 
We will again need 10 people with visual impairments who use 
screen readers for the study. They will get the STEM documents 
with or without the math viewer. They will need to answer ques-
tions related to mathematical formulae in the documents. Again, 
we will record the screen. At the end, the study participants will fll 
out a survey about their experience with the math viewer and the 
alternative text. We will also compare the results with respect to 
time and correct answers. This study will show whether our PDF 
math viewer helps to speed up the understanding of mathematical 
formulae and improves the correct understanding of mathematical 
formulae. 

6 PH.D. PROJECT OVERVIEW 
This Ph.D. project is planned to be completed in 4 years. As pre-
sented in the previous chapters, the project can be divided into 
two work packages. The frst work package is the automated PDF 
remediation presented in Chapter 4. The development of this pack-
age should be completed within 2 years and 3 months. It can be 
divided into six sub-packages (POD dataset, POD Model, Formula 
Recognition, Reading Order, Pave 2.0, and studies). The frst of 
these sub-packages (POD dataset) is complete, and the POD model 
and Formula Recognition sub-packages are in progress. The second 
work package, the math viewer, will require approximately 1 year 
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to complete. It consists of the two planned studies and the devel-
opment of the PDF Math Viewer. This work package is still in the 
planning stage. The last 9 months are designated for writing the 
dissertation and as a reserve time for fnishing studies or making 
additional improvements to the PDF remediation pipeline or the 
math viewer. 
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