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Abstract. Misinformation has become a major concern in recent last
years given its spread across our information sources. In the past years,
many NLP tasks have been introduced in this area, with some systems
reaching good results on English language datasets. Existing AI based
approaches for fighting misinformation in literature suggest automatic
stance detection as an integral first step to success. Our paper aims
at utilizing this progress made for English to transfers that knowledge
into other languages, which is a non-trivial task due to the domain gap
between English and the target languages. We propose a black-box non-
intrusive method that utilizes techniques from Domain Adaptation to
reduce the domain gap, without requiring any human expertise in the
target language, by leveraging low-quality data in both a supervised and
unsupervised manner. This allows us to rapidly achieve similar results
for stance detection for the Zulu language, the target language in this
work, as are found for English. We also provide a stance detection dataset
in the Zulu language. Our experimental results show that by leveraging
English datasets and machine translation we can increase performances
on both English data along with other languages.

Keywords: Stance Detection, Domain Adaptation, Less resourced lan-
guages, Misinformation, Disinformation

1 Introduction

Social media platforms have become a major source of information and news.
At the same time, the amount of misinformation on them has also become a
concern. Automatic misinformation detection is a challenging task. One was of
categorising rumours is into those that can be grounded and verified against a
knowledge base, and those that cannot (e.g. due to a lack of knowledge base cov-
erage). This task has required the work of professional fact-checkers. This work
has recently been complemented by fact-checking systems. However, fact check-
ing only works when there is evidence to refute or confirm a claim. Automated
fact checking relies on databases for this evidence. These databases often lack
the information needed, due to e.g. lag or a lack of notability. In this case, an-
other information source is needed. Prior work has hypothesised [30] and shown
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that the stance, that is the attitude, that people take towards claims can act as
an effective proxy for veracity predication [10, 22].

A primitive solution to analyzing texts written in uncommon languages, i.e.
those which are not supported by the state-of-the-art NLP models, is to translate
the text to a language an appropriate NLP model has been trained on. However,
this solution is not always effective and does not give good performance. Some of
the main difficulties faced by state-of-the-art NLP models (especially in the task
of stance detection using translated LREL) come from: discrepancies induced by
the LREL translation process; LREL data scarcity [1]; and the noise that exists
in the social media data itself [8].

An alternative approach to solving this problem can be ensemble models for
stance detection [19] trained on different languages and combining their respec-
tive results, but we still face the same problem which is the fact that each model
is built from a well-resourced, well-represented language, so if we introduce an-
other language to it even by translation, its individual performance is not likely
to be good, hence the overall ensemble performance will probably be the same
as the previously suggested solution [27].

Thus, in light of the problem of wide spread of false rumours, mis-information,
and challenges faced by state-of the-art NLP models when it comes to LREL,
we propose an approach to solving these challenges in this paper. We propose
using Domain Adaptation (DA)[17] in the task of Stance Detection on LREL
Twitter text data.

In our approach we use machine translation to translate the model’s training
data, taking into account the amount of noise this introduces. Our intended
stance detection model will be able to learn from variety of low quality data,
whereby the low quality aspect comes from the automated translation. This
comes up as a strength in our approach for two reasons: 1. For most social
media text classification tasks, precise and canonical forms of expression are not
the most important feature for making the decisions. 2. The target data (The
LREL) has an element of being noisy since it’s from social media and is a direct
output of a translator. Our method uses data from multiple languages to build
a stance detection model for a less-privileged language.

In addition to the proposed Domain Adaptation technique for stance detec-
tion, we contribute a new dataset for Stance Detection in a language previously
without resources.

The structure of this paper is as follows: Section 2 outlines the related works.
In Section 3, the model architecture, methodology and datasets used in detail,
while Section 4 presents the obtained results followed by discussion. In conclu-
sion Section 5 we discuss possible future directions and insights from the paper
results.

2 Related Work

Researchers have approached this problem of fake news detection, mis-information
and stance detection from many point of views. Our approach is about combin-
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ing concepts from different areas of research, mainly: Domain Adaptation [3],
Domain Generalization[21], Domain Randomization [32] and some old and new
techniques where the concept of using data from one language to improve per-
formances on another was used or from one task to improve performances on
another [23].

2.1 Domain Generalization, Adaptation, Randomization

These three fields of research are very tightly related, the basic idea behind
them is to use multiple simple to collect data sources to improve performance
on a harder to collect (or label) dataset. Domain Adaptation(DA)[3] is the
most widely researched topic and specifically Unsupervised Domain Adapta-
tion (UDA) where we use both data and labels from one source domain and use
only the data of a target domain without its labels and try to build a model
that gives good performances on both domains. The most common method for
performing UDA is by utilizing Generative Adversarial Networks[12] in multiple
ways [16] , but there are other techniques that use simpler and faster techniques
based only on adversarial losses.

Domain Generalization on the other hand uses multiple source domains and
aims at generalizing to unseen target domains. The current state if the art in
DG is leaning towards improving the ability to learn and merge knowledge both
from supervised and unsupervised learning. the supervised part is by classifying
samples into their corresponding labels whereas the unsupervised part leverages
only data in many ways, one way is by reorganising the images into a jigsaw
puzzle and training a classifier to solve this[6].

Domain Randomization [31] is the extreme case where we only have access to
one domain on training and we want to improve the results on unseen domains.
Most of these techniques agree on the fact that having a lot of messy and non-
perfect data that comes from multiple sources improves accuracy and allows the
model to perform better on real data[32].

2.2 Stance Detection

One of the core approaches to automatic fake news assessment is stance detection
which is the extraction of a subject’s reaction to a claim made by a primary actor
[2]. The main approach taken by NLP researchers for the past years has been
shifted towards less hand engineered techniques and into using Deep Learning by
taking two text sequences, encoding them in some form (mainly by adding a mask
that determines which word belongs to which sentence), and then estimating the
type of relationship that joins them.

One way of formulating stance detection was to divide it into two sub-
tasks [25], Task A: fully supervised, classify labeled texts into ”IN-FAVOR”,
”AGAINST”, ”NONE”. The text belongs to 5 topics: ”Atheism”, ”Climate
Change is a Real Concern”, ”Feminist Movement”, ”Hillary Clinton”, and ”Le-
galization of Abortion”. Task B on the other hand aims at solving weakly super-
vised stance detection by training on data from Task A and unlabeled data from
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another topic and measuring the performance on it. The goal of this paper is ac-
tually a next step on top of these two Tasks which is sharing the knowledge from
labeled data into another dataset that comes from a totally different language
not just a different topic. Zhou et al.[33] introduced an approach based on convo-
lution neural networks(CNN) and Attention to detect stances in tweeter. Their
proposed approach addresses the challenges faced by CNN’s which is generating
and capturing high quality word embedding having global textual information.
Less Resourced and Endangered Languages are not addressed in their proposed
approach for stance detection.

Other major efforts in stance detection include the RumourEval challenge
series [13]. Work on LRELs includes datasets in Czech [14] and Turkish [20].

2.3 Explicit & Implicit Transfer Learning for NLP

Adapting Computational Language Processing (CLP) [11] techniques were used
in the early 2000s as a first approach to transfer knowledge from one language
to the other which we can see in the ’MAJO system’ which uses the similarities
between Japanese and Uighur to improve substantially the performance[23]. This
idea although non-generic and a completely human-centric approach it is one of
the first approaches of improving results on a LREL by using a more popular
and widely used language.

Another more recent approach is Bidirectional Encoder Representations from
Transformers (BERT)[9]. BERT is built on the idea of building a general purpose
model for NLP that is trained on large amounts of text data and can be easily
fine tuned to downstream NLP tasks like stance detection for example. BERT
also has a multilingual mode that has learned on data from 104 languages.

Another very popular approach to Inductive transfer learning in NLP is Uni-
versal Language Model Fine-tuning (ULMFiT)[15], which aims at reducing the
amount of labeled data needed for building any NLP tasks and specially for
classification. It works on leveraging the the existence of big amounts of un-
supervised text that can be used to train a general purpose model which can
later be fine-tuned in two steps, the first one is unsupervised where the model
learns from raw text that is related to the problem and then the second step is
supervised where we train the final layers of the model using a small amount of
labeled data, for example we train a general model on Wikipedia texts and then
fine-tune it for emails by using a large amount of unlabeled emails in the first
step and just a hand-full of labeled emails in the second.

From all the existing state-of-the-art approaches in stance detection, break-
throughs of transfer learning and domain generalization great performance in lot
of different domains, we have found that there still exists a need to cover LRELs
in the domain of NLP, specifically in stance detection. With our approach we are
hoping to contribute to the existing methods and help the research community
develop methods for fighting mis-information, fake news detection and under-
standing social media content better as compared to existing state-of-the-art
methods.
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3 Architecture, Methodology And Dataset

Our method consists of a two step process. Firstly, the creation of the training
Dataset where training dataset is retrieved and joined from multiple languages
in order to train a more resilient stance detection model. Secondly, building the
training pipeline whereby the chronology for implementing stance detection for
less-privileged languages is outlined.

We use Zulu as a case study for a less-privileged language. The Zulu lan-
guage [7] is a good example of a Less Resourced and Endangered Language
(LREL) [4] and uncommon language found in social media. Zulu is spoken by an
estimated 10 million speakers, mainly located in the province of KwaZulu-Natal
of South Africa and Swaziland. Zulu is recognised as a one of the 11 official
South African languages and it is understood by over 50% of its population. As
interesting as it is, there are not enough Zulu language resources on the internet
to help build major NLP models; and even though Google has done an amazing
job with providing models that can be fine-tuned for specific tasks on more than
104 languages using BERT-multilingual [29], Zulu and many other languages
were not part of their research.

3.1 Step 1: Build the training Dataset

Our aim is to have a dataset large enough to expose an underlying structure of
a given topic in LREL for any NLP model to capture and generalize. For this
reason we gather our dataset from multiple sources which are chosen randomly
from the languages supported by google translate. The total number of sources
ranges from 2 to 106.

More formally, we will have a training dataset coming from N languages,
where Ni is the number of labeled samples in the ith source dataset, such that

Xs
i = {(xs

i,j , y
s
i,j)}

Ni
j=1

where xj
is denotes the jth text sample from the ith source dataset and yjis is its

label.
In the case where there is just a source dataset Xs

i that gets translated into
other languages we denote the kth translated version as Xs

ik.
We denote also M the number of labeled samples in the target dataset and

Xt = {(xt
j , y

t
j)}Mj=1

where xt
j denotes the jth text sample from the target dataset and ytj is its label.

In adoption of the ensemble learning principle of using different training
data sets [18], we select data sources with different marginal distributions (i.e.
they have some dissimilarities between them in terms of syntax rules, language
family tree, e.t.c) and from the dataset of stance detection. These differences
in marginal distributions are at the core of the strength of our stance detection
model since the input of the model will be a translator’s result we will force
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the model to actually learn from the translator results. This idea can also be
used in the case where your input data isn’t perfect; for example if your model
is being deployed on a task where the target audience isn’t a language expert
they will most likely make many mistakes in their writing, your model should
be familiar with these mistakes and more resilient to them. Such mistakes can
be easily generated from translators where we can translate from language A to
language B and then vice versa, giving us more variety in the data which can be
considered as a data augmentation technique.

Modeling this domain gap in the training data can be done in one of two ways
which are shown on Figure1. The domain gap in Text datasets can be anything
from the length of sentences, to sentiment changes and even difference in the
grammatical correctness of the sentences. In our case we are mostly focused
on modeling the errors that a translator might make, and putting them in our
training data so that we can correctly classify them on inference time.

Domain Generalization: For DG we have available for us multiple datasets
similar in structure and purpose but come from different languages, we trans-
late them all to English and build our classifier. We denote nG as the number
of datasets used to build the model.

Although there are no constraints on which family the language comes from,
but empirical results show that using datasets from different families help
to generalize better to unseen datasets and using datasets from the same
family as the target language helps for generalizing to it better.

Domain Randomization: In this case we only have one dataset from one lan-
guage , so we apply some randomization to increase the size of the dataset
and make it more inclusive to mistakes; We do that by translating the dataset
into multiple intermediate languages and then translate them into English.
The results empirically appear to contain many mistakes but the huge in-
crease in size makes up for it. We denote nR as the number of intermediate
languages used to build the model.

Same remarks as for DG, using intermediate languages that are quite dif-
ferent allows the model to learn from an even richer dataset and overall
generalizes better to unseen domains, whereas for a specific target domain,
using languages that are from it’s same family allows the model to perform
better on this target dataset.

3.2 Step 2: Build the training pipeline

Now that the data set is ready, the next step will be to build a pipeline that
inputs the dataset, cleans it, tokenizes it, convert it into word embeddings and
train the model on it. This step is the reason why we convert all of our datasets
into English rather than the target language it self or some other language, given
the fact that the tokenization process requires hand crafted, man-made rules and
knowledge about the constructs of the language which is something that can’t
be done automatically for now on all languages and specially the LREL ones.



Bridging Domains for Zulu Stance Detection 7

Source
Language 1

Source
Language 2

Source
Language NG

Source
Language i

...... English Training
Dataset Model Training Evaluation 

English

Target
Language

(a) Domain Generalization: multiple source languages all converted into English to use
pre-trained models.
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(b) Domain Randomization: one source language to which we add multiple translated
versions as data augmentation.

Fig. 1: Dataset construction process for Domain Generalization and Domain
Randomization.

For model choice, our method is also model-generic meaning it can be used on
any model given its non-intrusive property. But for the purpose of this research
we will use the same architecture as ULMFiT, where we use a three-layer LSTM
model that was pre-trained on wikitext-103 dataset [24] (which is a collection
of over 100 million tokens extracted from the set of verified Good and Featured
articles on Wikipedia). The later model is then fine-tuned on the training dataset
in an unsupervised fashion and finally we add a 2 layer fully connected neural
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network as the classifier which is carefully fine-tuned on the training dataset
using gradual unfreezing of layers[28].

The Final part, is to introduce a new loss which operates on the final layers
of the model. They act as enforcement for the model to dismiss the noise in the
data and only extract features useful for classification. The new loss is inspired
by Linear Discriminant Analysis (LDA) to capture the separability (based on
the assumption that samples which are closer to each other in the latent space
are classified similarly), Ficher defined an optimization function to maximize the
between-class variability and minimize the within-class variability regardless of
the source of the sample. the separability loss is defined as follows:

Lsep(W
E) =

(∑
i∈Y

∑
zij∈Zi

d(zij , µi)∑
i∈Y d(µi, µ)

)
× λBF

λBF =
mini |Y t

i |
maxi |Y t

i |

where Zi is the set of latent variables that belongs to class i and it can be
expressed as:

Zi = ∪N
s=1Z

s
i ∪M

t=1 Z
t
i

which is the union of the sets of latent representation of all language domains
that have the same label i. µi is the mean of the latent representations that has
label i, so it can be expressed as µi = mean(Zi), while µ is the mean of all the
latent representations µ = mean(Z), the calculations of such loss can be hard
so for simplicity we use this loss as batch based and in order to mitigate the
drain of information we used a balancing factor λBF which proved to be useful
in other applications of the separability loss [3]. d(., .) is the cosine dissimilarity
which is used as a measure of distance between the samples. This loss allows us
to increase the separability of the latent space according to the labels, regardless
of its domain (language), which in return helps the classifier to generalize and
provide more resilient and higher performances.

3.3 Dataset

Source Domain Dataset The Source domain dataset which is the training
set of our model, used to predict tweets stances on unseen domain is a dataset
for English Tweets. We use Semantic Evaluation competition train dataset. The
data has 4163 samples with three features being ID, Target, tweet and Stance as
the response variable. Each tweet in the dataset has a target and can classified
into stance class. The are five targets and three stances classes. The summary
of the SemEval-2016 data set is presented in Figure 2

Target Domain Dataset The target domain dataset language is Zulu. The
Zulu language is a tonal language which also features click consonants. In com-
parison to English, in these clique consonants’ noises are conveyed in literature
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with the word ‘tut!’. The Standard Zulu that is taught in schools is also referred
to as ‘deep Zulu’, as it uses many older Zulu words and phrases, and is alto-
gether a purer form of the language than many of the dialects that are used in
common speech. The Zulu language relies heavily on tone to convey meaning;
but when the language itself is written down, often no tones are conveyed in the
writing. This means that the speaker must have a good understanding of spo-
ken Zulu before being able to read the Zulu language fluently, which is unusual
among languages. All these interesting aspects and facts about our chosen target
language makes it a perfect choice for Domain Generalization tasks since there
exist a wide domain gap between itself and the English language (which is our
source domain). For our approach, we randomly sampled 1343 tweets from Se-
mantic Evaluation competition test dataset (SemEval-2016) [25]. We translated
the tweets to Zulu language with the help of the Google Translate API, together
with a native Zulu language speaker, to try to minimize the grammatical errors
from the google translator. Examples of tweets with Zulu translation:

Atheism : AGAINST
English : The humble trust in God: ’Whoever leans on, trusts in, and is

confident in the Lord happy, blessed, and fortunate is he’
Zulu : Abathobekile bathembela kuNkulunkulu: ’Noma ngubani oncika,
athembela kuye, futhi othembela eNkosini uyajabula, ubusisiwe, futhi

unenhlanhla’

Legalization of Abortion : FAVOR
English : Would you rather have women taking dangerous concoctions to

induce abortions or know they are getting a safe & legal one?
Zulu : Ngabe ungathanda ukuthi abesifazane bathathe imiqondo eyingozi
ukukhipha izisu noma wazi ukuthi bathola ephephile futhi esemthethweni ?

Feminist Movement : NONE
English : Some men do not deserve to be called gentlemen

Zulu : Amanye amadoda awakufanele ukubizwa ngokuthi ngamanenekazi

The Stances and Targets distribution in our final target domain data is in
Figure 2

3.4 Baselines

For the purpose of evaluating our method, we will compare it’s results against
multiple baselines that represent an estimation of a lower-bound and an upper-
bound of the performance.

Lower Bound Baselines Our method should perform better than a model that
was directly trained on English dataset and tested on a Zulu dataset (translated
to English) and it should outperform a model trained only on the Zulu dataset
and tested on it, given that we don’t have enough data to fully train a model.
that’s why we will be using such models as our lower bound. These model are
denoted as DLB (Direct Lower Bound).
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(a) Source Domain: overall balanced w/ less data in Favor of Legal abortion.
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(b) Target Domain: not as well balanced as the source dataset, with a big lack of data
for ’against’ in the ’Climate Change’ topic and for both ’not-related’ and ’in-favor’ of
the ’Atheism’ topic.

Fig. 2: Dataset comparison between the source and the target dataset.

Upper Bound Baselines At the same time, Our model should not be able
to exceed the performance of a model trained and tested on the same distribu-
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Tested On English Zulu
Trained On F1-score Accuracy FAVOR-F1-score AGAINST-F1-score F1-score Accuracy FAVOR-F1-score AGAINST-F1-score

Zulu-Only (DLB) - - - - 0.3942 0.4861 0.1929 0.4259
English-Only (DUB/DLB) 0.5792 / 0.4476 0.6908 0.4906 0.5258 0.3749 0.5742
Randomized-English-1 0.5686 / 0.4591 0.6951 0.5061 0.5386 0.3932 0.5987
Randomized-English-2 0.5993 / 0.4626 0.6999 0.5112 0.5443 0.3923 0.6147
Randomized-English-3 0.6070 / 0.4658 0.7083 0.5087 0.5512 0.3852 0.6090
Randomized-English-4 0.6125 / 0.4656 0.7243 0.5186 0.5635 0.4038 0.6204
Randomized-English-5 0.6296 / 0.4710 0.7201 0.5293 0.548 0.4014 0.6286

Randomized-English-Zulu 0.5690 / 0.4586 0.7083 0.5493 0.5596 0.4228 0.6423

Table 1: Evaluation of Domain Randomization, We denote a randomized dataset
with index i as the degree of randomization. We use the / symbol to denote that
this result is not reported given that it is not accessible by the evaluation script
of the original dataset. We also use - symbol to denote that this experiment
isn’t feasible. DUB and BLB are used to denote the baselines described in the
baselines description 3.4

tion meaning trained and tested on English without any translation from other
languages. This model is denoted as DUB (Direct Upper Bound).

4 Evaluation and Results

We compare our model with several baselines on for Stance Detection and trans-
fer learning. using the four metrics used for the stance detection challenge.

4.1 Domain Randomization

We evaluate our stance detection model using Domain Randomization where
we use the English dataset for Tweet Stance Detection, and test it on both
its testing data and our Zulu dataset for Tweets Stance Detection. Here we
notice that the model generalizes to itself even better the more randomization
we add and the same for the Zulu dataset, as the results in Table 1 show. Results
are reported with macro-F1-score and accuracy along with Favor-F1-score and
Against-F1-score because the main challenge reported these metrics.

The different experiments were conducted all on the same dataset by adding
different translated versions on top of it. The results reported are the mean 5
random runs of the models, where we noticed that on some experiments the
results on the English dataset drops because the quality of the data changes
drastically when the target language translation quality is too poor.

We also noticed that by removing @ and # and some other symbols, the
accuracy increases and becomes more stable over several re-runs. It is also worth
mentioning that the best results on the Zulu dataset: F1-score = 0.5634 were
achieved on Domain Randomization towards: English(original dataset), Zulu,
Xhosa, Shona and Afrikaans languages [26], although we have no way of defining
the reason for this increase it is most likely that it was achieved due to the
similarities of the languages since they are all African languages even though
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Afrikaans is very different from Zulu, and due to the homogeneous performance
of google Translate on these languages [5].

Some of the draw backs of the Domain Randomization technique is that it
takes up to 100 times more time per epoch to train the model specially in the first
unsupervised part and requires 3 to 5 times more epochs to converge(so that the
accuracy and loss aren’t changing a lot), plus the translation over-head which
can take up to hours and can be faced by blocking IP-address by the google API.
Another potential issue is that after a certain degree of randomization (nR = 16
in our case) the models performance drops drastically even on the training data.

4.2 Domain Adaptation

We implemented a supervised domain adaptation scenario where we train on
both English and Zulu datasets both with access to the labels. We used 70%
of the Zulu dataset for training and 30% for testing. This is the only exper-
iment where we used the Zulu dataset as part of the training set, unlike the
Randomized-English-Zulu experiment where we only used Zulu as an interme-
diate language for the randomization process.

F1-score Accuracy FA-F1-score AG-F1-score

Eng-Only 0.4906 0.5258 0.3749 0.5742

Eng-Zulu 0.5673 0.5448 0.4434 0.7469

Table 2: Domain Adaptation results on the Zulu-30 Test dataset.

The results on table 2 are the output of k-fold cross validation with k set
to 10. The Domain Adaptation results show that there is definitely a visible
increase in the performance on the Zulu test dataset (referred to as Zulu-30), it
even outperforms the best domain randomization models evaluated in Table 1.

5 Conclusions

We have proposed a non-intrusive method for improving results on Less-Resourced
/ Endangered Languages by leveraging low quality data from English datasets,
using Zulu as a demonstration case. We also provide a new dataset for Stance
Detection on Zulu. Our method was able to effectively transferring knowledge
between different languages. In future work, we aim to improve the technique
by adding more intrusive techniques like distribution matching between Source
and Target domains in the latent space by reducing KL divergence.
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