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a b s t r a c t 

Fourier lightfield microscopy (FLMic) is a powerful technique to record 3D images of thick dynamic samples. 

Belonging FLMic to the general class of computational imaging techniques, its efficiency is determined by sev- 

eral factors, like the optical system, the calibration process, the reconstruction algorithm, or the computation 

architecture. In the case of FLMic the calibration and the reconstruction algorithm should be fully adapted to 

the singular features of the technique. To this end, and concerning the reconstruction, we discard the use of 

experimental PSFs, and propose the use of a synthetic one, which is calculated on the basis of paraxial optics 

and taking into account the equal influence of diffraction and pixelation. Using this quite simple PSF, performing 

the adequate calibration and finally implementing the algorithm in GPU, we demonstrate here the possibility of 

obtaining 3D images with good results in terms of resolution and strong improvement in terms of computation 

time. In summary, and aiming to accelerate the widespread of FLMic among microscopy users and researchers, 

we are proposing a fast protocol fully adapted to FLMic and that is very flexible and robust against any slight 

misalignment or against the change of any optical element. 

1

 

n  

t  

t  

u  

c  

t  

r  

c  

w  

[

 

[  

t  

F  

t  

a  

v  

M

A  

i  

T  

t  

f

 

c  

o  

s  

t  

h  

m

 

b  

a  

c  

p  

w  

r  

r  

h

R

0

. Introduction 

Lightfield microscopy (LMic) [1–4] is an emerging microscopy tech-

ique that is particularly suited to the acquisition of 3D images of

hick dynamic samples. Its strength comes from its ability to cap-

ure a radiance map in only one shot. This ability has promoted the

se of LMic in diverse applications [5–7] . However, its broad appli-

ation to 3D imaging of dynamic specimens has slowed down due

o some drawbacks that are inherent to LMic. We refer to the low

esolution of captured images, the inhomogeneous resolution of re-

onstructed depth images, and the lack of lateral shift invariance,

hich greatly hinders the efficient application of deconvolution tools

8] . 

To overcome these problems, Fourier lightfield microscopy (FLMic)

9–11] was proposed. FLMic results from a change of paradigm, since

he radiance map is sampled, not at the image plane, but at the

ourier plane. This is done by sub-sampling the aperture stop of a

elecentric microscope objective, with the insertion of a microlens

rray (MLA). The resulting image consists of a set of orthographic

iews of the sample, each captured from a different viewing angle.
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long the recent years, FLMic has been used for diverse applications

n which both 3D information and time resolution are fundamental.

his is the case of neural activity [12,13] , single molecule localiza-

ion [14] , or particle imaging velocimetry [15] , just to mention a

ew. 

Lightfield imaging, and therefore FLMic, belongs to the family of

omputational-imaging techniques [16,17] . In fact, the 3D information

f the sample is not registered directly (like in confocal microscopy or

ingle plane illumination microscopy [18–20] ), but it is extracted from

he captured spatio-angular map. For this reason, lightfield microscopy

as aroused interest in both optics and computer science research com-

unities. 

As for the reconstruction process, the first algorithms in FLMic were

ased on ray optics. For example, in [10] , a classic back-propagation

lgorithm is used. Going one step further, in [21] , a two-stage 3D re-

onstruction algorithm is reported, in which, first, a focal stack is com-

uted with a classic back-propagation algorithm. Later, the focal stack,

hich conforms a 3D image, is deconvolved with a purely-geometric 3D

econstruction PSF using a Wiener-like filter. This method shows better

esults, providing optical sectioning for fluorescence samples. In [22] ,
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he authors propose a geometrical reconstruction method that provides

ptical sectioning in real-time. 

Ray optics techniques have demonstrated, then, to be able to re-

onstruct the 3D sample in a simple and fast way. We cannot ignore,

owever, that they omit the wave optics effects, which in microscopy

re usually important. Then, wave optics-based methods are establish-

ng themselves as the standard reconstruction methods, because they

rovide better lateral and axial resolution. One of the reasons is that,

lthough FLMic has much larger depth of field (DOF) as compared to a

onventional widefield microscope, usually the thickness of the sample

bserved is greater than the DOF of the system. 

Wave optics-based methods usually rely on Richardson-Lucy decon-

olution procedure. In the case of lightfield imaging, the 2D image cap-

ured by the sensor (that is, the collection of orthographic views) is it-

ratively deconvolved with the transverse sections of the 3D PSF of the

ptical system, to get an estimation of the 3D volume of the sample.

his simple way of proceeding is very challenging in conventional LMic

ue to the lack of lateral shift invariance [8] . However, it is immediate

n the case of FLMic due to his innate feature of lateral shift invariance.

n some works that make use of an FLMic scheme [23,24] , the 3D PSF

s captured experimentally. In that case, and thanks to the lateral shift

nvariance, obtaining the 3D PSF of the system is easy, since one simply

eeds to capture a stack of images of a point object that is scanned only

long the axial direction. Obviously, the experimental 3D PSF provides

n accurate result, as the real features of the optical and the electronical

omponents are taken into account. 

The main drawback of using the experimental PSF is the lack of flex-

bility. Take into account that, in realistic experiments, it may be nec-

ssary to change some of the system components (e.g. the objective,

r the filter cube) depending on the kind of sample. Or it may even

appen that some component is mechanically misaligned due to use.

n such cases, the 3D PSF capture should be repeated. Then, it makes

ense, as suggested in [25] , to compute a synthetic 3D PSF on the basis

f a wave optics propagation model. Obviously, the synthetic 3D PSF

s not as accurate as the experimentally captured one. In fact, it does

ot take into account the tolerance of the optical components and the

ossible mechanical misalignments of the set-up. However, as we will

xplain in Section 2 , the particularities of the FLMic systems make small

naccuracies tolerable. 

Even though opting for a synthetic 3D PSF represents a simplification

f the real case, the process has remained still challenging. This is the

ase of Refs. [23,25] , where the 3D PSF is calculated starting from the

ebye model for a high numerical aperture (NA) objective and ignores

he pixelation influence. This way of calculating the synthetic PSF is

ccurate in conventional microscopy, but does not take into account the

articularities of FLMic. Specifically, the high NA assumption does not

old for FLMic, where the effective NA is only a fraction of the nominal

ne. Thus, that model brings unnecessary computational complexity,

hat slows down the PSF calculation. Also, such calculated PSF does not

ake into account the geometric PSF associated to the pixels size and

hape. In addition, in [25] , the calibration process relies on the capture

f a plane sample placed exactly at the object plane of the microscope

bjective. However, placing the sample at the object plane of an FLMic

s very difficult, due to its extended DOF. 

The aim of this paper is to demonstrate that, in case of FLMic, the re-

onstruction protocol can be simplified, providing faster computations

nd higher efficiency. Due to its subsampling and shift-invariant fea-

ure, in FLMic the PSF is well defined and has a paraxial nature. Be-

ides, since the size of the diffractive PSF is comparable with the sensor

ixel size, any ( 𝑥, 𝑦 ) section of the synthetic 3D PSF is actually composed

y only a few pixels. In addition, the proposed calibration method is

ased on the capture of a blank image, which makes it much more ro-

ust. Finally, the algorithm is implemented in GPU, to allow the use

f FLMic in dynamic processes. All these features provide the proposed

LMic protocol with improved flexibility, robustness and computation

peed. 
2 
. Materials and methods 

.1. Image formation model 

The optical set-up of an FLMic is shown in Fig. 1 . A 4 𝑓 relay system

s used to conjugate the aperture stop with the MLA. The functioning of

LMic has been largely discussed and the image formation has been an-

lyzed from both ray optics and wave optics points of view. In [23] , the

avefront is computed at the intermediate image plane, using the Debye

odel for high NA objective [26] . In [25] , the same model is also used,

his time to compute the wavefront at the aperture stop. In both image

ormation models, the wavefront is then propagated to the sensor plane,

hrough the different optical components. Both models provide a very

ccurate estimation of the diffractive 3D PSF of the system. However, we

emonstrate here that these models are exceedingly sophisticated, since

hey add unnecessary complexity load, slowing down the computation

f the PSF. 

Based on the optical nature of FLMic, we make some considerations

o simplify the image formation model. The first is that the effective NA

f the objective is reduced, as the aperture stop is sub-sampled by the

LA. The effective NA can be expressed as: 

𝐴 𝑒𝑓𝑓 = 

𝑁𝐴 𝑂𝑏 

𝑁 

, (1) 

ith 

 = 

𝑓 2 Φ𝐴𝑆 

𝑓 1 𝑝 
, (2) 

here 𝑁𝐴 𝑂𝑏 is the NA of the microscope objective, N is the number of

icrolenses that fit into the diameter, Φ𝐴𝑆 , of the objective aperture

top, and 𝑝 is the pitch of the MLA. 

The second consideration is that, in fact, an FLMic is an optical mi-

roscope that works with very low magnification. Specifically, the total

ateral magnification between the object plane and the sensor plane is 

 𝑇 𝑜𝑡 = 

𝑓 𝑀𝐿𝐴 𝑓 1 
𝑓 𝑂𝑏 𝑓 2 

. (3)

Taking into account that, for a correct functioning of an FLMic, a

inimum value of 𝑁 = 3 is required, in most realistic geometries, 𝑀 𝑇 𝑜𝑡 

s confined to values smaller than 3.0 [27] . As a consequence, the Airy

isk, whose radius at the image plane is 

 

′
𝐴𝑖𝑟𝑦 

= 0 . 61 𝜆

𝑁𝐴 𝑒𝑓𝑓 

𝑀 𝑇 𝑜𝑡 , (4)

s clearly undersampled. As an example, consider the case of an FLMic

onsisting of a 40×, 𝑁𝐴 = 0 . 4 objective, and MLA with 𝑓 𝑀𝐿𝐴 = 6 . 4 𝑚𝑚
nd 𝑝 = 1 . 0 𝑚𝑚 . In this case the required value of 𝑁 = 3 . 0 is obtained

or 𝑀 𝑇 𝑜𝑡 = 1 . 72 . Then, we obtain 𝑟 ′
𝐴𝑖𝑟𝑦 

= 4 . 7 μm , which is totally compa-

able to a normal pixel size. As a consequence, the sampled 3D PSF is

omposed, laterally, by only a few pixels. 

Let us open a bracket here to state that one should not worry about

he low magnification values, since the key feature of microscopes is not

agnification, but spatial resolution. 

For the exposed reasons, it is apparent that using the Debye model

or high NA objectives adds exceeding computational cost to the 3D PSF

alculation and provides no benefit in terms of spatial resolution. 

Let us consider the simplified model of FLMic shown in Fig. 2 . The

ffect of diffraction is the same for all the microlenses of the MLA. Re-

arding the geometric effect, as is well known from past works about

LMic [10,23,25] , in the lateral microlenses the image of a point source

ocated on the optical axis is formed at a distance from the central pixel

of the corresponding elemental image) that depends on the point axial

epth, as measured from the object plane. Consequently, and due to the

ateral shift-invariant feature, the PSF of a lateral microlens is the same

s that of the central microlens, but with a lateral displacement (or dis-

arity) that depends on the point axial depth. Therefore, modelling the

ight propagation through all the optical components also adds redun-

ant complexity. To compute the 3D PSF of the FLMic, one only needs
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Fig. 1. Fourier lightfield microscope optical set-up. The lenses L1-L2 form a telecentric relay that conjugates the microlens array (MLA) with the aperture stop. The 

exit pupil is the image of the aperture stop. The field stop is placed at the plane of the intermediate image, in order to avoid the overlapping between the elemental 

images (EIs) formed by the microlenses. 

Fig. 2. In the lateral microlenses of an FLMic, the image of an axial point source 

is displaced from the center of the elemental image. The shift depends on the 

depth of the point source. 
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Fig. 3. The images used to calibrate the FLMic. (a) The blank image captured 

with the real system. (b) The binary image created to find the translation and 

rotation of the MLA. 
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o compute the 3D PSF of the central microlens and to know the exact

ositions of the lateral microlenses. 

.2. Calibration 

To build the 3D PSF of the FLMic, it is necessary to know exactly the

osition of the EIs, that is, the location of the central pixel behind each

icrolens. In fact, an inaccurate calibration can lead to reconstruction

rrors that can range from object translation and small artefacts (for

mall inaccuracies in the calibration of one or two microlenses), to the

ailure to reconstruct the sample (in case of bigger errors in the cal-

bration). It is difficult to correlate the reconstruction errors with the

ccuracy of the calibration, but we can assume that an error of maxi-

um 1 pixel in the horizontal and vertical direction, in maximum two

icrolenses out of seven, can be tolerated, because it leads to negligible

econstruction artefacts. 

To know the position of the EIs with the maximum accuracy, we

esigned an easy and robust calibration method. This method is based

n the capture of a so-called blank image; that is, an image obtained

lluminating directly the objective without inserting any sample. The

mage obtained is an array of circles, whose centers correspond to the

entral pixel of each EI. In Fig. 3 (a), an example of blank image is shown.

Knowing the optical set-up parameters (pitch of the MLA, pixel size,

tc.) and the geometry of the MLA (orthogonal or hexagonal arrange-

ent), a binary image is created, with the same characteristics of the

eal blank image captured with the system. In the binary image, the

entral circle is placed exactly at the center of the image and the lateral

Is’ centers are located on a perfectly horizontal line. In Fig. 3 (b), the

inary image created to calibrate the system of Fig. 3 (a) is shown. 

Both images are used to extract the translation and rotation of the

LA with respect to the sensor. First, a correlation matrix of both is cal-

ulated, and the location of the maximum is found. This location cor-

esponds to the ( 𝑥, 𝑦 ) translation of the MLA with respect to the center

f the sensor. Then, the binary image is rotated by a constant angle, in

 certain range of angles. A correlation matrix between the blank im-
3 
ge and every rotated binary image is calculated: the correlation matrix

aving the highest maximum value corresponds to the rotation angle of

he MLA. Once the translation and rotation of the MLA are found, it is

ossible to calculate the coordinates of the centers of the EIs. 

As the centers of the microlenses with respect to the sensor only

ary if the MLA or the sensor are changed (or moved), the calibration

rocess only needs to be repeated in these cases. In the case that the

icroscope objective or the relay lenses were changed and the number

f elemental images 𝑁 changes, it would be still possible to calculate

he coordinates without repeating the calibration, as the translation and

he rotation would remain the same. In fact, to avoid the calculation

f the coordinates at every execution, we save one file containing the

oordinates of the centers for every possible value of 𝑁 . Hence, at every

xecution of the reconstruction algorithm, it is sufficient to read the

oordinates from this file. 

.3. The computation of the 3D PSF 

As mentioned in Section 2.1 , the first step is to generate the 3D PSF

f the central microlens. With all the parameters of the optical system,

nd choosing the axial step (i.e., the axial distance between the slices of

he 3D PSF), the 3D PSF of the central microlens is generated, based on

raunhofer diffraction [26] and taking into account the pixel shape and

ize. It consists of an array of 2D images, each one containing the im-

ulse response to a point source axially displaced by a constant distance

that we call axial step). 

Once we have the 3D PSF of the central microlens, we can build the

ntire FLMic 3D PSF. To do so, for every microlens we need to calculate

he shift of the Airy disk at every PSF slice. This shift can be expressed

s 

 = 

𝑧 

Δ
d , (5)
𝑧 
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Table 1 
The table contains the data of the FLMic used for imaging each 

sample and the parameters used for the reconstruction. 𝜆𝐵𝐹 is 

the wavelength of the barrier filter used. For the USAF target, 

this data is not included, as it was imaged with brightfield illu- 

mination. z-step is the axial step, that is the distance between 

the slices of the 3D PSF (and, consequently, the reconstructed 

volume). z range is the total volume of reconstruction. 

Sample USAF Sphere Hydrogel 

𝑓 𝑂𝑏 10.0 mm 4.5 mm 9.0 mm 

ΦAS 10.0 mm 5.4 mm 7.2 mm 

𝑓 2 
𝑓 1 

0.50 0.55 0.55 

p 1.00 mm 1.00 mm 1.00 mm 

𝑓 MLA 6.4 mm 6.4 mm 7.9 mm 

𝛿px 2.2 μm 2.2 μm 2.2 μm 

𝜆BF Brightfield 455 nm 420 nm 

z-step 8.54 μm 2.13 μm 6.94 μm 

z range [μm] [-50.0, 0] [-21.3, 34.1] [-138.8, 138.8] 
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here s is the ( 𝑥, 𝑦 ) vector of the pixel shift, z is the distance of the PSF

lice from the reference object plane, Δ𝑧 is the axial distance related to

 1-pixel shift, and d is the vector containing the normalized distance

in pixels) of that given microlens to the central one. As demonstrated

n [10] , Δ𝑧 is 

𝑧 = 

𝑓 𝑀𝐿𝐴 

𝑝 

𝛿𝑝𝑥 

𝑀 

2 
𝑇 𝑜𝑡 

, (6)

here 𝛿𝑝𝑥 is the pixel size. 

As an example, we want to generate the 3D PSF of the FLMic used

n Fig. 3 . Let us suppose that for this FLMic, we have Δ𝑧 = 5 μm and

hat we generated the 3D PSF of the central microlens, choosing an ax-

al step equal to Δ𝑧 . Let us consider the rightmost microlens. Supposing

hat this microlens has its center at the same 𝑦 coordinate as the central

icrolens, we have d = (1 , 0) . For the slice at 𝑧 = 0 μm (the reference

bject plane), we have s = (0 , 0) , so the PSF of the rightmost microlens

t this plane is identical to that of the central microlens. For the slice at

 = +5 μm (5 μm closer to the objective lens), we have s = (1 , 0) . So, we

ake the corresponding PSF slice of the central microlens and we copy

t into the rightmost EI, displacing it 1 pixel to the right. For the slice at

 = +10 μm , we take the corresponding PSF slice of the central microlens

nd we copy it into the rightmost EI, displacing it 2 pixels to the right.

or the PSF slices having negative depth (further from the objective lens

han the reference object plane), the shift of the PSF in the rightmost mi-

rolens, with respect to the central pixel of the corresponding EI, would

e to the left. 

Applying Eq. (5) to every microlens, at all the 3D PSF slices, the 3D

SF of the FLMic is generated. The result is similar to that of Fig. 5 (c),

here we show the maximum intensity projection of the stack contain-

ng the 3D PSF of the FLMic used for capturing the sample of Fig. 5 . 

Given the image captured and the 3D PSF of the FLMic, the iter-

tive Richardson-Lucy deconvolution algorithm is applied, to estimate

he volume of the sample. The resulting estimation is a 3D discrete vol-

me, in which the ( 𝑥, 𝑦 ) spacing between the voxels is equal to the pixel

ize in the object space 
(

𝛿𝑝𝑥 

𝑀 𝑇 𝑜𝑡 

)
and the 𝑧 spacing is equal to the axial

tep chosen. 

The whole algorithm, including the calibration, the 3D PSF genera-

ion and the 3D reconstruction, is implemented in C++. 

. Results and discussion 

.1. Spatial resolution 

To demonstrate the correct functioning of our method, we imaged a

SAF 1951 resolution target. The target was placed at the object plane

nd at -50 μm from the object plane, to test the performances of the

econstruction method at different depths. The object was illuminated

ith brightfield illumination. The parameters of the FLMic used for cap-

uring all the samples shown in the paper are given in Table 1 . Take into

ccount that the total DOF of the FLMic used to image the USAF target

s about 72 μm. Thus, the plane at -50 μm from the object plane is out

f the DOF of the FLMic. 

We used our algorithm to reconstruct the sample and we compared

he results with those obtained with the algorithm of [25] (without

uper-resolution). The parameters of the reconstruction are also given

n Table 1 . All the reconstructions, for all the samples, were performed

n a Notebook MSI GL 63 8RC, equipped with 8th Gen. Intel® Core TM 

7 processor, 16 GB RAM and NVIDIA GeForce® GTX 1050 with 4 GB

DR5 GPU and were made with 10 iterations of the Richardson-Lucy

lgorithm. The results of both algorithms are shown in Fig. 4 . Fig. 4 (a)

hows the results for the target placed at the object plane, while (b)

hows the results for the target placed at -50 μm. As expected, the reso-

ution for the reconstruction of Fig. 4 (b) is worse than that of (a). This is

ecause, in the case of (b), the object was out of the DOF of the FLMic,

s mentioned before. If we compare the results of both algorithms, at
4 
oth depths, we note that the intensity profiles of all the elements are al-

ost identical. This means that the performances of our method equalize

hose of [25] , in terms of lateral resolution. Therefore, we can conclude

hat the assumptions made in Section 2 are appropiate and that the sim-

lified image formation model proposed does not lead to a worsening

n the quality of reconstruction. If we focus our attention on the image

f the resolution target reconstructed with the algorithm of [25] , inside

he white square at the top of the image and inside the lines of the low

esolution elements, some reconstruction artefacts can be noted. The

ame does not occur in the image of the resolution target reconstructed

ith our algorithm. These artefacts might be due to a slight error in the

alibration. 

.2. 3D sample reconstruction 

Also, we tested the algorithm reconstructing the volume of two dif-

erent 3D samples, observed with different FLMic configurations. 

The first sample is the “Sphere ” pattern of the Argo-HM test from

rgolight. The pattern consists of three circles of 50 μm diameter. The

ircles are placed on three orthogonal planes, representing the equator

nd two meridians of a sphere. In Fig. 5 (a), the image captured with

he FLMic is shown, which consists of 7 elemental images in 2-3-2 con-

guration (two EIs in the top and the bottom line and three EIs in the

entral line). In Fig. 5 (b), (c) and (d), we show some different image

f the computed PSF. In Fig. 5 (d), the 3D PSF of the FLMic is shown

rom a side view. In the top and bottom lines, two identical PSFs can be

oted. Likewise, in the central line, three identical PSFs can be noted.

his is because the MLA is rotated with respect to the sensor, so the

enter of each PSF has different 𝑦 coordinates. For this reason, they can

e all seen from a side view. Finally, in Fig. 5 (e), the sample recon-

truction at different depths is shown. We can see that the algorithm is

apable of reconstructing the shape of the sphere, providing good opti-

al sectioning. The distance between the first plane and the last plane in

hich non-zero signal of the sample is detected is about 51 μm, which is

ractically equal to the diameter of the sphere. In addition, the central

eridian is exactly at half this distance, which confirms the precision of

he volumetric estimation. 

The second specimen is a sample of hydrogel with embedded fluo-

escent cells. The image captured is shown in Fig. 6 (a). In this image,

he effect of scattering is evident from the strong background. Yet, the

lgorithm is able to reconstruct the 3D sample. In fact, in FLMic, ballis-

ic photons (the photons that travel on a straight line, passing through

 scattering medium) are the only ones that follow the image formation

odel presented in Section 2.1 . In Fig. 6 (b), the sample reconstructed at

ifferent depths is shown. As mentioned before, the algorithm is capable

f reconstructing the 3D volume despite the background. To further im-

rove the quality of the 3D reconstruction, we applied the background
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Fig. 4. (a) Reconstruction of the USAF 1951 resolution target placed at the 

object plane, with both the algorithm of [25] and ours. The intensity profiles of 

all the elements of group 7 are shown for both algorithms. (b) Reconstruction of 

the USAF target placed at -50 μm from the object plane, with both the algorithm 

of [25] and ours. The intensity profiles of all the elements of group 7 are shown 

below. Here, the resolution is worse than in (a), because the USAF was placed 

outside the DOF of the FLMic. 

s  

i  

t  

a  

v  

s  

t  

w  

t  

o  

Fig. 5. (a) The image of the “Sphere ” pattern of the Argo-HM test, captured 

with the FLMic, consisting of 7 total elemental images. (b) The 3D PSF of the 

central microlens from a side view. (c) The maximum intensity projection of the 

3D PSF of the FLMic. (d) The 3D PSF of the FLMic from a side view. (e) The 

sample reconstructed at different depths. As can be seen from these images, the 

reconstruction method provides good optical sectioning. 

s  

r  

I  

f  

s  

c  

a  

t  

c  

s

ubtraction method mentioned in [28] . We applied this method to the

mage of Fig. 6 (a): the result is shown in Fig. 6 (c). In Fig. 6 (d), we show

he comparison between the original central EI, and the central EI after

pplying the background subtraction. Finally, in Fig. 6 (e) and (f), the

olume reconstruction are shown for both the original and background-

ubtracted images, respectively. These volume visualizations were ob-

ained with the “3D Project ” function of ImageJ. A spacing of 5 pixels

as applied between each reconstruction slice, to respect the ratio be-

ween the voxels’ spacing in ( 𝑥, 𝑦 ) and in 𝑧 . Let us focus on the top views

f both volume reconstructions. In the case of the original image recon-
5 
truction ( Fig. 6 (e)), a geometrical artefact can be noted around each

econstructed cell, with a hexagonal pattern similar to that of the MLA.

n the case of the background-subtracted image reconstruction, this arte-

act is not present. On the other hand, the drawback of the background

ubtraction procedure is that it could remove the useful signal of the

ells of deeper layers. This is because their images have lower contrast

nd bigger diameter respect to that of the cells of superficial layers, so

hey might be removed by the top-hat filtering. This effect can be noted

omparing the side views of the volumes: in the side views of Fig. 6 (f),

ome cells at the bottom of the volume are missing. 
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Fig. 6. (a) The image of a hydrogel sample with fluorescent cells, captured with the FLMic. The complete EIs are 7, while the other ones are only partially illuminated, 

as they do not fit into the exit pupil. (b) The sample reconstructed at different depths. (c) The image processed to subtract the background. (d) The difference between 

the central EI before (half left) and after (half right) the background subtraction. (e) The reconstructed volume from top view and two side views. To compute this 

volume, the deconvolution algorithm was applied to the original image (without subtracting the background). (f) The reconstructed volume from the top view and 

two side views, computed from the background-subtracted image. 

6 
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Fig. 7. The comparison between the time taken by our algorithm and that of 

[25] to compute the 3D PSF of an FLMic. The curves were generated measuring 

the time taken when the number of reconstruction slices varies from 21 to 41. 

Our algorithm is 12.5 times faster than that proposed in [25] . 
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Fig. 8. The comparison between the total time taken by our algorithm and that 

of [25] to compute the 3D reconstruction of the sample. The curves were gener- 

ated measuring the time taken when the number of reconstruction slices varies 

from 21 to 41. Our algorithm is minimum 3.6 times faster than [25] and the 

improvement increases for higher number of reconstruction slices. 
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.3. Computation time 

To demonstrate the improvement in the computation time given by

he proposed method, we compared the computation times of [25] and

hose of our algorithm. 

First, we measured the time needed by the different calibration meth-

ds. For the algorithm of [25] , it was 145.9 seconds, while for our al-

orithm it was 3.8 seconds. Therefore, the implementation of our cali-

ration method is much faster. In addition, it is much more robust. In

act, the calibration of [25] is based on the capture of a sample placed

xactly on the object plane. As mentioned in Section 1 , placing an object

t the object plane is very difficult in FLMic, due to its large DOF. 

Then, we measured the time taken by both algorithms to generate

he 3D PSF of the FLMic. The 3D PSF computed for this test is that of

he FLMic system used to image the hydrogel sample. The algorithm

as tested varying the number of reconstruction slices by a constant

tep of 2, in a range from 21 to 41. In Fig. 7 we show the resulting

urves for both algorithms. Both curves show a linear dependence on

he number of reconstruction slices. The time taken from our algorithm

oes from 2.853 seconds (for 21 slices) to 5.468 seconds (for 41 slices).

he slope is approximately 0.13 seconds per reconstruction slice. The

ime taken from the algorithm of [25] goes from 36.115 seconds (for 21

lices) to 68.235 seconds (for 41 slices). The slope is 1.61 seconds per

econstruction slice, approximately. The improvement provided by our

ethod is evident: our algorithm is 12.5 times faster generating the 3D

SF. This improvement is obviously due to the 3D PSF generation based

n the simplified image formation model explained in Section 2 . 

The same experiment was repeated to extract the total computation

ime of both algorithms. This is the global execution time, including the

D PSF generation, but excluding the calibration process. In fact, the

alibration is only needed when the MLA or the sensor are changed or

isaligned. So, we chose to exclude it from the total computation time,

o make the comparison more fair. The result is shown in Fig. 8 . Also in

his case, the curve for our algorithm shows a linear dependence on the

umber of reconstruction slices. The total execution time goes from 45

econds (for 21 slices) to 86 seconds (for 41 slices) with a slope of 2.05

econds per slice. In contrast, the curve for the algorithm of [25] shows

 quadratic dependence. The computation time measured goes from 163

econds (for 21 slices) to 558 seconds (for 41 slices). Also in this case, the

mprovement given by our algorithm is clear. Specifically, in the range

f reconstruction slices considered, our algorithm is 3.6 times faster in

he case of 21 reconstruction slices and 6.5 times faster in the case of 41

econstruction slices. While part of this improvement is due to the accel-

ration in the 3D PSF generation, the main contribution is given by the

PU implementation of the Richardson-Lucy deconvolution. Hence, the
7 
erformances of the algorithm would be further improved if executed

n a workstation with a better GPU. 

. Conclusions 

In this paper we have presented a fast and robust 3D reconstruction

rotocol for Fourier lightfield microscopy. We have demonstrated that

 synthetic PSF based on a simplified image formation model helps to

peed up the 3D PSF generation. Other part of the protocol is the robust

alibration procedure prior to the 3D PSF generation. Besides, we have

emonstrated experimentally that the overall method provides a resolu-

ion similar to that obtained with a much more sophisticated algorithm

nd also that it is able to reconstruct 3D samples with high precision and

ptical sectioning. Finally, we showed that, implementing the algorithm

n GPU, the computation time invested for the whole process (including

he 3D PSF generation and the reconstruction algorithm execution), is

uch shorter than previous ones, while providing the same reconstruc-

ion quality. We believe that this accelerated processing speed, together

ith the single-shot nature of FLMic, can facilitate the widespread of

LMic among microscopy users and researchers. 
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