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ABSTRACT 

 

Due to the switch from CCD to CMOS technology, CMOS based image sensors have become 

smaller, cheaper, faster, and have recently outclassed CCDs in terms of image quality. Apart 

from the extensive set of applications requiring image sensors, the next technological 

breakthrough in imaging would be to consolidate and completely shift the conventional CMOS 

image sensor technology to the 3D-stacked technology. Stacking is recent and an innovative 

technology in the imaging field, allowing multiple silicon tiers with different functions to be 

stacked on top of each other. The technology allows for an extreme parallelism of the pixel 

readout circuitry. Furthermore, the readout is placed underneath the pixel array on a 3D-stacked 

image sensor, and the parallelism of the readout can remain constant at any spatial resolution of 

the sensors, allowing extreme low noise and a high-frame rate (design) at virtually any sensor 

array resolution. 

The objective of this work is the design of ultra-low noise readout circuits meant for 3D-stacked 

image sensors, structured with parallel readout circuitries. The readout circuit’s key 

requirements are low noise, speed, low-area (for higher parallelism), and low power. 

A CMOS imaging review is presented through a short historical background, followed by the 

description of the motivation, the research goals, and the work contributions. The fundamentals 

of CMOS image sensors are addressed, as a part of highlighting the typical image sensor features, 

the essential building blocks, types of operation, as well as their physical characteristics and their 

evaluation metrics. Following up on this, the document pays attention to the readout circuit’s 

noise theory and the column converters theory, to identify possible pitfalls to obtain sub-electron 

noise imagers. Lastly, the fabricated test CIS device performances are reported along with 

conjectures and conclusions, ending this thesis with the 3D-stacked subject issues and the future 

work. A part of the developed research work is located in the Appendices. 

 

Keywords: 3D-Stacking; Readout Parallelism; Sub-Electron Noise; Low Area; Low Power; 

High-frame Rate; Incremental Sigma-Delta; 
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RESUMO 

 

Devido à mudança da tecnologia CCD para CMOS, os sensores de imagem em CMOS tornam-

se mais pequenos, mais baratos, mais rápidos, e mais recentemente, ultrapassaram os sensores 

CCD no que respeita à qualidade de imagem. Para além do vasto conjunto de aplicações que 

requerem sensores de imagem, o próximo salto tecnológico no ramo dos sensores de imagem é 

o de mudar completamente da tecnologia de sensores de imagem CMOS convencional para a 

tecnologia “3D-stacked”. O empilhamento de chips é relativamente recente e é uma tecnologia 

inovadora no campo dos sensores de imagem, permitindo vários planos de silício com diferentes 

funções poderem ser empilhados uns sobre os outros. Esta tecnologia permite portanto, um 

paralelismo extremo na leitura dos sinais vindos da matriz de píxeis. Além disso, num sensor de 

imagem de planos de silício empilhados, os circuitos de leitura estão posicionados debaixo da 

matriz de píxeis, sendo que dessa forma, o paralelismo pode manter-se constante para qualquer 

resolução espacial, permitindo assim atingir um extremo baixo ruído e um alto debito de 

imagens, virtualmente para qualquer resolução desejada. 

O objetivo deste trabalho é o de desenhar circuitos de leitura de coluna de muito baixo ruído, 

planeados para serem empregues em sensores de imagem “3D-stacked” com estruturas 

altamente paralelizadas. Os requisitos chave para os circuitos de leitura são de baixo ruído, 

rapidez e pouca área utilizada, de forma a obter-se o melhor rácio. 

Uma breve revisão histórica dos sensores de imagem CMOS é apresentada, seguida da 

motivação, dos objetivos e das contribuições feitas. Os fundamentos dos sensores de imagem 

CMOS são também abordados para expor as suas características, os blocos essenciais, os tipos 

de operação, assim como as suas características físicas e suas métricas de avaliação. No 

seguimento disto, especial atenção é dada à teoria subjacente ao ruído inerente dos circuitos de 

leitura e dos conversores de coluna, servindo para identificar os possíveis aspetos que dificultem 

atingir a tão desejada performance de muito baixo ruído. Por fim, os resultados experimentais 

do sensor desenvolvido são apresentados junto com possíveis conjeturas e respetivas conclusões, 

terminando o documento com o assunto de empilhamento vertical de camadas de silício, junto 

com o possível trabalho futuro. 

Palavras-Chave: Empilhamento Vertical; Paralelismo de Leitura; Ruído Sub-electrão; área; 

Potência de Dissipação; Débito de Imagens; Conversores Sigma-Delta; 
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1 INTRODUCTION 

The aim of this chapter is to provide the reader a brief overview of the CMOS image sensors’ 

background, through a short historical review. In addition, the chapter addresses the objectives 

and the motivation for the research work, followed by the adopted document organization and a 

summary of the work contributions. 

1.1 Low Noise CMOS Image Sensor Background 

 

Electronic imagers emerged in the early developments of the solid-state chips in the 1960’s. 

Initially, the Charge-Couple Devices (CCDs) appeared as a branch of the solid-state circuits for 

light sensing. During that early time, Metal-Oxide Semiconductors’ (MOS) and Bipolar Junction 

Transistors’ (BJT) fabrication processes had developed and several imagers have been made 

with those technology processes. In the meantime, the active pixels and the concept of light 

integration were developed and implemented on MOS fabrication process imagers, in parallel 

with the miniaturization of the technology. Until then, CCDs were the most prominent solid-

state imaging devices that could replace thin-film based cameras, whether from their competitive 

cost when compared with MOS process imaging devices or from their higher quality image 

capability. With greater acceptance of Complementary MOS (CMOS) solid-state circuits during 

the 1990’s, the cost of the CMOS technology allied with Very-Large Scale Integration (VLSI) 

capabilities resulted in a resurgence of the CMOS imagers and a subject of interest again, making 

them an alternative technology for producing photo detector devices [1]. 

During the massification of the CMOS Image Sensors (CIS) in the mid-2000’s, in contrast with 

the CCDs [2] [3], the CMOS imagers had to evolve to suppress the market demands for increased 
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resolution, higher speed, lower noise, lower power, lower cost, and a high count of features 

integration, targeting niche markets such as the scientific, space, medical and industrial fields, 

as well as targeting high volume automotive and consumer markets. Recently, the biggest world 

supplier of CCDs, the Sony company, stopped producing CCD image sensors, by discontinuing 

them in favor of CMOS images sensors development [4] [5]. As a result, CMOS digital still 

cameras are rapidly becoming the dominant type of image devices. They are not only replacing 

the CCDs and the thin-film cameras but also enabling many new applications [6]. The demand 

for low noise, high readout speed, and high dynamic range is pushing the research in the field 

[7]. 

A whole new world of applications for the digital cameras is then moved and impelled by the 

introduction and the development of a new class of CMOS image sensors, namely extreme low 

noise CIS devices, enabling high-spatial resolution and high frame-rate features. These became 

key specifications for companies intending to be ahead of the competition in the imaging field. 

The limitations to achieving extreme low noise image data occur mainly due to the presence of 

the devices’ intrinsic noise sources – essentially the thermal and the flicker noise – and also due 

to the existence of on-chip environmental noise sources, such as that the power supplies noise. 

Understanding well these noise sources’ contributions is crucial for the attempt of reducing and 

mitigating their interference in the system. Therefore, with appropriate design and appropriate 

layout techniques, fewer and fewer noisy sensors are becoming possible to develop. 

On the one hand, low-temporal and low-spatial noise image sensors have been developed since 

the boom of CMOS image sensors, due to the improvements achieved in the research field, such 

as the introduction of the Correlated Double Sampling (CDS) technique, allied with low noise 

pinned-pixels developments. This permitted the early CIS devices to approach the known CCDs 

performances, as well as exhibiting reduced Fixed-Pattern Noise (FPN) and increased intra-

scene Dynamic Range (DR) when compared with their predecessors, which lacked the CDS 

operation. On the other hand, extreme low noise sensors can be designed by averaging the wide 

spectrum thermal noise through the multiple readout samples, in conjunction with the subtraction 

of the correlated (noise) signals, originating the Correlated Multiple Sampling (CMS) technique 

[8] [9]. This technique was further extended by several other authors in their research works [10] 

[11] [12]. 

The above-cited techniques reduce both the thermal noise and partially cancel the flicker noise, 

sometimes called 1/f noise. On the one hand, the 1/f noise contribution is reduced with a simple 

CDS readout form, due to the zeroing at low frequencies. On the other hand, the mitigation of 
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the flicker noise is further increased by putting in practice the CMS readout technique, and its 

cancellation efficiency increases with the CMS order [13]. In general, if one wants to reach an 

extreme low noise CIS device, the CMS technique must be considered in detriment to a simple 

CDS readout. In any of these cases, some portion of system noise will always be left behind 

(either spatial or temporal), even after applying the circuits’ calibration, given that the remaining 

portion of the spatial, the thermal, and the flicker noise cannot be fully corrected, averaged or 

canceled, respectively. Therefore, these untreated noise portions are becoming the dominant 

contributors of the resulting noise performance limits of modern low noise CIS devices. 

The sensors’ readout noise performance is not uniquely defined by the column readout circuits. 

It is also defined by the pixels performance. Any pixel readout type exhibits an intrinsic readout 

Bandwidth (BW) based on the size of the pixel matrix and the size of the pixels themselves. 

Referring to a specific pixel readout circuit and its inherent bandwidth, there should be a 

particular number of signal samples, at a particular sampling rate, which produces the best 

averaging thermal effect jointly with the lowest sampling correlated time, such that it originates 

the lowest overall output noise. As such, there is evidence that there should be a compromise 

between the number of samples (concerning averaging the thermal noise) and the time needed 

for their correlated value subtraction (aimed for flicker noise cancellation). Once the best number 

and the frequency of the samples are known, the lowest readout noise may emerge, for a given 

pixel and for a given column readout circuit path. 

Furthermore, the high frame-rate and high-spatial resolution features emerge with parallelized 

Analogue-to-Digital Converters (ADCs) and with specific readout architectures. These can be 

further improved by developing and designing CIS devices in a 3D fashion way, by vertical-

stacking several silicon tiers [14], enabling more functionality in the chips [15]. In summary, 

low spatial and low temporal noise imaging combined with high frame-rate and high-spatial 

resolutions are key features to remain competitive in the image sensor market. 

1.2 Problem Description, Research Objectives, and Motivation 

 

The CMOS image sensors feature a photo sensing area (converting light into charges, and then 

transforming these into voltage or current signals), pixel readout electronics (reading the voltage 

based photo-signals from the pixels to the column readout circuits), column signal converters 

(translating the incoming voltage signals into the digital domain), timing control circuits, several 

data drivers (required for expelling the digitized sensor data), some processing/correction units, 

among others. Some critical components of the highly complex imaging system are the pixel 
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type and the pixel readout electronics, the column amplification stages, and the column 

converters. All these have a major impact on the sensors noise performance, resolution, power, 

and speed, hence these are seen as the most important blocks of a CIS device, from a market 

perspective. 

The electronic imaging applications go beyond simple video and photography, where the CIS 

devices are used in space, industrial, and scientific instrumentation (among others), in which 

low-light vision capability is a commonly required feature. For instance, focusing on the 

scientific area as an example, the extreme scenario would be an image device exhibiting a 

readout noise performance in the dark, capable of detecting units of photons. Targeting the low-

light vision markets makes the extreme levels of noise performance more and more essential 

from modern CMOS imagers [16]. 

As such, in order to respond to the current market demands for extreme low noise imagers, CIS 

based on Three-Transistor (3T) pixels are no longer viable, as these sensor devices exhibit more 

image noise when compared with their Four-Transistor (4T) pinned-pixel counterparts. This 

occurs mainly because 3T-based pixels suffer from uncorrelated Reset noise samples, while 4T 

pinned-pixels are free from such KTC reset noise, in which such dictates mostly the noise floor. 

In the correct section, the aspects concerning 3T-based and 4T-based pixels will be addressed in 

more detail; however, at this stage one can already infer that this narrows down the option for 

using a specific type of pixel in detriment to another, if one wants to reach equivalent sub-

electron CIS noise performance. This in turn starts to define what is necessary to do (or to pay 

attention) from the pixel perspective. 

The choice concerning the pixel type is not the only parameter that an Integrated Circuit (IC) 

designer has at their fingertips to actively work to reduce the total readout noise. Another part of 

the CIS, which can always be improved (either from new circuits or from enhanced readout 

techniques) is the column readout circuits drawn up to the column conversion blocks. There are 

two currents on this issue, from the design perspective. One choice is to reduce the amount of 

electronic readout circuitry, in order to avoid the addition of noise from such intermediate stages 

bridging the pixels and the column converters. The other option is to allow and provide gain at 

an early stage of the readout path, prior to the column converters, in order to reduce the noise 

contribution of the latter, at the cost of introducing more circuitry. There must be a trade-off 

between the choices of providing a gain and avoiding amplification circuits at all, prior to the 

signals being applied to the column ADCs. To understand how a modern CIS readout path is 

like, Figure 1-1 shows a typical but simplified example of a pixel readout and the corresponding 

column readout circuitry. 
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Figure 1-1 – Simplified CIS active pixels and the classical column readout circuit stages. 

 

The issues focus, on the one hand, on the choice for maintaining the classical pixel and the 

column readout path depicted in Figure 1-1, allowing fast system pipeline operation through a 

Sample-and-Hold (S&H) stage, jointly with the use of a Programmable Gain Amplifier (PGA) 

stage. On the other hand, the choice of not employing an interleaved system readout operation, 

thus sacrificing the readout speed, while avoiding any KTC sampling noise from the S&H stage. 

One can even further consider the removal of the PGA block as well, improving the system area 

and power consumption, which in turn, applies the pixel photo-signals directly to the column 

ADCs. This work should be able to aid the reader to obtain such an answer, concerning these 

doubts, or at least to narrow down the available options. 



Ultra-Low Noise, High-Frame Rate Readout Design for a 3D-Stacked CMOS Image Sensor 

6  Luis Miguel Carvalho Freitas - September 2022 

The other variables that play a role in the resulting total CIS noise are the column converters 

noise performance, the quantization noise (which is related to the resolution), and their type, 

namely Nyquist-rate or Oversampling converters. The intrinsic converter’s noise performance is 

essential to consider, as these blocks are essentially analogue circuits, thus may add significant 

self-generated noise to the block’s performance, contributing to the overall CIS noise count, 

apart from the ADC quantization noise itself. Moreover, depending on the system operation, 

namely employing the CDS or the CMS operation technique, the ADC type plays a very 

significant role, depending on those. In the appropriate section, the aspects concerning the CDS 

and the CMS operation will be tackled. 

Nevertheless, the literature indicates that the CMS is intrinsically better than the CDS operation 

outcome, when concerning the noise reduction effectiveness, due to the CMS technique being 

mainly for averaging uncorrelated noise samples. This is the reason why it increases the noise 

reduction efficiency. However, one does not want to consider a complex column ADC, 

accommodating excessive circuitry, such that overall it generates equal or more noise than 

simpler converters. This means that, when concerning the column converter development, the 

objective of this research work is to consider different ADC architectures evidenced in the 

literature, which are suitable for use in conjunction with the CMS operation. Whatever the 

adopted converter may be, it must end up having enough positive aspects regarding the area, 

speed, noise, and the power consumption, to justify its implementation on a test chip. 

Summarizing, the motivation placed in realizing this research work is related to overcoming the 

above-cited uncertainties and solving the identified problems that prove to be difficult when 

designing extreme low noise image sensors. As such, the objective of this research work is to 

develop, design, layout, and produce a sub-electron input-referred noise (at least unveiling the 

path to accomplish it) with a high frame-rate and a high-spatial resolution CIS device, which is 

meant for a future vertical-stacked implementation, based on using the appropriate pixels, 

adequate amplification circuits, and proper column signal converters capable of averaging input 

samples. 

1.3 Document Organization and Work Summary 

 

Chapter 2 introduces the reader to the background of the CMOS image sensors, addressing the 

fundamentals of the imaging devices, such as the Triple-well CMOS process, the noise in MOS 

devices and in Linear Time-Invariant (LTI) systems, finalized by addressing the usual CISs 

electrical and optical characteristics. In addition, and as part of the chapter related subjects, the 
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Photo-Diodes (PD), the several Pixels, and the CIS types, are addressed and traced back in the 

appropriate appendices section. 

Chapter 3 briefly addresses the classical pixel readout theory (whose additional analysis content 

is relegated to the appendices), to determine and confirm the most suitable readout method for 

the project goals. In addition, the noise contribution from the intermediate amplification stage is 

accounted for and derived, given that it is a critical noise contributor in the readout path. At the 

end of the chapter, an additional effort is spent highlighting the benefits of employing the CDS 

technique, as a means to cancel or to mitigate noise sources, both temporal and spatial. 

Chapter 4 is dedicated to the recent developments in low noise readout design techniques 

employed in modern CIS devices, especially from the pixel circuits perspective, as a means to 

achieve sub-electron read noise performance, going through the in-pixel amplification schemes 

versus the classical pixel readout method, which is achieved in the form of a discussion work. 

The chapter proceed with deep theoretical work on the CMS transfer function, fully evidencing 

its role in the system noise reduction, allowing one to explore the CMS technique. 

Chapter 5 focuses on the fundamentals of the signal converters, starting with an introduction, 

going through the quantization noise and the converter’s dynamic range, prior to the response 

characteristics and the resolution. Lastly, a detailed theoretical work development regarding the 

adopted oversampling high-order converter is presented in the thesis, after a prior reflection on 

which converter type to employ. 

Chapter 6 presents the work done during the test chip development, concerning not only the 

design choices and the respective simulation results, but also the corresponding fabricated test 

CIS experimental results, highlighting whenever possible the relevant conclusions for this 

research project, which may prove helpful in serving as a guideline for future 3D-stacked design 

developments. 

Lastly, chapter 7 focuses on the 3D-stacking design issues that need to be accounted for in future 

vertical-stacked CIS implementations, concretely the several tiers interconnection, the thermal 

dissipation, and the pixels and lastly followed by some related future work. 

 

The summary of the developed work is as follows: 

The research work began with an extensive literature review, in order to create and document 

the background on the CMOS image sensor field, so that the reader may follow the subsequent 

chapters with sufficient in-depth knowledge regarding the CIS fabrication. In the background 
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text, some early important issues/details were identified to take into account when targeting low 

noise CIS projects, apart from the introductory nature of the chapter. The details are then 

summarized at the end of the chapter. 

In addition, a clear view on which pixel readout method the project would need and persist with, 

arose from a comparison work over three different types of pixel readout. It becomes apparent 

that the classical readout method is the best option for the project, to be operated along with 

other techniques such as the CMS operation, so that one could access how to deduce a CIS 

capable of sub-electron noise performance, in the dark. The several pixel readout types 

comparison work was accomplished through an analytical approach, validated by means of 

simulations using real transistors models. With similar importance, a demonstration of how the 

flicker noise has a greater contribution compared with the thermal noise is presented in this report 

document, employing realistic readout power spectrum models (for an 180nm process node) and 

applying a classical double sampling operation. This led the author to understand in which 

direction to go and the appropriate steps to take. 

Moreover, a different theoretical derivation method of the CMS transfer function was employed, 

so that one could better understand its role in controlling the entire system readout performance. 

Following this, the ADCs’ basics and their fundamentals are presented as well, evidencing that 

oversampling noise-shaping converters are the most adequate conversion systems, which can 

meet the desired averaging effect by means its intrinsic multiple sampling nature. This in turn 

led one to the Sigma-Delta (SD) converters, known for their good noise performance as well as 

for their extended resolution. After the extensive introductory reflection, the conclusion was that 

a high-order SD converter would be the right choice for the low noise CIS project due to its high 

conversion speed, thus playing a significant role for the 1/f noise cancellation, as well as for the 

thermal noise averaging. 

The preliminary design achievements of the third-order Incremental Sigma-Delta (ISD) ADC 

revealed that to reach a reasonable low conversion speed (in the order of units of microseconds), 

the current consumption of the readout circuits and the layout area required for those were such 

that in conjunction with the demonstrated noise performance, a third-order ISD ADC driven by 

an active amplification stage is the proper choice concerning the test chip column converters, in 

detriment to first and second-order counterparts. 

Following the experimental results report, improvements on the third-order ISD converter, as 

well as some improvements on the amplification stage were put in place and correspondingly 

simulated, aiming for the most desired sub-electron noise performance, equivalently in the dark. 
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In fact, the sub-electron noise floor was met at a unitary conversion gain level (while conserving 

the test device saturation capacity), in which the proposed solutions did not require any process 

optimization, thus targeting extreme Conversion Gain (CG) levels, nor in-pixel amplification, 

among other solutions. However, this does not signify that in the case of further reducing the 

readout noise levels to photon counting capabilities, those excluded are not essential nor 

necessary to adopt. Concisely, for the project goals it was sufficient optimizing the pixel devices’ 

sizes and the column readout circuits to obtain sub-electron input-referred noise. 

Finally yet importantly, a brief overview to approach a future vertical-stacked CIS solution, 

employing appropriate pixels to avoid image distortion, along with explanations occurs, while 

highlighting the power dissipation issues on 3D-stacked sensors. 

 

The test chip fabrication and research work’s results are the following: 

 -The classical APS readout circuit revealed the most adequate pixel readout method to 

employ in conjunction with the CMS operation. 

 -Fast and low intrinsic noise oversampling column ADCs are necessary to employ in 

order to cancel the dominant low-frequency noise contributor (namely the 1/f noise), which is 

added in the course of the readout signal chain. 

 -High CG low noise pinned-pixels are of extreme importance, so that the pixel/system 

conversion (when expressed in 𝜇𝑉/𝑒 −) can exceed the entire system readout input-referred 

voltage noise, thus aiming to meet equivalent sub-electron performance. 

 -A careful PGA design is mandatory, not only to minimize excessive noise addition but 

also to allow the stage to provide gain at an early location in the readout path. In addition, the 

programmable amplification stage is a fundamental block, as it is able to drive the current hungry 

ADC inputs and to set appropriate DC reset/black levels. 

 -Preferably, an NMOS-based SF pixel readout should be used, possibly with a Buried-

channel NMOS, given that it is more competitive than with PMOS-based SF pixels, in terms of 

overall noise contribution at a similar CG and in terms of the pixel column bus signal swing 

capabilities. 

 -Single-bit third-order ISD converters are the correct choice for tied column ADCs and 

for future stacked circuits, as these converters exhibit competitive relationship values of noise, 

power, speed, and area than in first and second-order converters counterparts. 
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 -Low voltage supply and thin-oxide based readout circuits are extremely important to 

consider, not only to tackle the constant problem of the power dissipation issue, but also to take 

advantage of the higher trans-conductance and the lower flicker noise power characteristics 

related to these devices. 

The above-cited details, succinctly pave the way to obtain a CIS device capable of sub-electron 

input-referred noise performance in the dark. 

1.4 Contributions and Publications 

 

The main contributions for the current research project are: 

 -Extensive literature review, to turn this research work document into a reference and 

background manual for future works in the field of CMOS image sensors. 

 -Analysis of the noise expressions for three different types of pixel readout structures 

(highlighting each and their benefits), mainly confronting the analytical results expressions, in 

order to identify which of the selected pixel readout structures are suitable for the goals of this 

research project, concretely to find means to achieve extreme low noise readout circuits. The 

simulation results corroborate the theoretical comparison work. 

 -Demonstration that the low-frequency 1/f noise source is the main noise contributor 

for modern CIS devices, dictating the noise floor limitation. 

 -Analytical work performed over the CMS transfer function, providing full visibility 

and the explicit inclusion of the noise contamination process, demonstrating precisely how the 

system shapes the input photo-signals and the noise. Not only is the analytical approach different 

from other authors and the literature, but it also defines explicitly what the system does to the 

input variables at the output node. 

 -Study on how the amplification stage is determinant on modern CMOS image sensors, 

evidencing that this intermediate stage is a fundamental block to employ, especially with current 

hungry converters, as well as how critical the block is, in the sense that it can destroy the effort 

of moving towards the low noise feature, if not properly implemented. 

 -Proof that relatively high CG pixels (~105𝜇𝑉/𝑒 −) are sufficient to meet the target 

sub-electron noise performance without employing complex pixel layouts, which may require 

process optimization, in-pixel amplification, among other elaborative techniques. 
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 -The intrinsic loss of signal swing of third-order ISD oversampling converters is such 

that these converters are still adequate to use in CIS readout circuits, given that the usual pixel 

signal range lies in the order of a 1V swing. Any slight signal limitation that may occur can be 

circumvented by controlling the system gain at the PGA stage and/or adjusting the converter 

outer references. In fact, the oversampling nature of ISD converters is crucial for aiming to 

achieve an extreme low noise readout, jointly with optimized low voltage circuits and readout 

BW limitation. 

 

Publications: 

 1- L.M.C. Freitas, F. Morgado-Dias, G. Meynants, and A. Xhakoni, "Design and 

Simulation of a CMOS Slew-Rate Enhanced OTA to Drive Heavy Capacitive Loads", 

International Conference on Biomedical Engineering and Applications - ICBEA, 2018. 

(1) Conference paper describing a new OTA structure enhancing the amplifier slew-rate, suitable 

to drive heavy on-chip capacitive loads, namely the CMOS imager’s on-chip heavy loaded 

references. 

 2- L.M.C. Freitas, F. Morgado-Dias, G. Meynants, and A. Xhakoni, "Design and 

Simulation of an Incremental Sigma-Delta Converter for Improving the Noise Floor Level of 

CMOS Image Sensors", In Proceedings of the International Conference in Engineering and 

Applications - ICEA, 2019. 

(2) Conference paper describing the conducted study work results on the best noise-shaping 

signal converter order, focusing on low noise column-parallel CMOS imaging devices, along 

with a characterization of the proposed dual-cycle ADC structure. 

 3- L.M.C. Freitas, F. Morgado-Dias, "A CMOS slew-rate enhanced OTA for imaging", 

Microprocessors and Microsystems Journal - MICPRO, 2019, 72, 102934. 

(3) Journal paper: extended version of the conference paper (1). 

 4- L.M.C. Freitas, F. Morgado-Dias, "A CMOS image sensor with 14-bit column-

parallel 3rd order incremental sigma-delta converters", Sensors and Actuators A: Physical 

Journal - S&A, 2020, 313, 362-371. 

(4) Journal paper reporting the early test CIS experimental results, as well as highlighting the 

corresponding findings and issues. 
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 5- L.M.C. Freitas, F. Morgado-Dias, "Column amplification stages in CMOS image 

sensors based on incremental sigma-delta ADCs", Microelectronics Journal - MEJ, 2021, 113, 

105055. 

(5) Journal paper reporting the most recent test CIS experimental results, as well as tackling the 

different on-chip column amplification stages to evaluate the best amplifier candidate to employ 

in a future CIS design. 

 6- L.M.C. Freitas, F. Morgado-Dias, "Reference Power Supply Connection Scheme for 

Low-Power CMOS Image Sensors Based on Incremental Sigma-Delta Converters", MDPI - 

Electronics Journal, 10, 299, 2021. 

(6) Journal paper reporting the test CIS experimental results when the sensor operates under 

external ADCs’ references generation and how it can be further used in future low voltage supply 

CIS developments, while the proposed solution utility is validated experimentally. 

 7- L.M.C. Freitas, F. Morgado-Dias, "Design Improvements on Fast, High-Order, 

Incremental Sigma-Delta ADCs for Low-Noise Stacked CMOS Image Sensors", MDPI - 

Electronics Journal, 10, 1936, 2021. 

(7) Journal paper reporting the most recent simulated noise performance results concerning the 

low voltage supply optimized readout circuits, employing low voltage thin-oxide devices, based 

on the inclusion of a realistic and accurate pixel model (extracted from the early test chip 

characterization experiments), aiming to target sub-electron input-referred noise readout. 

 8- L.M.C. Freitas, F. Morgado-Dias, "Thermal readout noise comparison of classical 

constant bias APS and switching bias APS used in CMOS image sensors", Analog Integrated 

Circuits and Signal Processing - ALOG, 2021. 

(8) Journal paper with theoretical thermal readout noise analytical derivations of the classical 

constant-bias APS and the switched-bias APS, confronting both methods’ noise performances, 

supported by simulation results. 

 9- L.M.C. Freitas, F. Morgado-Dias, "Correlated Multiple Sampling Technique - A 

Discrete Fourier Transform Analysis aimed for CMOS Image Sensors", Analog Integrated 

Circuits and Signal Processing - ALOG, 2022. 

(9) Journal paper proposing the use of the Fourier Transform of discrete signals aimed for the 

CMS readout theoretical analytical transfer function derivation, including explicitly the noise 

contamination process, as a mean to expose the full details of the CMS readout method. 
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2 FUNDAMENTALS OF CMOS 

IMAGE SENSORS 

This chapter introduces the fundamental aspects of the CMOS image sensors design, going 

through the basics of the CMOS devices theory up to the specific imager features that serve as 

the evaluation metrics for modern CMOS image sensors. This ensures that the chapter 

culminates as a short compilation of the critical subjects that one should know beforehand, prior 

to moving towards more advanced topics, addressed in up-front chapters. 

In addition, several other relevant topics, such as the “Photo-Diodes and Pixel Types” as well as 

the “CMOS Image Sensor Types” subjects, are addressed as part of the introduction subjects of 

this chapter. However, due to the lack of space in this research thesis, these subjects are moved 

to the Appendices, and it is the reader’s decision whether to follow them or not. 

2.1 CMOS Process and MOS Transistors 

 

In modern low-voltage CMOS process technology design, chip electronics are designed on P-

substrate wafers, in which the NMOS devices are drawn over the wafer substrate, whereas the 

PMOS are drawn over an N-Well implant. The detailed cross-sectional view of the standard 

bulk/planar CMOS process is shown in Figure 2-1. 
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Figure 2-1 – Detailed cross-sectional view of the modern Bulk/Planar CMOS process. 
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Figure 2-1 shows that the PMOS transistors are drawn inside N-Well implants, hence creating 

reversed-bias junctions jointly with the P-doped substrate. The channels are formed in the 

regions underneath the gate-oxides between the Source (S) and Drain (D) extension implants. 

Every P-N path forms a junction-diode, in which these must be kept reversed-biased. The 

Shallow Trench Isolation (STI) implant insulator is drawn between all the devices for proper 

isolation and for preventing leakage current among them (SiO2 or Si3N4). Additionally, a 

mixture of silicon and aluminium metal are melted together to create the silicide material, which 

is necessary to connect the S/D implants and/or the Gate (G) terminals to upper metal layers, 

through the vias implants. Gates are made of polycrystalline silicon, with distinct doping for 

both NMOS (N+ poly) and PMOS (P+ poly) transistors. 

However, the reader may be familiar with a more simplistic example of the device’s physical 

implementation, available in most of the standard literature. Such a simplified view is depicted 

in Figure 2-2 as it will serve (upfront) as a reference for more advanced fabrication process nodes 

cross sectional views. 
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Figure 2-2 – Simplified cross-sectional view of the Bulk/Planar CMOS process. 

 

More advanced fabrication technology nodes such as the triple-well process are often employed 

in modern mixed-signal chip designs, in order to isolate the analogue electronic circuits from the 

digital blocks operation, as the latter induces severe power supplies noise. For the sole purpose 

of example, Figure 2-3 illustrates the cross-section layout of a triple-well process, with both 

analogue and digital transistors. The digital devices, composing the digital circuits, are drawn 

inside a Deep N-Well, whereas the analogue transistors are drawn over the P-substrate. 
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Figure 2-3 – Wafer cross-section of the Triple-Well process. 

 

In order to obtain extreme low noise CMOS image sensors, “clean” analogue power supplies are 

necessary to have at the researcher’s disposal, and the usage of the triple-well fabrication process 

is almost mandatory, given that modern CIS devices include both the digital and analogue 

functionalities in the same hardware piece. Therefore, this is the first criterion to consider in 

order to achieve low noise readouts in mixed-signal chip designs. 

The CMOS integrated circuits, either sourced with a low voltage digital supply or sourced with 

an analogue supply, have their devices governed by well-known equations. A mature fabrication 

process node exhibits more accurate device models, especially for older process technology 

nodes. Depending on the devices’ region of operation, different governing equations emerge. In 

digital circuits, such as logic gates, flip-flops, among others, the MOS devices operate in a linear 

region, while for analogue circuits, such as amplifiers, the MOS devices operate at saturation or 

at sub-threshold regions, in which the most common is the saturation region. Without going into 

too much detail and taking into consideration that the reader knows the basics of CMOS 

electronic devices, the drain current of enhancement NMOS transistors in the saturation region 

is: 

𝐼𝑑 =
1

2
. µ𝑛𝐶𝑜𝑥.

𝑊

𝐿
[2(𝑉𝑔𝑠 − 𝑉𝑡ℎ)𝑉𝑑𝑠 − 𝑉𝑑𝑠2] (1) 

Where µ𝑛 is the carriers mobility, 𝐶𝑜𝑥 is the oxide-capacitance, 𝑉𝑡ℎ is the threshold voltage, 

𝑉𝑔𝑠 is the gate-to-source voltage and the 𝑉𝑑𝑠 is the channel drain-to-source voltage. 

At a specific drain-to-source voltage, namely 𝑉𝑑𝑠 = 𝑉𝑑𝑠𝑎𝑡, where 𝑉𝑑𝑠𝑎𝑡 = (𝑉𝑔𝑠 − 𝑉𝑡ℎ), the 

drain current becomes: 

𝐼𝑑 =
1

2
. µ𝑛𝐶𝑜𝑥.

𝑊

𝐿
(𝑉𝑔𝑠 − 𝑉𝑡ℎ)2 (2) 

The above formula is the simplified drain current expression of an NMOS device at the saturation 

region while neglecting the second-order effects, such as the channel-length modulation effect, 

among others. If such a dependency is introduced, then the drain current relation changes to: 
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𝐼𝑑 =
1

2
. µ𝑛𝐶𝑜𝑥.

𝑊

𝐿
[(𝑉𝑔𝑠 − 𝑉𝑡ℎ)2] × (1 + 𝜆𝑉𝑑𝑠) (3) 

Becoming more generic across the several operation modes, yet including the channel-length 

modulation effect, the drain current is governed by the following: 

𝐼𝑑 =
1

2
. µ𝑛𝐶𝑜𝑥.

𝑊

𝐿
[2(𝑉𝑔𝑠 − 𝑉𝑡ℎ)𝑉𝑑𝑠 − 𝑉𝑑𝑠2] × (1 + 𝜆𝑉𝑑𝑠) (4) 

In the linear operation region, the drain-to-source voltage is relatively small, indicating that 

𝑉𝑑𝑠 ≪ 𝑉𝑑𝑠𝑎𝑡, and so the channel-length modulation is negligible at this region as well, in the 

same way 𝑉𝑑𝑠2 is, too. In such a case, the drain current expression becomes: 

𝐼𝑑 =
1

2
. µ𝑛𝐶𝑜𝑥.

𝑊

𝐿
[2(𝑉𝑔𝑠 − 𝑉𝑡ℎ)𝑉𝑑𝑠] = µ𝑛𝐶𝑜𝑥.

𝑊

𝐿
(𝑉𝑔𝑠 − 𝑉𝑡ℎ)𝑉𝑑𝑠 (5) 

This means that, when 𝑉𝑑𝑠 is small enough, the MOSFET behaves like a resistor controlled by 

the gate-overdrive voltage (𝑉𝑔𝑠 − 𝑉𝑡ℎ), or in other words, behaves like a switch. Given this, 

the series ON-resistance of such an Ohmic switch is: 

𝐼𝑑 =
1

𝑅
× 𝑉𝑑𝑠, where 

1

𝑅
= µ𝑛𝐶𝑜𝑥 ×

𝑊

𝐿
(𝑉𝑔𝑠 − 𝑉𝑡ℎ) (6) 

Until now, the large-signal DC drain current expressions were presented. They were important 

to reveal because not only do they describe the large-signal circuit behavior, but also serve as a 

start point for deriving the small-signal AC expressions, in which the latter ones are useful to 

model and predict a linear circuit’s behavior. Based on this, one will define a figure-of-merit that 

puts into evidence how well an MOS transistor converts the input voltage variation into an output 

current variation, the so called “trans-conductance”, denoted as 𝑔𝑚 parameter. 

𝑔𝑚 =
𝜕𝐼𝑑

𝜕𝑉𝑔𝑠
, 𝑎𝑡 𝑉𝑑𝑠 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. (7) 

The result of the above derivative expression can be exhibited in three different ways, which 

may prove helpful in different scenarios. The simplified first-order expression of the device’s 

trans-conductance is: 

𝑔𝑚 =  µ𝑛𝐶𝑜𝑥
𝑊

𝐿
(𝑉𝑔𝑠 − 𝑉𝑡ℎ) = √2µ𝑛𝐶𝑜𝑥

𝑊

𝐿
𝐼𝑑 =

2𝐼𝑑

(𝑉𝑔𝑠 − 𝑉𝑡ℎ)
 (8) 

Considering the second-order effects, for instance the channel-length modulation, the trans-

conductance expression becomes: 
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𝑔𝑚 = √
2µ𝑛𝐶𝑜𝑥

𝑊
𝐿 𝐼𝑑

1 + λ𝑉𝑑𝑠
 (9) 

In order to obtain the complete small-signal model of the MOS devices, another parameter the 

so-called output resistance, 𝑟𝑜, is necessary to be derived and it can be expressed as follows: 

𝑟𝑜 =
𝜕𝑉𝑑𝑠

𝜕𝐼𝑑
=

1

𝜕𝐼𝑑
𝜕𝑉𝑑𝑠

=
1

𝑔𝑑𝑠
 (10) 

After a simplification it results in the following: 

𝑟𝑜 =
1

𝑔𝑑𝑠
≈
1

𝜆𝐼𝑑
 (11) 

The above expression (Eq.11) demonstrates that the more drain current flowing through the 

device’s channel, the less output resistance the MOS device exhibits, assuming the device 

operates as a current source. 

The simplified low-frequency MOSFET small-signal AC model can be created and presented 

based on 𝑔𝑚 and 𝑟𝑜 parameters. Figure 2-4 depicts the small-signal hybrid-Pi model for the 

MOSFET devices. 
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Figure 2-4 – The NMOS low-frequency small-signal hybrid-Pi model. 

 

The above Figure 2-4 AC circuit model is the one most used across all the literature; however, 

there is another one called the hybrid-T model, which proves to be quite useful as well. In fact, 

the hybrid-T model simplifies the circuit’s solution in the author’s opinion, when compared with 

the hybrid-Pi model. Figure 2-5 displays the AC circuit model diagram of the low-frequency 

MOS small-signal hybrid-T model. 
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Figure 2-5 – NMOS low-frequency small-signal hybrid-T model. 

 

Both small-signal AC models are equivalent to each other and take into consideration that the 

bulk terminal is hard-wired to the source terminal (hence sharing the same potential), so that no 

body effect occurs, meaning that all the drain current is controlled by the gate-to-source voltage. 

As written above, this simplification is quite helpful when solving CMOS linear circuits. 

Lastly, the sub-threshold MOS region of operation is known to be more power-efficient than the 

saturation region, exhibiting higher trans-conductance, for a given value of the drain current (due 

to its exponential characteristic), although in the saturation region the devices achieve a higher 

Transition Frequency (Ft) and a higher absolute  𝑔𝑚 value due to the higher absolute drain 

currents. With that said, the drain current (at the sub-threshold region) is ruled by the following 

formula (considering the bulk is at the same potential as the source terminal) [17]  [18]: 

𝐼𝑑 = 𝐼𝑑0
𝑊

𝐿
𝑒
𝑉𝑔𝑠
𝑛𝑉𝑡 (1 − 𝑒−

𝑉𝑑𝑠
𝑉𝑡 +

𝑉𝑑𝑠

𝑉𝑎
) , 𝑉𝑡 =

𝑘𝑇

𝑞
 𝑎𝑛𝑑 𝑛 =

𝐶𝑜𝑥 + 𝐶𝑑𝑒𝑝𝑙

𝐶𝑜𝑥
 (12) 

Where 𝐼𝑑0 remains relatively constant in the weak-inversion region, and such is given by: 

𝐼𝑑0 = 𝜇𝑛𝐶𝑜𝑥(𝑛 − 1)𝑉𝑡2𝑒
𝑉𝑡ℎ
𝑛𝑉𝑡 (13) 

If 𝑉𝑑𝑠 is large enough when compared with the Thermal Voltage, 𝑉𝑡, as well as neglecting the 

effect of the Early Voltage, 𝑉𝑒𝑎𝑟𝑙𝑦, (which is the equivalent to the channel-length modulation 

on MOS devices at the saturation region) the drain current can be simplified to: 

𝐼𝑑 ≈ 𝐼𝑑0
𝑊

𝐿
𝑒
𝑉𝑔𝑠
𝑛𝑉𝑡  (14) 
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Based on the above approximation (Eq.14), the trans-conductance can then be derived and 

extracted from the derivative of 𝐼𝑑 with respect to 𝑉𝑔𝑠 (according to Eq.7), which is given by: 

𝑔𝑚 ≈
𝐼𝑑

𝑛𝑉𝑡
 (15) 

In opposition to the saturation region, the trans-conductance no longer depends on the device’s 

area, namely from the W and the L sizes. In fact, it only depends on the absolute current that 

flows through the device at a given moment. Moreover, the output resistance remains similar to 

that for the saturation region, which is inversely proportional to drain current. This is valid for 

𝑉𝑑𝑠 large enough when compared to the thermal voltage, 𝑉𝑡. 

𝑟𝑜 ≈
𝑉𝑒𝑎𝑟𝑙𝑦

𝐼𝑑
 (16) 

The bigger the absolute current is, the less output resistance the device exhibits in the sub-

threshold region, similarly to MOS devices in saturation. 

2.2 Noise in MOS Devices and in Linear Time-Invariant Systems 

 

Before proceeding into the MOS devices noise theory some observations need to be made, 

concerning the noise in general and the noise in LTI systems, thus some effort will be spent in 

analyzing it. 

A pure noise signal is the output of a random process generated by a signal source in which the 

current instantaneous value cannot be predicted, even if the past values are already known. The 

only information one can obtain from the noise signal can only arise from a statistical study of 

it. From a signal processing standpoint, the useful information from a noise signal lies in its 

average power, which has a parallel with the variance of a statistical process. In other words, the 

average power value (or simply the signal power) is essentially the same as the statistical 

variance. The average power is expressed as: 

𝑃𝑎𝑣 = lim
T→∞

1

𝑇
∫ 𝑥2(𝑡)𝑑𝑡

𝑇
2

−
𝑇
2

(17) 

Where the 𝑥2(𝑡) term relates to the instantaneous power value of the signal. The concept of the 

average power value of a noise signal can be further extended if one defines a new concept, 

namely the so-called Noise Spectrum, revealing the frequency content of the noise power. The 

Power Spectral Density (PSD), the metric of the noise spectrum concept, reveals how much 
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power a signal can carry inside a specific BW, in other words, it reveals the signal average power 

that lies inside one-Hertz (Hz) of bandwidth, around the central frequency of interest. Although 

a noise signal is not a predictable source, its noise power spectrum might be predictable. Most 

of the noise sources of interest for electronic circuits and physical systems exhibit a predictable 

power spectrum [19]. Figure 2-6 depicts the underlying idea supporting the PSD concept of a 

noise signal. 
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Figure 2-6 – Concept of PSD based on R. Behzad [19]. Example of a filtered signal at 

frequencies 𝒇𝟏 and 𝒇𝒏, and the corresponding output PSD signal. 

 

The issue can be interpreted in the following way. Let one consider that a specific noise signal 

is an infinite sum/superposition of individual signals, each one with a specific frequency. For 

each signal frequency component, one can compute the average power and plot the result into a 

graph. The total integrated noise signal power can be expressed as the accumulation of the 

average power of each signal frequency component. This is the same as integrating the PSD (or 

the 𝑆𝑥(𝑓) function) over the frequency range. As it will be seen upfront, if the signal is purely 

random (and not a deterministic signal in any form), all of its frequency components’ average 

power can be summed up. The average power principle can be somewhat extended to 

deterministic signals as well. 
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Moving deeper into the subject, an additional key property of any LTI system is the input PSD 

shaping feature. This signifies that for an LTI system the input signal power spectral density 

becomes shaped (at the output node) through the power of the Transfer Function Modulus, 

|𝐻(𝑓)|2. 

Sx(f) [V /Hz]

f [Hz]

2

|H(f)|

f

2 Sy(f)

f
 

Figure 2-7 – Example of the input noise shaped LTI system property. Concept idea 

redraw from R. Behzad [19]. Logarithmic scale axis. 

Note: the steepness of 𝑆𝑥(𝑓) noise power spectrum appears exaggerated. A realistic noise PSD 

shape can be found in section 3.3. 

 

Therefore, the input signal PSD appears shaped at the output node, and is calculated as follows: 

𝑆𝑦(𝑓) = 𝑆𝑥(𝑓) × |𝐻(𝑓)|2 (18) 

To compute the total integrated signal power at the system output node, one needs to integrate 

the system output PSD over the frequency range. Similarly, for noise signals, considering it as 

an infinite sum of unpredictable signals (each one with its own spectral component), to calculate 

the total noise power one can integrate the 𝑆𝑥(𝑓) function over the frequency range. The same 

conclusion can be retrieved while obtaining the same total noise value if the process is done in 

the time-domain. Consider solely two unpredicted frequency components (thus sinusoids in the 

time-domain) of such a combined noise signal. The average power of the signal is: 

𝑃𝑎𝑣 = lim
T→∞

1

𝑇
∫ [𝑥1(𝑡) + 𝑥2(𝑡)]

2𝑑𝑡

𝑇
2

−
𝑇
2

 (19.1) 

𝑃𝑎𝑣 = lim
T→∞

1

𝑇
∫  𝑥1

2(𝑡) + 𝑥2
2(𝑡) + 2𝑥1(𝑡)𝑥2(𝑡)𝑑𝑡

𝑇
2

−
𝑇
2

 (19.2) 

𝑃𝑎𝑣 = 𝑃𝑎𝑣1 + 𝑃𝑎𝑣2 + lim
T→∞

1

𝑇
∫  2𝑥1(𝑡)𝑥2(𝑡)𝑑𝑡

𝑇
2

−
𝑇
2

 (19.3) 
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The area integral of the Eq.19.3 term is known as the covariance and it refers to the existing 

correlation between the two signals, explaining how similar these signals are. On the one hand, 

if the signals are fully uncorrelated, the result is zero. On the other hand, if the signals are 

perfectly correlated (hence they are equal to each other), then the result may be +1 or -1, 

depending on whether the signals are in phase or in an opposite phase. 

The crucial part to retain is that if both signals are random, then the (total) average power of the 

sum of the two signals (the combined signal) is in fact the sum of each individual average power. 

Considering an infinity sum of unpredictable signals, the total average power becomes the 

infinite sum of the individual signal powers, in other words, the integral sum. This property is 

extremely valuable for the time the subject of averaging multiple signals/samples is handled for 

noise reduction purposes. Given the previous introduction concerning the signals PSD concept, 

it is time to focus on the MOSFET devices noise sources. 

2.2.1 Thermal Noise 

Every electronic active device produces self-generated (intrinsic) noise. The most common noise 

source is known as the thermal noise, which is induced by the random motion of the charge 

carriers (or the electrons) through a section of a conductor or a section of a channel - in the case 

of an MOS device. This effect is represented as a noise current flowing through the drain to the 

source terminal, exhibiting a zero mean, due to the absence of a DC component. The thermal 

noise current PSD is characterized by having a flat spectrum across the frequency range and it 

can be modeled by a White Gaussian Noise (WGN) power spectrum, whose spectrum shape is 

depicted in Figure 2-8. 

STh(f)

f
 

Figure 2-8 – WGN-like power spectrum. Redraw from R. Behzad [19]. 
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The (total) average power of the thermal noise drain current is given by: 

𝑆𝐼_𝑡ℎ(𝑓) =
< 𝐼𝑛2 >

∆𝑓
= 4𝑘𝑇𝛾𝑔𝑚, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 (20) 

Where 𝛾 is a coefficient equal to 2/3, when the MOS devices are at the saturation region [19] 

[20] [21], although it might end substantially higher due to the body and back-bias effects. The 

WGN spectrum current can be included in a circuit model in the form depicted in Figure 2-9. 
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Figure 2-9 – MOS thermal noise drain current circuit model based on R. Behzad [19], 

when MOS devices are operated as current sources controlled by Gate voltage. 

 

Although it is modeled as a noise current, it can be converted into a gate voltage, as will be seen 

upfront. 

2.2.2 Flicker Noise 

Another vital and serious source of noise in MOSFET devices, usually appearing in the literature 

in the form of a voltage noise source, is the so-called flicker noise, sometimes referred to as the 

1/f noise. The flicker noise occurs due to the existence of traps in between the gate oxide and the 

silicon substrate, caused by impurities or contaminants on the silicon crystal. The traps randomly 

capture and release carriers during the device’s operation, causing a carrier number fluctuation, 

therefore producing a flickering effect on the drain current. Unlike the drain thermal noise 

current, the average power of the 1/f noise gate voltage is not well modeled, due to the process 

dependence on the physical properties of the silicon, such as the crystal “cleanness”. However, 

what is currently known is that no matter what value the process parameter exhibits, the flicker 

noise gate voltage power spectrum is like the one shown in Figure 2-10. 
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S1/f(f)

f
 

Figure 2-10 – Typical MOS flicker noise PSD power spectrum [19]. Logarithmic scale 

axis. 

 

Similarly, to the thermal noise signal, the flicker noise has no DC component, hence exhibiting 

a zero mean value. The 1/f noise power spectrum is usually expressed in the voltage domain 

rather than in the current domain [17], and it can be seen as an additive gate to source voltage 

[20] with PSD modeled as: 

𝑆𝑉_1/𝑓(𝑓) =
< 𝑉𝑛2 >

∆𝑓
=

𝐾𝑓

𝐶𝑜𝑥2.𝑊𝐿
.
1

𝑓
, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 (21) 

In contrast with a WGN-like thermal drain current noise signal, the flicker noise has more power 

density the lower the frequency is. Furthermore, the expression model indicates that the bigger 

the device’s area, the smaller the gate input-referred voltage noise is. This means that the device 

area plays a significant role in the 1/f noise contribution of an analogue circuit. However, this 

fact conflicts with one of the goals of this research work, namely a small readout area, in which 

one would have to reach a compromise between the device’s area (concerning the 1/f  noise) and 

the device’s trans-conductance (concerning the thermal noise). 

Furthermore, PMOS devices exhibit less 1/f noise power when compared with NMOS devices, 

given that the PMOS has holes for the carriers and they move in some form of a “buried channel”. 

It is for a similar reason that Buried-channel NMOS devices exhibit less flicker noise power 

spectrum when compared with surface-channel NMOS devices. This detail must be accounted 

for in this research work concerning the pixels readout devices. 
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The 1/f infinite noise power model at low frequencies may indeed occur randomly and assume 

a significant noise power level only if the system is observed for a long time. However, in such 

a case, the consequence would be indistinguishable from aging or time degradation and thermal 

drift effects [19]. 

The combined thermal and flicker noise PSD spectrum shape, either for a single MOS device or 

for a generic analogue linear circuit, is shown in Figure 2-11. 

Sx(f) [V /Hz]

f [Hz]

2

fturn fc

1/f

Thermal

 

Figure 2-11 – Total noise power spectrum shape of an MOS device (equivalently to a 

band-limited linear analogue continuous-time circuit), emphasizing the turn point, 

𝒇𝒕𝒖𝒓𝒏, corner frequency [19] and the signal readout cut-off frequency, 𝒇𝒄. 

Note: the steepness of 𝑆𝑥(𝑓) noise power spectrum appears exaggerated. A realistic noise PSD 

shape can be found in section 3.3. 

 

One may notice from Figure 2-11 that there is a frequency turn point, 𝑓𝑡𝑢𝑟𝑛, in which the flicker 

noise becomes negligible compared with the thermal noise. Although it seems early to address 

this issue, it has been previously mentioned that the readout system somehow must be fast 

enough to cancel the highly correlated low-frequency flicker noise samples (from consecutive 

samples) and slow enough to effectively average the high-frequency thermal noise components. 

By inspecting Figure 2-11, a good candidate for the correlated (multiple) sampling period might 

be the inverse of the total PSD turn point corner frequency, although there is no guarantee of 

this. The research work should indicate the options in case they exist. 
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Referring back to the thermal noise drain current, and translating it into a gate voltage noise, one 

would use the following relationship, which is valid for any analogue trans-conductance linear 

system. 

𝑆𝑉_𝑡ℎ =
𝑆𝐼_𝑡ℎ
𝑔𝑚2

 (22) 

The 𝑆𝑉_𝑡ℎ is the equivalent input-referred gate-to-source voltage noise PSD of an MOS device 

whose thermal noise drain current PSD equals 𝑆𝐼_𝑡ℎ and the 𝑔𝑚2 is the square of the MOSFET 

trans-conductance. Bearing this in mind, the average noise power spectrum of the equivalent 

gate voltage can be written as follows: 

𝑆𝑉_𝑡ℎ =
8𝑘𝑇

3𝑔𝑚
, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 (23) 

The reader may note that the above expressions are under the assumption that the MOSFET 

devices are in the saturation region. 

2.2.3 Shot Noise 

Another source of noise in active devices is the Shot noise. It is associated with P-N junction 

diodes, Bipolar transistors, and currents flowing through MOS devices in a sub-threshold regime 

[21]. The electrons crossing a junction at random moments generate the shot noise. The shot 

noise spectrum is flat, similar to the thermal noise spectrum, therefore it can be modeled by a 

WGN-like power spectrum while exhibiting a zero mean value. The shot noise PSD itself 

depends on the average current that flows through a junction and it is expressed as: 

𝑆𝐼_𝑠ℎ(𝑓) =
< 𝐼𝑠ℎ2 >

∆𝑓
= 2𝑞𝐼, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 (24) 

Where 𝑞 refers to the electron charge and 𝐼 is the average current flowing through the junction. 

The shot noise is equivalent to 2𝑞𝐼 given that it has been converted from the Double Side Band 

(DSB) to the Single Side Band (SSB) spectrum, hence the shot noise power spectrum amplitude 

becomes twice the DSB spectrum amplitude. 

A hidden detail lying in the shot noise subject, sometimes creating some misunderstanding, is 

the difference between the shot noise current and the thermal noise current on MOS devices 

under a sub-threshold operation regime. In fact, they are the very same thing [22]. One can re-

write the above previous expression as follows: 

𝑆𝐼_𝑠ℎ(𝑓) = 2𝑞𝐼 = 2𝑞 × 𝑛𝑉𝑡 × 𝑔𝑚 = 2𝑘𝑇𝑛𝑔𝑚 (25) 
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Given that the 𝑛 factor is approximately equal to 1.5 (or 3/2), the difference between the thermal 

noise current in saturation and in the sub-threshold region practically differs solely on the 

absolute value of the trans-conductance. Regarding the flicker noise power spectrum, sub-

threshold operated devices behaves similarly to MOS devices in a saturation region, whose 1/f 

noise PSD is inversely proportional to frequency [17]. 

In CMOS image sensors, the shot noise is mainly associated with the currents originated by the 

incident light (or related to the dark current) within the photo-diodes, in which the photo-

sensitive regions are mainly reversed-bias junction (photo) diodes, exposed to light. The 

statistics of shot noise reveal that the average number of electrons released from the incident 

photons on a reversed-bias P-N junction diode is governed by a Poisson probability distribution. 

From this type of random distribution, the variance (or the average power) is equal to the average 

value [21]: 

𝑛𝑠ℎ
2 =< 𝑁 > (26) 

If one denotes 𝑛 as the number of noisy electrons and 𝑁 as the number of electrons forming the 

average current across the junction, then one can conclude that the Root Mean Squared (RMS 

or rms) value of the noise current is proportional to the square root of the photocurrent. 

𝐼𝑠ℎ_𝑟𝑚𝑠 = √𝐼𝑝ℎ (27) 

Lastly, a thermal noise source variant is briefly described next. 

2.2.4 Gate-Induced Noise 

Another type of noise present in MOS devices is the Gated-Induced (GI) thermal noise. This 

noise source occurs due to the existence of the parasitic capacitances, which are responsible for 

inducing back towards the device’s gate node (through capacitive coupling), the channel noise 

current. However, since the channel noise induced effect is AC coupled to the gate node, it will 

only become effective (or expressive) at high frequencies, where the capacitors exhibit a short 

impedance. Moreover, due to the parasitic coupling effect, part of the gate-induced noise 

becomes correlated with the drain current noise, while the remaining part remains uncorrelated. 

The device’s GI thermal noise is not usually taken into account as a source of noise in CMOS 

image sensors (to the extent of the author’s knowledge), as occurs for thermal, flicker, shot, and 

the supplies environmental noise sources. This is the reason why such a type of noise is briefly 

addressed in this research thesis, i.e. in order to extend the known MOS devices noise sources 

overview. 
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2.3 Pixel and Sensor Electrical and Optical Features 

 

The full characterization of an image sensor requires extracting both the electrical and the optical 

parameters, as a means to obtain a term of comparison with other existing image devices 

regarding the CIS devices’ performance evaluation. Some design houses’ products exhibit the 

electrical and the optical parameters with non-standard units, becoming incompatible with the 

International System, making the image devices comparison process more difficult. In order to 

overcome this issue, a standard emerged specifically for this purpose, guiding the CIS design 

houses on how to report the electrical and the optical parameters of their devices. The standard 

concerns the European Machine Vision Association (EMVA-1288) [23]. During the course of 

the current section, such will provide scientific and mathematical support to most of the 

presented CIS features. Moreover, contributions from Nakamura [21] served as reference and 

support material as well, in conjunction with the EMVA-1288 standard, for the definition of the 

CIS electrical and optical features. 

2.3.1 Fill-Factor 

The Fill-Factor (FF) is defined as the ratio of the sensitive area inside the pixel (𝐴𝑝𝑑), and the 

total area of the pixel itself (𝐴𝑝𝑖𝑥), which is dictated by the pixel x and y direction pitch. The 

pixel FF is given as: 

FF =
𝐴𝑝𝑑

𝐴𝑝𝑖𝑥
× 100% (28) 

In other words, it is no different from the pixel aperture area unblocked by the usual metal stack 

shield, with respect to the total pixel area. If the sensor features a micro-lens over the pixels, the 

FF becomes greatly increased when compared to whether there were none of them over the 

matrix, especially for small pixel sizes, due to the ability of gathering more light into the photo 

sensitive area. The micro-lens concept is depicted in Figure 2-12. 
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Figure 2-12 – Classical metal stack and cross-sectional view of pixels accommodating 

micro-lenses and colour filters. Redraw and adapted from Nakamura [21]. 

 

Figure 2-12’s micro-lenses are responsible to focusing on the angled incident rays closer to the 

central region of the pixels, emulating a pixel without any type of light blocking effect, and is 

the reason why the pixel FF becomes enhanced. 

2.3.2 Quantum Efficiency 

The Quantum Efficiency (QE) is a parameter related to photo detectors reflecting the amount of 

free charges released in the silicon structure, for a given amount of incident photons on the 

photosensitive area. The QE is expressed as follows: 

QE =
𝑁𝑠𝑖𝑔

𝑁𝑝ℎ
 (29) 

As the number of photo-generated charges is dependent on the radiation wavelength, due to the 

silicon substrate thickness, and due to photon energy (with respect to the bandgap energy), then 

the sensor’s QE has also some dependency on the wavelength as well. Both 𝑁𝑠𝑖𝑔 and 𝑁𝑝ℎ are 

expressed as follows: 

𝑁𝑠𝑖𝑔 =
𝐼𝑝ℎ. 𝐴𝑝𝑖𝑥. 𝑇𝑖𝑛𝑡

𝑞
 (30) 
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and 

𝑁𝑝ℎ =
𝑃𝑙𝑖𝑔ℎ𝑡. 𝐴𝑝𝑖𝑥. 𝑇𝑖𝑛𝑡

ℎ𝑐/𝜆
 (31) 

Where 𝑇𝑖𝑛𝑡 relates to the pixel/sensor integration time, sometimes referred to as the pixel/sensor 

exposure time, 𝑇𝑒𝑥𝑝. The reader should note that 𝑇𝑖𝑛𝑡 or 𝑇𝑒𝑥𝑝 mean the same. 

2.3.3 Responsivity 

Responsivity (R) is another pixel feature that expresses how much photocurrent density is 

generated inside the pixel well, based on the existing incident light power density over the pixel 

area.  The responsivity is written as a function of the wavelength as follows: 

R(𝜆) =
𝐼𝑝ℎ

𝑃𝑙𝑖𝑔ℎ𝑡
= QE.

𝑞𝜆

ℎ𝑐
 (32) 

The overall spectral response of a hypothetic image sensor employing a specific pixel design is 

linked either to the spectral responsivity or to the spectral quantum efficiency, as shown in Figure 

2-13, in which the example case exhibits a QE value constant of 65% in the range of 420nm up 

to 790nm. 
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Figure 2-13 – Hypothetical CIS spectral response. (a) - Spectral quantum efficiency; (b) - 

Spectral responsivity. Reproduced and adapted from Nakamura [21]. 

 

The above graphs are vital pieces of information present in most CIS devices’ datasheets, as they 

already show in advance part of the optical CIS sensor performance. Additionally, in the case 
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the hypothetic imager features color filters, then the resulting QE (or R) becomes the 

multiplication of the monochromatic QE (or R), by the spectral response of the corresponding 

color filter. If the device is supposed to be covered with a protective glass sheet, then a 

considerable portion of the light power will be absorbed, hence resulting in low spectral 

responsivity values at short wavelengths. In addition to this, at the short wavelength region, 

photons exhibit large energies, therefore the photons per light power ratio are reduced. At long 

wavelengths, the responsivity is reduced to zero as there is no light absorption in the PDs at low 

bandgap energies, namely below the silicon bandgap energy (Eg=1.124eV) [3]. This limitation 

occurs for the spectral quantum efficiency as well. In general, the QE reduction, due to optical 

losses, can be circumvented through the use of an Anti-Reflection Coating (ARC) layer drawn 

over the pixels’ area, allowing more photons to hit the PD surface, while not getting absorbed 

by the metals and/or the inter-metals dielectric structures. 

2.3.4 Full-Well Capacity 

Modern image sensors use charge-integrating pixels, although voltage-domain pixels are 

available. The photo-generated charges released within the pixel Well region (which composes 

the photo-generated current - 𝐼𝑝ℎ) during the exposure time are determined by the PD area, the 

PD sensitiveness, the incident light power hitting the pixels, the QE, and the wavelength. From 

another perspective, the photo-signal requires some consideration of the exposure/integration 

time. To exhibit those in the form of an expression, one needs to consider, for the sole purpose 

of serving as an example, a simple Three-Transistor (3T) pixel design shown in Figure 2-14. 

 

Figure 2-14 – Simplified example of a 3T charge-integrating pixel readout circuit. 
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The measured photo-signal can be handled in such a way to depend only on two parameters, 

namely the 𝐼𝑝ℎ and the 𝑇𝑖𝑛𝑡 values. On the one hand, the more the pixel is exposed to the light 

(over the exposure time - 𝑇𝑖𝑛𝑡), the stronger the signal at the output is. On the other hand, the 

more current is generated (from the incoming light power), the bigger the generated signal is. 

Therefore, the pixel output signal is then dependent on the product of both 𝑇𝑖𝑛𝑡 and 𝐼𝑝ℎ. Since 

the photo-signal is integrated over a capacitor, then the output signal level is also dependent on 

the product of 𝐶𝑝𝑑 by 𝑉𝑝𝑖𝑥. Thus, the total photo-generated charges are: 

Q = 𝐼𝑝ℎ. 𝑇𝑖𝑛𝑡 = 𝐶𝑝𝑑. 𝑉𝑝𝑖𝑥 = N. 𝑞 (33) 

As a result, one can express the Full-Well (FW) capacity as the number of electrons, N, 

composing the photo-generated current during the exposure/integration time, and collected by 

the PD node capacitance. This, in turn, originates a voltage swing on the PD capacitance 

terminals, which is expressed as follows: 

Vpix =
1

𝐶
∫ 𝐼𝑝ℎ(𝑡). 𝑑𝑡
𝑇𝑖𝑛𝑡

0

 (34) 

In a similar way, the FW capacity can be calculated as: 

FW =
1

𝑞
∫ 𝐶(𝑉). 𝑑𝑉
𝑉𝑚𝑎𝑥

𝑉𝑟𝑠𝑡

 (35) 

Assuming that the PD capacitance, C, remains constant and its value remains independent of the 

voltage across its own terminals (which is true in the range of the PD swing), then the FW 

capacity is simplified into the following: 

FW = 𝑁𝑠𝑎𝑡 = 𝐶. 𝑉 𝑞⁄ (36) 

Occasionally the PD capacitance becomes non-linear at low absolute voltage levels (close to the 

ground) and the proper way to increase the FW (maintaining an acceptable pixel linearity) is to 

increase the PD voltage swing. In this case, the only way to accomplish it with a fixed PD layout 

is to rise the PD reset voltage, hence increasing the pixel voltage supply. Another method is to 

intentionally add parasitic capacitance to the PD node, in order for the 𝑁𝑠𝑎𝑡 electrons count to 

end up higher, at the cost of requiring a different pixel layout. 

The reason to consider an increase of the FW capacity, as a configurable sensor feature (by chip 

configuration), is to obtain a much better noise performance and a higher DR (compared to the 

nominal sensor saturation level), in scenarios where the light environment is relatively strong, 

thus enabling a dual gain pixel feature. 
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2.3.5 Dynamic Range 

As briefly indicated earlier in the document, the DR is not only an additional but also a critical 

feature of the imaging devices, which partially reveals how good the sensor noise performance 

is. It can be seen as the ratio of the highest achievable signal by the sensor noise floor level 

obtained in complete darkness. The sensor DR is then described (in decibels – dBs) in the 

following form: 

DR = 20log (
𝑁𝑠𝑎𝑡

𝑛𝑑𝑎𝑟𝑘𝑟𝑚𝑠
) (37.1) 

The 𝑛𝑑𝑎𝑟𝑘𝑟𝑚𝑠 refers to the equivalent number of noise electrons in the dark. The CIS dynamic 

range can be further expressed in terms of the ratio of the measured voltages, namely described 

as: 

DR = 20log (
𝑉𝑝𝑖𝑥𝑚𝑎𝑥
𝑉𝑛𝑑𝑎𝑟𝑘𝑟𝑚𝑠

) (37.2) 

On the one hand, the 𝑉𝑝𝑖𝑥𝑚𝑎𝑥 relates to the absolute difference between the pixel reset level 

(corresponding to the pixel voltage supply) and the maximum achievable light-induced signal, 

thus the 𝑉𝑝𝑖𝑥𝑚𝑎𝑥 is the maximum photo-signal. On the other hand, the 𝑉𝑛𝑑𝑎𝑟𝑘𝑟𝑚𝑠 refers to the 

pixel input-referred noise voltage signal, in the dark. Furthermore, the DR can be expressed as: 

DR = 20log (
𝑀𝑎𝑥𝐴𝐷𝐶𝑜𝑢𝑡
𝑁𝑜𝑖𝑠𝑒𝐹𝑙𝑜𝑜𝑟𝑟𝑚𝑠

) (37.3) 

In which 𝑀𝑎𝑥𝐴𝐷𝐶𝑜𝑢𝑡  refers to the maximum output signal in the digital domain (normally 

targeting the maximum ADC range), and the 𝑁𝑜𝑖𝑠𝑒𝐹𝑙𝑜𝑜𝑟𝑟𝑚𝑠 (sometimes referred to as the read 

noise in the dark) is the measured RMS read noise value in the digital form. 

Figure 2-15 depicts an example of the Photon-Response Curve (PRC) and the total RMS noise 

curve as a function of the input photons (hence, the square root of the modified Photon-Transfer 

Curve - PTC), from which the sensor DR can be inferred. The underlying measurement concept 

is based on Nakamura [21], who opted to express electrons versus photons, rather than DNs 

versus photons, as presented in Figure 2-15. 
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Figure 2-15 – The sensor DR information from both responsivity and noise characteristic 

curves. Redraw and adapted from Nakamura [21]. 

 

To enhance the sensor DR feature, either the saturation level must increase, or the sensor read 

noise floor must be reduced, through efficient noise suppression techniques. One practical way 

to increase the sensor FW capacity (to some extent) and hence to increase the DR is by means 

of increasing the pixel voltage swing, thus requiring a higher pixel voltage supply as indicated 

earlier. This is indeed an important detail, if one wishes to achieve a high FW count, as it might 

require finding a strategy to operate/control the switches (within the pixel), at a higher voltage 

than the chip supply. This in turn may require one to design on-chip switching converters such 

as charge-pump regulators, for instance. 

Another mean to boost the sensor DR is achieved by improving the readout noise performance, 

hence directly influencing the readout electronics. This subject will be a matter of discussion and 

development in upfront chapters, especially concerning low noise column readout stages and 

multiple AD conversions. 

2.3.6 Signal-to-Noise Ratio 

The Signal-to-Noise-Ratio (SNR) is defined as the ratio of the output photo-signal (at a given 

illumination level) with respect to the system noise level at the same illumination intensity. The 

SNR feature differs from the sensor DR, in the form that the latter outputs a single/scalar value, 



Fundamentals of CMOS Image Sensors 

Luis Miguel Carvalho Freitas - September 2022    35 

while the former refers to a range of scalar values (plotted into a graph), in which the feature 

also exhibits a maximum value. Although the ratio information is usually presented as a graph, 

the sensor SNR feature always refers to a single/scalar value, the graph’s maximum value. With 

that said, the SNR is given as follows: 

SNR = 20log (
𝑁𝑠𝑖𝑔

𝑛𝑠𝑖𝑔𝑟𝑚𝑠
) (38.1) 

Or in the following form: 

SNR = 20log (
𝑉𝑝𝑖𝑥

𝑉𝑛𝑝𝑖𝑥𝑟𝑚𝑠
) (38.2) 

Where the 𝑉𝑝𝑖𝑥 parameter refers to the pixel output signal (in the voltage domain) at a given 

illumination level, and 𝑉𝑛𝑝𝑖𝑥𝑟𝑚𝑠 refers to the pixel input-referred noise voltage level at the same 

illumination intensity. Additionally, the sensor SNR can be expressed as: 

SNR = 20log (
𝐴𝐷𝐶𝑜𝑢𝑡
𝑁𝑜𝑖𝑠𝑒𝑟𝑚𝑠

) (38.3) 

Figure 2-16 displays an example of the SNR of a fictitious sensor, across the illumination range, 

assuming that the hypothetic sensor spatial noise is corrected in advance. This means that only 

the shot noise and the combined thermal and 1/f noise of the readout circuits are considered for 

the SNR graph. 
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Figure 2-16 – Example of a hypothetic sensor SNR curve, as a function of the incident 

light power (input photons). Redraw and adapted from Nakamura [21]. 
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Recalling the thermal noise (equivalent to the shot noise) of MOS devices in a sub-threshold 

operation regime, and the thermal noise (thus the shot noise) of Bipolar devices (or from any P-

N junction diode), as previously addressed in sub-section 2.2.3, the shot noise power is given as: 

𝑛𝑠ℎ
2 =< 𝑁 >= 𝑁𝑠𝑖𝑔 (39) 

Where 𝑛𝑠ℎ
2  refers to the number of noise electrons’ power and < 𝑁 > is the average number of 

the electrons composing the average current flowing over the P-N junction. In other words, one 

can express the RMS noise electrons’ count (of an arbitrary illumination) as follows: 

𝑛𝑠ℎ = 𝑛𝑠𝑖𝑔𝑟𝑚𝑠 = √< 𝑁 >= √𝑁𝑠𝑖𝑔 (40) 

The above is true under the assumption that the shot noise dominates over the read noise floor, 

which in most cases is a correct assumption, as the sensor operates under some light. The 

opposite scenario can occur in low-light illumination cases, thus near darkness, where the shot 

noise may not be noticeable compared with the read noise floor, as Figure 2-16 demonstrates. 

Hence, the sensor SNR can be re-written in the following form: 

SNR = 20log (
𝑁𝑠𝑖𝑔

√𝑁𝑠𝑖𝑔
) = 20log(√𝑁𝑠𝑖𝑔) (41) 

Eq.41 indicates that the maximum SNR level may be improved by maximizing the equivalent 

number of electrons composing the photo-signal, hence increasing the sensor FW capacity. This 

is true under the condition that the sensor SNR performance is not limited by the ever-present 

spatial noise sources (at high illumination levels), such as the photo response non-uniformity. 

This is the reason why it is so critical to cancel/correct all sources of spatial noise so that the 

sensor SNR can reach its theoretic maximum value. 

2.3.7 Linearity 

The readout system linearity (or the sensor linearity - from an overall perspective) is known as 

one of the most important features of CIS devices as it refers to the sensor’s light response. From 

a commercial point of view, no customer wants a non-linear sensor. The system linearity has 

contributions of the photo-diode/pixel linearity, the readout electronics linearity, and from the 

ADCs linearity. However, the metric used to specify the linearity is the system non-linearity 

specification, in which it has a parallel with the Integral Non-Linearity (INL) metric for ADCs. 

The sensor non-linearity is expressed as a percentage of the sensor full-scale signal range. The 
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typical maximum value for the non-linearity is 1% of the full-scale range, for modern CIS 

devices. 

Concerning the photo-diodes/pixel linearity, the photon-to-electron conversion is an inherently 

linear process. However, when converting the photo-generated charges to a voltage signal level, 

the process may become non-linear, hence introducing some non-linearity into the system. This 

occurs due to various reasons, for instance due to the pixel layout coupling effects (from nearby 

control signals), or due to the non-constant Floating-Diffusion (FD) capacitance effect, over the 

signal range. 

With regards to the readout electronics, the non-linearity may appear as a consequence of 

coupling effects from adjacent columns handling different signal levels, or simply by the control 

and/or clock signal tracks passing nearby the column circuitries. With respect to the column 

ADCs linearity related issues, the intrinsic INL and/or the intrinsic Differential Non-Linearity 

(DNL) rules the contribution for this stage. The above-cited joint non-linearity contributions 

define the overall sensor non-linearity specification, in which it can be extracted (in practical 

terms) from the PRC data, obtained from the CIS devices characterization. 

2.3.8 Conversion Gain 

The conversion gain is the sensor parameter that translates the photo-generated electrons into a 

voltage signal, which is further processed/handled in the column readout electronics. The bigger 

the parameter, the higher the sensor efficiency in converting electrons into a voltage level is. 

Thus, the pixel CG (equivalent to the sensor CG feature under unitary readout gain) can be 

written as follows. 

Q = 𝐶. 𝑉 = 𝑁. 𝑞 (42) 

In other words, it is equivalent to: 

𝐶𝐺 =
𝑉

𝑁
=
𝑞

𝐶
 (43) 

Note that the pixel CG is expressed in [𝜇𝑉/𝑒 −] units. In a similar way, one can define the 

overall system gain as the result of the photo-signals amplified and converted by the column 

ADCs, expressed in DN/electrons units. Similarly, for the entire system non-linearity, the system 

gain emerges from the photon-response curve, knowing beforehand the QE value.  A CMOS 

imaging system can be high-level modeled as Figure 2-17 depicts. 
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Figure 2-17 – Simplified linearized imaging system model. Redraw and adapted from 

EMVA-1288 [23]. 

 

One can note that the sensor QE can be obtained from the ratio of the PRC best-fit line slope and 

by the PTC best-fit line steepness. 

2.3.9 Dark Current 

The dark current is an undesired property of every PD, which can influence negatively to a 

greater or lesser extent an imaging system, depending on the pixel type, the operation condition, 

and the application. The pixel type dependency occurs, for example, if the PD is a pinned diode, 

in which it is somewhat buried in the silicon covered by a pinned layer over the PD top surface. 

By comparison, it exhibits substantially less dark current when compared to non-pinned PDs, 

given that most of the dark current charges are generated at the surface of the silicon. For this 

reason, a pinning layer existence results in a much lower dark current as a result of the buried 

PD effect. 

On the one hand, low-dark current pixels (such as pinned-pixels) are suitable for obtaining stable 

image data over a wide temperature range, on low-light vision applications. In addition, some 

pinned-PD constructions may require the application of negative Transfer-Gate (the TX gate) 

control voltages, for a low-dark current generation. Applying null or positive control voltages 

(while the TX gate is turned-OFF) may result in an expressive dark current generation. On the 

other hand, in applications where a sufficient photo-signal level is generated under a strong light 

environment and under short exposure times, the dark current is not much of a concern. The time 

required to collect the dark current charges and to produce a significant dark current signal is 
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rather long. This is the reason why for long exposure times the dark current becomes an issue, 

thus care must be taken when choosing the pixel type. 

In applications where the usage of pinned-PDs is unable to employ (due to cost or process 

reasons), while the dark current is still a concern, biasing a regular NWell/Psub PD at a low 

voltage potential (closed to 0V), by employing an in-pixel Charge Trans-Impedance Amplifier 

(CTIA) stage, this becomes a possible solution for low-dark current generation. Note that in-

pixel CTIA readout contributes to pixel linearity improvements. 

Referring to the number of electrons in which composes the dark current signal, one can express 

the equivalent number of electrons as follows: 

𝑁𝑑𝑎𝑟𝑘 =
𝑄𝑑𝑎𝑟𝑘

𝑞
=
𝐼𝑑𝑎𝑟𝑘. 𝑇𝑖𝑛𝑡

𝑞
 (44) 

As the reader may notice, the above expression (Eq.44) suggests that the dark current does not 

depend on the illumination power nor the pixel area. This occurs because the dark current 

behaves as a PD leakage current, flowing through its terminals towards ground. For this reason 

the dark current charges reduce the effective imager’s DR due to the finite sensor FW capacity. 

In addition, given that the PD leakage flows through the photo-diode P-N junction, then it also 

adds a thermal noise (thus shot noise) associated with it. This in turn explains the DR reduction 

that is originated by the dark/leakage current noise contribution for the sensor noise floor. 

2.3.10 Fixed Pattern Noise 

The fixed pattern noise refers to the fixed difference on the observed output signals among the 

pixels, columns, or rows at a specific illumination level. Most imagers are based on a column-

parallel readout structure, in which the pixels are addressed on a row basis, therefore row FPN 

is not much observed. However, due to the column-parallel nature of the circuit’s readout path, 

the column FPN is commonly observed and may prove to be significant. This effect relates to 

the column layout non-uniformities, as well as with the device’s mismatch among columns, and 

is the reason why the columns exhibits a different output value under the same illumination. 

Moreover, the matrix itself might suffer from pixel FPN caused by non-uniformities in the pixels 

layout. All asymmetries in the layout will be noticeable in the CIS output images. 

Employing the Double Sampling (DS) technique significantly reduces the sensor intrinsic dark 

FPN, whose subject will be handled ahead in the thesis. As such, modern CMOS image sensors 

are operated currently under the DS technique. The FPN effect splits into two distinct spatial 

noises, namely the Dark Signal Non-Uniformity (DSNU) and the Photo Response Non-
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Uniformity (PRNU). The DSNU is in fact the FPN effect in the dark and simply consists of an 

offset error, while the PRNU effect relates to the FPN effect under an illumination condition, 

therefore consisting of a response gain error, usually measured at 50% of the signal range. Both 

spatial noise levels are obtained free from the temporal noise effect. While the DSNU limits the 

sensor DR, the PRNU limits the sensor SNR. 

The main sources of DSNU are the mismatch among pixels SF (hence the SF threshold voltage 

or the effective W/L ratio), the column biasing currents (respective to the device’s size and the 

local ground bounce), as well as the column readout circuits’ offsets, which are not fully/properly 

corrected. The main sources of PRNU are the mismatch gain of the pixel SF driver stage and the 

mismatch gain of the column readout stages. 

Concerning the pixel FPN (and the corresponding DSNU and PRNU), the dark current pixel 

mismatch is more related to the pixel DSNU, while the pixel sensitivity mismatch, the micro-

lens efficiency mismatch and the pixel FW mismatch are related to the pixel PRNU. The pixel 

FPN cannot be mitigated by the DS technique. Only the column dark FPN can be canceled 

through the DS readout method, in which the repetitive column layout structures are known to 

contribute to the sensor DSNU improvements.  Figure 2-18 illustrates an example of the effect 

of both DSNU and PRNU issues over three pixel photo-responses across the illumination range, 

both before and after a dark level correction. 

Irradiance (W/m2)

Output (DN) PRNU

DSNU 
FREE

Sensor Photo 
Response (DN)

Irradiance (W/m2)

DSNU

(a) (b)
 

Figure 2-18 – FPN contributions. (a) – The DSNU caused by different start levels; (b) – 

The PRNU caused by different photo-response gains, when the sensor is DSNU free. 

 

Under no illumination, the pixels exhibit three different dark levels, from an added overall black 

level offset. When the pixels are exposed to sufficient light power (for a given exposure time), 

the pixels not only produce the DSNU effect but also exhibit a gain of mismatch (or gain errors) 
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effect, hence the PRNU. With the proper design and layout techniques, as well as a properly 

operated sensor, the intrinsic FPN can be significantly mitigated. Figure 2-19 depicts an example 

of both pixel and column FPNs. 

 

Figure 2-19 – Example of FPN noise sources. (a) - Image containing both 3% pixel FPN 

to the left and 3% column FPN to the right. Obtained from X. Wang [3]; (b) – FNP from 

a uniformly illuminated sensor at an arbitrary illumination level. 

 

As Figure 2-19 evidences, the column FPN is seriously visible and noticeable in the images by 

the human eye, while one barely notices the pixel FPN issues. Thus, the pixel FPN (randomly 

distributed) spatial noise across the matrix is not much of a concern. Although both the DSNU 

and the PRNU are usually bound to acceptable specification levels, which are caused by a careful 

sensor design and layout techniques, in the cases where the resulting sensor DSNU and PRNU 

are out of control, additional off-chip image processing is required to implement (apart from the 

required DS readout method) in order to correct excessive spatial noise outcomes. 
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2.3.11 Photo-Diode Shot and Flicker Noise 

The easiest to design and the simplest active pixel structure known is the 3T pixel, composed of 

a N-Well/P-substrate reverse-biased junction diode. Taking it as an example and given that such 

a PD is no more than a junction diode (with exponential characteristics), then one can find in it, 

two sources of noise. The PD thermal/shot noise (from both the photo and the dark currents), 

and the PD flicker noise (related to both the photo and the dark currents). Recalling Eq.24 shot 

noise current PSD, namely: 

𝑆𝐼_𝑠ℎ(𝑓) =
< 𝐼𝑠ℎ2 >

∆𝑓
= 2𝑞𝐼, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 

And correspondingly: 

𝐼𝑠ℎ𝑟𝑚𝑠 = √∫ 2𝑞𝐼. 𝑑𝑓
𝑓𝑐

0

= √∫ 2𝑞(𝐼𝑝ℎ + 𝐼𝑑𝑎𝑟𝑘)
𝑓𝑐

0

 (45) 

Where 𝐼 is the sum of the photo-generated current (composing the pixel photo-signal) with the 

dark current, given that both go through the reversed bias P-N junction PD. As such, the total 

flicker noise current PSD is as follows [17]: 

𝑆𝐼_1/𝑓(𝑓) =
< 𝐼𝑓2 >

∆𝑓
= 2𝐾𝑓.

𝐼

𝑓
, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 (46) 

The flicker noise power is more significant at low frequencies (usually below 1MHz) because it 

is in that region that the 1/f spectrum becomes relevant when compared with the thermal/shot 

noise power. Moreover, consecutive flicker noise samples are highly correlated. Therefore, the 

1/f noise samples are then suitable to be canceled by the DS readout technique. 

𝐼𝑓𝑟𝑚𝑠 = √∫ 2𝐾𝑓.
𝐼

𝑓
𝑑𝑓

𝑓𝑐

0

= √∫ 2𝐾𝑓.
(𝐼𝑝ℎ + 𝐼𝑑𝑎𝑟𝑘)

𝑓
𝑑𝑓

𝑓𝑐

0

 (47) 

Note that the above currents’ RMS values (Eq.45 and Eq.47) are computed and integrated up to 

an equivalent cut-off frequency, 𝑓𝑐, that produces the same current RMS value of the noise 

current PSDs’ low-pass filtered and computed up to infinity. In addition, the shot/thermal noise 

and the flicker noise are statistically independent and both noise currents have Zero mean value. 

Figure 2-20 depicts the entire equivalent current noise model of a generic photo-diode. 
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Figure 2-20 – Generic PD noise current model. 

 

During the integration/exposure time, the photocurrent and the dark current are both integrated 

over the pixel PD capacitance. Hence, one can express the charge noise variance (equivalent to 

the charge noise power) over the integration time as follows: 

< 𝑄𝑠ℎ2 >= ∫ ∫ 2𝑞(𝐼𝑝ℎ + 𝐼𝑑𝑎𝑟𝑘). 𝑑𝑡1
𝑇𝑖𝑛𝑡

0

𝑑𝑡2
𝑇𝑖𝑛𝑡

0

= 2𝑞(𝐼𝑝ℎ + 𝐼𝑑𝑎𝑟𝑘)𝑇𝑖𝑛𝑡 (48) 

Resulting in a total output noise voltage (due to the integration) as [17]: 

< 𝑉𝑠ℎ2 >=
2𝑞(𝐼𝑝ℎ + 𝐼𝑑𝑎𝑟𝑘)𝑇𝑖𝑛𝑡

𝐶𝑝𝑑2
(49) 

Given that the charge noise power can be written in the following form, as suggested by [21]: 

< 𝑄𝑠ℎ2 >= 𝐶2. < 𝑉𝑠ℎ2 > (50) 

Then, the total shot noise electrons power (resembling the number of electrons) can be written 

equivalently in the following form as well [21]: 

𝑛𝑠ℎ𝑡𝑜𝑡𝑎𝑙
2 = 𝑛𝑠𝑖𝑔2 + 𝑛𝑑𝑎𝑟𝑘2 = 𝑁𝑠𝑖𝑔 + 𝑁𝑑𝑎𝑟𝑘 (51) 

With an RMS value of: 

𝑛𝑠ℎ𝑡𝑜𝑡𝑎𝑙_𝑟𝑚𝑠 = √𝑛𝑠ℎ𝑡𝑜𝑡𝑎𝑙
2 =  𝑛𝑠𝑖𝑔𝑟𝑚𝑠 + 𝑛𝑑𝑎𝑟𝑘𝑟𝑚𝑠 (52) 

In other words, the total amount of noise electrons is the summation of the shot noise electrons 

(at a specific/arbitrary illumination level), plus the equivalent noise electrons in the dark. 
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2.3.12 Reset Noise 

Another source of noise in the pixel is the so-called KTC reset noise originated by the pixel reset 

switch operation. This type of noise is present and noticeable in 3T-based pixels (depicted in 

Figure 2-14), usually in area-scan sensors operated in rolling-shutter mode or in 5T-based pixels 

on area-scan sensors operated in the global-shutter mode. Concerning the 3T pixel case rolling-

shutter sensor, two samples are taken every cycle from the N-Well/P-substrate PD. One sample 

is captured immediately before the end of the exposure time and the second sample is taken 

immediately after the next PD reset phase, as briefly addressed and indicated in Figure A - 10 

(appendices A.1.3). Given that the sampling order does not produce correlated signals, then the 

difference between the reset and the light-induced signal level (resulting in the photo-signal) 

appears contaminated by an amount of KT/C reset noise power. To understand this noise source 

and in what way it contributes to reduce the sensor DR, while it increases the noise floor level, 

Figure 2-21 shows in more detail the signal at the reversed-bias junction PD node typical from 

3T pixels, but most importantly, it evidences the noise while the pixel is in the reset phase. 

SEL

RST

S1

S2

Sample 
Integrated 

Signal

Sample Reset 
Signal Level

VDDPIX

 

Figure 2-21 – Simplified 3T pixel reset noise generation process. 

 

The PD node exhibits a noise signal injected by the reset NMOS device (see Figure 2-14), when 

the device is ON state, due to the switch series resistance. As in any resistive device, it produces 

thermal noise, and the signal at the PD node appears noisy. It then remains to know how much 

RMS noise signal value stays left in the PD node, every time a reset state occurs. To tackle this 
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issue, it is necessary to model the pixel circuit in the reset state. In fact, the system is made of a 

resistance (the switch) in series with a capacitor (the PD capacitance), forming an impedance 

divider at the SF gate node. As it forms a one-pole low-pass filter, not all the resistor thermal 

noise will appear at the output (namely the PD capacitor node) immediately after the switch goes 

OFF again. To obtain the corresponding noise power value, one needs to integrate (over the 

entire frequency spectrum) the resistor thermal noise power shaped by the equivalent RC filter 

power, as it occurs for LTI systems. 

< 𝑉𝑛2 >= ∫
4𝑘𝑇. 𝑅𝑂𝑁

1 + (2𝜋𝑓. 𝑅𝑂𝑁𝐶)
2
. 𝑑𝑓

∞

0

=
𝑘𝑇

𝐶
 (53) 

In other words, the charge noise power (or the charge noise variance) is: 

< 𝑄𝑠ℎ2 >= 𝐶2. < 𝑉𝑛2 >= 𝑘𝑇𝐶 (54) 

The above charge noise power is confirmed by J. Ohta [24], similarly with other authors who 

have expressed the charge noise power in a similar form. The equivalent RMS noise electrons 

are then as follows: 

𝑛𝑅𝑀𝑆 = √< 𝑛
2 >=

𝐶.√𝑘𝑇/𝐶

𝑞
=
√𝑘𝑇𝐶

𝑞
 (55) 

The above Eq.55 noise value can also be confirmed by Wang [3]. As the author stated, although 

the noise in electrons increases with the PD capacitance, the measured noise voltage signal (on 

the same node) is inversely proportional to the node capacitance. Since the photo-signal is 

readout in the voltage domain, then a high capacitance value is required for obtaining a low reset 

noise value. 
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2.4 Conclusion 

 

In this chapter, the conclusion comes in the form of a list of requirements. As such, before 

moving deeper into the low noise readout circuits subject details, a short compilation of the 

necessary issues to focus on, for the design of a CIS device able to effectively reach a competitive 

readout noise performance in the dark, is highlighted in Table 2-1. 

Table 2-1 – Basic measures to adopt in order to obtain low noise readout CIS devices. 

Adopted Measures Requirements Reason 

Split both Analogue and 

Digital Power Supplies 

and Grounds 

Use Dedicated Power 

PADs and On-Chip 

Power Rings 

Noise generated from the digital circuits 

couples much less than to analogue 

powered circuits. 

Provide High Levels of 

External and Internal 

Power Decoupling 

Capacitive Decoupling 

per Power Ring 

Adding significant decoupling further 

reduces addition of environmental noise 

to the analogue supplies. 

Design using Isolated 

Devices 

Triple-Well 

Fabrication Process 

Isolated devices do not share the same 

bulk potential, decreasing even more the 

noise injection to the analogue circuits. 

DC Analogue Supply 

Current Consumption 

Proper Design of the 

Column Circuits  

To avoid power drops or ground bounces 

during readout. 

4T-pinned RS Pixels or 

6T-pinned GS Pixels 

Pinned-PD, Transfer 

Gate, and FD Memory 

Node 

No KTC noise adds to the readout, as 

well as generates less Dark Current than 

3T. 

Employ CMS, at least 

CDS 

Readout Operation 

through Multiple 

Samples 

Ability to average the thermal noise with 

the multiple samples averaging process 

and canceling the spatial noise with fast 

and correlated samples. 
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3 READOUT DESIGN THEORY 

AND NOISE ANALYSIS 

The current chapter focuses on the practical aspects of the design of classical CIS readout circuits 

that chip designers face in the course of any low noise CMOS imager design project. It presents 

a detailed and useful theoretical work among some of the existing voltage-mode pixel readout 

methodologies existing in the literature, by addressing the main noise limitations of those that 

need to be resolved, if one wishes to meet sub-electron noise performance. 

The referred work confronts three different types of pixel readouts circuits concerning their noise 

performance, through simulations and the analytical approach by using a theoretical noise 

analysis. The author was motivated to attempt to answer the question: which pixel type is the 

most indicated for the purpose of a sub-electron CIS development? The adopted theoretical 

analysis approach is extensive, thus occupying some relevant portion of the document space, and 

that is the reason why the derived theoretical comparison work is located in a specific 

Appendices section, as the “Pixel Readouts Design Comparison and Noise Analysis” topic. 

However, the relevant results are tabulated and presented in this chapter. 

The conclusion refers to the classical constant-bias Active Pixel Sensor (APS) readout circuit, 

composed of an in-pixel Source-Follower (SF) driver stage. It revealed that the APS is the most 

indicated pixel readout structure to use in this research project, so that the sub-electron noise 

objective can be met, while the constant-bias APS operates jointly with noise cancellation 

techniques, such as the Correlated Multiple Sampling technique. 

In addition, several other relevant subjects and topics related to this chapter, such as the “Dark 

Fixed Pattern Noise Cancellation with Double Sampling Technique”, the “Reset Noise 

Cancellation with the Correlated Double Sampling Technique”, and the “Imager Noise Floor 

Measurement” topics are also addressed. However, due to the lack of space in the thesis core, 

these subjects were relegated to the Appendices as well. As such, it is the reader’s decision to 

follow them or not. 
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3.1 Combined Theoretical and Simulation Noise Analysis Results 

Given the above short introduction, the first pixel readout circuit to address is the classical pixel 

SF readout circuit, widely used in integrating APS pixels. As the main project goal is to design 

an sub-electron readout low noise sensor, it becomes necessary to go through the theory of the 

main circuits considered for this work, enabling one to identify their advantages, their 

drawbacks, their limitations (noise and/or speed), and lastly choosing the one that is best suited 

to the project goal. Consequently, specifications trade-off and a compromise arise from this 

study. As such, the basis of the pixels comparison theoretical work relies on the assumption that 

the more signal gain the readout circuit exhibits at early stages, the better the noise performance 

one can expect. 

Table 3-1 summarises the resulting thermal integrated noise power results under the reported 

and tabulated approximations. A similar procedure analysis can be implementable for the 1/f 

noise contributions. It is expected that the noise trends among the different readout circuits do 

not change for the 1/f noise calculations. It will then depend on the pixel devices’ sizes. On the 

one hand, if the devices are small (especially the SF), then it is likely that the flicker noise 

contribution is more expressive than the thermal noise portion, signifying that speed is a crucial 

factor for small pixel pitches so that one can have control over the flicker noise. On the other 

hand, if the pixel devices are relatively big (for instance being adequate for large pixels), then 

the thermal noise contribution may dominate over the 1/f noise. 

Table 3-1 – Summary of the theoretical thermal input-referred readout noise powers. 

Considered Cases Classical APS Voltage Mode ACS 
Floating Bus 

Load – (FBL) 

Unlimited System 

Bandwidth  (without 

switch) 

 

12𝑘𝑇

3𝑔𝑚𝑆𝐹
 

16𝑘𝑇

3𝑔𝑚𝑁
 (N/D) 

Band-Limited 

System (without 

switch) 

𝑘𝑇

𝐶𝐵𝑢𝑠
 ≥

2𝑘𝑇

𝐶𝑂𝑢𝑡
 (N/D) 

Band-Limited 

System 

4𝑘𝑇

3𝐶𝐵𝑢𝑠
 (N/D) 

3𝑘𝑇

4𝐶𝐵𝑢𝑠
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Assumptions 

𝑅𝑂𝑁 ≪ 𝑟𝑂_𝐵𝑖𝑎𝑠 

1

𝑔𝑚𝑆𝐹
≪ 𝑟𝑂_𝑆𝐹 

𝑟𝑂_𝐵𝑖𝑎𝑠 ≈ 𝑟𝑂_𝑆𝐹 

1

𝑔𝑚𝑆𝐹
≈ 𝑅𝑂𝑁 

𝑔𝑚𝐵𝑖𝑎𝑠
𝑔𝑚𝑆𝐹

=
1

3
𝑜𝑟
1

4
 

1

𝑔𝑚𝑃
||𝑟𝑂𝑃 ≈

1

𝑔𝑚𝑃
 

1

𝑔𝑚𝑃
≪ 𝑟𝑂𝑃 

1 + 𝐴𝑣

𝐴𝑣
≈ 1 

𝑟𝑂𝑃 ≫ 𝑟𝑂𝑁 

𝑟𝑂𝑁 ≫
1

𝑔𝑚𝑁
 

 

𝑟𝑂_𝐵𝑖𝑎𝑠 = ∞ 

1

𝑔𝑚𝑆𝐹
→ ∞ 

𝑟𝑂_𝑆𝐹 → ∞ 

𝑔𝑚 =
𝐼𝑑

𝑛𝑉𝑡
 and 

𝑟𝑂 =
𝑉𝑎

𝐼𝑑
 

𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹

= Cte ≫ 1 

𝐴𝑣𝑆𝑊 = 𝐴𝑣𝑆𝐹

≈ 1 

(N/D)-Not Done; 

Inspecting the theoretical thermal noise powers tabulated in Table 3-1, the logical conclusion 

would be to remain with and employ the FBL readout scheme i.e., employing the switched-bias 

APS version competitor to the constant-bias APS readout, as it originates a thermal noise power 

reduction of 
16

9
 times when compared with the classical APS under a single readout operation. 

Note that the input conditions were a 300K temperature and a 600fF column capacitance. 

However, a key detail needs to be flagged as it pertains to taking multiple samples (CMS), in 

order to average the signals contaminated by the thermal noise, so that extreme levels of noise 

performance can be reached. 

Taking several signal samples under the switched-bias readout method (i.e. taking the apparent 

advantage of the floating bus effect with no noise addition from the column bias device), does 

not result in a less noisy readout, given that the sampling noise overcomes the CMS effect. 

Switching-OFF the pixel/column biasing current is no different than sampling the bias device 

instantaneous current that the system uses to set the starting voltage point of the floating bus 

effect. This in turn dictates the voltage position that the pixel exhibits by the time the signal is 

supposed to be readout, resulting in a sampling noise. Therefore, switching the column bias 

current makes the averaging process of multiple samples somewhat useless, thus it is preferable 

to maintain the multiple sample operation for the classical constant-bias APS signals, even if (on 

its own) it produces more thermal noise on a simple CDS readout than that which the switched-

bias counterpart produces. 
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To confirm the theoretical results’ trends, a simulation with the three different pixel readouts 

circuits was tested under a 200-run Transient Noise simulation. The adopted readout circuits test 

bench is depicted in Figure 3-1, and the simulated total input-referred noise outcomes are 

tabulated in Table 3-2, for each readout type. 
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Figure 3-1 – Illustration of the transient noise test bench schematic setup. 
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Table 3-2 – Summary of the simulated total (thermal + flicker) input-referred noises. 

Considered Cases Classical APS Voltage Mode ACS Floating Bus Load 

Simulated Output-

Referred 
318μ𝑉𝑟𝑚𝑠 472.8μ𝑉𝑟𝑚𝑠 211.6μ𝑉𝑟𝑚𝑠 

Simulated Input-

Referred 
397.5μ𝑉𝑟𝑚𝑠 482.4μ𝑉𝑟𝑚𝑠 264.5μ𝑉𝑟𝑚𝑠 

Simulated Input-

Referred Power 
158n𝑉2 232.7n𝑉2 70n𝑉2 

 

The above Table 3-2 simulation results account for both the thermal and the 1/f noise voltage 

power contributions, as the overall devices’ models to some extent do reproduce the devices’ 

real operation in the simulation environment. As such, and excluding the noisiest ACS readout, 

the thermal noise power reduction of the FBL is theoretically in the order of 43.5% when 

compared with the classical APS. Concerning the simulations, it indicates a total RMS noise 

reduction factor of 33.5%. As such, the noise reduction trend between the two methods reveals 

consistently. The reader should bear in mind that the simulation results accounts with both the 

thermal and the flicker noise contributions, while the theoretical approach accounts solely for 

the thermal noise power, and given the fact that the time displacement between the two samples 

is considerably higher for the FBL scheme, surely resulting into a higher 1/f noise part. In this 

sense, the joint theoretical contributions of the thermal and 1/f noise portions would end up being 

closer to the simulation noise values, thus reaching a higher concordance between the theoretical 

and simulation outcomes. In addition, the reader should note that the theoretical derivation 

approximations cannot be fully guaranteed, as there is always a finite amount of time to sample 

the signals, thus avoiding sacrificing excessively the FBL readout time. Therefore, the absolute 

levels of noise are significantly different. 

Both the simulations and the theoretical analyses are deepened in the corresponding Appendixes 

section, due to a lack of space in the main document area. However, the author suggests that the 

reader focuses it, if finds necessary. The conclusion is as follows: if the readout speed is the 

crucial issue, then either the classical APS or the ACS readout can be employed. In the case that 

the readout noise is the critical factor, then the FBL readout method is the correct choice for low 

speed applications and double sampled systems. If the linearity is of the utmost importance, then 
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the ACS readout might be the best option. Lastly, for low power applications case scenarios, the 

ACS might be the worst solution, especially for CIS devices with a system-level ADC, where 

all the column bias currents become relevant. 

The pixels comparison work demonstrates that the FBL readout is the least noisy pixel readout 

scheme under a simple CDS operation. If one considers the use of the CMS technique, then the 

classical constant-bias APS readout method is the most indicated one, allowing one to average 

efficiently the noise and reach lower levels of noise performance than the FBL is capable of with 

a CDS operation, as there are more noisy circuits in the entire readout path to be considered. 

3.2 Programmable Gain Amplifier - Theory and Noise Analysis 

 

Reading signals from the pixel matrix location is only one part of the readout process. Once the 

pixel signals are readout, sampled, and saved onto the column, either they are firstly amplified 

or they are immediately digitized. As such, tackling the issue of the full readout noise 

performance, one must first deal with the column PGA stage, depicted in Figure 3-2. Its inclusion 

as part of the full column circuitry is a standard procedure in modern CIS readout architectures, 

given that it reduces the noise from subsequent stages, even though it adds its own intrinsic noise 

portion to the CIS device noise budget. 

The cost of using an amplification stage is that the effective FW capacity ends up being reduced 

if the gain is greater than the unity. Given the fixed signal range of the column ADCs, then the 

presence of an intermediate amplification stage originates a reduced usable signal swing at the 

pixel bus location, hence originating an equivalent and apparent reduced pixel FW capacity, 

behaving as if the pixel had saturated earlier. 

Ci

Cfb

Vi

Vref
Vo

 

Figure 3-2 – Simplified circuit of a charge integrating AC-coupled column amplifier. 
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The Figure 3-2’s absolute closed-loop stage gain is given as: 

𝐺𝑎𝑖𝑛𝑃𝐺𝐴 =
𝑉𝑜

𝑉𝑖
= |−

𝐶𝑖

𝐶𝑓𝑏
| =

𝐶𝑖

𝐶𝑓𝑏
 (56) 

The above expression (Eq.56) takes into consideration that the amplifier has an infinite open-

loop gain and an infinite bandwidth. However, a realistic amplifier behavior is controlled by its 

own transfer function, exhibiting its specific frequency response. For instance, one may assume 

for simplicity that the amplifier is a one-pole amplification system. In other words, it signifies 

that the dependency effect of an open-loop gain with the frequency is given as follows: 

𝐴𝑣𝐴𝑚𝑝 = 𝐴𝑣𝑂𝑝𝑒𝑛_𝐿𝑜𝑜𝑝.
1

1 + 𝑠𝑅𝐶
 (57) 

In this sense, the amplifier frequency response will be a means to shape the amplifier noise, 𝑉𝑛𝑖. 

Putting this into perspective, then one can proceed with the extraction of the AC amplifier output 

noise (𝑉𝑛𝑜) expression, based on the noise circuit model depicted in Figure 3-3. 

Ci

Cfb

Vni Vno

Vx

 

Figure 3-3 – Column amplifier circuit model for AC noise analysis. 

 

Assuming 𝐴𝑣𝑂𝑝𝑒𝑛_𝐿𝑜𝑜𝑝 is sufficiently high that one can consider the negative input node is an 

AC (virtual) grounded, then one can infer that (at the node X) the instantaneous voltage level is: 

𝑉𝑥 ≈ 𝑉𝑛𝑖. Based on the approximation, the instantaneous output noise of the closed-loop gain 

stage, can be written as follows: 

𝑉𝑛𝑜 = (1 +
𝐶𝑖

𝐶𝑓𝑏
)𝑉𝑛𝑖 (58) 

Substituting the noiseless stage gain in the above formula (Eq.58) and considering that the circuit 

is now dealing with random (noise input) signals, then the only information obtained is the output 

voltage PSD, in other words the average noise power. This then leads to the following output 

noise variance: 

𝑉𝑛𝑜2 = (1 + 𝐺𝑎𝑖𝑛𝑃𝐺𝐴)
2. 𝑉𝑛𝑖2 (59) 
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Referring the Eq.59’s noise variance back to the stage input node, then the stage input-referred 

noise power becomes 

𝑉𝑛𝑖_𝑟𝑒𝑓𝐶𝑜𝑙𝐴𝑚𝑝
2 =

𝑉𝑛𝑜2

𝐺𝑎𝑖𝑛𝑃𝐺𝐴
2 = (1 +

1

𝐺𝑎𝑖𝑛𝑃𝐺𝐴
)2. 𝑉𝑛𝑖2 (60) 

Eq.60 states that the total input-referred noise power/variance is reduced as the PGA stage gain 

becomes bigger. The reader should note that the noise power expression is a simplification, since 

it assumes a sufficiently high open-loop gain and an infinite amplifier BW. The 𝑉𝑛𝑖2 term refers 

to the equivalent input-referred noise power of the amplifier circuitry itself, in which it includes 

the thermal and all other low-frequency noise sources contributions, such as the flicker noise, 

for instance. 

In fact, it is important to verify the exact amount of noise added by the amplification stage, 

bearing in mind that the intrinsic amplifier noise will be shaped by the stage closed-loop transfer 

function. As it also depends on the frequency, then its contribution will be somewhat reduced. 

Figure 3-4 depicts the simplified small-signal AC circuit model used to derive the precise noise 

contribution from the PGA stage. In order to reach a more refined result than the previous one, 

one can consider the finite gain amplifier model. 

Vno
Vni Rout

Av(V+ - V-) Cout

V+

V-

Ci

Vx

Cfb

 

Figure 3-4 – PGA small-signal AC model for noise analysis, with BW limitation effect. 

 

Taking into consideration the output load and the amplifier output resistance effects, the sum of 

the currents at Figure 3-4’s output node is: 

𝑉𝑛𝑜 − 𝐴𝑣(𝑉𝑛𝑖 − 𝑉𝑥)

𝑅𝑜
+
𝑉𝑛𝑜

1/𝑠𝐶𝑜
=
𝑉𝑥 − 𝑉𝑛𝑜

1/𝑠𝐶𝑓𝑏
 (61) 

Which is equivalent to the following: 

𝑉𝑛𝑜 − 𝐴𝑣(𝑉𝑛𝑖 − 𝑉𝑥) + 𝑉𝑛𝑜. 𝑠𝑅𝑜𝐶𝑜 = (𝑉𝑥 − 𝑉𝑛𝑜)𝑠𝑅𝑜𝐶𝑓𝑏 (62) 

Additionally, the voltage level at the node X location can be written as: 
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𝑉𝑥 =
𝐶𝑓𝑏

𝐶𝑓𝑏 + 𝐶𝑖
𝑉𝑛𝑜 (63) 

At this stage, there is sufficient information to derive the exact amount of noise contribution 

from the band-limited amplification system. 

𝑉𝑛𝑜 + 𝑠𝑅𝑜𝐶𝑜𝑉𝑛𝑜 + 𝐴𝑣𝑉𝑥 + (𝑉𝑥 − 𝑉𝑛𝑜)𝑠𝑅𝑜𝐶𝑓𝑏 = 𝐴𝑣. 𝑉𝑛𝑖 (64) 

Simplifying it even more, it results in: 

𝑉𝑛𝑜 (1 + 𝑠𝑅𝑜𝐶𝑜 + 𝐴𝑣
𝐶𝑓𝑏

𝐶𝑓𝑏 + 𝐶𝑖
+ 𝑠𝑅𝑜𝐶𝑓𝑏 −

𝑠𝑅𝑜(𝐶𝑓𝑏)2

𝐶𝑓𝑏 + 𝐶𝑖
) = 𝐴𝑣. 𝑉𝑛𝑖 (65) 

Placing the output voltage in evidence, the equation becomes as follows: 

𝑉𝑛𝑜 [1 + 𝐴𝑣
𝐶𝑓𝑏

𝐶𝑓𝑏 + 𝐶𝑖
+ 𝑠𝑅𝑜(𝐶𝑓𝑏 + 𝐶𝑜 −

𝐶𝑓𝑏2

𝐶𝑓𝑏 + 𝐶𝑖
)] = 𝐴𝑣. 𝑉𝑛𝑖 (66) 

It is worth mentioning that an intermediate re-arrangement needs to be done, which is: 

(𝐶𝑓𝑏 + 𝐶𝑜 −
𝐶𝑓𝑏2

𝐶𝑓𝑏 + 𝐶𝑖
) = (

𝐶𝑓𝑏(𝐶𝑓𝑏 + 𝐶𝑖)

𝐶𝑓𝑏 + 𝐶𝑖
+ 𝐶𝑜 −

𝐶𝑓𝑏2

𝐶𝑓𝑏 + 𝐶𝑖
) =

𝐶𝑓𝑏𝐶𝑖

𝐶𝑓𝑏 + 𝐶𝑖
+ 𝐶𝑜 (67) 

Hence, the re-arranged voltage noise (at output node) is: 

𝑉𝑛𝑜 [1 + 𝐴𝑣
𝐶𝑓𝑏

𝐶𝑓𝑏 + 𝐶𝑖
+ 𝑠𝑅𝑜 (

𝐶𝑓𝑏𝐶𝑖

𝐶𝑓𝑏 + 𝐶𝑖
+ 𝐶𝑜)] = 𝐴𝑣. 𝑉𝑛𝑖 (68) 

Culminating into the following and compact band-limited closed-loop system gain expression. 

𝑉𝑛𝑜 =
𝐴𝑣

1 + 𝐴𝑣
𝐶𝑓𝑏

𝐶𝑓𝑏 + 𝐶𝑖
+ 𝑠𝑅𝑜(

𝐶𝑓𝑏𝐶𝑖
𝐶𝑓𝑏 + 𝐶𝑖

+ 𝐶𝑜)
. 𝑉𝑛𝑖 (69) 

From the amplifier standpoint, its own open-loop gain can be written as: 

𝐴𝑣 = 𝐺𝑚𝑅𝑜 (70) 

And recalling that any linear system ruled by a total trans-conductance, 𝐺𝑚, exhibits an input 

voltage noise power as follows: 

𝑉𝑛𝑖2 =
4𝑘𝑇𝛾

𝐺𝑚
, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 (71) 

The expression assumes only the thermal noise power contribution, defined as constant and a 

flat power spectrum. In addition, given the open-loop gain equivalence, one can re-write the 

output voltage noise as: 
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𝑉𝑛𝑜 =
𝐺𝑚

1
𝑅𝑜 + 𝐺𝑚

𝐶𝑓𝑏
𝐶𝑓𝑏 + 𝐶𝑖

+ 𝑠(
𝐶𝑓𝑏. 𝐶𝑖
𝐶𝑓𝑏 + 𝐶𝑖

+ 𝐶𝑜)
. 𝑉𝑛𝑖 (72) 

Eq.72’s expression is somewhat similar to the CTIA-based pixel image sensor research work, 

developed and reported by Murari et al. [25]. Although a classical column PGA has a different 

purpose than an in-pixel CTIA circuit, the noise power expression is valid and applicable for 

column amplification circuits. 

One should note that 𝑉𝑛𝑜 already considers the contribution of both open-loop and closed-loop 

gains, as well as considering the frequency dependency effect of the closed-loop configuration, 

whose closed-loop gain is expressed in the form of a capacitor ratio. With that said, the total 

integrated output-referred noise power, given the flat noise spectrum of the input thermal noise 

PSD and given the frequency noise-shaping effect, becomes: 

𝑉𝑛𝑜2 =
1

2𝜋
∫ |H(ω)|2. 𝑉𝑛𝑖(𝜔)2𝑑𝜔
∞

0

= 𝑉𝑛𝑖2. ∫ |H(f)|2𝑑𝑓
∞

0

 (73) 

Where 

∫ |
𝑎

𝑏 + 𝑗𝑐𝑓
|
2

𝑑𝑓
∞

0

=
𝑎2

𝑐2
∫

1

(𝑏/𝑐)2 + 𝑓2
𝑑𝑓

∞

0

=
𝑎2

𝑏𝑐
𝑎𝑟𝑐𝑡𝑔 (

𝑐𝑓

𝑏
) [𝑎𝑡 ∞ − 𝑎𝑡 0] =

𝜋

2
.
𝑎2

𝑏𝑐
 (74) 

In which the terms a, b, and c are, respectively: 

𝑎 = 𝐺𝑚 (74.1) 

𝑏 =
1

𝑅𝑜
+ 𝐺𝑚

𝐶𝑓𝑏

𝐶𝑓𝑏 + 𝐶𝑖
 (74.2) 

𝑐 = 2𝜋 (
𝐶𝑓𝑏. 𝐶𝑖

𝐶𝑓𝑏 + 𝐶𝑖
+ 𝐶𝑜) (74.3) 

The area integral solution leads one to conclude that the total integrated output noise power is 

𝑉𝑛𝑜2 = 𝑉𝑛𝑖2. ∫ |H(f)|2𝑑𝑓
∞

0

=
4𝑘𝑇𝛾

𝐺𝑚
.
𝜋

2
.

𝐺𝑚2

(
1
𝑅𝑜 + 𝐺𝑚

𝐶𝑓𝑏
𝐶𝑓𝑏 + 𝐶𝑖

).2𝜋(
𝐶𝑓𝑏. 𝐶𝑖
𝐶𝑓𝑏 + 𝐶𝑖

+ 𝐶𝑜)

=
𝑘𝑇𝛾𝐺𝑚

(
1
𝑅𝑜 + 𝐺𝑚

𝐶𝑓𝑏
𝐶𝑓𝑏 + 𝐶𝑖

). (
𝐶𝑓𝑏. 𝐶𝑖
𝐶𝑓𝑏 + 𝐶𝑖

+ 𝐶𝑜)

≈
𝑘𝑇𝛾

(
𝐶𝑓𝑏

𝐶𝑓𝑏 + 𝐶𝑖
) . (

𝐶𝑓𝑏. 𝐶𝑖
𝐶𝑓𝑏 + 𝐶𝑖

+ 𝐶𝑜)
 (75) 
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The last approximation of Eq.75 is valid given that the 𝐴𝑣 term is usually very high and enough 

for the approximation. The total integrated input-referred noise power is then seen as the total 

integrated output noise divided by the squared of the closed-loop DC gain, which is given by: 

𝑉𝑛𝑖_𝑟𝑒𝑓2 =
𝑉𝑛𝑜2

𝐺𝑎𝑖𝑛𝑃𝐺𝐴
2 =

𝑘𝑇𝛾

(
𝐶𝑓𝑏

𝐶𝑓𝑏 + 𝐶𝑖
). (

𝐶𝑓𝑏𝐶𝑖
𝐶𝑓𝑏 + 𝐶𝑖

+ 𝐶𝑜)
×

1

(
𝐶𝑖
𝐶𝑓𝑏

)2
 (76) 

One can conclude (from Eq.76) that the bigger the output capacitance, 𝐶𝑜 (which limits the 

circuit’s bandwidth), the smaller the total integrated input-referred noise power becomes. A 

higher capacitive load means that the amplification stage exhibits a lower bandwidth, hence, the 

bandwidth control is always a way to control the stage’s noise. Concisely, the smaller the system 

bandwidth, the less noise accumulates. 

To derive the entire readout noise contribution (from a high-level perspective), and for a given 

generic column readout circuit path, it is essential to include all the signal-conditioning stages. 

For the sole purpose of exemplification, let one consider a readout circuit path employing a 

Nyquist-rate converter, for instance, a Ramp type ADC as shortly presented in Figure 3-5. In 

addition, Figure 3-5 suggests and presents the noise power addition per block, which can then 

be referred back to the previous stage node, so that the correct noise contributions combination 

occurs at the same (input) node. 

RON

VDDPIX

Vbias

Output

Input

Cbus
Ci

Cfb

Vref
S&H

Cs&h

Ramp Gen

Voltage to 
Time 

Converter

1/GSF^2
1/GPGA^2

 

Figure 3-5 – Classical readout circuit chain employing a Ramp ADC front-end circuit. 
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Briefly, the photo-signals are readout from the pixel SF driving stage, through the pixel column 

bus, and consequently amplified by the column amplifier, further sampled in the S&H stage 

required for a pipeline operation. The signals are then converted by a subsequent ADC block, in 

which the Figure 3-5’s case refers to a Ramp-type converter. The depicted converter does not 

show any digital part of it for simplicity, only the typical and the simplified view of the Voltage-

to-Time (V2T) converter front-end circuit. 

Focusing on the generic noise performance of Figure 3-5’s readout example, the input-referred 

noise variance (at the pixel SF gate node) can be calculated under the assumption that the power 

of all uncorrelated noise signals can be summed at the same node location. Each output noise 

power can be referred back to the previous stage output if divided by the square of the stage gain. 

In this sense, the total input-referred noise variance becomes as follows: 

𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿
2

=
𝑉𝑛𝑜𝑆𝐹

2

𝐺𝑎𝑖𝑛𝑆𝐹
2 +

𝑉𝑛𝑜𝑃𝐺𝐴
2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2 +
𝑉𝑛𝑜𝑆&𝐻

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2. 𝐺𝑎𝑖𝑛𝑆&𝐻
2

+
𝑉𝑛𝑜𝑉2𝑇

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2. 𝐺𝑎𝑖𝑛𝑆&𝐻
2. 𝐺𝑎𝑖𝑛𝑉2𝑇

2

+
𝑉𝑛𝑜𝐴𝐷𝐶

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2. 𝐺𝑎𝑖𝑛𝑆&𝐻
2. 𝐺𝑎𝑖𝑛𝑉2𝑇

2. 𝐺𝑎𝑖𝑛𝐴𝐷𝐶
2  (77) 

The expression Eq.77 is seen as the generic input-referred noise power from a CIS readout path 

based on Figure 3-5’s readout circuit stages, although it can be somewhat used generically for 

any modern CIS devices that are based on Nyquist-rate converters driven by an amplification 

stage. Nevertheless, additional simplifications can be performed over the noise expression. The 

S&H stage exhibits a unitary gain, given that the absolute output sampled signal has equal 

magnitude as the input. Moreover, the default V2T converter block gain is unitary as well. 

Assuming that any signal gain factor is introduced only at the amplification stage, there is no 

need to include gain at the V2T/ADC stage, which in practical terms is accomplished by 

modifying the ramp steepness. Often, a small gain tuning is required at the V2T/ADC block, due 

to process variations on the ramp steepness; however, the column converter gain is usually 

interpreted as unitary. Given the previous considerations, the total input-referred noise can be 

re-written as: 
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𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿
2

=
𝑉𝑛𝑜𝑆𝐹

2

𝐺𝑎𝑖𝑛𝑆𝐹
2 +

𝑉𝑛𝑜𝑃𝐺𝐴
2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2 +
𝑉𝑛𝑜𝑆&𝐻

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2 +
𝑉𝑛𝑜𝑉2𝑇

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2

+
𝑉𝑛𝑜𝐴𝐷𝐶

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2  (78) 

Where the sampling voltage noise power of the stored signal in the S&H stage is defined as 

follows, similarly to Eq.53. 

𝑉𝑛𝑜𝑆&𝐻
2 =

𝑘𝑇

𝐶
 (79) 

In addition, the noise power introduced by the Ramp ADC front-end circuit is: 

𝑉𝑛𝑜𝑉2𝑇
2 = 𝑇𝑐𝑟𝑜𝑠𝑠𝐷𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛

2. (
𝐶𝑡𝑒1.𝐷𝑁

𝑛𝑠
)2. (

𝐶𝑡𝑒2. 𝜇𝑉

𝐷𝑁
)2 (80) 

Concerning the Nyquist-rate ADC quantization noise power, it can be succinctly described as 

follows: 

𝑉𝑛𝑜𝐴𝐷𝐶
2 =

(1𝐷𝑁)2

12
. (
𝐶𝑡𝑒2. 𝜇𝑉

𝐷𝑁
)2 (81) 

Whose RMS noise value equals 
1𝐷𝑁

√12
, and a 

𝐶𝑡𝑒2.𝑢𝑉

𝐷𝑁
 quantization step per LSB (or unit DN) ratio. 

As a result of the above simplifications (and details) and based on the generic total input-referred 

noise power expression (namely the Eq.78), one can conclude that the more gain is introduced 

at early stages of the readout path, the better it is for the system noise performance, under the 

assumption that the gain introduction at a specific readout stage does not add more noise than 

the noise mitigation foreseen for the subsequent circuits. This is the reason why the column 

amplification stage (when properly designed) becomes crucial to be included. The drawback is 

the increase of the column layout area and the increase of power consumption required. 

Combining the in-pixel noise sources jointly with the generic input-referred noise expression, 

the total input-referred noise variance becomes as follows: 

𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿
2

= 𝑉𝑛𝑆ℎ𝑜𝑡_𝑃ℎ𝑜𝑡𝑜𝑛
2 + 𝑉𝑛𝑆ℎ𝑜𝑡_𝐷𝑎𝑟𝑘

2 + 𝑉𝑛𝑅𝑒𝑠𝑒𝑡
2 +

𝑉𝑛𝑜𝑆𝐹
2

𝐺𝑎𝑖𝑛𝑆𝐹
2 +

𝑉𝑛𝑜𝑃𝐺𝐴
2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2

+
𝑉𝑛𝑜𝑆&𝐻

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2 +
𝑉𝑛𝑜𝑉2𝑇

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2 +
𝑉𝑛𝑜𝐴𝐷𝐶

2

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2  (82) 
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In case the pixel type is a pinned-pixel (for instance, such as 4T or 6T-based pinned-pixels), then 

there is no need to add the KT/C reset noise power into the formula, namely the 𝑉𝑛𝑅𝑒𝑠𝑒𝑡
2 term. 

Pinned-pixels are intrinsically less noisy than non-correlated signal pixels such as the reversed-

bias N-Well/P-substrate 3T or 5T-based pixels. The reader may note that the above derived 

input-referred noise variance expression (Eq.82) is in-line with Y. Zhang [7], who has arranged 

and compacted the thermal and the 1/f noise power terms into individual input-referred terms 

that when expanded, they can be split into several noise contributions (from each stage), as was 

done above. 

3.3 Flicker Noise Attenuation with a Correlated Double Sampling 

Technique 

 

The CDS operation is a valuable technique targeting many features of the devices’ performance, 

given the benefits concerning the KTC reset noise cancellation and respectively to the Dark FPN 

cancellation. It brings additional benefits to the system’s flicker noise, by attenuating it. To 

understand how the CDS technique works, the mathematical transfer function will shortly be 

derived. To tackle this, one needs to think of what the system does while in operation, assuming, 

for instance, the use of pinned-pixels. The answer to this is: the system takes two signal samples 

displaced in time and subtracts them, originating a corresponding CDS output signal. That said, 

one can express the system transfer function as follows: 

𝑦(𝑡) = 𝑥(𝑡0) − 𝑥(𝑡1) = 𝑥(𝑡0) − 𝑥(𝑡0 + 𝜏) (83) 

The time displacement is 𝜏 = 𝑡1 − 𝑡0,  and 𝑥(𝑡0) is the system input at the initial time, as well 

as 𝑦(𝑡) relates to the system output at a given time. Given this, one is able to extract the amount 

of flicker noise shaped by the system transfer function. To accomplish this, one needs to change 

the time-domain transfer function to the frequency domain, by using the Fourier Transform of 

discrete signals. Let one consider that 𝜏 is a negative quantity for simplicity, although it does not 

change the meaning of the system operation. Consequently, the CDS system is described in the 

frequency domain, as follows: 

𝑌(𝑗𝜔) = 𝑋(𝑗𝜔) × 𝐻(𝑗𝜔) = 𝑋(𝑗𝜔). [1 − 𝑒−𝑗𝜔𝜏] (84) 

Applying the modulus and squaring all terms (to obtain the output signal PSD), it results in: 

|𝑌(𝑗𝜔)|2 = |𝑋(𝑗𝜔)|2. |1 − 𝑒−𝑗𝜔𝜏|2 (85) 

The most right term of Eq.85 can be simplified to the following: 
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1 − 𝑒−𝑗𝜔𝜏 = 𝑒−𝑗𝜔
𝜏
2. (𝑒𝑗𝜔

𝜏
2 − 𝑒−𝑗𝜔

𝜏
2) = 2𝑒−𝑗𝜔

𝜏
2.
(𝑒𝑗𝜔

𝜏
2 − 𝑒−𝑗𝜔

𝜏
2)

2
= 2𝑒−𝑗𝜔

𝜏
2. 𝑗sin (𝜔

𝜏

2
) (86) 

So that its modulus can be written in a more compact form, namely as follows: 

|1 − 𝑒−𝑗𝜔𝜏|2 = |2𝑒−𝑗(𝜔
𝜏
2
−
𝜋
2
). sin (𝜔

𝜏

2
) |2 = 4𝑠𝑖𝑛2 (𝜔

𝜏

2
) (87) 

The system output noise PSD is then equal to: 

|𝑌(𝑗𝜔)|2 = |𝑋(𝑗𝜔)|2. 4𝑠𝑖𝑛2 (𝜔
𝜏

2
) (88) 

The above equation (Eq.88) states that the output noise PSD is the result of the input noise PSD 

shaped by the 4𝑠𝑖𝑛2(𝜔
𝜏

2
) power term, as equally stated by Y. Zhang [7], and recurrently stated 

by many other authors. The time interval between the samples determines essentially how much 

flicker noise power becomes shaped, and how much its contribution is diminished. The closer 

the samples are, the smaller the 1/f noise contribution is. Although the double sampling is highly 

beneficial in mitigating the flicker noise influence, the input noise PSD contains thermal noise 

power as well. In fact, both noises are filtered out. Figure 3-6 represents the total noise power 

spectrum that is present in any form of a continuous band-limited readout system. 

 

Figure 3-6 –Example of a hypothetic system readout total input noise PSD. Redraw from 

Fereyre et al. [26]. 

Note: the 1/f noise power spectrum steepness appears exaggerated. A realistic steepness of the 

noise PSD shape can be found in Figure 3-8. 
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The combined flicker and thermal noise PSD (limited by the system BW) is such that after 

applying the CDS transfer function, 𝐻𝐶𝐷𝑆(𝑗𝜔), the system becomes equivalent to a band-pass 

filter, as indicated by Fereyre et al. [26], and similarly reported by Xiaoliang Ge [27] as well. 

This subject is exemplified graphically in Figure 3-7. In addition, the band-pass filter can be 

further simplified by making an equivalence to an ideal notch filter. The reader may note that 

the graph is made for the sole purpose of demonstrating and understanding the underlying idea. 

 

Figure 3-7 – Total output noise PSD, resulting from the 𝑯𝑪𝑫𝑺 shaped system noise PSD, 

with equivalent band-pass and notch filters. Adapted from Fereyre et al. [26]. 

 

It seems crucial at this stage that the reader has a clear and a deeper view of how the intrinsic 

𝐻𝐶𝐷𝑆 system shaping factor is like and how the resulting output noise PSD is, for instance for a 

classical constant-biased APS band-limited pixel readout circuit. For this specific case, the 

reader should focus on Figure 3-8 up to Figure 3-11, while considering that the overall flicker 

noise power spectrum (at 0.01Hz) equals 10−6
𝑉2

𝐻𝑧
 and the thermal noise power spectrum equals 

10−15
𝑉2

𝐻𝑧
. Furthermore, one may consider that the sampling frequency is located at 200KHz 

(namely 5𝜇𝑠 CDS time) and the pixel readout BW is bounded to 1GHz. With such an extremely 

high bandwidth, the thermal noise power can be visually noticed, as shown in Figure 3-8, for the 

sole purpose of serving as an example. 
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Figure 3-8 – Combined input flicker and thermal noise PSD spectrum. 

 

Figure 3-8 illustrates how both noise sources are combined in the frequency domain. Only at a 

high readout bandwidth (near 1GHz) it is possible to notice the effect of the thermal noise in the 

PSD spectrum, somewhere between 200MHz and 2GHz. At a much lower and more realistic 

readout bandwidth, the thermal noise becomes unnoticeable as it remains underneath the flicker 

noise power. However, even in such a case, it does not signify that the thermal influence is 

negligible. This is one of the reasons for showing these graphs and to go through this example 

case. 

Figure 3-9 depicts the CDS transfer function noise-shaping power effect for the example case of 

a 5𝜇𝑠 CDS time. Inspecting the shape of the 𝐻𝐶𝐷𝑆 power spectrum, one can conclude that it 

behaves as a high-pass filter, thus becoming the main reason why low-frequency spectrum 

signals’ influence is significantly reduced with the double sampling/readout operation. 
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Figure 3-9 – Double sampling readout method power shaping spectrum. 

 

Combining all these parts together, namely the input noise PSD, the 𝐻𝐶𝐷𝑆  filtering power 

spectrum, and the readout BW itself, results in a total noise PSD as shown in Figure 3-10. 

 

Figure 3-10 – Shaped output noise power spectrum. Consequence of the DS readout. 

 

Note that Figure 3-8 up to Figure 3-10 somewhat resemble Figure 2-7’s information. 
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The total output noise level lies in the area integral of the Figure’s curve. The smaller the system 

readout bandwidth, the lower the resulting output noise is. On the one hand, if the bandwidth is 

too high, then excessive thermal noise will contribute to a noisier image sensor. On the other 

hand, if the readout bandwidth is too low, then it may severely affect the CIS frame rate. 

One may wonder how much each noise source contributes to the total sensor output noise. To 

answer this, allow one to use the above example, however with a different readout BW, limited 

for instance to 155MHz (thus originating a 6.45ns readout settling time). Although the BW still 

is very high for a classical matrix vertical size in the order of hundreds or a few thousand of 

pixels, this specific frequency is now considered for the current case, given that both band-

limited thermal and flicker integrated noise powers are equal. This way, one can compare the 

noise of each contribution under the DS filtering effect. 

In this sense, Figure 3-11 displays then the individual flicker and thermal accumulated band-

limited noise powers, each one under the influence of the 𝐻𝐶𝐷𝑆  filtering effect. As such, 

inspecting Figure 3-11, one can conclude that (at the specific example case of 155MHz 

bandwidth), the contribution of the flicker noise is more attenuated than the resulting thermal 

noise. In fact, the thermal noise contribution becomes almost 2.5 times higher than the resulting 

flicker noise power, bearing in mind that each one is under the influence of a 𝐻𝐶𝐷𝑆 effect. 

 

Figure 3-11 – Accumulated thermal and flicker total noise powers. Applying CDS at 

155MHz readout BW. 
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The logical conclusion retrieved from Figure 3-11 would be that the thermal noise is (in this 

specific example) the bottleneck regarding the system noise performance limitation. The noise 

was reduced substantially by improving the 1/f contribution through the CDS filtering effect, 

while the limitation remains on the thermal side. However, there is an additional issue that the 

reader should be aware of at this stage. If the readout cut-off frequency is ten times smaller than 

in the previous case, this allows one to say the BW is limited to 15.5MHz, hence resulting in a 

readout settling time in the order of 65ns, the outcome is now different. Although the 15.5MHz 

bandwidth is still high when compared with most medium and high-end CIS devices in the 

market, resulting in a more realistic readout cut-off frequency, the 1/f noise power now becomes 

the dominant source of noise. This means that at the same 200KHz sampling frequency – 

however this time under 15.5MHz bandwidth - the outcome is shown in Figure 3-12. 

  

Figure 3-12 – Accumulated thermal and flicker total noise powers, applying CDS at 

15.5MHz readout BW. 

 

Figure 3-12 proves that limiting the readout bandwidth is another and a considerable means to 

improve the noise performance of a CIS device, as long as it does not interfere with the device’s 

frame-rate specification. Concisely, the above two examples lead one to conclude that modern 

CIS devices’ noise performance limitation does indeed come from the flicker noise source. In 

this sense, further work should be done, to properly address this issue. 
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Apart from the already considered classical constant-biased APS readout circuits, additional 

column circuitry is necessary to account for, namely, the amplification and the conversion stage, 

in which these contributes with substantial thermal noise and additional flicker power as well. 

With such an amount of column circuit stages, there is strong evidence that averaging the thermal 

samples appears mandatory to perform, in order to mitigate the thermal noise from these column 

stages, forcing the flicker noise contribution to remain the system noise performance bottleneck. 

This impels logically to the usage of fast column converters to meet both short CDS times and 

high frame-rate levels, as well as impelling one to the usage of the averaging technique, which 

is known to add more effectiveness in the 1/f noise power reduction than a simple double 

sampling operation does, as will be revealed ahead. 

Summarizing, the CDS technique is crucial and mandatory to be used in modern imaging 

devices, given that the double sampling technique is able to cancel any intrinsic spatial Dark 

FPN caused by any reference mismatch on the analogue electronics, as well as being able to 

cancel the pixel KTC reset noise, when correlated signal samples are handled. Furthermore, the 

CDS readout attenuates the1/f noise contribution caused mainly by the small dimensions of the 

pixel SF devices. Finally yet importantly, the evidence indicates that the flicker noise is still 

dominant over the thermal noise in modern CMOS imagers. 

3.4 Random Telegraph Signal Noise 

 

The Random Telegraph Signal (RTS) noise source, sometimes referred to as Pop Corn noise, 

was first analyzed and documented in 1989, although its origin is still not yet clear among the 

scientific community [3]. However, recent developments have helped in this regard, with Jay et 

al.’s [28] research work. The current understanding believes that the flicker noise is made of 

many multi-traps, corresponding to multiple non-interfering RTS Lorentzian spectrums, while 

the RTS noise itself is originated from a single-trap, therefore corresponding to a single 

Lorentzian power spectrum [3] effect. Figure 3-13 displays several Lorentzian spectrums, 

indicating the inverse dependence over the frequency concerning the 1/f noise spectrum. 
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Figure 3-13 – The RTS and Flicker noise PSD spectrums, based on X. Wang [3] and M.-

W. Seo [6]. 

 

As mentioned previously, the low-frequency nature of the 1/f noise power is caused by the 

trapping and de-trapping effect of the electronic carriers on the Si-SiO2 interface defects. The 

bigger a device gate area, the higher the number of these traps/defects. In very small geometries, 

a device may have only one trap/defect underneath or nearby the device’s gate, causing a 

pronounced RST effect on the drain current. In large area devices, the releasing of the carriers 

contributes more for the average drain current value, instead of generating a momentary current 

glitch. The RTS voltage noise PSD of an MOS device can be expressed as follows [7], as 

similarly indicated by Seo [6]: 

𝑆𝑉𝑅𝑇𝑆(𝑓) =
< 𝑉𝑛2 >

∆𝑓
=

𝐾𝑟𝑡𝑠

1 + (
𝑓
𝑓𝑐
)
2 , 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 (89) 

As an example, let one consider that a pixel SF NMOS device area is small enough so that it 

holds nearby an active trap. It is very likely that the pixel output will generate fluctuations over 

time, displaced from the average output. However, the charge carriers are released from the 

active traps only after a relatively long time and may take several minutes to occur and be 

observed. For this reason, the CDS technique does not significantly aid with the RTS noise 

reduction, since the corresponding attenuation efficiency is rather limited due to the short time 
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between the samples applied in the CDS operation, targeting a high degree of 1/f noise 

attenuation. Figure 3-14 depicts the effect of two samples under the traps’ effect inside the CDS 

operation period likewise the traps’ effect occurring outside the CDS operation. 

 

Figure 3-14 – RTS-based pixel output noise due to the CDS operation. Picture obtained 

from X. Wang [3]. 

 

The RTS and the flicker noise are seen as two different sources of noise, in which both can 

coexist at the same time, as suggested by Figure 3-15, although their process generation 

apparently arises from the same origin, yet, with different traps/release relaxation times. 

 

Figure 3-15 – The RTS and the Flicker noise extraction from an NMOS device raw noise 

measurement. Picture obtained from X. Wang [3]. 



Ultra-Low Noise, High-Frame Rate Readout Design for a 3D-Stacked CMOS Image Sensor 

70  Luis Miguel Carvalho Freitas - September 2022 

 

An interesting question arises at the moment. If the CDS technique only reduces the flicker noise 

efficiently, then what can be done to mitigate the RTS noise contribution? One way to reduce 

the 1/f noise power but also to reduce the RTS noise power spectrum is to employ Buried-

channel pixel NMOS SF devices [3], and reported by Gonthier et al. [29], or to use PMOS SF 

surface-channel devices [30]. The reason to consider the usage of PMOS devices as the pixel 

device driver is due to the fact that it has been reported that PMOS devices exhibits less flicker 

and RTS noise power than their NMOS counterparts. 

Anyhow, the latter hypothesis appears to be difficult or prohibitive for small pixels, because 

adding PMOS SF devices in the pixel matrix reduces substantially the pixel FF, unless large 

pixels are necessary and drawn for a target application, or in the case that all in-pixel devices are 

a PMOS type. However, the latter brings complications from a CIS design perspective, as it 

would require the use of an N-type silicon wafer rather than the classical P-type wafer, leading 

the research work to becoming excessively experimental. 

The choice for buried-channel NMOS SF devices would solely cost an additional mask, thus 

indicating that it could be a better choice when compared with pixel-based PMOS devices. 

Depending on the target application, for instance for astronomy purposes, where the CIS device 

exposure time can last several minutes, the buried-channel may be a solution given that the RTS 

effect is only visible for long periods. 

Despite the doubts, the buried-channel devices seem to be the best option to not only attenuate 

the RTS effects but also significantly reducing the 1/f noise contribution as well, since they both 

share the same noise generation process. The reason for the preferred buried-channel suggestion 

(as a valuable resource for this research work and for future developments) is that as soon as the 

system thermal noise is averaged out, by the use of large multiple sample counts, the noise 

performance bottleneck will then mainly depend on the low-frequency noise spectrums, the 1/f 

and the RTS. 

There is another way to mitigate the flicker noise influence on the system, and it lies in the use 

of a chopper stabilization technique [13]. This technique is implemented in RF circuits, in which 

the modulation process is used to reduce the resulting flicker noise power, when the signal is 

brought back to the base-band region. Despite the fact that the concept is ordinarily used in RF 

systems, the concept can be employed in imaging systems when combined with the noise 

cancelation scheme, also typical from RF Low Noise Amplifiers (LNA) circuits. Enz et al. [13] 
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suggest that the underlying idea in the form of a common-gate Trans-Impedance Amplifier (TIA) 

is used as front-end circuits for bio-sensing. 

Lastly, another interesting technique to reduce the low-frequency noise sources contributions, 

such as the flicker and the RTS noise sources, is performed by means of biasing the MOS devices 

periodically under switched operation [31] [32] [33], in which the devices are cyclically biased 

at accumulation and at the inversion state [29] [34]. Placing the previously addressed techniques 

on the board for comparison, the usage of NMOS buried-channel SF devices appears to be the 

most attractive solution, feasible and simpler in the CIS field when compared with PMOS 

devices, switching the Accumulation-Inversion operation or even employing Chopper 

Stabilization. 

3.5 Conclusion 

 

From the pixel readout comparison work over three different types of pixel circuits, tabulated in 

section 3.1, in which the work and the details were relegated to the Appendixes, one can conclude 

that the FBL (hence the switched-bias APS) readout scheme revealed to be the most indicated 

pixel readout method to employ, as it exhibits the lowest CDS output noise. However, 

considering the possibility of employing multiple samples for the readout scheme, the classical 

constant-bias APS readout seems to be a more prominent choice as it presents a margin to 

improve its noise performance under the oversampling/averaging operation mode. In addition, 

simulations were performed to confirm the derived theoretical results trend, although it 

considered only the thermal noise contribution, however, without loss of generality. 

Concerning the inclusion of the PGA stage in the readout circuit chain, the author is convinced 

that the amplification stage is incredibly useful and its presence compensates not only to allow 

a gain at an early stage prior to the column ADCs but also to properly define and set the DC 

input signal reset/black level, besides the capability of performing an intrinsic analogue-domain 

auto-zero (hence the analogue CDS) operation with significant benefits for the overall sensor 

dark spatial non-uniformities, when performed in conjunction with a digital CDS operation. 

Another relevant issue highlighted earlier in this chapter is the strong evidence that allows one 

to conclude that the 1/f noise is the most critical noise contributor limiting modern imaging 

systems’ readout noise performances. Furthermore, the BW limitation revealed to be another 

important technique available to strongly attenuate the thermal noise influence in the system, in 

the case that it becomes significant with the presence of the column amplifier. Nevertheless, 
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even in such a scenario, it is expectable that the flicker noise power will remain dominant over 

the thermal noise. 

Finally yet importantly, due to the recent discoveries on the RTS noise and on methods to 

mitigate it, one could identify that in order to suppress even more the low-frequency noise 

sources - not only the RTS noise but also the flicker noise - buried-channel driver SF devices are 

adequate for the pixels. The use of these types of devices seems more prominent compared with 

regular surface-channel PMOS SF drivers, known similarly to exhibit a low 1/f noise power; 

however, the latter exhibits a higher power spectrum than the NMOS buried-channel devices 

counterpart does. 
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4 MODERN APPROACHES FOR 

SUB-ELECTRON READOUT 

This chapter visits modern advanced techniques to effectively increase the CIS readout noise 

performance, as well as focusing on the direction to take regarding the on-chip column signal 

converters’ topologies, which need to be designed and tested, serving as a starting point for the 

next chapter’s subject, namely the oversampling signal converters. 

Furthermore, this chapter addresses important subjects such as the in-pixel amplification method 

and the averaging (oversampling) readout process, which at the end of the chapter, are the 

necessary readout blocks for the test low noise imager, which are defined with more precision. 

In addition, the derivation of the CMS transfer function (including explicitly the noise 

contamination process) is presented in this chapter through the Fourier Transform of discrete 

signals, so that one can deeply understand the role of the CMS operation, and to what extent it 

is beneficial to suppress the noise present in the system. 

4.1 In-Pixel Amplification 

 

Recalling the conjectures raised in the previous chapter, in which the more gain is provided at 

early stages in the readout path, the more the output noise depends on the pixel circuitry, given 

that the amplification process results in a less significant noise contribution from subsequent 

stages. To obtain a higher noise reduction degree, a gain at the pixel stage is considered for the 

study. Reducing the pinned-pixels Floating Diffusion (FD) capacitance is a means to provide 

gain at the pixel stage, as the goal is to obtain a sufficiently high CG value, so that the intrinsic 

readout noise becomes less relevant when compared with the signal generated at the pixel FD 

node, which is controlled by the pixel CG. 

However, there is a limit for the minimum capacitance drawn/tied over the FD node, which is 

dictated by the pixel devices’ sizes and their capacitance. As the pixels are planned as small as 

possible for high spatial resolutions, the devices’ sizes need to end up small as well, limited to 

how small the technology process allows. The consequence of drawing small pixel devices is 

that the flicker noise becomes inherently dominant over the thermal noise. That being said, 
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optimizing the pixel devices’ size is a critical way to reach a low noise performance i.e., tuning 

and optimizing the pixel devices geometry, so that the highest pixel CG is achieved. The goal is 

to minimize the ratio of the resulting output noise per CG [35]. 

Another form to provide gain at the pixel level is through a CTIA-based amplifier pixel, whose 

FW capacity is dictated by a Metal-Oxide-Metal (MoM) feedback capacitor, or by any other 

type of capacitor, for instance, the Metal-Insulator-Metal (MiM) or the Poly-Poly type. Although 

it allows large amplification values, using MoM capacitors has a limited effect, since these 

capacitors have their own physical limitations. The traditional CTIA amplifier circuit allows for 

higher sensor DR by decreasing the feedback capacitance. However, the mismatch issues limit 

the minimum value that this capacitance can reach [25]. 

The regular CTIA-based amplifier pixel concept can be further extended to an in-pixel CTIA-

based circuit, in which there is no classical amplifier and capacitive feedback is used.  Instead, 

a modified CTIA circuit is drawn in such a way that the pixel is seen and operated as a classical 

4T pinned-pixel [36]. Figure 4-1(b) depicts the CTIA pixel concept and how the negative 

feedback connection is made through the parasitic capacitance (ultimately) existing at the drain 

and gate terminals of the Common-Source (CS) amplifier. With such small intrinsic feedback 

capacitance, CS stage is handled practically in an open-loop mode, by the time the pixel is 

selected for readout. The reader may note that on a practical circuit implementation, the CS 

amplifier drain terminal should be tied to the ground or a low noise reference. 
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Figure 4-1 – The in-pixel CTIA concept. (a) – The classical APS 4T pinned-pixel; (b) – 

The 4T pinned-pixel CTIA-based amplifier, proposed by Seitz et al. [36]. 
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Achieving a larger CG on classical APS 4T pinned-pixels is obtained by reducing the FD 

capacitance to the smallest value while maintaining it constant, to obtain a linear charge-to-

voltage process. In the extreme scenario, the minimum FD capacitance is limited by the total 

parasitic capacitance tied to the FD node, which depends on the amount of devices tied to the 

sensitive node and based on their size. The smaller the devices’ area, the bigger the pixel CG is. 

Due to leakage currents (regarding the TX and the Reset transistors sizes) and depending on the 

target application (concerning the SF device and the Select transistor), the pixel devices cannot 

have a minimum length, thus defining somehow how small the FD node capacitance can be. 

Figure 4-2 depicts the classical SF-based APS pixel, employing both NMOS and PMOS devices 

[37]. 
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Figure 4-2 – PMOS SF pixel level “amplification” (driver). Redraw and adapted from 

Boukhayma et al. [37]. 

 

Boukhayma et al.’s [37] research work proposes to employ a PMOS SF pixel in conjunction 

with a CMS readout operation and band-limited circuits, to take advantage of the significantly 

lower flicker noise power when compared with NMOS SF pixels counterparts. This is an 

indication that once the thermal noise is sufficiently oversampled, the noise performance 

bottleneck moves towards the flicker noise source, and the latter can be mitigated by the use of 

PMOS devices. 
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Boukhayma et al. [37] went even further, by using thin-oxide PMOS devices rather than thick-

oxide PMOS, given that the former devices exhibit lower 1/f noise PSD than the latter ones. 

Note that the cost of using several device types inside the pixel area is to sacrifice the pixel FF, 

especially when targeting small pixels. Additionally, Lotto et al. [38] [39] and Baechler et al. 

[40] suggested the use of PMOS devices as in-pixel (CS) amplifiers, similarly to Boukhayma et 

al. [37]. The proposed authors’ underlying idea is depicted in Figure 4-3. 
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Figure 4-3 – In-pixel amplifier. (a) - Cascaded CS PMOS amplifier through pixel 

selection transistor [38]; (b) - CS PMOS based in-pixel amplifier [39] [40]. 

 

Inspecting Figure 4-3 and Figure 4-1, one can conclude that both implement the very same 

amplification idea. The difference lies in the devices types. Figure 4-1 uses NMOS devices, 

while Figure 4-3 employs essentially PMOS devices. 

Another in-pixel amplification method accomplished through a distributed voltage amplifier 

scheme [41] is displayed in Figure 4-4. Park et al. [41] created an amplifier system based on two 
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joint amplifiers, namely a CS and a CG stage. The FD voltage variation (referred to VG) creates 

a differential signal conveniently amplified, originating a differential output. The special detail 

lies in the fact that the column-level branch device has a large size, such that the intrinsic 1/f 

noise is considerably smaller and has an optimized W/L ratio for low thermal noise when 

compared with the in-pixel SF device thermal noise. Park et al. [41] also indicated that the use 

of PMOS devices within the pixel limits their usage to large pixel sizes, consequently sacrificing 

the sensor spatial resolution. This is the reason why their proposal (which avoids drawing in-

pixel PMOS transistors and is depicted in Figure 4-4) results in a valid in-pixel amplification 

method for consideration, thus bringing some benefits. 
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Figure 4-4 – Column-level (distributed) differential amplifier. Redraw and adapted from 

Park et al. [41]. 
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Continuing unveiling ways of reducing the total input-referred noise on any CIS readout, leads 

one to consider the foundries’ fabrication process refinements, as it enables one to obtain extreme 

levels of noise performance, by reaching extremely high levels of pixel CG, as indicated by 

Boukhayma’s research work [42]. Figure 4-5 illustrates an example of a process optimization 

done over a 6T pinned-pixel design, reported by Chen et al. [43]. 
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Figure 4-5 – Foundry process optimization. Concept redraw and adapted from Chen et 

al. [43], jointly based on Boukhayma’s [42] research work. (a) - Before process 

modification; (b) - After process refinement. 

 

Chen et al. [43] employed a 6T global-shutter pinned-pixel based on a buried-channel SF driver 

device (targeting low 1/f and RTS contributions), as well as resulting from process optimization, 

culminating into an extreme high CG pixel. The layout refinements were required to modify 

experimentally the fabrication process, effectively moving the FD node away from adjacent 

gates. To reach it, the PWELL (where the buried-channel device is located concerning Chen et 
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al.’s [43] research work) is made of a lightly doped n- layer on top of the p+ well, as a means to 

avoid creating big potential barriers in the gaps between the FD node and the adjacent gates. In 

practical terms, it creates a capacitor series, thus resulting in a smaller node capacitance effect. 

However, an issue arises with the process optimization option. Extremely high CG pixels do 

suffer from a column-wise pixel CG mismatch/variation and according to Chen et al. [43] it is 

also a form of PRNU. If the pixel CG mismatch is significant, then it becomes unpleasant and is 

not suitable for a high-end solution driven by market demands. Additional research works have 

been developed in the field of maximizing the pixel CG, as a means of obtaining sub-electron 

input-referred noise levels sensors. The ultimate goal of those works is usually to emerge with 

an overall CIS solution that effectively allows for the counting of photons (at room temperature), 

such that the noise floor level must reach below the equivalent 0.2 noise electrons of input-

referred RMS noise [44]. 

4.2 Averaging AD Samples 

 

As mentioned earlier, one of the main goals of this work is to aim for an area efficient converter 

design required to obtain a high frame-rate image sensor, throughout optimizing the number of 

pixels reserved per each ADC layout area, on a vertical 3D-stacked CIS solution. This sentence 

is somewhat incomplete, as it does not take into account the ADCs’ conversion time and power 

consumption. One of the metrics to evaluate how good a signal converter is (in the specific 

context of this research work) is the product of the conversion time by the converter area, which 

then must be minimized [45]. In fact, the author’s work [45] results in contributing to the existing 

literature concerning this specific issue, namely presenting the appropriate metrics to assess, 

relative to oversampling single-bit noise-shaping converters that are adequate to employ on a 

“column parallel” structure, while occupying the smallest area and dissipating the least amount 

of power at a given conversion speed. 

On the one hand, opting for a small “column” converter seems to be a plausible choice, under 

the condition that they exhibit a reasonably low conversion time. However, small area ADCs 

somehow signify minimal hardware, thus relating to a simple converter that normally means an 

intrinsic long conversion time, hence degrading the evaluation metrics. Moreover, going ahead 

with a small area ADC design leads one to have a high count of these blocks across the 3D-

stacked sensor, to the point where the ever-wanted low-power feature ends up being 

compromised, given that such a feature is always a concern from a commercial standpoint. 
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On the other hand, and as indicated above, the issue relates to the development of a low-power 

device, thus turning it into a competitive CIS solution, meaning that large area converters might 

be suitable (in opposition to small area blocks), as long as the number of on-chip converters is 

limited. In this sense, large area ADCs seems plausible for consideration as well, as long as the 

conversion time reduces faster than the ADC area increases. As such, and given the above 

explanations, the relevant metrics one needs to evaluate leads one to pave the way for a proper 

sensor design (in the context of this research work), are: a Conversion Time-Area product; a 

Power Consumption-Area ratio; and a Power Consumption-Conversion Time product. All these 

must be minimized. In addition, the Noise Averaging-Conversion Time and the Noise Power 

Shaping-Conversion Time products should be considered while these must be minimized as 

well. 

For instance, Successive Approximation Register (SAR) converters, although being Nyquist-

rate systems, are known to be relatively fast [46] due to their limited amount of conversion cycles 

(for a given target resolution), however, they require a large chip layout area. The SAR 

converters have a high capacitors count that is required for the built-in DACs [47] [48], despite 

the active electronic circuits being rather limited, namely the comparator and the DACs’ charge-

redistribution amplifier. In such a case, a trade-off among the power, the conversion time, the 

area [45], and the complexity (for a given ADC type) needs to occur. Overall, it all depends on 

how much analogue circuitry the column/region converters require and how much current each 

converter consumes, for a given conversion time performance. 

A different form to tackle this issue relates to considering an ADC design that scales down with 

the technology process node, in which “all” its construction is mainly digital [49]. This may 

point the research towards the “All-Digital” ADCs, taking advantage of the reduced area 

reserved to the ADC logic/digital circuitry when designed in small process nodes. However, 

even the “All-Digital” ADCs are not 100% digital circuits. These types of converters always 

have some portion of analogue circuitry, either in the form of a comparator or in the form of a 

Switched-Capacitor (SC) integrator circuit. 

As such, the focus so far has been to unveil the required converter performance metrics and the 

conversion system complexity (from a high-level perspective), assuming one would need only a 

full Digital CDS (DCDS) conversion to retrieve the pixel information. To reach sub-electron 

noise performances, one may grab several consecutive digitized images and perform off-chip 

the averaging process. This is usually applicable to line-scan sensors’ applications, known as the 

Time Delay Integration (TDI) technique. This technique is aimed to increase the image sensors’ 

DR by means of lowering the resulting noise floor of the system. In fact, the TDI applied in line 
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applications is nothing more than adding consecutive lines, resulting in a linear increased line 

data resolution, while the resulting noise rises in a squared-root form. Dividing the TDI output 

images by the number of integrations/accumulations, results in the images’ averaging, while 

affecting the sensor line rate. 

The principal difference regarding the averaging process on a line or area sensor is that the latter 

requires hard external computation, as well as a vast amount of memory to obtain the averaging 

done off-chip, due to the need to add bi-dimensional registers rather than add line registers. It is 

then clear why one needs to perform on-chip averaging, preferably done on the fly and performed 

intrinsically in the columns. The reader may also wonder why the averaging process can be done 

over the out-coming images. The reason lies in the fact that the noise signals that contaminate 

each output pixel photo-signal has a zero mean value, otherwise, the averaging process would 

not work at all. 

To make this issue clear, let one consider a typical noise PSD shape from a pixel photo-signal 

readout, immediately before being applied to the column ADCs, as depicted in Figure 4-6, and 

similarly depicted in Figure 3-6 and Figure 3-8. Moreover, the noise PSD is band-limited to the 

corner frequency, 𝑓𝑐, caused by the slower response of the analogue column circuitries. Note 

that a classical APS readout circuit, based on a 180nm fabrication process, employing surface-

channel NMOS SF readout device, with lengths and widths smaller than one micro-meter, 

exhibits a noise spectrum in the order of 10−6
𝑉2

𝐻𝑧
 (at 0.01Hz) and 10−15

𝑉2

𝐻𝑧
 , for the 1/f power 

spectrum and the thermal PSD, respectively. The pixel structures are usually readout within a 

1𝜇𝑠 pixel access time, limited by a readout BW in the order of 1.5MHz. 

Total Noise PSD

Frequency (Hz)fc

SvThermal

SvFlicker

0.01

10   V /Hz
-6 2

10     V /Hz-15 2

1.5MHz

 

Figure 4-6 – Example of a combined band-limited system total (flicker and thermal) 

typical noise PSD. 
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Note: the 1/f noise power spectrum steepness looks exaggerated. A realistic noise PSD shape 

can be found in section 3.3, Figure 3-8. Figure 4-6 serves solely for exemplification purposes. 

 

The entire readout chain noise PSD is the combination of the flicker and white/thermal noise 

contributions, as exemplified in Figure 4-6. Both types of noise sources exhibit zero mean value 

and this property is suitable for the samples averaging. However, one can encounter another 

question at this stage, concerning the appropriate sampling frequency for the averaging process. 

The answer is difficult to find and can only come from a dedicated study. Nevertheless, it is 

possible to unveil two special cases. On the one hand, when the system thermal noise PSD 

dominates, it is expectable that a high number of samples combined with a low sampling 

frequency rate produces a lower noise. On the other hand, when the full readout noise PSD is 

under control of the 1/f noise contamination, then it is expectable that a high sampling frequency 

rate originates a smaller resulting noise, hence a higher noise performance, for a given number 

of samples. 

The correct answer depends clearly on the individual’s noise PSD levels, filtered by the system 

bandwidth, as well as depends on the sampling frequency and the number of samples. However, 

the procedure is somewhat iterative and/or experimental. As such, and as indicated earlier, the 

averaging can be done externally on a frame-by-frame basis, demanding vast external hardware 

resources and a loss of effective frame-rate. Similarly, the on-chip averaging photo-signal 

samples can be implemented as well. How far one can accelerate the averaging process is now 

a matter of how fast the on-chip column/region converts, as well as how much BW the readout 

circuits have available. 

The most appropriate way to average image data efficiently is when each row of pixels is 

accessed for readout. As an example, focusing on the readout of 4T pinned-pixel signals, while 

the pixel is addressed during the reset level readout, the averaging hardware should take several 

consecutive converted samples and accumulate them, while finalizing with an N right-shift 

digital operation, assuming 2𝑁 accumulations, with N then indicating the number of samples. 

Similarly, when the light-induced signal is readout, the same number of digitized samples are 

accumulated, finalized with a by-N division procedure. The required later subtraction produces 

the digitized version of the resulting DCDS photo-signal. 

For exemplification, let one consider for simplicity a Nyquist-rate column converter. The digital 

recursive hardware displayed in Figure 4-7 is able to perform the samples accumulation process. 
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It is a compact, efficient, and relatively easy way to implement the samples averaging process, 

given that it re-uses the existing hardware. 

MUX

ADDER

Register

 0 

Data In

SR Register

 

Figure 4-7 – Recursive hardware for on-chip samples averaging process. 

 

The division is achieved by means of right-shift operations, after the accumulation process. This, 

unfortunately, allows a limited division number of operations, namely divisions by 2, 4, 8, 16 

factors and so on. In other words, it is limited to 2𝑁 accumulations. As such, this is the cost for 

maintaining a simple, effective, and small averaging hardware. Performing different division 

factors through the implementation of pure unsigned divider hardware blocks is not the best 

choice in the author’s opinion, due to its inherent large design/layout size and issues, not to 

mention that complex blocks are more difficult to handle and manage. 

4.3 Correlated Multiple Sampling 

 

The averaging on a pixel readout basis, while accessing a line of pixels based on fast column 

parallel CIS readout architectures, is much more efficient than averaging done on a frame-by-

frame basis. The latter not only results in being computationally intensive, but also ruins the 

resulting sensor frame rate. For this reason, averaging on-chip correlated multiple samples is 

planned to be done, while the pixels are readout. Figure 4-8 depicts the classical 4T pinned-pixel 
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readout timing operation, while performing the CMS, i.e. first the pixel reset level (VDDPIX) is 

readout followed by the light-induced signal readout. 

The CMS works as follows: after flushing the FD node towards the pixel supply, the system 

oversamples the value left in the FD. Next, the light-induced signal charges are transferred. The 

built-up signal in the FD is once again oversampled, similarly to the reset signal level. Thus, 

based on the oversampling conversions, the following subtraction produces the DCDS photo-

signal. 

SEL

TX

Sample 
Exposured 

Signal

Sample Reset 
Signal Level

VDDPIX

RST

... ...

 

Figure 4-8 – 4T pinned-pixel access during the CMS operation. 

 

The literature refers that the CMS operation is highly beneficial for averaging the white/thermal 

noise, as well as for any other sources of uncorrelated temporal noise, which are referred to the 

input node. Moreover, the CMS readout technique is beneficial to attenuate the flicker noise 

through the highly correlated low-frequency noise samples. The KTC reset noise cancellation is 

also guaranteed with the CMS operation, given that the two sets of samples are well correlated 

concerning pinned-pixels. From the signal processing perspective, the CMS readout technique 

is easily understood graphically by Figure 4-9 jointly with Figure 4-8. 
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Figure 4-9 – Basic graphical description of the CMS operation. 

 

To understand how the Figure 4-9 concept works in detail, one must derive the mathematical 

transfer function of the system employing the CMS technique, as indicated by the author’s work 

[50]. To tackle this, one needs to think of what the system will do to the incoming signals for the 

CMS engine, similarly to what was done for the CDS transfer function. The answer for this is 

that the system will take two sets of samples, equally spaced in time, as shown in Figure 4-9. 

The complete averaging procedure is concluded through a division operation, so that the entire 

CMS operation can take place by means of a final subtraction. 

Let one consider that while accessing the pixel for the reset signal level readout, the value is seen 

as a DC signal, 𝑉𝑟𝑠𝑡, corrupted by a random (noisy) signal, 𝑛(𝑡). In a similar way, let one further 

consider that the light-induced signal (the charges signal built-up during the sensor exposure 

time) is also a DC signal, 𝑉𝑠𝑖𝑔, which is corrupted by a noisy signal, 𝑛(𝑡). Note that the time-

domain 𝑛(𝑡) signal contains the thermal, the flicker, and the RTS noise signal sources. 

Bearing this in mind, the CMS engine system collects, converts, and accumulates the following 

pixel reset/supply samples, in accordance with Figure 4-8 and Figure 4-9. Before proceeding, let 

one consider that the samples are taken at 𝑡 = 0, and the delay 𝑇𝑠 is a negative quantity for 

simplicity; however, not changing the meaning/purpose of the system operation. 

[𝑉𝑟𝑠𝑡 + 𝑛(𝑡)] + [𝑉𝑟𝑠𝑡 + 𝑛(𝑡 − 𝑇𝑠)] + [𝑉𝑟𝑠𝑡 + 𝑛(𝑡 − 2𝑇𝑠)] + ⋯

+ [𝑉𝑟𝑠𝑡 + 𝑛(𝑡 − (𝑀 − 1)𝑇𝑠)]

= 𝑀 × 𝑉𝑟𝑠𝑡

+ 𝑛(𝑡)⨂[𝛿(𝑡) + 𝛿(𝑡 − 𝑇𝑠) + 𝛿(𝑡 − 2𝑇𝑠) + ⋯+ +𝛿(𝑡 − (𝑀 − 1)𝑇𝑠)]

= 𝑀 × 𝑉𝑟𝑠𝑡 + 𝑛(𝑡)⨂∑ 𝛿(𝑡 − 𝑘𝑇𝑠)

𝑀−1

𝑘=0

 (90) 
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In a similar way, while the light-induced signal is readout, the CMS engine system collects, 

converts, and accumulates the following samples: 

[𝑉𝑠𝑖𝑔 + 𝑛(𝑡 − 𝑇𝑐𝑑𝑠)] + [𝑉𝑠𝑖𝑔 + 𝑛(𝑡 − 𝑇𝑠 − 𝑇𝑐𝑑𝑠)] + [𝑉𝑠𝑖𝑔 + 𝑛(𝑡 − 2𝑇𝑠 − 𝑇𝑐𝑑𝑠)] + ⋯

+ [𝑉𝑠𝑖𝑔 + 𝑛(𝑡 − (𝑀 − 1)𝑇𝑠 − 𝑇𝑐𝑑𝑠)]

= 𝑀 × 𝑉𝑠𝑖𝑔

+ 𝑛(𝑡)⨂[𝛿(𝑡 − 𝑇𝑐𝑑𝑠) + 𝛿(𝑡 − 𝑇𝑠 − 𝑇𝑐𝑑𝑠) + 𝛿(𝑡 − 2𝑇𝑠 − 𝑇𝑐𝑑𝑠) + ⋯

+ +𝛿(𝑡 − (𝑀 − 1)𝑇𝑠 − 𝑇𝑐𝑑𝑠)] = 𝑀 × 𝑉𝑠𝑖𝑔 + 𝑛(𝑡)⨂∑ 𝛿(𝑡 − 𝑘𝑇𝑠 − 𝑇𝑐𝑑𝑠)

𝑀−1

𝑘=0

= 𝑀 × 𝑉𝑠𝑖𝑔 + 𝑛(𝑡)⨂ [∑ 𝛿(𝑡 − 𝑘𝑇𝑠)

𝑀−1

𝑘=0

]⨂𝛿(𝑡 − 𝑇𝑐𝑑𝑠) (91) 

Furthermore, apart from the two previous accumulation operations, the CMS engine performs a 

final subtraction, given that the light information lies in the absolute difference between the reset 

measurement and the exposure (light-induced) signal level. Thus, the output of the system (after 

the entire CMS operation) is as follows: 

𝑂𝑢𝑡𝑝𝑢𝑡(𝑡) =
1

𝑀
. [𝑀 × 𝑉𝑠𝑖𝑔 + 𝑛(𝑡)⨂ [∑ 𝛿(𝑡 − 𝑘𝑇𝑠)

𝑀−1

𝑘=0

]⨂𝛿(𝑡 − 𝑇𝑐𝑑𝑠) − 𝑀 × 𝑉𝑟𝑠𝑡

+ 𝑛(𝑡)⨂∑ 𝛿(𝑡 − 𝑘𝑇𝑠)

𝑀−1

𝑘=0

]

= (𝑉𝑠𝑖𝑔 − 𝑉𝑟𝑠𝑡) ±
𝑛(𝑡)

𝑀
⨂[∑ 𝛿(𝑡 − 𝑘𝑇𝑠)

𝑀−1

𝑘=0

]⨂[𝛿(𝑡) − 𝛿(𝑡 − 𝑇𝑐𝑑𝑠)] (92) 

It is worth noting that the 𝑛(𝑡) signal contaminates the photo-signal, (𝑉𝑠𝑖𝑔 − 𝑉𝑟𝑠𝑡), in the same 

way it contaminates each individual signal. This happens due to the random nature of the 𝑛(𝑡) 

noise signal. The second term of the above expression (Eq.92) can become an addition instead 

of remaining as a subtraction, given that the CMS engine is dealing with a noise signal. Thus, it 

is irrelevant if the dual convolution term is positive or negative, while changing the mathematical 

sign operation. For simplicity, let one consider such a term is positive. 

One can further split the system output signal into two distinct parts; one performing a Multiple 

Sampling (MS) operation and a second part performing the CDS function. Both are described as 

follows: 

𝑀𝑆𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑡) = [∑ 𝛿(𝑡 − 𝑘𝑇𝑠)

𝑀−1

𝑘=0

] (93) 
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And  

𝐶𝐷𝑆𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑡) = [𝛿(𝑡) − 𝛿(𝑡 − 𝑇𝑐𝑑𝑠)] (94) 

The entire system output function can be further written in the following form: 

𝑉𝑝ℎ𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑒𝑑 = 𝑉𝑝ℎ𝐷𝐶 +
𝑛(𝑡)

𝑀
⨂𝑀𝑆𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑡)⨂𝐶𝐷𝑆𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛(𝑡) (95) 

Moving into the frequency-domain, through the application of the Fourier-Transform of discrete 

signals, the system output power (after taking multiple samples and average), becomes as 

follows: 

|𝑉𝑝ℎ𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑒𝑑(𝑗𝜔)|
2

= 𝑉𝑝ℎ𝐷𝐶
2 + |

𝑁(𝑗𝜔)

𝑀
|

2

× |𝐹𝑜𝑢𝑟𝑖𝑒𝑟 [∑ 𝛿(𝑡 − 𝑘𝑇𝑠)

𝑀−1

𝑘=0

]|

2

× |𝐹𝑜𝑢𝑟𝑖𝑒𝑟[𝛿(𝑡) − 𝛿(𝑡 − 𝑇𝑐𝑑𝑠)]|2

= 𝑉𝑝ℎ𝐷𝐶
2 + |

𝑁(𝑗𝜔)

𝑀
|

2

× |∑ 𝑒−𝑗𝜔𝑘𝑇𝑠
𝑀−1

𝑘=0

|

2

× |1 − 𝑒−𝑗𝜔𝑇𝑐𝑑𝑠|
2
 (96) 

Based on the derived expressions for the CDS transfer function in section 2.3.12, one can recall 

Eq.87, which has been slightly modified. 

|1 − 𝑒−𝑗𝜔𝑇𝑐𝑑𝑠|
2
= 4𝑠𝑖𝑛2 (𝜔

𝑇𝑐𝑑𝑠

2
) (97) 

Additionally, the MS function term is equivalent to: 

𝐹𝑜𝑢𝑟𝑖𝑒𝑟 [∑ 𝛿(𝑡 − 𝑘𝑇𝑠)

𝑀−1

𝑘=0

] = ∑ 𝑒−𝑗𝜔𝑘𝑇𝑠
𝑀−1

𝑘=0

 (98) 

Where a geometric progression can be reduced to: 

∑𝑍𝑘
𝑀−1

𝑘=0

=
1 − 𝑍𝑀

1 − 𝑍
 (99) 

Therefore, the MS factor (in the frequency domain) becomes: 
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∑ 𝑒−𝑗𝜔𝑘𝑇𝑠
𝑀−1

𝑘=0

=
1 − 𝑒−𝑗𝜔𝑀𝑇𝑠

1 − 𝑒−𝑗𝜔𝑇𝑠
= 𝑒𝑗𝜔

𝑇𝑠
2 ×

1 − 𝑒−𝑗𝜔𝑀𝑇𝑠

𝑒𝑗𝜔
𝑇𝑠
2 − 𝑒−𝑗𝜔

𝑇𝑠
2

= 𝑒𝑗𝜔
𝑇𝑠
2 ×

𝑒𝑗𝜔𝑀
𝑇𝑠
2

𝑒𝑗𝜔𝑀
𝑇𝑠
2

×
1 − 𝑒−𝑗𝜔𝑀

𝑇𝑠
2 × 𝑒−𝑗𝜔𝑀

𝑇𝑠
2

𝑒𝑗𝜔
𝑇𝑠
2 − 𝑒−𝑗𝜔

𝑇𝑠
2

= 𝑒𝑗𝜔
𝑇𝑠
2 ×

1

𝑒𝑗𝜔𝑀
𝑇𝑠
2

×
(𝑒𝑗𝜔𝑀

𝑇𝑠
2 − 𝑒−𝑗𝜔𝑀

𝑇𝑠
2 )/2

(𝑒𝑗𝜔
𝑇𝑠
2 − 𝑒−𝑗𝜔

𝑇𝑠
2 )/2

=
𝑒𝑗𝜔

𝑇𝑠
2

𝑒𝑗𝜔𝑀
𝑇𝑠
2

×
𝑗𝑠𝑖𝑛(𝜔𝑀

𝑇𝑠
2 )

𝑗𝑠𝑖𝑛(𝜔
𝑇𝑠
2 )

= 𝑒−𝑗𝜔(𝑀−1)
𝑇𝑠
2 ×

𝑠𝑖𝑛(𝜔𝑀
𝑇𝑠
2
)

𝑠𝑖𝑛(𝜔
𝑇𝑠
2 )

 (100) 

Recalling one needs to find the power of the MS factor, thus the power of Eq.100. Then, it can 

be written as follows: 

|∑ 𝑒−𝑗𝜔𝑘𝑇𝑠
𝑀−1

𝑘=0

|

2

=
𝑠𝑖𝑛2(𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2 )

 (101) 

Placing everything together, it results in the following and compact output expression: 

|𝑉𝑝ℎ𝐶𝑜𝑟𝑟𝑢𝑝𝑡𝑒𝑑(𝑗𝜔)|
2 = 𝑉𝑝ℎ𝐷𝐶

2 + |
𝑁(𝑗𝜔)

𝑀
|

2

× |∑ 𝑒−𝑗𝜔𝑘𝑇𝑠
𝑀−1

𝑘=0

|

2

× |1 − 𝑒−𝑗𝜔𝑇𝑐𝑑𝑠|
2

= 𝑉𝑝ℎ𝐷𝐶
2 + |

𝑁(𝑗𝜔)

𝑀
|

2

×
𝑠𝑖𝑛2(𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2 )

× 4𝑠𝑖𝑛2 (𝜔
𝑇𝑐𝑑𝑠

2
)

= 𝑉𝑝ℎ𝐷𝐶
2 + |𝑁(𝑗𝜔)|2 ×

1

𝑀2
×
𝑠𝑖𝑛2 (𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2 (𝜔
𝑇𝑠
2
)
× 4𝑠𝑖𝑛2 (𝜔

𝑇𝑐𝑑𝑠

2
) (102) 

In which the power of the CMS transfer function equals to: 

|𝐻𝐶𝑀𝑆(𝑗𝜔)|
2 =

1

𝑀2
×
𝑠𝑖𝑛2(𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2 )

× 4𝑠𝑖𝑛2 (𝜔
𝑇𝑐𝑑𝑠

2
) (103) 

The above expression (Eq.103) can be confirmed by many authors in the existing literature 

references relative to this thesis [8] [10] [11] [36], however those briefly address the subject in 

the Z-Transform domain, while the author chose to derive the full system output in the Fourier-

Transform domain. In this way, it provides the reader a chance to understand exactly what the 

system does specifically to the noise signal and to the input photo-signal, in an explicit manner. 
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Referring back to Figure 4-8 and Figure 4-9, if the time gap (defined as 𝑇𝑔), which can be seen 

as a multiple 𝑀𝑔 of 𝑇𝑠, between the last reset sample and the first light-induced signal sample 

equals the sampling period, 𝑇𝑠, then one can conclude that 𝑇𝑐𝑑𝑠 = 𝑀𝑇𝑠. This circumstance 

might not be entirely possible to achieve (in practical terms), given that the signal at the pixel 

column bus needs to settle before the readout circuits collect additional samples. In other words, 

the circuits must be prepared to perform new conversions. For instance, it commonly happens 

that some column circuit’s offset cancelation during the time gap, 𝑇𝑔, may occur. For this 

reason, the minimum time gap is usually much longer than 𝑇𝑠, especially in the case of a column 

oversampling converter. Hence, reducing efficiently the flicker noise contribution in the system 

requires 𝑇𝑐𝑑𝑠 as small as possible, thus targeting fast oversampling converters. When the set of 

samples time gap satisfies 𝑇𝑔 = 𝑇𝑠, the corresponding CMS noise transfer function power 

becomes as: 

|𝐻𝐶𝑀𝑆(𝑗𝜔)|
2 =

1

𝑀2
×
4𝑠𝑖𝑛4(𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2 )

 (104.1) 

Note that Eq.104 may be written to include either the 𝑇𝑔 or the 𝑀𝑔 variable, as part of the CMS 

transfer function power, namely as follows: 

|𝐻𝐶𝑀𝑆(𝑗𝜔)|
2 =

1

𝑀2
×
𝑠𝑖𝑛2(𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2 )

× 4𝑠𝑖𝑛2 (𝜔(𝑀 +𝑀𝑔 − 1)
𝑇𝑠

2
) (104.2) 

Recalling Eq.73, the total integrated output-referred noise power of an LTI system is: 

𝑉𝑛𝑜_𝐶𝑀𝑆2 =
1

2𝜋
∫ |H(ω)|2. 𝑉𝑛𝑖(𝜔)2𝑑𝜔
∞

0

= ∫ |H(𝑗2𝜋𝑓)|2. 𝑉𝑛𝑖(𝑓)2𝑑𝑓
∞

0

 (105) 

The inner part of Eq.105 area integral resembles Eq.18 concerning LTI systems, in which it 

states that the output power equals the input signal power spectrum multiplied by the power of 

the system transfer function. Thus, the input power is seen as containing the contributions from 

the thermal, the flicker, and the RTS power spectrums, namely as follows: 

𝑉𝑛𝑖(𝑓)2 = 𝑆𝑛(𝑓) = 𝑁𝑡ℎ +
𝐾𝑓

𝑓
+

𝐾𝑟𝑠𝑡. 𝜏

1 + (2𝜋𝑓. 𝜏)2
 (106) 

The 𝑁𝑡ℎ is the equivalent total thermal noise power spectrum of the readout, as well as 𝐾𝑓 is 

the equivalent 1/f coefficient of the readout flicker noise power (measured at 1Hz), and lastly 

𝐾𝑟𝑠𝑡 is the equivalent RTS coefficient of the readout RTS power spectral density. The 𝜏 variable 
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from Eq.106 relates to the equivalent relaxation time of the readout system RTS noise, which is 

referred to as the mean time a trap (in the gate oxide) captures and releases a charge [11]. 

The total integrated output-referred noise power results as the partial of the integral sum of each 

output noise contribution, namely the thermal, the flicker and the RTS, respectively, given that 

these are all uncorrelated sources and result in being shaped by the CMS system response. 

Therefore, one can re-write the total integrated output noise power as follows: 

𝑉𝑛𝑜_𝐶𝑀𝑆2 = ∫ |H(𝑗2𝜋𝑓)|2. 𝑉𝑛𝑖(𝑓)2𝑑𝑓
∞

0

= ∫ 𝑆𝑛(𝑓).
1

1 + (
𝜔
𝜔𝑐)

2
.
1

𝑀2
×
𝑠𝑖𝑛2 (𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2 )

× 4𝑠𝑖𝑛2(𝜔
𝑇𝑐𝑑𝑠

2
)𝑑𝑓

∞

0

 (107) 

The 
1

1+(
𝜔

𝜔𝑐
)2

 term corresponds to the square of the modulus of an equivalent first-order low-pass 

filter response with cut-off angular frequency, 𝜔𝑐, related to a realistic behavior of the column 

circuits’ bandwidth limitation. In addition, note that in the case of 𝑀 = 1 the CMS function is 

reduced to a simple CDS operation. 

One can further split the integrated output-referred noise power into three distinct components, 

namely the thermal, the flicker and the RTS components. Each one is expressed correspondingly 

as follows: 

𝑉𝑛𝑜_𝐶𝑀𝑆_𝑡ℎ2 = ∫ 𝑁𝑡ℎ.
1

1 + (
𝜔
𝜔𝑐
)2
.
1

𝑀2
×
𝑠𝑖𝑛2 (𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2 )

× 4𝑠𝑖𝑛2(𝜔
𝑇𝑐𝑑𝑠

2
)𝑑𝑓

∞

0

 (108) 

The above refers to the thermal noise portion, while the following one relates to the flicker noise 

portion: 

𝑉𝑛𝑜_𝐶𝑀𝑆_1/𝑓2 = ∫
𝐾𝑓

𝑓
.

1

1 + (
𝜔
𝜔𝑐)

2
.
1

𝑀2
×
𝑠𝑖𝑛2 (𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2 )

× 4𝑠𝑖𝑛2(𝜔
𝑇𝑐𝑑𝑠

2
)𝑑𝑓

∞

0

 (109) 

Finalizing, the RTS noise component is: 

𝑉𝑛𝑜_𝐶𝑀𝑆_𝑅𝑇𝑆2

= ∫
𝐾𝑟𝑠𝑡. 𝜏

1 + (2𝜋𝑓. 𝜏)2
.

1

1 + (
𝜔
𝜔𝑐
)2
.
1

𝑀2
×
𝑠𝑖𝑛2 (𝜔𝑀

𝑇𝑠
2 )

𝑠𝑖𝑛2(𝜔
𝑇𝑠
2
)

∞

0

× 4𝑠𝑖𝑛2(𝜔
𝑇𝑐𝑑𝑠

2
)𝑑𝑓 (110) 
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Figure 4-10 depicts the effect of the CMS operation over the readout photo-signals, which are 

corrupted by the thermal/white noise and by the flicker noise sources, where the total thermal 

noise power under CMS is normalized by the 
𝜔𝑐

2𝑀
. 𝑁𝑡ℎ and the total 1/f noise power under the 

CMS operation is normalized by the 𝐾𝑓 factor. 

 

Figure 4-10 – The CMS effect on first-order low-pass filtered readout systems, at 𝑻𝒄𝒅𝒔 =

𝑴.𝑻𝒔 value. (a) - Thermal noise related; (b) - Flicker noise related; Redraw and adapted 

from Boukhayma et al. [51]. 

 

Concisely, if 𝜔𝑐. 𝑇𝑠’ product ends up bigger than four or five (allowing a sufficient settling time 

between two samples [51]), then the total output thermal noise power can be approximated to 

[51]: 
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𝑉𝑛𝑜_𝐶𝑀𝑆_𝑡ℎ2 ≅
𝜔𝑐

2𝑀
.𝑁𝑡ℎ ≅

2

𝑀
. 𝑉𝑛𝑜_𝑡ℎ2 (111) 

The 𝑉𝑛𝑜_𝑡ℎ2 power term refers to the equivalent total output thermal noise power when not 

performing the MS technique, which is approximated to 
𝜋𝑓𝑐

2
. 𝑁𝑡ℎ. One can further specify it in 

more detail, providing a good rule of thumb. If the readout bandwidth (defined by the corner 

frequency - 𝑓𝑐) is at least equal to the CMS sampling frequency (hence higher than 1/𝑇𝑠), then 

the CMS technique effectively averages the thermal noise samples with the increase of their 

number, where the resulting average noise power can be approximated by Eq.111. 

Further works apart from Boukhayma et al.’s [51] research work, have been done in the field of 

the CMS readout method (which tackles the thermal noise averaging issue), namely on the study 

of the benefits concerning the attenuation of low-frequency noise signals, such as the flicker and 

the RTS noise signals [11]. Therefore, Figure 4-11 presents the effect of the CMS order over the 

total output flicker noise power, which is normalized by the 𝐾𝑓 factor, for different time gaps, 

𝑀𝑔, in multiples numbers of 𝑇𝑠. 

 

Figure 4-11 – Low-pass filtered readout system CMS effect on the flicker noise power due 

to different time gaps. Redraw and adapted from Shu et al. [11]. 

 

Concerning Figure 4-11 and from the above derived total integrated noise power expressions, 

namely Eq.104.2, Eq.107 and Eq.109, one can state that the smaller the gap 𝑇𝑔, respectively to 

𝑀𝑔 (which the former equals to 𝑇𝑐𝑑𝑠 − (𝑀 − 1)𝑇𝑠), the better it is for the 1/f noise power 

reduction efficiency. Moreover, the bigger the CMS order (hence for higher 𝑀 values), the better 
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it is for the flicker noise attenuation as well. As mentioned above, as the rule of thumb of  
𝑓𝑐

𝑓𝑠
=

1;=> 𝜔𝑐. 𝑇𝑠 ≈ 6.28, such a condition is enough to reach the plateau of most of the flicker noise 

curves under high CMS order values, for instance for 𝑀 = 8, as shown in Figure 4-10(b). 

Regarding the thermal noise power curves under small CMS order (including 𝑀 = 4 or below), 

it shows that the system is still slewing, namely at the 𝜔𝑐. 𝑇𝑠 < 4 region (Figure 4-10-a). 

Relative to the RTS noise power, the author strongly suggests that the reader goes through Shu 

et al.’s [11] work, which addresses this issue in more detail. In fact, the research work [11] 

indicates that if the system readout bandwidth is smaller than the RTS relaxation frequency, the 

noise reduction effect becomes more efficient as the CMS order increases. Although the RTS 

noise is a fundamental source of noise (especially for long exposure times applications), which 

degrades the sensor noise performance. The main sources of noise in the CIS devices, however, 

are the thermal, the flicker and the environmental (on-chip supplies) noise sources. 

4.4 Conclusion 

 

In order to maximize the spatial resolution, it is preferable to design the pixels with devices of 

the same type, such as all N-channel transistors, thus enabling smaller pixel designs. This leads 

to a high pixel FF compared to having both N-channel and P-channel devices mixed within the 

pixel, as happens for most of the in-pixel amplification structures, since their close presence is 

required to fulfill specific layout rules in terms of space. 

In the case of PMOS-based APS, it is a fact that the PMOS SF device results in a less noisy 

readout than having an NMOS pixel driver, due to the smaller 1/f noise power introduced by the 

former. However, one can obtain an even less noisy readout circuit by employing a buried-

channel NMOS SF transistor (in opposition to the surface-channel PMOS SF), with the benefit 

of increasing significantly the pixel bus swing, given the depletion nature of the driver device. 

As such, the pixel FW increases with such devices (thus increasing the DR), with the FW being 

limited only by the FD signal swing, apart from the higher noise performance increasing the DR 

even more, while maintaining the classical pixel structure readout. 

The in-pixel amplification method does increase the pixel CG (very necessary to overcome the 

readout overall noise) but at a cost of exhibiting high FPN issues, as well as low signal swing 

and substantially lower FW capacity than the classical APS structure counterpart. In this sense, 

the conclusion is that it is safer to maintain the all N-channel APS readout structure under 

optimized devices' sizes, in order to obtain the highest CG per noise ratio. 
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As suggested earlier, the eventuality of introducing a buried-channel NMOS SF seems to be the 

most adequate option, not only to meet the project objectives but also to ultimately reach photon-

counting capabilities. As such, and concerning the main thesis objective, namely reaching the 

sub-electron noise performance, it seems sufficient to remain with the optimized classical APS 

readout, rather than opting for process optimization, the introduction of PMOS devices mixed 

with NMOS devices with in-pixel amplification or rather employing column-level amplification. 

Concerning the CMS readout, the method is more efficient in reducing the low-frequency noise 

spectrum than a CDS readout, hence increasing the 1/f noise reduction efficiency, at high CMS 

orders. In addition, the CMS readout method reveals to be crucial in averaging the thermal noise, 

especially at a slow sampling rate and a large number of samples, leaving the remaining portion 

of the resulting noise to be controlled by the flicker. The attenuation of the latter is stronger 

under a short CDS time, contradicting the thermal averaging needs, regarding the speed and the 

number of samples.  

To finalize, there must be a trade-off concerning the CDS time, the number of samples, and the 

sampling rate, in order to culminate into the lowest combined noise. The exact relationship 

among 𝑇𝑐𝑑𝑠, 𝑀, and 𝑇𝑠 depends on other variables, such as the readout bandwidth, the thermal 

and flicker noise power spectrums, and finding a precise relation in an experimental and iterative 

process. 
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5 FUNDAMENTALS OF LOW 

NOISE ANALOGUE-TO-

DIGITAL CONVERTERS 

This chapter is dedicated to the analogue-to-digital conversion, and it begins with an introductory 

section highlighting the differences between the Nyquist-rate and the Oversampling converters. 

It is then followed by a few sections addressing the intrinsic effects of the ADCs, namely the 

quantization noise (occasionally not well understood), as well as indicating the metrics related 

to generic conversion systems, namely the converters’ dynamic range, the signal-to-noise ratio, 

the linearity, and their effective resolution. Finally, the chapter ends with a specific section 

focusing on the sigma-delta conversion, as this type of noise-shaping ADC is the one adopted in 

this research work, given its oversampling and low noise properties. 

5.1 Nyquist-Rate and Oversampling Analogue-to-Digital Converters 

 

The ADCs are electronic circuits that convert analogue input signals into digital output signal 

values. They are pieces of hardware that allow the interface between the off-chip analogue world 

and the typical on-chip digital environment and vice-versa. The bandwidth and the speed 

limitation of these circuits are in most cases limited by the device’s performance and their 

physical parasitic effects, associated with their physical properties. Moreover, the converters’ 

analogue part signal performance is limited by the devices’ temporal noise, which in turn is the 

chief limiting factor for the converters’ dynamic range [52]. 

Therefore, the reader may see an ADC block is essentially composed of a sampling circuit and 

the corresponding amplitude quantization of the input. Transforming a Continuous-Time (CT) 

signal into a Discrete-Time (DT) counterpart is a task performed by the sampling block, which 

uses the CT signal to produce a quantized amplitude signal. The output signal of the conversion 

system differs from its input node continuous signal counterpart, by a quantization error signal, 

due to the finite converter resolution depth. In this sense, the quantization error ideally sets the 

noise floor level of any ADC system, which in turns depends on the converter resolution. 
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Briefly, a Nyquist-rate ADC is defined as a signal conversion system whose conversion process 

frequency (𝐹𝑠) is greater than twice the input maximum signal frequency. This specific speed 

issue is essential to focus on, so that the signal reconstruction is possible after the quantization 

mechanism. Then it needs to go through a proper DAC and through an adequate low-pass filter. 

If the sampling frequency falls below twice the signal bandwidth, aliasing will occur. 

Figure 5-1(a)(b) depicts the frequency-domain spectrum of the above cases. It presents the case 

where the conversion frequency is sufficiently high to convert back the input signal, thus being 

able to reconstruct it afterward. In addition, it presents the aliasing effect occurring when the 

input signal bandwidth is excessively compared with the sampling frequency, meaning that the 

signal will no longer be capable of being used in the proper reconstruction (in the time-domain) 

after the filtering process. 

The reader may note that the literature refers to the conversion frequency as the system sampling 

frequency, as the Nyquist-rate converters usually take a sample (from the input signal) before 

every conversion process, so that the signal in use is kept steady and remains a DC-like signal 

while the conversion process is taking place. 

...

Fs 2Fs 3Fs Frequency

Amplitude
Spectrum

(a): Fs<2FmaxAliasing

Signal bandwidth

...

Fs 2Fs 3Fs Frequency

Amplitude
Spectrum

(b): Fs>2FmaxSignal Fmax

Ideal anti-aliasing 
low-pass filter

 

Figure 5-1 – Frequency-domain sampled signal spectrum. (a) - When Fs<2Fmax 

producing the Aliasing effect; (b) - When Fs>2Fmax allowing ideal correct signal 

reconstruction. 

 

Figure 5-1(b) puts into evidence that the input signal can only be properly reconstructed (in the 

analogue-domain), if the filter acts as a square window with infinite sharpness in the transition 

roll-off phase and unitary gain in the pass-band phase. Such a filtering performance is impossible 

to achieve, as a filtering related issue may occur. One way to overcome this is to operate with 

the ADC system at a sampling frequency much higher than twice the signal bandwidth, in other 
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words, much higher than the Nyquist frequency. In this particular case, one must say that the 

Nyquist-rate ADC is then being operated in an oversampling mode. Figure 5-2 shows the 

spectrum of the converted signal in oversampling mode (Fs>>2Fmax), by making use of a 

realistic filter. 

...

Fs Frequency

Amplitude
Spectrum

Real low-pass 
filter

Oversampling: 
Fs>>2Fmax

 

Figure 5-2 - Frequency-domain of the oversampled signal spectrum. The roll-off 

transition phase is now much more soft compared with Figure 5-1 sharp roll-off filter. 

 

Figure 5-2 concisely demonstrates that the baseband signal can be reconstructed after the 

quantization process without significant aliasing from the tail of the filter, even under soft roll-

off transition phase filter requirements. In fact, all Nyquist-rate converters operate in some form 

of the oversampling mode, such that the signal can be traceable over time, either in the analogue 

or in the digital domain. 

There are other types of signal converters that trade the momentary amplitude information by 

converter systems that use varying/cumulative amplitude information (which is spread over the 

conversion time), in which the signal average lies implicitly, after a full cycle operation. These 

averaging converter systems will be the subject of discussion in upfront sections, namely the SD 

converters. 
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5.2 Quantization Noise 

 

An ideal ADC has an infinite amount of resolution bits and an infinite sampling speed, meaning 

that there is no loss of information when the signal is in the digital domain. To obtain the 

digitized signal at the analogue domain, an infinite resolution quantizer composing an ADC and 

a Digital-to-Analogue Converter (DAC) is required, so that there is no need for a low-pass filter 

at the quantizer output node. However, this is unrealistic and it is impossible to achieve for 

obvious reasons i.e., having an infinite amount of resolution bits reserved for the AD and/or the 

DA converters. 

Given this physical limitation, when an analogue signal is digitized with a limited amount of 

resolution bits, the quantizer output and the corresponding recovered signal are seen as being 

contaminated by the so-called quantization noise, before filtering it. On the one hand, in case the 

input signal is steady and seen as a DC-like signal, a fixed quantization error signal will be 

present at the output. On the other hand, if the signal amplitude varies over time, the quantization 

error signal becomes a quantization noise signal. The instantaneous output error signal exhibits 

a random amplitude distribution, behaving similarly to a noise frequency spectrum. This is true 

under the assumption that the input signal and the sampling clock have no correlation at all [52], 

and the sampling frequency should be an irrational number of the signal bandwidth. 

To address the full understanding of the quantization noise concept, one first needs to define a 

converter parameter called quantization step, 𝑞𝑠 , sometimes used as 𝑉𝑞  when it is voltage 

related, in this document. The quantization step is determined by the number of equally spaced 

steps the maximum input signal (allowed by the ADC input node range), can accommodate for 

a given converter resolution depth. The number of steps is inherently a power of two value. Thus, 

an input signal value 𝑉𝑗 + 휀 is quantized into an equivalent digital number, 𝑉𝑗, as long as the 휀 

value remains small and in the range of −
𝑞𝑠

2
< 휀 ≤

𝑞𝑠

2
. If the input signal is bigger than 𝑉𝑗+1 +

𝑞𝑠

2
, then it will be quantized to 𝑉𝑗+1. Based on this, it can be stated that the quantization error, 

𝑞𝑒, is a quantity in the range −
𝑞𝑠

2
< 𝑞𝑒 ≤

𝑞𝑠

2
, whose absolute value is at maximum, 

𝑞𝑠

2
. Note that 

sometimes the quantization step, 𝑞𝑠, is also denoted as 𝑉𝐿𝑆𝐵 in the literature. 

The quantization error, 𝑞𝑒, becomes a quantization noise signal, 𝑞𝑛, by the time the input signal 

amplitude leaves the steady state and starts varying over time with an absolute variation bigger 

than half the quantization step, 
𝑞𝑠

2
 . In other words, the quantization noise is a signal composed 

of successive instantaneous quantization errors, creating a time varying noise signal. Moreover, 
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if the input signal shape/form is unknown (made of a band-limited mix of spectral components) 

with sufficient amplitude variation, thus considerably bigger than 
𝑞𝑠

2
, then the quantization noise 

signal is such that the probability of the quantization error has to be in the range of −
𝑞𝑠

2
< 𝑞𝑒 ≤

𝑞𝑠

2
, and is equal to the probability of occurring to whatever different value in that very same 

range. Therefore, the quantization error can then be interpreted as a random variable with a 

probability density function 𝑃(𝑞𝑒) approximated by a uniform distribution in the range −
𝑞𝑠

2
<

𝑞𝑒 ≤
𝑞𝑠

2
, as displayed below in Figure 5-3. 

qe

P(qe)

-qs/2 +qs/2

1/qs

 

Figure 5-3 – Probability density function of error, 𝑷(𝒒𝒆), in the range −
𝒒𝒔

𝟐
< 𝒒𝒆 ≤

𝒒𝒔

𝟐
. 

 

The height of the distribution equals to 
1

𝑞𝑠
 in order to meet the following identity: 

∫ 𝑃(𝑞𝑒)𝑑𝑞𝑒
+∞

−∞

= 1 (112) 

To obtain the power spectral density of such a noise signal, it is in first place needed to compute 

the mean square value of 𝑞𝑒 by calculating the statistical expectation 𝐸(𝑞𝑒2), as follows: 

𝐸(𝑞𝑒2) =
1

𝑞𝑠
∫ 𝑞𝑒2𝑑𝑞𝑒
+
𝑞𝑠
2

−
𝑞𝑠
2

=
1

𝑞𝑠
[
𝑞𝑒3

3
] =

1

3𝑞𝑠
[(+

𝑞𝑠

2
)
3

− (−
𝑞𝑠

2
)
3

] =
1

3𝑞𝑠
×
1

8
[𝑞𝑠3 + 𝑞𝑠3]

=
2

24𝑞𝑠
× 𝑞𝑠3 =

𝑞𝑠2

12
 (113) 

Therefore, the total average noise power of the quantization noise signal is: 

< 𝑞𝑛2 >=
𝑞𝑠2

12
 (114) 

It is fair to highlight that the quantization noise signal has infinite bandwidth, since it exhibits 

successive pieces of triangular waveforms cycles (most of the time), as long as the input signal 

amplitude is sufficiently high when compared with the ADC quantization step. Given that the 
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triangular waveform noise-like signal (generated from a band-limited mix frequencies input) is 

in fact composed of an infinite number of spectral components (thus exhibiting a flat amplitude 

spectrum), then it is seen as a WGN-like spectrum signal, with Zero mean value. Figure 5-4 

depicts a hypothetic case of an input sine wave, for the sole purpose of serving as an example. 

 

Figure 5-4 – Example of a quantization process of an input sine wave signal and its 

corresponding quantization noise signal. 

To address the quantization noise power issue, assuming it is band-limited to half the Nyquist-

rate sampling frequency, 
𝑓𝑠

2
, Figure 5-5 shows the quantization noise amplitude spectrum [53], 

with a constant amplitude 𝐾𝑥 factor. 

f [Hz]

Se(f)

-fs/2 +fs/2

Kx

 

Figure 5-5 – Band-limited WGN-like quantization noise signal amplitude spectrum. 

Redraw from [53]. 
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The spectrum height value (the 𝐾𝑥 factor), is such that the total integrated noise power results 

in an equal 
𝑞𝑠2

12
. Hence, the height value can be calculated as follows [53]: 

< 𝑞𝑛2 >=
𝑞𝑠2

12
= ∫ 𝑆𝑒(𝑓)2𝑑𝑓

+
𝑓𝑠
2

−
𝑓𝑠
2

= ∫ 𝐾𝑥2𝑑𝑓
+
𝑓𝑠
2

−
𝑓𝑠
2

= 𝐾𝑥2. 𝑓𝑠 (115) 

This means that both sides of the previous equation are equal when 

𝐾𝑥2 =
𝑞𝑠2

12. 𝑓𝑠
 (116) 

The 𝐾𝑥2 factor can be interpreted and seen as a form of a PSD amplitude, thus signifying a 

quantization noise power (or quantization spectral density) per unity bandwidth [52]. The 

quantization noise power, concerning the Nyquist-rate converters operating in the oversampling 

mode, can be further expressed as follows: 

< 𝑞𝑛2 > (𝑓𝑠) =
𝑞𝑠2. 𝑓𝑠𝑖𝑔

12. 𝑓𝑠𝑞𝑛
=
𝑞𝑠2. 2𝑓𝑠𝑖𝑔

12. 𝑓𝑠
 (117) 

The 𝑓𝑠𝑞𝑛  denotes the quantization noise bandwidth of an oversampling converter. The 

equivalent Nyquist-rate converter bandwidth (which operates at the Nyquist sampling frequency 

- 𝑓𝑠) is such that the 𝑓𝑠𝑞𝑛 noise bandwidth (in Eq.117) values at maximum the signal bandwidth, 

𝑓𝑠𝑖𝑔, thus equals 
𝑓𝑠

2
. In this sense, the above is a generalization for both Nyquist frequency and 

the oversampling operation modes. As a summary, the quantization noise signal is not in fact a 

pure random noise signal, but rather an error signal varying over time in accordance with the 

input, modeled by a random process noise-like signal. 

Dealing with the oversampling effect on the quantization noise power, Figure 5-6(a)(b) 

illustrates the difference between the case where the sampling frequency equals twice the signal 

bandwidth (thus being operated at the Nyquist frequency), and the case where the sampling 

frequency is much higher than the maximum input signal spectral component, under an ideal 

low-pass filter use. On the one hand, at the Nyquist frequency operation, the total quantization 

noise power, 
𝑞𝑠2

12
, remains inside the signal band, which after the filtering process, still is 

accompanied by the recovered signal. On the other hand, at a sampling frequency exceptionally 

above the Nyquist operation, the quantization noise appears to spread over the frequency range, 

such that after the filtering, only a portion of it remains inside the signal band, hence less of it 
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contaminates the recovered filtered signal, introducing a significantly less flickering effect on 

the reconstructed signal. 

...

Fs 2Fs 3Fs Frequency

Amplitude
Spectrum

(a): Fs>2FmaxSignal Fmax

Ideal anti-aliasing 
low-pass filter

...

Fs Frequency

Amplitude
Spectrum

(b): Fs>>FmaxIn-band noise

Removed noise

Fs/2

 

Figure 5-6 – Quantization noise spectrum. (a) – Fs=2Fmax, where all the quatization 

noise resides inside the signal band; (b) – Fs>>2Fmax, where only a portion of the 

quantization noise is kept, after filtering. 

 

In fact, the filter realization is never an ideal circuit, signifying that the portion of the 

quantization noise power, which is still tied to the signal (after the reconstruction process), is 

bigger than the ideal case shown in Figure 5-6(b). Nevertheless, the oversampling noise will be 

significantly less than when operating the system at the Nyquist sampling frequency. The higher 

the sampling frequency, the closer the scenario is to the ideal one, even under the usage of a real 

low-pass filter implementation, with a smooth roll-off transition phase, as depicted in Figure 5-2. 

Therefore, one can infer that the oversampling regime brings significant benefits as it produces 

less noise power, leading one to focus and to develop an oversampling converter with a high 
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resolution depth, in order to obtain the smallest quantization noise contribution at the output of 

the sub-electron readout CIS. 

5.3 Dynamic Range and Signal-to-Noise Ratio 

 

On pure amplitude quantized systems (namely on Nyquist-rate converters, known as single-shot 

ADCs), the number of quantized levels equals 2𝑁 , including the Zero level. The maximum 

equivalent digitized value that is possible to reach is the 2𝑁 − 1 count. However, the maximum 

digitized value can be approximated to a 2𝑁 count, for deep converter resolutions cases. 

The metric used to verify how good an ADC is relates to the SNR, sometimes also called the 

Signal-to-Quantization Noise Ratio (SQNR). The metric focuses on a particular type of input 

signal waveform, thus computed for a sinusoidal wave. Considering that the sine wave peak-to-

peak value matches the converter input range, the following expression becomes valid. 

𝑉𝑝𝑝 ≈ 2𝑁 . 𝑞𝑠 (118) 

The Root Mean Square (RMS) value of a sinusoidal wave, with amplitude 
2𝑁.𝑞𝑠

2
, is: 

𝑉𝑟𝑚𝑠 =
√2

2
.
2𝑁 . 𝑞𝑠

2
=
2𝑁 . 𝑞𝑠

2√2
 (119) 

The power of the input sine wave is then as follows: 

𝑉𝑟𝑚𝑠2 = (
2𝑁 . 𝑞𝑠

2√2
)

2

 (120) 

Therefore, the converter SNR (for an input sine wave case), with a peak-to-peak value matching 

the ADC input range, is: 

𝑆𝑁𝑅 = 10 log (
𝑃𝑤𝑎𝑣𝑒

𝑃𝑞𝑢𝑎𝑛𝑡𝑖𝑧𝑎𝑡𝑖𝑜𝑛
) = 10 log (

𝑉𝑟𝑚𝑠2

𝑉𝑞𝑛𝑟𝑚𝑠
2) = 20 log (

𝑉𝑟𝑚𝑠

𝑉𝑞𝑛𝑟𝑚𝑠
) (121) 

Substituting 𝑉𝑟𝑚𝑠 and 𝑉𝑞𝑛𝑟𝑚𝑠 terms by their equivalents, the ADC SNR becomes: 

𝑆𝑁𝑅 = 20 log

(

 

2𝑁 . 𝑞𝑠

2√2
𝑞𝑠

√12 )

 = 20 log (
2𝑁 . 𝑞𝑠. √12

2√2. 𝑞𝑠
) = 20 log (2𝑁 .

√12

2√2
)

= 𝑁. 20 log(2) + 20 log(√
12

8
) ≈ 𝑁 × 6.0206 + 1.761 [𝑑𝐵] (122)  
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For a small number of resolution bits (hence a low-resolution case), the approximation 𝑉𝑝𝑝 ≈

2𝑁 . 𝑞𝑠 is not valid anymore, as the precise SNR cannot be approximated by the above Eq.122. 

In fact, a converter system with a resolution depth higher than five bits can make use of Eq.122’s 

expression with no significant loss of information and no relevant SNR result degradation. In 

addition, for every resolution bit added to the Nyquist-rate conversion system, it generates an 

increase of 6dB on the converter system dynamic range. Moreover, the system SNR can still be 

expressed as a function of the signal bandwidth and the sampling frequency, in the following 

form [52]: 

𝑆𝑁𝑅 = 𝑁. 20 log(2) + 20 log(√
12𝑓𝑠𝑞𝑛

8𝑓𝑠𝑖𝑔
)

≈ 𝑁 × 6.0206 + 1.761 + 20 log(√
𝑓𝑠𝑞𝑛

𝑓𝑠𝑖𝑔
) [𝑑𝐵] (123) 

The above formula (Eq.123) considers that the conversion system has at least a precision of five 

bits, for a good approximation of the SNR result. This is a good way to calculate the dynamic 

range of an oversampling ADC (as it introduces the sampling frequency variable), in which the 

𝑓𝑠𝑞𝑛 frequency equals half (whatever is) the sampling frequency of the oversampled converter. 

In this specific case, the system SNR becomes: 

𝑆𝑁𝑅 ≈ 𝑁 × 6.0206 + 1.761 + 10 log (
𝑓𝑠

2𝑓𝑠𝑖𝑔
) [𝑑𝐵] (124) 

The Over Sampling Ratio (OSR) is then defined as follows: 

𝑂𝑆𝑅 =
𝑓𝑠

2𝑓𝑠𝑖𝑔
≥ 1 (125) 

In this sense, one can conclude that if an ADC system is operated for instance, at a sampling 

frequency of twenty times the signal bandwidth, then, one should notice an increase of the 

converter SNR in about +10dB when compared with an ADC system operated at the Nyquist 

frequency (thus operated at twice the signal bandwidth). This is the benefit of the oversampling 

operation, since it spreads the quantization noise PSD over a much wider bandwidth, such that 

inside the signal band, the integrated noise power that lies in it results in a smaller noise 

contribution, after the filtering process. The RMS noise is then reduced by a factor of √𝑂𝑆𝑅. 

Referring back to Figure 5-5, one can write the quantization noise power differently and as such 

is expressed as a function of the OSR in the following form: 
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< 𝑞𝑛2 >= ∫ 𝑆𝑒(𝑓)2. |H(𝑓)|2. 𝑑𝑓
+
𝑓𝑠
2

−
𝑓𝑠
2

= ∫ 𝐾𝑥2𝑑𝑓
+𝑓𝑠𝑖𝑔

−𝑓𝑠𝑖𝑔

=
𝑞𝑠2

12
.
2𝑓𝑠𝑖𝑔

𝑓𝑠
=
𝑞𝑠2

12
.
1

𝑂𝑆𝑅
 (126) 

The converters SNR definition can then change in accordance to the following: 

𝑆𝑁𝑅 = 20 log

(

 

2𝑁 . 𝑞𝑠

2√2
𝑞𝑠

√12

1

√𝑂𝑆𝑅)

 ≈ 𝑁 × 6.0206 + 1.761 + 10 log(𝑂𝑆𝑅) [𝑑𝐵] (127) 

The oversampling effect on Nyquist-rate converters begins to occur when the signal of interest 

is band-limited to the 𝑓𝑠𝑖𝑔 frequency, considering that the converter sampling frequency is 

higher than 2𝑓𝑠𝑖𝑔. Further details are highlighted in Figure 5-7, which depicts the noise power 

bandwidth of the quantization noise signal of a Nyquist-rate converter operated at the Nyquist 

sampling frequency, as well as in an oversampling mode with 𝐾 OSR, assuming by default a 

sine waveform input signal, which is defined by the symmetric spectrum Dirac’s Delta. 

f [Hz]

Se  (f)

-fs/2 +fs/2

2

-K.fs/2 +K.fs/2
 

Figure 5-7 – Quantization noise power bandwidth of a Nyquist converter, operated at the 

Nyquist frequency and operated at a 𝑲 times oversampling mode case. 

 

To finalize this section, the reader may wonder at this stage, the reasons why the converters SNR 

are approached and not the converters DR. The reason lies in the fact that the converters’ DR 

and SNR are the very same thing. Some authors define the ADC’s SNR with the same meaning 

as the ADC’s DR. For the sake of the subject and to ensure proper clarity, in this research work 

the author kept the SNR notation as the preferred notation metric to define the ADC’s feature 

for the signal range performance. Nevertheless, in order to maintain the ADC metric compatible 

with the CIS device feature. On the one hand, one should state that the ADC SNR/DR is a 

numerical/scalar value, for a given converter resolution depth. On the other hand, while the CIS 

device’s DR refers to a scalar maximum value, the CIS device’s SNR refers to a graph in which 

it is dependent on the input signal amplitude at a given time. 
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5.4 Monotonicity, Integral Non-Linearity, and Differential Non-

Linearity 

 

Other crucial performance metrics for the signal converters are the ADC monotonicity, the 

converter INL, and the corresponding DNL. All these are relevant and important metrics to 

define some of the CIS devices’ specifications, given that the ADC features will influence 

directly the whole CIS devices response monotonicity and the system responses INL and DNL. 

The monotonicity of an ADC is defined by the ability to constantly increase the output digital 

value for a constant increase of the input signal by a quantization step amount, in other words, 

𝑉𝑗+1 ≥ 𝑉𝑗, across the signal range. Occasionally, a zero increase/variation is tolerable within the 

ADC response, as this ensures the converter block monotonicity, as long as the response is 

somewhat compensated afterward in the signal range, at a higher signal level. Every time a zero 

output increase/variation occurs, there must be a specific location within the converter range in 

which a higher output variation occurs, such that the monotonicity is guaranteed and no missing 

codes occur. However, how much deviation from the ideal output response one can afford and 

tolerate is a matter of the blocks’ specification. It is here that the INL metric steps-up into the 

subject, with the help of Figure 5-8 for a clarification purpose. 

The INL specifies how much the output codes differ (in absolute terms) from the ideal outputs. 

For an ADC system, the INL specification is usually expressed in multiples of the quantization 

step, 𝑞𝑠 (occasionally referred to as 𝑉𝑞 or 𝑉𝐿𝑆𝐵). In fact, the converter INL should stay ideally 

in the absolute range of a half quantization step, although it may not occur in most cases. The 

DNL specifies then how much the output codes vary for an equivalent quantization step input 

variation when compared with the ideal response variation for the same input. The ideal DNL 

should be unitary, resulting in one output digital code variation per quantization step variation 

at the input node. As explained earlier, the converter slope response must remain bounded 

between zero and two in order to guarantee the monotonicity. Overall Figure 5-8 depicts the 

underlying concepts a 6-bit ADC, INL, and DNL, based on the converter output response. 
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Figure 5-8 – Example of an ADC response and the corresponding INL and DNL 

interpretation. (a) - Example of a symmetrical twisted ADC characteristics, whose 

average response coincides with an ideal converter; (b) - Example of a best-fit response, 

allowing the least INL measurement, originating an offset and a gain error. 

 

As such, Figure 5-8(a)(b) depicts a classical example of an ADC characteristic response curve. 

While Figure 5-8(a) compares the converter characteristics with an ideal converter response, 
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with matched end-points values, Figure 5-8(b) compares employing a different linearization 

approach, thus improving the INL feature, at the cost of originating an offset and a gain error in 

the converter response, which conveniently is able to correct in a CIS device. Figure 5-9(a)(b) 

displays the corresponding values of the 6-bit converter INL and DNL, respectively. Due to the 

smooth variation of the converter characteristics seen in Figure 5-8(a)(b), the response slope 

remains close to the unitary value while ensuring the monotonicity requirements, although the 

lowest INL exhibits a 3DN absolute level linearity error concerning the bet-fit linearization 

method type. 

 

Figure 5-9 – INL and DNL measurements of a 6-bit ADC. (a) - Absolute linearity error of 

both end-points and best-fit linearization methods; (b) - Differential error response of the 

given 6-bit ADC example case. 
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5.5 Effective Number of Bits 

 

The underlying assumption is thus far that the conversion process is in fact ideal and that the 

conversion is linear and exhibits unitary gain i.e., an input signal with an effective variation of a 

quantization step, producing exactly a change of 1DN (or 1LSB) on the output digital code. Due 

to the ever-present INL and DNL error issues, a drift concerning the ADC response will occur, 

namely in the ADC/CIS conversion gain, affecting the ability of the system to properly convert 

the signals. Therefore, another fundamental performance metric for any conversion system is the 

Effective Number of Bits (ENOB). The ENOB feature takes into account any form of non-

linearity that may change the ADC (or the CIS) conversion gain or resolution. Recalling the ideal 

quantization step, for instance specified for a 1V input swing under a 12-bit system resolution, 

then the quantization step values are: 

𝑞𝑠 =
𝐴𝐷𝐶𝑟𝑎𝑛𝑔𝑒

2𝑁
=

1𝑉

4096
≈
244𝑢𝑉

𝑠𝑡𝑒𝑝
 (128) 

The corresponding quantization noise is then: 

𝑉𝑞𝑛𝑟𝑚𝑠 = √< 𝑞𝑛2 >=
𝑞𝑠

√12
≈ 70.4𝑢𝑉 (129) 

Considering that the quantization step (or the corresponding equivalent LSB quantity) becomes 

degraded by some inherent non-linearity (hence equivalently bigger to avoid noticing any short-

range response distortion), the step becomes effectively larger than the ideal quantization step, 

then one must consider that the effective ADC input range is in fact smaller than 1V. For the 

current example, let one consider that the rail-to-rail input swing becomes effectively 95% of 

the initial 1V-ADC signal range, targeted for 4096DNs of the total amount of quantization steps. 

Given this, the maximum SNR that the ADC can exhibit is: 

𝑆𝑁𝑅𝑚𝑎𝑥 = 20 log (
𝑉𝑟𝑚𝑠

𝑉𝑞𝑛𝑟𝑚𝑠
) = 20 log(

√2
2 ×

0.95𝑉
2

70.4𝑢𝑉
) ≈ 73.57𝑑𝐵 (130) 

The effective number of bits of the current ADC example is then: 

𝐸𝑁𝑂𝐵 =
𝑆𝑁𝑅𝑚𝑎𝑥 − 1.761

6.0206
≈ 11.93 𝑏𝑖𝑡𝑠 (131) 

The ENOB metric is, therefore, a measure of how much the ADC resolution is degraded by the 

inherent converter non-linearity. 
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5.6 Nyquist-Rate Signal Converters 

 

The modern mixed-signal CIS devices employ ADCs in their central readout core. Based on the 

current features of modern image devices, such as the high levels of image throughput, the 

column-parallel readout structures have been employed in the last decades to meet the market 

demands for the ever-faster CIS devices. In this sense, the simplest on-chip ADC and the most 

used one is the Ramp type converter. Variants of the classical Ramp type ADC have emerged 

over the time to meet the even faster conversion speed demands, reaching higher sampling 

frequencies.  

Modern Ramp ADCs are composed of registers and/or counters. A specific counter type for 

instance the Gray counter, is required to avoid conversion errors and avoid missing codes when 

latching. In addition, specific arrangements of the column circuits, promote a variety of design 

options, such as using per-column counters or employing global counters, combined with low 

power latches or column Static Random Access Memory (SRAM) cells, aiming for the ever-

desired low power consumption feature. Furthermore, variants in the system operation do exist 

nowadays, matching the column converters’ operation with the CIS global operation, namely 

allowing modifications on the counting ADCs for the Digital CDS technique, which may require 

double counting and subtraction or requiring counting up and down counters, among others. 

Although Ramp type ADCs are usually the most used ones and the simplest converter type to 

employ in modern column-parallel CIS circuits arrangements, these converters tend to exhibit 

low sampling rates when aiming for a high ENOB. The only way to reduce the Ramp type 

converter-sampling period is to operate with it faster, which requires consuming a considerable 

amount of power dissipation for resolutions higher than 12-bit and for conversion speeds lower 

than a dozen of microseconds. Moreover, performing the input photo-signal samples averaging 

with Nyquist-rate converters proves to be rather difficult, and inherently adds more circuitry. 

This in turn adds more power and more complexity to the system. One may note that the 

averaging/oversampling is one of the holding pillars of this sub-electron noise research work, as 

it paves the way to reducing the circuit’s thermal noise contribution, which is essential to reach 

low noise column converters. 

The structure of a Ramp type ADC is depicted in Figure 5-10(a), which is displayed in its 

simplest form. In addition, Figure 5-10(b) shows the simplified structure of a SAR type 

converter, which is another common ADC employed in modern column-parallel structured CIS 

devices. 
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Figure 5-10 – Simplified block diagram of: (a) – Basic Ramp type ADC structure; (b) – 

Basic SAR type ADC structure. 

 

The SAR converters are made of a more complex circuit operation than the above and briefly 

described Ramp converters. Unlike the Ramp type, the SAR converter employs a custom register 

logic circuit, which controls the switches and decodes the output digital words, instead of a 

counter logic, typical from Ramp counterparts. In addition, the SAR system employs an analogue 

comparator, similarly to the Ramp converter, meaning at this point that the hardware of both is 

somewhat similar. However, the issue with the SAR converters begins at the moment it requires 

a feedback DAC converter, intended for its internal conversion operation, increasing 

substantially its complexity. 
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The built-in DAC converter is often made of a Switched-Capacitor (SC) circuit, through a charge 

redistribution process, performed by a large set of capacitors, in its simplest form. The DAC’s 

capacitors mismatch usually dictates the maximum achievable effective resolution. To improve 

the resolution, often the charge redistribution DAC process needs to be modified to other more 

complex and more efficient charge redistribution topologies, if one wishes to target a higher 

ENOB, which in turn, aims for an effective high-resolution converter. Therefore, the whole 

system area becomes an additional concern. 

The SAR converters are, however, usually much faster than Ramp ADCs, as the former require 

𝑁 cycles operation for an 𝑁 -bit resolution. Comparing the 𝑁 cycles of the SAR converters with 

the  2𝑁 clock cycles for the Ramp type ADC, one can note that the SAR becomes significantly 

faster than the Ramp system, already taking into account that each SAR operation cycle takes 

significantly more time than a clock period of the Ramp ADC. In whatever scenario, the SAR 

conversion system seems more competitive in terms of conversion speed than Ramp converters. 

The issue is to trade conversion speed with the circuits’ complexity, power and area. 

An additional disadvantage of the SAR converter is that it requires some form of trimming and 

calibration before the pixels’ signal conversion, under the penalty of exhibiting high spatial non-

uniformities, if the system is not calibrated. Although SAR converters are often employed in 

modern column-parallel structured designs (similarly to Ramp ADCs), their usage becomes 

prohibitive for this research project, given that one is required to find a column converter with a 

beneficial compromise between the layout area and the conversion speed. For a likely required 

14-bit resolution, a SAR converter would surely occupy a large column area, not to mention how 

inappropriate it would be to implement the averaging feature (when compared with an 

oversampling ADC), worsening even more the block area, while turning the system much more 

complex. In such a case, it seems more appellative to consider an oversampling converter. 

Briefly, the purpose to address (in the current section) the Ramp and the SAR type Nyquist-rate 

systems, followed by a brief description of each, is to let the reader know that these are the most 

common signal converters employed in modern column-parallel structured CIS devices. One 

must choose either the simplicity and the low power consumption of the former, or the speed, 

respectively, for the latter. In any case, these two are among a variety of other existing conversion 

systems not so often used in CIS devices, for instance, the Cyclic, the Pipeline, the Tracking, 

and the respective variants. The author strongly encourages the reader to go through Kaur et al.’s 

[46] research work, as it concisely describes and addresses the main existing signal converters 

in the literature, along with their performance and parameters. 
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5.7 Low Noise Oversampling Sigma-Delta Converters 

 

This section explores the most suitable oversampling converter choices for the research project, 

given that the upfront-considered converters are able to reach high resolutions due to their low 

noise nature. The section starts with an introductory sub-section followed by an overview of the 

SD conversion structures, going through their fundamental theoretical issues and unveiling their 

intrinsic details, digging the different incremental converter types, while differentiating the high 

and the low sides for each of them, when possible. 

5.7.1 Introduction 

Previous sections displayed that Nyquist-rate ADCs when operated in an oversampling mode 

originates a quantization noise power spectrum spread over the frequency range. In this case, 

inside the band of interest in which the input signal is located, the amount of noise power 

collected is much less when compared with the noise that would be collected if the ADC had 

been operated at the Nyquist frequency. Note that, for the sole purpose of clarity, an 

Oversampling converter refers to a different converter operation concept than a Nyquist-rate 

converter operated under oversampling mode. 

To increase the noise performance and the accuracy of an Oversampling ADC, the oversampled 

noise power not only spreads over the frequency range but can also be shaped in accordance 

with one’s needs. The noise-shaping effect, in conjunction with the oversampling mode, 

originates a different conversion mode, for instance done by the SD conversion method. This 

system relies on a feedback configuration/architecture to control the quantization error, in which 

the control process enables one to shape it. Figure 5-11 displays the underlying idea and the 

simplified block diagram of the Noise-Shaping (NS) feedback concept, inherently associated 

with an SD converter. 
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Figure 5-11 – Simplified block diagram of a classical incremental SD converter. 

 

The reader may note that there are several types of SD converters with different structures and 

that some of them will be the subject of discussion in the following sub-section. Noise-shaping 

converter types can be made of single-bit or multi-bit quantizers, thus originating single-bit (thus 

binary converters) or multi-bit converters, respectively. 

The single-bit SD converters are known to be less complex than multi-bit converters made of 

different design details and having different requirements. For instance, single-loop single-bit 

SD modulators suffer from potential loop instability for high-order modulators higher than the 

third degree (including it), when compared with their single-loop multi-bit counterparts, at an 

equivalent modulator order [54]. Details such as the one stated above are important to bear in 

mind to determine which type of converter and the corresponding modulator order should be 

employed in this research project, based on their effectiveness in shaping the quantization noise, 

as well as based on the complexity, intrinsic noise, power consumption, layout area, conversion 

speed, among others. That being said, and judging by stability, the multi-bit converters spears to 

be more favorable than binary converters, according to X. Yuan [54]. 

A way to overcome the instability issues of high-order single-bit modulators (in the case one 

may need to use these in detriment to multi-bit modulators) is to consider the usage of multi-

loop Multi-Stage Noise-Shaping (MASH) converters [55] [54]. MASH converters combine the 

reasonably stable first and second order single-bit modulator structures, to achieve a higher order 

effect and a more efficient noise-shaping capacity without the critical overall stability concerns. 

In this sense, when high-order modulators are necessary to employ, aiming for a deep shape for 

the quantization noise power, MASH conversion structures can be seen as a serious competitor 
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of the multi-bit SD ADCs, by means of handling less complex single-bit 1st and 2nd low-order 

modulator blocks, than 3rd and 4th orders ones. 

In general, the goal of this research work is to explore the oversampling effect, in conjunction 

with the noise-shaping capabilities offered by the SD ADCs that will allow one to reach 

extremely low noise levels, which in turn will help directly in obtaining equivalent CIS sub-

electron circuits’ readout noise performance, jointly with appropriate enhancements on the pixel 

readout circuit. Figure 5-12 depicts the classical shape of the quantization noise spectrum over 

the several converters types, namely the Nyquist-rate, the Oversampling, and the NS ADCs. 
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Figure 5-12 – Classical shape of the noise power spectrum. (a) - Nyquist-rate; (b) – 

Oversampling; (c) - Noise-Shaping converters. 

 

Figure 5-12’s graphical information, depicts by comparison, the advantage of the NS conversion 

systems (such as the SD modulation converters), in shaping the quantization noise power across 

the spectrum, such that the power portion inside the signal band is significantly smaller, and 

when filtered results in a much higher SQNR, in other words, a much higher SNR. 

The main effort placed in this research work document is in the study of binary SD converters 

(given the indications that these are simpler than multi-bit converters), possibly with Cascade of 

Integrators in a Feed-Back (CIFB) topology, but also with Cascade of Integrators in Feed-

Forward (CIFF) topology. The latter will be subject to a higher consideration as CIFF modulation 

topology does offer less stringent circuit design requirements to fulfill when compared with 

CIFB modulators, although it may require more circuitry to implement the feed-forward circuit 

part, while not discarding for the moment the MASH topologies, in case they result in being 

advantageous as well. 



Ultra-Low Noise, High-Frame Rate Readout Design for a 3D-Stacked CMOS Image Sensor 

116  Luis Miguel Carvalho Freitas - September 2022 

The main issue at this stage is a matter of verifying and confronting the pros and the cons of the 

above-cited preferred single-bit modulation, which at this point one can exclude only the single-

loop multi-bit modulation option. It appears to be clearly the most complex, layout area and an 

expensive and difficult one to fit into a tied column pitch, typical of a modern high-resolution 

CIS device. Not only are the noise, the power, the area, and the speed the most important features 

to consider, but also issues such as how executable and how feasible the chosen ADC structure 

is, which one should consider as well. Concisely, these above-mentioned topologies will be the 

subject of further discussion in upfront sub-sections, enabling one to foresee any issues upfront 

that may compromise the implementation of the low noise CIS test chip design. 

5.7.2 Continuous-Time and Discrete-Time Sigma-Delta Converters 

The SD ADCs fall into two distinct categories, namely the CT and the DT converters. Figure 

5-13 briefly illustrates this. On the one hand, the CT converters are such that the sampling 

process occurs immediately before the quantizer block. Prior to the sampling node, the signal is 

a CT type, and immediately after the sampling node the signal is translated to the DT domain, 

which is then feedbacked into the CT DAC (such as current-steering or a resistor-ladder), hence 

generating a backward CT signal. That being said the loop-filter is then a CT structure with CT 

integrators and CT DACs. On the other hand, DT converter do samples the input before the loop-

filter. The analogue loop-filter is a DT filter implemented with an SC circuit, as well as the 

feedback DAC is implemented in an SC fashion. The entire loop exhibits a discrete nature and 

it is modeled/analyzed in the Z-domain, while the CT structure is analyzed/modeled in the S-

domain through the Laplace variable. Figure 5-13 displays the simplified block level diagrams 

of both the CT and the DT modulators. 
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Figure 5-13 – Block diagrams of single-loop SD modulators. Redraw from S. Tao [55]. (a) 

– The DT modulator; (b) – The CT modulator. 
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The DT ADCs are more attractive than CT converters aiming for a CIS implementation, due to 

the former’s simplicity in realizing the mathematical functions (such as the integration functions) 

necessary to create the SD operation, when compared with the latter one. Moreover, SC circuits 

are more linear, more accurate, and more robust against fabrication process variations, as well 

as being immune to the sampling clock jitter, as long as the circuits have enough time to settle 

the charged signals [55]. The CT converters are more sensitive to the devices’ mismatch of the 

passive elements, such as the resistors used to implement the integrators or the resistors used in 

the feedback DAC physical implementation. Although CT SD converters seem less feasible than 

DT converters for a CIS implementation, the CT ADCs still exhibits some benefits and 

advantages over their DT system counterparts [55]. Concisely, due to the overall implementation 

attractiveness of the DT converters, this study will remain focused only on this converter type. 

With no less significance, it is necessary to distinguish ordinary SD conversion systems from 

ISD converters. On the one hand, ordinary SD (or simply SD) converters, for instance, such as 

single-bit converters, operate in some form of a non-stop mode (or free-running mode), in which 

these generate one digital output signal by taking many input samples, hence oversampling the 

input. In other words, it converts an input waveform into a continuous process form [56] [57]. 

On the other hand, ISD converters operate in such a way that for every output digital code 

generation resetting the entire modulation system is required. The reset is done every time it 

precedes a new conversion, as briefly indicated in Figure 5-11, in which both the modulator and 

the filter need to be reset. 

Unlike ordinary SD, the ISD converts one input signal sample into one corresponding digital 

output digital code, behaving similarly to single-shot (Nyquist-rate) converters, however being 

capable of a high-resolution derived from the oversampling and capable of generating low 

intrinsic noise, characteristically known from the SD converters [58] in general. Moreover, the 

ISD converters are capable of achieving higher linearity, lower offset, and lastly are simpler in 

decoding the output bit stream [56] [57], than ordinary SD. In this sense, the ISD converter seems 

to be the most suitable conversion system to employ, converting the pixel signals without the 

need of a prior S&H stage, which would sample the pixel signals at the converter input node, 

adding the KTC sampling noise in such case, with KT/C noise power contribution. 

Concisely, single-bit ISD converters based on DT CIFF modulators seem a more appellative 

solution to fit in a small column pitch of a highly parallelized CIS readout structure, than other 

modulators are, like the CIFB modulation structure. The reason for this lies in the fact that single-

bit DT CIFF modulators require less stringent design requirements than the CIFB model 

counterpart, as well as the former being less complex than multi-bit ADCs, and less complex 



Ultra-Low Noise, High-Frame Rate Readout Design for a 3D-Stacked CMOS Image Sensor 

118  Luis Miguel Carvalho Freitas - September 2022 

than MASH converters, although the latter ones appear to be more stable at a given input signal 

amplitude. Even though it exhibits some loss of DR, the high-order single-bit ISD converters 

appears to be more feasible and more appellative for the project of low noise column ADCs 

implementation, than MASH systems. Furthermore, the attractiveness of the single-bit DT CIFF 

converters relates to the digital word decoding process, done through a simpler and matched 

digital filter design, as well as relating to the coefficients independency concerning the output 

value, as will be approached soon after. 

It remains to be identified which modulator order should be considered for the project, assuming 

one will employ a single-bit DT CIFF oversampling ISD converter, on a test CIS device. To 

facilitate this, the early author’s work [45] indicates that a third-order ISD converter is the most 

adequate modulator order to employ and to fit on a highly parallelized vertical stacked design, 

when compared with both first and second-order counterparts. The first-order strongly penalties 

the conversion speed, as well as degrading the 1/f noise cancelation effectiveness under the 

digital CDS technique, thus being automatically excluded, while the second-order does not 

exhibit the best compromise among speed, output noise, layout area, and power, than a third-

order converter can accomplish. For all the above-mentioned reasons, a third-order DT CIFF 

ISD converter was chosen for the design of a sub-electron noise performance CIS device. 

5.7.3 Third-order Single-bit Incremental Sigma-Delta Converters 

Before addressing the proposed ISD modulator design and giving continuity to the above short 

indication for high-order modulators, why exactly is a third-order converter considered? The 

reason lies essentially in taking advantage of the third-order conversion speed as well as the 

higher efficiency in shaping the quantization noise power out of the signal band, when compared 

with low-order counterparts, under similar circuits’ implementation and under similar biasing 

conditions. The conversion speed is an essential feature as it plays a major role in the crucial 

low-frequency noise cancelation effect under an overall CDS operation. 

It is worth recalling and noting that the CIFB modulation suffers from an equivalent column-to-

column FPN given that the extraction of the output digital values depends on the modulator 

coefficients and these values may vary from column to column due to a components layout 

mismatch [14], and that is the reason why the CIFF structure is preferred over the CIFB. 

Furthermore, putting into evidence the CIFF topology, in order to avoid stringent signal design 

requirements at both the input and the output nodes of the modulator integrators’ stages, the FF 

structure avoids the processing of a portion of the input signal at the output node of the error-

amplifier, except for the quantization noise signal. This in turn leads one to relax the modulator 
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components’ features, for instance, the stages’ nodes signal swing, which is crucial in avoiding 

the stages’ nodes saturation, risking to causing the modulator to malfunction. For all the 

mentioned reasons, the CIFB structure should not be considered in detriment of CIFF structure, 

in the CIS designs. 

Summarizing, high-order, single-loop, single-bit modulators may suffer potential loop 

instability, especially for orders equal to or higher than the third degree. Given that the CIFF 

modulator topology relaxes the requirements for the circuit’s implementation, it is imperative to 

use such a modulator structure if one desires to obtain help in having a stable loop modulation 

through it. The stable modulation requires tuning the loop scaling coefficients extensively, such 

that the output of the last integrator remains bound to the ADC references levels, in other words, 

it stays bound to a finite value within the power rails. Although it is slightly more difficult to 

reach a stabilized third-order converter than a second-order one, the increase in conversion speed 

compensates the effort, bringing also benefits concerning the strong 1/f noise power reduction 

under a CDS operation, as well as it presenting a better ratio among the speed, noise, area, and 

power features [45]. 

Unveiling the proposed converter structure and order, let one consider the block level diagram 

of a third-order CIFF modulator topology, as shown in Figure 5-14, in which the use of delaying 

integrators’ stages (by default) with the generic scaling loop coefficients, b, c1, and c2 are 

considered. However, for the sole purpose of exemplification, let one define all the modulator 

loop coefficients as being unitary for the case, and that the FF coefficients equals 3, 3, and 1, 

respectively for a1, a2 and a3. 
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Figure 5-14 – Simplified block diagram of a single-bit single-loop DT CIFF structure SD 

ADC, with Zero feed-back signal into the modulator inner stages. 

 

The output of the single-bit modulation system (in the Z-domain) can be written and exhibited 

in the following form: 
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𝑌 = 𝑆𝑇𝐹𝑋 + 𝑁𝑇𝐹𝑄 (132) 

Where 𝑄 refers to the quantization noise, 𝑋 refers to the input-state variable of the system, and 

𝑌 is the corresponding output Z-domain signal. In order to proceed, it is necessary to find the 

𝑆𝑇𝐹, and find the 𝑁𝑇𝐹 terms, namely the Signal Transfer Function (STF) and the Noise Transfer 

Function (NTF). The global system Z-domain Transfer Function (TF) is: 

𝑌 = 𝑉 + 𝑄 = 𝑎3𝐼3 + 𝑎2𝐼2 + 𝑎1𝐼1 + 𝑋 + 𝑄 = 𝐼3 + 3𝐼2 + 3𝐼1 + 𝑋 + 𝑄 (133.1) 

Which after some substitutions becomes: 

𝑌 = 𝐻3𝐸 + 3𝐻2𝐸 + 3𝐻𝐸 + 𝑋 + 𝑄

= (𝑋 − 𝑌)𝐻3 + 3(𝑋 − 𝑌)𝐻2 + 3(𝑋 − 𝑌)𝐻 + 𝑋 + 𝑄 (133.2) 

Rearranging to a more compact form: 

𝑌(𝐻3 + 3𝐻2 + 3𝐻 + 1) = 𝑋(𝐻3 + 3𝐻2 + 3𝐻 + 1) + 𝑄 (133.3) 

Factoring the 3rd degree terms and replacing the Z-domain delaying integrators transfer function 

𝑧−1

1−𝑧−1
 in the above global expression, the system TF becomes simplified and is as follows: 

𝑌 = 𝑋 + (
1

1 + 𝐻
)
3

𝑄 = 𝑋 + (1 − 𝑧−1)3𝑄 (134) 

The above global modulation TF expression indicates that the input signal, 𝑋, appears at the 

output node 𝑌 with no delay and left intact. Only the quantization noise is high-pass filtered to 

the 3rd degree. In this sense, the STF is unitary and the NTF modulus is equal to (1 − 𝑧−1)3.With 

respect to the error signal, 𝐸, one can say that: 

𝐸 = 𝑋 − 𝑌 = −(1 − 𝑧−1)3𝑄 (135) 

The key part to retain from the above error expression is that regardless of the error signal 

polarity of the presented third-order CIFF modulator structure, the 𝐸 variable only processes the 

quantization noise signal (which is supposed to have a small magnitude), and does not process a 

portion of the input signal, as occurs with the CIFB counterpart. The portion of the input signal 

may in fact achieve a significant absolute amplitude level, depending on the instantaneous value 

of the input signal, 𝑋. Therefore, the signal level applied to the cascade of integrators is then an 

input signal free for the current case of a CIFF modulator, indicating that the integrators do not 

have to handle such an additional signal in the loop circuit, hence creating less stringent 

requirements for the integrators circuits’ design. 
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One should note that to obtain a stable modulation (with the last integrator output varying within 

the power supply rails), foreseeing somehow the modulator block realization and its feasibility, 

the indicated modulator loop coefficients are not valid at all in a real design case as they would 

produce instability. The values were chosen for the sole purpose of serving as an example to 

demonstrate the advantages of CIFF over the CIFB counterparts. In fact, the appropriate loop 

coefficients and the FF path coefficients may be such that to obtain a stable modulation it may 

create, in any case, an error signal containing a portion of the input signal. However, the system 

would surely be less impacted than with CIFB modulators. 

In such a scenario, the STF and the NTF terms would not be so short and compact as the above 

example suggests. Having a mixture of scaling coefficients, carefully tuned to obtain a stable 

loop, leads to long and complex STF and NTF expressions, where the input signal might appear 

at the output node somewhat shaped by the STF, in the same way that the quantization noise will 

surely become less efficiently shaped by the resulting NTF. This would surely happen because 

the NTF not only has zeros but also exhibits poles in a real case scenario. Therefore, one can say 

that for a high-order, single-loop, single-bit SD modulation, the CIFF topology is stable as long 

as a few poles are introduced in the NTF function, originating awkward scaling coefficients, as 

such culminating into a long NTF function. 

Referring back to Figure 5-14’s modulator block diagram, the first and the second integrators’ 

time-domain outputs of the modulator loop (over the successive operation clock cycles) are 

derived and expressed respectively as follows: 

𝐼1[𝑀] = 𝑏 × ∑(𝑋[𝑘] − 𝑌[𝑘]. 𝑉𝑟𝑒𝑓)

𝑀−1

𝑘=0

 (136) 

With the second integrator time-domain output: 

𝐼2[𝑀] = 𝑏𝑐1 × ∑ (∑(𝑋[𝑖])

𝑘−1

𝑖=0

−∑(𝑌[𝑖]. 𝑉𝑟𝑒𝑓)

𝑘−1

𝑖=0

)

𝑀−1

𝑘=0

 (137) 

Over time, i.e. over the successive operation clock cycles, the last integrator output value is: 

𝐼𝑂𝑢𝑡[0] = 0 (138) 

After the first clock cycle, the last integrator time-domain output sample is: 

𝐼𝑂𝑢𝑡[1] = 𝐼𝑂𝑢𝑡[0] + 𝑐2𝐼2[0] (139) 

Similarly, the second cycle time-domain output sample is: 

𝐼𝑂𝑢𝑡[2] = 𝐼𝑂𝑢𝑡[1] + 𝑐2𝐼2[1] (140) 
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After M clock cycles, the output of the last/third integrator output node is: 

𝐼𝑂𝑢𝑡[𝑀] = 𝐼𝑂𝑢𝑡[𝑀 − 1] + 𝑐2𝐼2[𝑀 − 1] = 𝐼𝑂𝑢𝑡[0] + 𝑐2 ∑(𝐼2[𝑘])

𝑀−1

𝑘=0

 (141.1) 

Rearranging the above expression, it becomes as follows: 

𝐼𝑂𝑢𝑡[𝑀] = 𝑐2 × ∑ (𝑏𝑐1 ×∑(∑(𝑋[𝑖])

𝑗−1

𝑖=0

−∑(𝑌[𝑖]. 𝑉𝑟𝑒𝑓)

𝑗−1

𝑖=0

)

𝑘−1

𝑗=0

)

𝑀−1

𝑘=0

 (141.2) 

After one more simplification step, it ends as: 

𝐼𝑂𝑢𝑡[𝑀] = 𝑏𝑐1𝑐2 × ∑ (∑(∑(𝑋[𝑖])

𝑗−1

𝑖=0

)

𝑘−1

𝑗=0

−∑(∑(𝑌[𝑖]. 𝑉𝑟𝑒𝑓)

𝑗−1

𝑖=0

)

𝑘−1

𝑗=0

)

𝑀−1

𝑘=0

 (141.3) 

Finally, the arranged third integrator time-domain output, after M clock cycles is: 

𝐼𝑂𝑢𝑡[𝑀] = 𝑏𝑐1𝑐2. 𝑋.
𝑀(𝑀 − 1)(𝑀 − 2)

6
− 𝑏𝑐1𝑐2. ∑ (∑(∑(𝑌[𝑖]. 𝑉𝑟𝑒𝑓)

𝑗−1

𝑖=0

)

𝑘−1

𝑗=0

)

𝑀−1

𝑘=0

 (144) 

The above derived last integrator output node expression (Eq.144) can be confirmed by many 

authors from their research works in the field of ISD converters, which includes, for instance, J. 

Markus [59] or A. Xhakoni [14]. 

Consider that the two inner summations (“𝑖” and “𝑗” indexes) equals Zero when an index 𝑗 =

−1;  𝑜𝑟 0 , and respectively for an index 𝑖 = −2;−1; 𝑜𝑟 0 , i.e. when index 𝑘 = 0; 1 𝑜𝑟 2 . 

Similarly as for lower modulator orders, to ensure the modulation stability for a finite input 

signal bounded to the converter outer references (or bounded to a portion of it), the output of the 

last integrator must stay within the outer references. In the worst-case scenario, the last integrator 

output node must be finite within the power supply rails. In such a case, the effective quantization 

step would become slightly degraded. Essentially, the loop coefficients b, c1, and c2, and the 

feed-forward path coefficients a1, a2, and a3, must be tuned in order to obtain a stable 

modulation for a given finite input signal amplitude. 

Furthermore, to estimate the corresponding digital output value from the modulation system 

output bit stream, the last integrator output node must remain preferably bounded to the converter 

outer references, apart from prior limiting the input signal, causing some DR loss. In that case, 

and for simplicity, let one consider that the third integrator time-domain output remains bounded 
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to the absolute difference of the converter outer references, namely, 𝑉𝑟𝑒𝑓. In this sense, one can 

express the 𝐼𝑂𝑢𝑡 as follows: 

0 ≤ 𝐼𝑂𝑢𝑡[𝑀] ≤ 𝑉𝑟𝑒𝑓 (145.1) 

In other words, it becomes as:  

0 ≤ 𝑏𝑐1𝑐2. 𝑋.
𝑀(𝑀 − 1)(𝑀 − 2)

6
− 𝑏𝑐1𝑐2. ∑ (∑(∑(𝑌[𝑖]. 𝑉𝑟𝑒𝑓)

𝑗−1

𝑖=0

)

𝑘−1

𝑗=0

)

𝑀−1

𝑘=0

≤ 𝑉𝑟𝑒𝑓 (145.2) 

Which is equivalent to the following: 

0 ≤ 𝑋.
𝑀(𝑀 − 1)(𝑀 − 2)

6
− 𝑉𝑟𝑒𝑓 ∑ (∑(∑(𝑌[𝑖])

𝑗−1

𝑖=0

)

𝑘−1

𝑗=0

)

𝑀−1

𝑘=0

≤
𝑉𝑟𝑒𝑓

𝑏𝑐1𝑐2
 (145.3) 

Finally, and after a simplification: 

0 ≤ 𝑋 − 𝑉𝑟𝑒𝑓.
6

𝑀(𝑀 − 1)(𝑀 − 2)
∑ (∑(∑(𝑌[𝑖])

𝑗−1

𝑖=0

)

𝑘−1

𝑗=0

)

𝑀−1

𝑘=0

≤
6𝑉𝑟𝑒𝑓

𝑏𝑐1𝑐2.𝑀(𝑀 − 1)(𝑀 − 2)
 (146) 

Regarding the modulator performance, let one recall the relative quantization error given as 

follows: 

𝑞𝑒𝑟𝑒𝑙 =
𝑋 − �̂�

𝐿𝑆𝐵
=

𝑋

𝐿𝑆𝐵
−
�̂�

𝐿𝑆𝐵

=
𝑏𝑐1𝑐2
𝑉𝑟𝑒𝑓

.
𝑀(𝑀 − 1)(𝑀 − 2)

6
. 𝑋 − 𝑏𝑐1𝑐2. ∑ (∑(∑(𝑌[𝑖])

𝑗−1

𝑖=0

)

𝑘−1

𝑗=0

)

𝑀−1

𝑘=0

 (147) 

Substituting the last integrator output (after M clock cycles), one can express that: 

𝐼𝑂𝑢𝑡[𝑀] = −𝑞𝑒𝑟𝑒𝑙. 𝑉𝑟𝑒𝑓 (148) 

Eq.148 means that the remaining quantization error can be found in the analogue-domain form 

at the output of the last integrator if the digital filter is a direct realization of the triple summation 

process [59], hence a matched digital filter. The reader may note that J. Markus [59] implicitly 

suggests that this remaining quantization error can be reused as a residue voltage for an 

additional conversion, similarly to the extended counting conversion approach, or to the two-

step conversion developed by S. Tao [55]. In such a case, it can be performed with little 

additional hardware i.e., reaching one more precision bit (thus reaching a higher resolution) to 
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the SD converter, simply by comparing the polarity of the last integrator node signal (at the Nth 

clock cycle), relative to the virtual ground converter reference. 

The LSB value depends on b, c1, and c2 scaling loop coefficients, but the ratio of the estimator 

by the reference signal does not. This means that the conversion is insensitive to the coefficients’ 

value accuracy, namely the coefficients mismatch. This in turn reveals to be a great advantage 

of the CIFF modulators when compared with CIFB topologies, in which the latter displays 

dependence. 

To conclude the fundamentals of the third-order single-bit modulation process, the quantization 

noise power that resides inside the signal band - assuming one would limit it by using an ideal 

rectangular (low-pass) filter window with cut-off frequency immediately above the maximum 

spectral signal component - is dictated by the power of the NTF. Therefore, the resulting output 

noise power is: 

|𝑁𝑜𝑢𝑡(𝑗𝜔)|
2 = |𝑄(𝑗𝜔)|2 × |(1 − 𝑒−𝑗𝜔𝑇𝑠)3|2 (149) 

In which the |𝑄(𝑗𝜔)|2 term refers to the quantization noise PSD, and the NTF power becomes 

as follows: 

|(1 − 𝑒−𝑗𝜔𝑇𝑠)3|2 = |8𝑒−𝑗3(𝜔
𝑇𝑠
2
−
𝜋
2
). 𝑠𝑖𝑛3 (𝜔

𝑇𝑠

2
)|2 = 64𝑠𝑖𝑛6 (𝜔

𝑇𝑠

2
) (150) 

Concluding, the total noise power inside the signal band is: 

< 𝑄𝑛2 >= ∫ |𝑄(𝑗𝜔)|2 × |(1 − 𝑒−𝑗𝜔𝑇𝑠)3|2. 𝑑𝑓
+𝑓𝑠𝑖𝑔

−𝑓𝑠𝑖𝑔

= ∫
𝑞𝑠2

12
.
1

𝑓𝑠
× 64𝑠𝑖𝑛6(2𝜋𝑓.

𝑇𝑠

2
)𝑑𝑓

+𝑓𝑠𝑖𝑔

−𝑓𝑠𝑖𝑔

=
64

12
𝑞𝑠2∫

1

𝑓𝑠
× 𝑠𝑖𝑛6(𝜋

𝑓

𝑓𝑠
)𝑑𝑓

+𝑓𝑠𝑖𝑔

−𝑓𝑠𝑖𝑔

 (151) 

The assumption is that the sampling frequency is high enough so that the system is deeply in an 

oversampling mode (for noise reduction goals), then one can approximate the previous integral 

given that 𝑠𝑖𝑛 (𝑥) ≈ 𝑥 for small values of 𝑥. Based on this approximation, the frequencies of 

interest (for the integration) are bounded to 𝑓𝑠𝑖𝑔 frequency, hence the signal bandwidth. Given 

that 𝑓𝑠 ≫ 𝑓𝑠𝑖𝑔 (to shape as much as possible the quantization noise, thus aiming to obtain the 

minimum contribution inside the signal band), then the above integral computation described by 

Eq.151 (which is related to the in-band quantization noise), can be approximated by the 

following: 
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< 𝑄𝑛2 >=
64

12
𝑞𝑠2∫

1

𝑓𝑠
× 𝑠𝑖𝑛6 (𝜋

𝑓

𝑓𝑠
) 𝑑𝑓

+𝑓𝑠𝑖𝑔

−𝑓𝑠𝑖𝑔

≈
64

12
𝑞𝑠2∫

1

𝑓𝑠
× (𝜋

𝑓

𝑓𝑠
)
6

𝑑𝑓
+𝑓𝑠𝑖𝑔

−𝑓𝑠𝑖𝑔

= 𝜋6
64

12
𝑞𝑠2∫

𝑓6

𝑓𝑠7
𝑑𝑓

+𝑓𝑠𝑖𝑔

−𝑓𝑠𝑖𝑔

=
𝜋6

𝑓𝑠7
.
64

12
𝑞𝑠2∫ 𝑓6𝑑𝑓

+𝑓𝑠𝑖𝑔

−𝑓𝑠𝑖𝑔

=
𝜋6

𝑓𝑠7
.
64

12
𝑞𝑠2 [

𝑓𝑠𝑖𝑔7

7
−
−(𝑓𝑠𝑖𝑔7)

7
] =

𝜋6

𝑓𝑠7
.
64

12
𝑞𝑠2 × 2.

𝑓𝑠𝑖𝑔7

7

=
128 × 𝜋6. 𝑞𝑠2

7 × 12
.
𝑓𝑠𝑖𝑔7

𝑓𝑠7
=
𝜋6. 𝑞𝑠2

7 × 12
. (
2𝑓𝑠𝑖𝑔

𝑓𝑠
)
7

=
𝜋6

7
.
𝑞𝑠2

12
.
1

𝑂𝑆𝑅7
 (152) 

In fact, a generic L-order noise-shaping single-bit modulator outputs total in-band noise power 

given as: 

< 𝑄𝑛2 >=
𝜋2𝐿

2𝐿 + 1
.< 𝑞𝑛2 >.

1

𝑂𝑆𝑅2𝐿+1
 (153) 

Hence, exhibiting a maximum noise-shaping SNR (for a full-scale sinusoidal input signal) as 

follows: 

𝑆𝑁𝑅 = 20 log

(

 
 
 
 2𝑁 . 𝑞𝑠

2√2

𝑞𝑠

√12

√
𝜋2𝐿

2𝐿 + 1
𝑂𝑆𝑅2𝐿+1 )

 
 
 
 

≈ 𝑁 × 6.0206 + 1.761 + 10 log (
𝑂𝑆𝑅2𝐿+1

𝜋2𝐿

2𝐿 + 1

) [𝑑𝐵] (154) 

The above generic L-order total in-band noise power of a noise-shaping modulator expression is 

valid under the assumption that an ideal sharp low-pass filter is applied. A practical digital filter 

design is far from ideal. However, the ideal approximation is useful and necessary to consider 

in order to obtain a formula putting into evidence the in-band noise power (introduced by the 

modulator internal quantizer), across the various modulator orders. For instance, a Nyquist-rate 

converter operated in an oversampling mode at OSR=10 exhibits an SNR increase of +10dB, 

while the oversampling noise-shaping converters exhibits at the same OSR, an SNR increase of 

+24.8dB, +37.1dB and +48.6dB, for the first, second and third-order modulations, respectively. 

Following the fundamentals of the third-order NS ISD converter system, while exploring its 

theoretical basis (knowing beforehand that ISD converters work intrinsically in an oversampling 

mode), it is the appropriate moment to focus on how the oversampling operation links with the 

multiple sampling effect, previously addressed in section 4.3. The overall MS operation (hence 
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the oversampling effect at the converter level) is seen as beneficial by reducing significantly the 

contribution of any uncorrelated noise sources present in the system, such as the circuits’ thermal 

noise, or any input-referred additive WGN-like spectrum. 

If one recalls Eq.77, the input-referred noise variance of a generic readout circuit constituted by 

a pixel readout SF driver, a PGA stage, an S&H stage and an ADC stage, as similarly indicated 

in section 3.2, described below: 

< 𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿
2 >

=
< 𝑉𝑛𝑜𝑆𝐹

2 >

𝐺𝑎𝑖𝑛𝑆𝐹
2 +

< 𝑉𝑛𝑜𝑃𝐺𝐴
2 >

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2 +
< 𝑉𝑛𝑜𝑆&𝐻

2 >

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2. 𝐺𝑎𝑖𝑛𝑆&𝐻
2

+
< 𝑉𝑛𝑜𝑉2𝑇

2 >

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2. 𝐺𝑎𝑖𝑛𝑆&𝐻
2. 𝐺𝑎𝑖𝑛𝑉2𝑇

2

+
< 𝑉𝑛𝑜𝐴𝐷𝐶

2 >

𝐺𝑎𝑖𝑛𝑆𝐹
2. 𝐺𝑎𝑖𝑛𝑃𝐺𝐴

2. 𝐺𝑎𝑖𝑛𝑆&𝐻
2. 𝐺𝑎𝑖𝑛𝑉2𝑇

2. 𝐺𝑎𝑖𝑛𝐴𝐷𝐶
2 

One should note that the above recalled Eq.77 input-referred noise expression does not take into 

account any dark shot-noise or any other noise source from the photon to charge conversion 

process. It simply describes the generic voltage-domain input-referred noise power (in which 

one considers the wide-band thermal noise, the low-frequency flicker, and the RTS noise 

contributions) from a non-CDS readout perspective. If the CDS readout effect were included, 

the total noise power would then result in twice the non-CDS readout noise. 

Let one consider for simplicity the contributions of the wide-band thermal noise power spectrum 

and the high-frequency noise spectrum portion of the 1/f noise power, for averaging the input 

signal samples. As such, this can be performed in the digital domain by Nyquist-rate converters 

(as suggested in 4.2), or performed while the conversion process takes place by means of noise-

shaping oversampling converters, for instance, such as the ISD converters, since these converter 

types are the subject of this research work. 

The frequency range of the noise signals was previously defined, so that the averaging process 

can turn into an effective way for the overall noise reduction, given that the proper averaging 

requires uncorrelated samples. With that said, in the case of performing the DCDS, the total 

(thermal and 1/f) input-referred noise power becomes as follows: 

< 𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿_𝐷𝐶𝐷𝑆
2 >= 2 ×< 𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿_𝑛𝑜_𝐷𝐶𝐷𝑆

2 > (155) 

Concerning the thermal noise power contamination process and recalling Eq.111, by doing 𝑀 

times averaging (over the input photo-signals), the total thermal input-referred noise power is 
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then governed by Eq.156, knowing beforehand that for the flicker noise power averaging 

outcome, the CMS technique improves the noise reduction efficiency when compared to a simple 

CDS operation (𝑀 = 1), while the MS process reaches a plateau (thus, reaching its maximum 

efficiency), for a CMS order higher than eight [13] [60]. 

< 𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿_𝐶𝑀𝑆
2 >≅

2

𝑀
×< 𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿_𝑛𝑜_𝑀𝑆

2 > (156) 

Briefly, the Nyquist-rate converters require 𝑀 conversion outputs for the averaging process, 

while an oversampling ISD converter requires 𝑀 number of clock cycles (under matched digital 

filters) to perform the full conversion (for the target ADC resolution), as the 𝑀 value has the 

same meaning as the converter’s OSR. 

On the one hand, the above Eq.156’s total CMS thermal input-referred noise power remains 

intact for a first-order ISD converter, given that this order allows one to cancel (on a single 

conversion) any input noise signal component that has the same period of the conversion time. 

This occurs because these converters produce a Pulse Density Modulation (PDM) signal, such 

that the density of the output pulses becomes linear with the absolute and the instantaneous value 

of the input signal. 

On the other hand, high-order ISD converters (such as those for second and third orders) do not 

exhibit the same linear pulse’s response as for first-order converters. The high-order output bit 

stream not only contains the pulse’s count information (as the first-order do), but also the pulse’s 

position within the conversion cycle carries additional information for the decoding of the input. 

This in turn originates a less efficient averaging process for periodic input signals, when 

compared with first-order ISD converters. This conclusion can be corroborated by J. Markus’ 

[59] and M. Sannino’s [61] research works. In this sense, the total thermal averaging power 

expression can be re-written into a more generic form as follows [14]: 

< 𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿_𝐶𝑀𝑆
2 >=

2.𝑤𝑓

𝑀
.< 𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿_𝑛𝑜_𝑀𝑆

2 > (157) 

The 𝑤𝑓 factor refers to the total noise power worsening-factor in an oversampling mode, in other 

words, it refers to the loss/reduction of the signal averaging effectiveness. Values reported by J. 

Markus [59] concerning the 𝑤𝑓 factor are 4/3 and 9/5 for second and third-order converters, 

respectively. 

High-order converters are more adequate in reducing the highly correlated low-frequency noise 

samples introduced from the flicker power spectrum due to a shorter CDS time, as these enable 

faster conversions with low OSR. In addition, the 𝑤𝑓 factor degrades the effectiveness of high-
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order systems to reduce the circuits’ thermal noise contribution, or from any other input-referred 

WGN-like spectrum signal contribution. Low-order converters do require more clock cycles to 

compute the same digital word length, turning them into slow converters, although a higher 𝑀 

count turns into a more effective averaging process. 

Putting it all together, one can conclude that a compromise should emerge based on the 

converter’s order, the OSR (and thus the intrinsic effectiveness in averaging), the conversion 

speed (and thus the ability to mitigate the correlated samples of low-frequency noise spectrums), 

and lastly on the resulting output noise. The author’s work [45] helps to clarify this issue by 

addressing all these in the same research paper, and that is the reason why a third-order ISD 

converter system is chosen for the design and implementation in this thesis work. 

The definition of the effective resolution of a third-order ISD conversion system is based on the 

modulator Loop coefficients’ values, which in conjunction with the FF path coefficients also 

determine the modulation stability. However, the resolution definition is not solely limited to 

those, as it also depends on how much the last integrator output node signal drifts away from the 

converter outer references, defined by the 𝑃 factor in Eq.158. This means that the effective 

quantization step becomes more degraded the lower the Loop coefficients are, and the higher the 

signal drift factor is while maintaining the last integrator output node finite and bounded to the 

power rails, avoiding internal stages’ nodes from clipping and the stages’ saturation. 

𝑉𝐿𝑆𝐵 =
𝑃. 𝑉𝑟𝑒𝑓

𝑏𝑐1𝑐2
.

6

𝑀(𝑀 − 1)(𝑀 − 2)
 (158) 

Moreover, the converter input DR is self-dependent on the maximum permitted input signal 

amplitude respective to the outer references range, in which the amplitude interferes with the 

system stability. On first-order modulators, the applicable signal range is able to match the 

converter outer references range (the 𝑉𝑟𝑒𝑓 quantity), hence signifying no loss of input DR for a 

stable modulation. However, for second and third-order incremental systems, these not only 

must have appropriate coefficients but also need to limit the signal at the converter input node. 

For instance, for a second-order ISD, 80%, 75%, or 67% input signal ranges are permitted for 

applying to the modulators, depending on how relaxed the modulation stability is (from the 

coefficients’ perspective). The more the converter input DR is sacrificed, the more relaxed the 

coefficients combinations and their absolute values are. The same inherently occurs for third-

order converters, under more stringent input requirements, thus requiring a signal limitation to 

75%, 67%, or 50% of the references’ range, once again depending on the chosen coefficients. 

As such, depending on the design case scenario, clamping circuits may exist to avoid instability 
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due to an excessive signal amplitude at the modulator input node, or the flexible voltage 

references generation may be required for tuning (for a given input signal). 

This research work’s goal is to reach and work with the highest ADC input node swing, allowing 

preferably 75% of the third-order converter references’ range, while maintaining a stable 

modulation. This is only possible to achieve with tied modulator Loop coefficients. In the best-

case scenario, all coefficients have equal values, namely 0.36, accounting already with the 

circuits’ non-idealities. In addition, the stable third-order modulator requires FF coefficients to 

meet the following relation: a1>a2>a3, such as 2>1>0.5, respectively. Note that other Loop and 

FF combinations are possible to implement. 

Lastly, unveiling the speed performance and comparing how fast oversampling single-bit ISD 

ADCs are among the various orders, Figure 5-15 indicates the number of clock cycles, 𝑀 , 

(aiming for a given resolution), required to operate the four converter systems under comparison. 

In this sense, the Figure 5-15 points to the converters OSR. 

 

Figure 5-15 – Single-bit ISD ADCs resolutions as a function of the operation clock cycles 

for various converter orders, computed with matched digital filters. 

 

For instance, a 14-bit resolution requires 48 clock operation cycles for a third-order converter, 

while it takes 182 operation cycles for a second-order and 16384 clock cycles for a first-order 

ISD conversion system. Lastly, an OSR of 27 is enough to obtain such conversion precision for 
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a fourth-order ISD converter. Although a fourth-order indeed reveals to be the fastest among the 

presented order cases, according to Figure 5-15’s data, the cost of implementing it would be 

tremendous concerning the layout area and the corresponding column size, as it would require 

four digital integrators to digitize the input signals. Hence, this would result in an excessively 

large modulator, apart from the loss of the input dynamic range and the related stability issues, 

as briefly indicated in the author’s research work [45]. 

5.8 Conclusion 

 

After going through the brief fundamentals of the ADCs, one can conclude that to obtain a high 

SNR ADC, hence a low noise converter, one needs to design a high resolution system in the first 

place, given that the RMS quantization noise is proportional to the ADC quantization step. Since 

the total noise is the contribution of the intrinsic converter noise with the quantization noise, then 

the smaller the latter contribution the better it is for the whole system’s DR. Note that the 

previous one is under the consideration that the sampling frequency matches the Nyquist 

frequency. 

However, if one operates in an oversampling mode, the quantization noise portion becomes even 

smaller with the increase of the OSR. As such, one can conclude that oversampling converters 

are more adequate than pure Nyquist-rate converters, as the former ones are able of reaching 

better noise performances than the latter. In addition, the Nyquist converters are either slow 

converters or large blocks, as pointed earlier in this chapter, when taking as an example the most 

common ADCs employed in modern CIS devices, namely the Ramp and the SAR converters. 

Although they are capable of performing signal averaging through additional hardware, as 

indicated in section 4.2 of the previous chapter, these are not capable of reaching extreme levels 

of noise performance as oversampling converters, especially regarding the oversampling noise-

shaping converters. 

Concerning the noise-shaping ISD converters, the conclusions are: 

Multi-bit or MASH noise-shaping ISD converters are more stable than their single-bit 

counterparts are, at a similar input signal amplitude. The former types were not considered 

mainly concerning their feasibility, due to the converters’ complexity and how adequate these 

would be to fit in a column parallel structure, which is typical for a modern CIS device. In 

addition, Multi-bit or MASH converters would surely result in larger than single-bit systems or 

would consume more power. In this sense, the author interpreted the exposed chapter details in 
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such a way that the appropriate converter type to design, targeting a low noise high spatial 

resolution CIS device, is the single-bit ISD system, although this type of converter does exhibit 

some issues regarding stability and the signal range. 

Within the subject of single-bit modulators, namely among the several orders i.e., concerning 

the first, second, third, and eventually fourth-order converters, one could conclude that the latter 

is not appropriate to design because of its expected final size, absolute power consumption, and 

due to it presenting excessive limitations on the input signal range, causing the converter’s input 

DR to be limited excessively. Furthermore, the first-order converters were not the subject of 

consideration as well, as these converters would lead to extremely long conversion times, thus 

sacrificing the ability to cancel the 1/f noise contributions throughout fast conversions, although 

this single-bit system consumes the lowest absolute power consumption. 

As such, two possible modulator orders remained to attend, namely the second and the third-

order systems. Consequently, the major conclusion that one can retrieve, not only from the 

presented details throughout the chapter but also from the author’s research work papers, is that 

the third-order modulator is the most suitable of being employed, given that it presents the best 

compromise among the features area, conversion speed, power, the averaging and the noise-

shaping capabilities, concerning a future 3D-stacked CIS solution. Although it enables a shorter 

input signal range compared with a second-order modulator (around 70% of the references 

respectively), the third-order modulator seems adequate in any case for the typical signal swing 

requirements to handle. 

Lastly, and no less important, a specific set of modulator coefficients values’ relation arises from 

this research work, paving the way for those who plan to implement high-order ISD converters. 

The modulator coefficients’ relationship takes into consideration that the loop coefficients are 

equal to each other, b=c1=c2. As such, the FF coefficients should maintain the following 

relationship: a1>a2>a3. Following these indications leads one to obtain a stable modulator much 

faster, while the procedure is also valid for other modulation orders, as long as the modulator 

structures have FF paths. 
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6 CIS EXPERIMENTAL RESULTS 

AND ENHANCED CIRCUITS’ 

SIMULATIONS 

This chapter dedicates most of its extension to the test chip CIS design experimental results, 

however not being limited to those. Apart from the imager results, subjects concerning the pixel 

details, the ADCs low-level implementation details, the several PGA structures, and the column 

converters’ references issues, are presented as well. Lastly, the chapter is finalized with some 

preliminary conclusions emerging from the experimental research work design, followed by the 

enhanced readout circuits’ simulations, and the corresponding results’ discussion. 

6.1 Test Chip Floor Plan and the Fabricated CIS Physical Device 

 

The research work began with a literature review at the early stage of the project, followed by 

an early simulation phase. The feasibility phase of the circuit’s design allowed one to obtain a 

first estimation of the readout circuit’s layout size, thus allowing one to build a first draft of the 

test chip CIS floor plan, which is depicted in Figure 6-1 below. 

The early floor plan (Figure 6-1) accounted for the early-simulated circuits, namely a first draft 

of the high-order oversampling ISD converter (whose details were covered in sub-section 5.7.3), 

the column amplification stage, and the pixel design. Not limited to those, the necessary blocks 

meant for the sensor communication were designed in parallel, as part of inferring (with some 

precision) the size of all blocks, so that an accurate chip floor plan could be drawn. It reveals 

that the majority of the blocks’ placement resulted in being correct. However, not everything 

ended as planned, especially the height of the readout columns, the size of the final pixel matrix, 

the final location of the chip control, and the chip communication blocks, among other issues. 
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Figure 6-1 – Early test chip CIS design floor plan. 

 

In general, the fabricated test CIS device resulted in being similar to Figure 6-1, whose final chip 

layout version (sent to the foundry for tape out) is displayed in Figure 6-2. To some extent, both 

figures match, with a major exception for the control and the serial interface blocks. The reader 

may note that, the sooner the floor plan is created (before the feasibility phase simulations), the 

further the CIS end version will be from the early floor plan. If created too late, it is rendered 

useless, and thus does not help nor contributes for the design development. In this sense, there 

is an optimal moment (in the project development time) to invest time doing the chip floor plan. 

The taped out device is a column parallel Readout Integrated Circuit (ROIC), with a structure 

employing 256 readout columns, each column accommodating a PGA stage and a third-order 

incremental ISD conversion stage (both the modulator and the digital filter). The pixel matrix is 

made of an array of 256𝑥92 4T pinned-pixels, each one with a 13𝜇𝑚𝑥13𝜇𝑚 size/pitch. As 

such, referring to Figure 6-2 at the top left side, it is located the block responsible for the control 

of the entire CIS device operation, implemented with a Finite State Machine (FSM) digital 

circuit. At the top right side, three 12-bit precision DACs are located and another three 6-bit 

coarse DACs, accommodating the communication interface block as well. 



CIS Experimental Results and Enhanced Circuits’ Simulations 

Luis Miguel Carvalho Freitas - September 2022    135 

 

Figure 6-2 – Test chip CIS layout, ready for tape out. 

 

In this sense, the high-level chip layout of Figure 6-2 highlights (from a high perspective) the 

crucial blocks implemented in the test sensor, as well as other important blocks necessary for the 

proper chip functionality, namely the ADCs’ references Local Common-mode Feedback 

(LCMFB) drivers [62] [63], with their location marked in blue ellipses. The objective here is to 

allow the reader to know that the entire readout path and the accessory peripheral blocks needed 

to be drawn and the layout balanced, in particular concerning the current hungry circuits such as 

the ADCs references drivers. A balanced circuits’ spatial placement is crucial to adopt as it 

would translate to image gradients and image artifacts if not done, which when aiming for low 

noise CIS devices one cannot afford significant spatial non-uniformities. Concisely, the focus is 

to minimize all forms of temporal and spatial noise sources in the design. 

Apart from the already mentioned existing on-chip blocks, the sensor complies a customized 

bandgap voltage/current reference generator, a 320MHz clock output Phase Locked-Loop 

(PLL), a Digital Clock Manager (DCM) block, two parallel-to-serial converters, two 160MHz 

Low Voltage Differential Signal (LVDS) drivers, test circuits for debugging and an IO Electro-

Static Discharge (ESD) protected ring. 

Furthermore, Figure 6-3 displays the test chip mounted/assembled on the Printed-Circuit Board 

(PCB) headboard. The inner layout structures of the test chip layout are visible to the naked eye 
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from the silicon device, as these resulted in large layout structures. The glob-top black material 

is laid over the sensor edges, meant for mechanically protecting the fragile chip gold bond-wires. 

On the one hand, the surrounding pin-headers are meant to assist one during the device 

characterization, providing ways to supply the ADCs’ references from the external world and 

provide an external pixel supply voltage (in case one needs this).  On the other hand, the existing 

passive elements aim for the on-board references generation and the corresponding decoupling, 

as well as being meant for the board power supplies decoupling. 

 

Figure 6-3 – Fully assembled test chip over the PCB headboard. 

 

Figure 6-4 displays the fabricated test CIS device microphotograph, evidencing some important 

layout structures, such as the matrix and both the readout columns and the one-sided amplified 

three ADCs references’ drivers, required to source the 256 column ADCs. Additionally, one can 

note other large layout structures, above mentioned and indicated in Figure 6-2 and Figure 6-3, 

which are visible in the chip microphotograph, giving the reader a chance to glance over the chip 

inner structures in a bit more detail. 
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Figure 6-4 – Test chip CIS device microphotograph.  

 

The 256 central columns were laid out in such a way that each uses the minimal horizontal pitch 

consumption as possible (as indicated by Figure 6-5’s tied layout designs), in order to avoid 

drawing a larger pixel. Pixels that are too large do compromise the charge-transfer process, due 

to non-uniform potential across the pinned-PD region, even in the case a large physical transfer 

gate is used. In this research project, the TX gate width is in the order of three microns, while 

exhibiting an equivalent parasitic capacitance resembling a much smaller transistor size, thus 

equivalently to a minimum device size. 

 

Figure 6-5 – Two examples of the column ADC layout vertical metals routing. (left) – 

Portion of modulators’ layout; (right) – Portion of digital filters’ layout. 
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Figure 6-5 clearly demonstrates the vertical routing is fully crowded for both the ADC inner 

stages, namely the modulator and the digital filter. Essentially, no other additional electrical 

connection could be drawn across the columns, given that each column layout design ended 

being extremely tied. 

6.2 Full Readout Circuit Path 

 

As in any CIS development, the heart of the imagers is the column readout circuits, composing 

the ROIC region. In the following sub-sections, all the readout circuits employed in the test chip 

design will be addressed, paving the way to the design of a future sub-electron imager, or at least 

designing it in order that one can stay one-step closer to the main project goal. 

6.2.1 The Pixel 

The pixel type employed in the test chip design is a 4T pinned-pixel with optimized devices’ 

sizes, aiming to obtain the lowest output voltage noise per conversion gain ratio. This allowed 

one to reach the best noise performance in the dark, with the noise floor level expressed in noise 

electrons. Figure 6-6 depicts the most relevant portion of the pinned-pixel layout design, in 

which the equivalent pixel circuit is displayed in Figure 6-6’s top right corner. 

 

Figure 6-6 – Test chip 4T pinned-pixel partial layout. 
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The pixel layout went through several iterations until it reached the present layout. The early 

forecast for the pixel FW (prior to the sensor fabrication) was (at the test chip development 

phase) in the order of a few thousands of electrons, with an expectable CG around 100µ𝑉 signal 

per charge unit. It became necessary then to check (after the device fabrication), if such would 

produce similar or better/higher FW and CG values. Unveiling this subject a little more, the 4T 

pinned-pixel exhibited roughly (an apparent) 6900 electrons of FW (in which the value is limited 

by the full readout circuits signal range - for 1V range ADC operation) and ~105µ𝑉/𝑒 − CG. 

Concisely, the higher the sensor FW, the better the sensor DR is, at a fixed CG. In addition, the 

higher the CG, the better the sensor noise performance (in the dark) is. 

6.2.2 The Column ADC 

The most crucial stage present in the test CIS readout path is definitely the column signal 

converter. In this research project (and as indicated earlier in the previous chapter), the adequate 

column converter to use in this low noise project is an oversampling ADC, which intrinsically 

performs on its own the averaging of the input photo-signals. The oversampling feature assures 

the averaging of the system thermal noise, and the expected high-speed conversion operation of 

the high-order converter assures the mitigation of the low-frequency noise signals (the 1/f and 

the RTS) noise contribution, by means of a short digital CDS time. In this sense, and as 

highlighted in sub-section 5.7.3, the high-level block diagram of the NS ISD signal converter is 

shown in Figure 6-7 with the inner stages’ identification, whose low-level implementation is 

unveiled and described in Figure 6-8. 
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Figure 6-7 – Simplified high-level block diagram of the third-order FF CoI single-bit NS 

ISD converter system [64]. 
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One should emphasize that the digital filter is the direct realization of the triple summation 

process indicated in Eq.147, whose output digital word computation is performed over the 

modulator’s output bit stream’s pulses. Furthermore, and to recall, the modulators coefficients 

are such that the modulators’ loop coefficients equal each other, namely b=c1=c2 and the FF 

coefficients are such that these are required to satisfy the following relationship: a1>a2>a3 

(necessary for the current case of equal loop coefficients). During the test CIS development, the 

column converters’ modulator Loop coefficients resulted in, on the one hand, a slightly more 

conservative values than the ones used in the final simulations (indicated in upfront sections for 

the improved readout circuits), thus accounting with a 0.34 value for b, c1, and c2 coefficients. 

On the other hand, the modulator FF coefficients were 2, 1, and 0.5 for a1, a2 and a3 respectively, 

remaining like this for the final simulations. 

After clarifying some of the implementation issues of the on-chip ISD converters (such as the 

modulator coefficients), one should highlight that the converters operate in a dual phase mode 

at a 10MHz clock, improving the conversion speed of the oversampling NS ADC at a given 

OSR. This method allowed one to re-use the current consumption of the inner amplifier 

structures (composing the heart of the modulator integrators), while cycling the charge transfer 

at twice the speed, thus obtaining an equivalent operation of a 20MHz clock. 

The cost of such a solution is to sample the stages’ offset once every dual conversion, which 

may possibly drift slightly over time. However, such a choice revealed appropriated showing its 

efficacy, hence originating a reasonably good ADC behavior. Concerning the ADC references 

levels, these were generated on-chip by default, whose virtual-ground reference equals 1.65V 

(“tied” to half the CIS analogue power supply), and the outer low and high references’ levels 

equal 1.15V and 2.15V, respectively. Such references originated a 1V outer references’ span, 

thus obtaining a 1V-ADC range system operation. 

Figure 6-8 describes in more detail the low-level implementation of the NS third-order ISD 

ADC, employing dual branches for cycling the charge transfer at twice the speed. As indicated 

in Figure 6-7, the modulator is composed of a cascade of integrators in a loop configuration, 

which is responsible for creating the series of the output pulses in which lies the conversion 

information, once these pass through the digital filter. 

The reader may note the existence of a significant amount of switches in Figure 6-8, whose gates 

require to be driven through some level-shifters and 3.3V digital drivers. These drivers are 

located inside the column ADCs, in which the latter’s power supply is shared with the former. 

Unveiling a bit more the outcome of the sensor issues, this has revealed to be a poor choice for 
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testing the CIS performance in the dark. It would surely be better to provide dedicated power 

supply pads for these digital drivers, accounting with proper on-board filtering from the PCB 

analogue supply. 
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Figure 6-8 – Simplified low-level block implementation of the dual phase third-order ISD 

modulator [64]. 

 

Lastly, the amplifiers’ structure of the modulators’ integrators were mainly made of high Power 

Supply Rejection Ratio (PSRR) differential-input Push-Pull Cascaded OTA-based amplifiers, 

placed for the first CIS implementation tape out. 

6.2.3 The PGAs 

Similarly to the ADCs integrators’ amplifier circuits, the majority of the built-in PGA amplifier 

structures employed the same circuits used in the ADC modulators, reusing the layout to 

accelerate the project up to tape out. However, two other types of amplifier structures were 

introduced in the PGAs of the ROIC outer columns, hence creating competitor structures to the 

default OTA-based amplifiers, namely Inverter-based amplifiers and a minimal transistor count 

signal drivers. The reason for the design of different amplifier/driver structures within the 

column PGAs is to verify the one that performs better in terms of noise, so that it is introduced 
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in the final simulations work package, and should be considered for a future 3D-stacked 

implementation. 

The main amplifier circuit planned for the test chip validation was the high PSRR Push-Pull 

Cascaded structure, while the main competitor amplifier became the CS Cascade Inverter-based 

structure. In addition, a few more columns employing unity-gain PMOS SF drivers were added 

as well in the test chip design, hence having another term of comparison with the first two types 

of amplifiers. Figure 6-9 depicts the placements of several PGA variations across the sensor. 

 

Figure 6-9 – Test CIS microphotograph indicating the diffent PGA columns positions. 

 

The 1x192 central column block (concerning Figure 6-9) employed PGA structures made of 

OTA-based Push-Pull Cascaded amplifiers, while the 2x16 adjacent set of columns was made 

of Inverter-based CS Cascade amplifiers. Lastly, the 2x12 outermost columns employed PMOS 

SF driver stages. The several column blocks’ placement across the sensor is balanced, avoiding 

layout and current consumption profiles’ asymmetries. In the case of an unbalance layout, it 

would surely create spatial non-uniformities. 

As mentioned earlier, the purpose of such a variety of column amplification stages’ inclusion in 

the ROIC is to crave a conclusion (experimentally from silicon proven results) on which is the 

best amplifier structure to employ in future CIS developments, not only in terms of its 
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functionality but most importantly, in terms of noise performance. The outcome of the 

comparison work must benefit not only the PGAs but also the ADC modulator stages, thus 

minimizing the overall noise contribution from the entire ROIC circuits. This is the means to 

reach the main project goal, namely to obtain a linear readout circuit path (and sensor) capable 

of equivalent sub-electron noise performance, with reasonably high FW capacity and reaching a 

high DR performance, at a competitive power consumption, targeted for a future 3D-stacked 

solution. 

The full readout circuit chain employed in the test CIS device fabrication is briefly shown in 

Figure 6-10, relative to the main central columns, in which the PGAs are composed with true 

differential-input amplifiers. Concisely, the CIS full readout path is composed of 4T pinned-

pixels, along with PGAs, in conjunction with the column ISD ADCs. 

Cbus

Col_Bias

-e

RST

SEL

VDDPIX

TX Column 
Bus

AC-Coupled 

PGA/CDS
H(z) ADC

DAC

Decim 
Filter

CIS Operation
Mode Switch

Column ADC

Column Test
Mode Switch

RST

RST

VREF

Input

Output

RST

RST_N

4T-pinned 
Pixels

 

Figure 6-10 – Simplifed full readout path block diagram [65]. 

 

The ROIC central columns include PGAs’ circuits with differential-input amplifiers employing 

high PSRR Push-Pull Cascaded structures, depicted in Figure 6-11, while the main competitor 

PGAs are drawn with single-input CS Cascaded amplifiers (thus with fewer transistor counts), 

depicted in Figure 6-12. The former amplification structure is capable of sampling the stage’s 

reference, and hence is capable of sampling the ground noise, while the latter is not although it 

is made of much fewer transistors, which add substantially less intrinsic noise to the stage. What 

remains then is to verify the one that performs the best. 
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Figure 6-11 – Test CIS main PGA stage [65]. (left) – AC-coupled amplification block; 

(right) – Stage’s built-in Push-Pull differential-input amplifier. 
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Figure 6-12 – Test CIS main competitor PGA stage [65]. (left) – AC-coupled 

amplification block; (right) – Stage’s built-in CS Cascade single-input amplifier. 

 

In general, Figure 6-8 and Figure 6-10 along with Figure 6-6, Figure 6-11 and Figure 6-12’s 

information constitutes the core of the full column readout path of the ROIC. The main reason 

to include a PGA stage in the signal path, is that oversampling converters require to be driven 

by an active stage, given these converters are (to some extent) known as current hungry blocks, 

thus requiring strong active driver stages. 
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The absence of an intermediate PGA driver stage in the readout is simply not a viable option to 

consider from the authors perspective, given that the pixels are usually not capable enough of 

driving the converters’ inputs at fast conversion speeds, unless with large column bias currents. 

Thus, if one assumes that an amplification stage is crucial for driving the signals (bridging the 

pixels and the column converters) and possibly being mandatory to include, it is then preferable 

that the driver stage truly provides gain at an early stage in the readout path, contributing to 

lowering the noise addition form the last readout stages, thus from the column ADCs. 

6.2.4 The ADC References 

Concerning the ADC references, these are generated on-chip by default through independent 

DACs and driven by independent strong and power-hungry drivers. Apart from the on-chip 

drivers’ high power dissipation, the reader can note that the oversampling ISD converters are 

also current hungry blocks, caused by the several modulator integrators consumption, thus 

consuming a considerable amount of power. Based on this, it has been considered during the test 

chip design phase (a few modifications solely for test and validation purposes) to implement a 

cost effective solution for the ADCs references generation/driving method [66] depicted in 

Figure 6-13, in order to move off-chip the ADCs references, disabling the on-chip generation. 

In this way, it is expectable that in future CIS developments, the sensors may reach a further 

enhanced low-light image performance for long exposure time applications, due to lower dark 

currents’ generation caused by any excessive working temperature. 

Figure 6-13’s concept relies on shutting down the on-chip references’ generation and drivers and 

letting the off-chip references’ generation/connection to drive such reference nodes towards 

inside the CIS device. Considering the fact that the two outer references, sources and sinks 

current, concerning the Vref+ and Vref- node signals respectively, then each node can directly 

connect externally to the headboard supply rails, the VDD and VSS respectively, while being 

properly decoupled, such that there is no need for their generation. 
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Figure 6-13 – Proposed off-chip ADCs references generation connection diagram, 

targeting wider input signal ADC range. Figure obtained from author’s work [66]. 
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The above-proposed method originates a practical and a cost-effective solution for the outer 

references generation without the need to add external voltage references’ ICs and avoid creating 

a costly and bulky headboard system, while keeping the system functional. In addition, the bond 

wire inductances further aid in filtering any existing on-board noise. This succinctly explains 

how the proposed external outer references supply works. 

6.3 Test CIS Experimental Results 

 

Before going through the experimental results, one should briefly notice the tests’ conditions. 

The characterization work performed over the fabricated device is based on a light-scan intensity 

tests at room temperature, which collects several images per light intensity step. The intensity 

steps can be one of two forms. The first one can be done with the light power (hereby referred 

to as the light intensity), and the second scan type can be performed with the exposure time. 

Given that the pixels are charge integrating sensitive elements, the information about the number 

of photons is obtained in either form, while keeping one of the variables constant. The method 

used to characterize the image sensor is based on the latter, which uses a green (523nm) and 

constant light power source while sweeping the integration time. Further details about the 

measurement method is explained in the Appendices B.4, and it is the reader’s choice to go 

through it or not. 

After describing the circuits employed in the test chip in section 6.2, the focus is now on the CIS 

device’s experimental results. The goal here is to put into evidence the problems and the qualities 

of the test imager, indicating the circuits’ details that may be kept and used for future 

developments, which are considered upfront in the final simulations. The final work package 

(performed under the simulation environment) is responsible to infer and verify how far the 

proposed full readout circuit chain (based on optimized low noise, high CG 4T pinned-pixels, 

optimized PGAs and optimized oversampling NS ADCs) is able to reach sub-electron noise 

performance in the dark. 
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6.3.1 Characterization Results 

The various experimental results (obtained from several light-scan intensities characterization 

works at room temperature) are based on the photon-transfer method, fundamentally described 

in the EMVA-1288 standard [23]. The first relevant electrical performance to present is the 

response characteristics, namely the PRC shown in Figure 6-14. In-house automated software 

tools, compliant with the standard helped one to obtain the device’s characteristic measurements. 

Figure 6-14 unveils the sensor’s ability (in this specific case for the main 192 central columns) 

to respond to a linear increase of light integration time, under an external supply of the pixels 

reset voltage. In this sense, Figure 6-14 presents the images’ mean values (expressed in DNs), 

as a function of the integrated illumination power (which is expressed with the average number 

of equivalent photons) until it enters in the saturation region. 

 

Figure 6-14 – Test image sensor PRC, under unitary system gain. 

 

The test device PRC’s characteristics reveals that the test imager reacts linearly to the integrated 

light power and smoothly, as one would expect from any CIS device. In addition, based on Figure 

6-14’s characteristic response, one can extract the absolute linearity error of the image sensor. 

Such absolute deviation (from the ideal response within the measurement range) is depicted in 

Figure 6-15, whose result is given already in the percentage of the signal range. 
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Figure 6-15 – Test CIS device linearity error, at unitary system gain. 

 

One can conclude from Figure 6-15 that the sensor linearity error remains below 0.8%, which is 

in line with the linearity specification limits of modern commercial CIS devices, which are 

commonly limited to 1% of the signal range. Therefore, the sensor outperforms the linearity 

upper limits of modern imagers, meaning that the sensor readout circuits (including the pixels 

circuits) respond linearly to the integrated light power. 

Another crucial measurement (based on the EMVA standard), retrieved from the test imager, 

relates to the PTC graph, indicating the increment of the image’s noise variance as a function of 

the increment of the image’s mean values, which in turn increases as the integration time rises. 

Hence, Figure 6-16 displays the test image sensor PTC characteristics, with the sensor operating 

at room temperature environment. 
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Figure 6-16 – Test image sensor PTC, under unitary system gain. 

 

Figure 6-16 points towards two important issues. One is the saturation capacity, measured at the 

peak of the PTC characteristic curve (occurring at the equivalent signal of ~12000 DNs) before 

entering into Figure 6-14’s PRC full saturation region. The other issue is the linear response of 

the images’ noise variance, which is crucial to accurately retrieve the device CG. An additional 

detail to highlight is the abrupt transition of the image’s noise variance on the PTC, indicating a 

FW limitation caused by the readout circuits’ signal range, when handling the pixels signals. 

The linear and the monotonous behavior of the sensor PTC curve reveals in advance the absence 

of any image response artifacts, as a consequence of Figure 6-10’s full column readout and a 

consequence of the DCDS operation. Usually, any malfunction occurring over the columns 

circuits’ behavior, often results in bumps, glitches, or an unexpected response abnormality in the 

PTC curve. In this sense, a fairly smooth, linear and monotonous PTC curve is a good indicator 

that the readout circuits are behaving uniformly and collectively well. 

Further sensor attributes, indicating the device’s spatial response in the dark, are depicted in 

Figure 6-17, exhibiting the sensor line and column average profiles in the dark, with regards to 

the main central columns of the sensor. 
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Figure 6-17 – Test chip line and column average profiles in the dark, accounting with a 

black-level offset of ~95 DNs. 

 

By removing the images’ temporal noise and by averaging both the columns and the lines, one 

can obtain the images’ column and the line profiles. In this sense, Figure 6-17 demonstrates how 

flat the images’ spatial profile is, thus indicating a good spatial uniformity in the dark, with small 

variations on both vertical and horizontal profiles. 

Additionally, the sensor featured a maximum SNR value of 38.35dB (measured over the main 

central ROIC region, and for 1V references’ range ADC operation), whose SNR extracted data 

is plotted in Figure 6-18, indicating that the sensor is photon shot noise limited. Since the sensor 

demonstrates an increase of 20dB signal (x10 linear factor), for every increase of two decades 

of the input photon count, resembling a 10dB/decade relation, thus referring to a sensor SNR 

whose response in the dark is not read noise limited, but rather is shot noise limited. 
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Figure 6-18 – Test chip SNR graph, at unitary system gain. 

 

The concordance between the linear extracted SNR data response and the ideal SNR response 

(computed based on Eq.41 from sub-section 2.3.6) is significantly high, with a minor deviation 

over high illumination levels, for which the issue can be noticed on Figure 6-16’s PTC graph. 

This is caused by a slight loss of increment of noise variance over the illumination range in the 

graph. Nevertheless, the data response concordance is high relative to the theoretical expectation. 

At this stage of the experimental results’ collection, the reader may note that the sensor exhibits 

substantial qualities, not only in terms of responsivity and the corresponding linearity, the noise 

variance, and the corresponding linear behavior, but also in terms of the horizontal and vertical 

dark spatial profiles, as well as the significantly matched SNR response. However, one should 

note that this research work focuses primarily on the noise floor level of the column readout 

circuits, targeting an equivalent sub-electron noise characteristic readout. In this sense, the pixel 

count noise distribution in the dark (unveiling one of the main issues of this research work) is 

shown in Figure 6-19, consisting the noise data obtained at room temperature. 



CIS Experimental Results and Enhanced Circuits’ Simulations 

Luis Miguel Carvalho Freitas - September 2022    153 

 

Figure 6-19 – Test chip temporal noise in the dark, at the CIS main central columns. 

 

Figure 6-19 highlights several colored regions over the noise histogram in the dark. The known 

low-frequency noise sources, such as the 1/f and the RTS noises, are the sources that less often 

generate noisy pixels outside the main beam (hence the tail of the noise distribution). Although 

the majority of the noisy pixels fall inside the main beam of the histogram (whose behavior is 

controlled by the system thermal noise), it still evidences a considerable influence from the low-

frequency noise sources. 

Ideally, one desires solely a tied main beam, indicating a uniform distribution of the noisy pixels. 

In this sense, the existence of a reasonably pronounced noise histogram tail indicates that the 

pixel stages and/or the column readout circuits need to improve their low-frequency noise 

spectrum contribution. Such can be met in several forms: by means of shortening the digital CDS 

time, through a faster circuit’s operation; improving the readout circuits’ 1/f noise spectrum 

through employing low voltage thin-oxide devices; or through both. 

Concerning the noise histogram’s thermal noise controlled region, this can be shrunk through 

obtaining a more homogeneous noise distribution over the pixel matrix as indicated earlier, but 

also providing a higher degree of the averaging effect. This not only reduces the noise floor level 

(whose peak position would shift to the left) but also would shrink the noise histogram’s main 

beam. The cost one would expect by the increase of the averaging effectiveness (by using a large 

number of samples) is that the digital CDS time would become sacrificed, thus resulting in a 

higher 1/f noise contribution, and consequentially creating an effect opposite to the one desired. 
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Concisely, one can state that a balance between the samples count (regarding the thermal noise 

reduction) and the flicker noise contribution has to occur, in order to reach the lowest overall 

output noise. 

Summarizing, the fabricated CIS key features are shown in Table 6-1. The CIS characterization 

accounted with the best sensor device from the existing set of CIS samples, and it was performed 

by means of supplying externally the pixels’ reset voltage [65], as such producing the best 

outcome. The characterization aimed at the main ROIC central columns outcomes, whose 

amplification stages’ circuits are the ones presented in Figure 6-11. In addition, the developed 

CIS characterization was expanded and accounted for the adjacent columns outcomes, which the 

main competitor PGA circuits are the ones displayed in Figure 6-12. 

Table 6-1 – Low noise readout CIS key specifications and key features. 

Key Parameters/Features 

(@1V-ADC Ref. Range + @Room Temp) 

Specification Values 

(Figure 6-11’s-based 

PGAs) 

Specification Values 

(Figure 6-12’s- 

based PGAs) 

Pixel Conversion Gain (CG) 
1.858 DN/e- 

> 105µV/e − 

1.858 DN/e- 

> 105µV/e − 

Pixel Geometry 

[Pixel Fill-Factor (FF)] 

13µm x 13µm 

[~85%] 

13µm x 13µm 

[~85%] 

Pixel Responsivity (PRC) 
1.22 DN/photon 

4611 DN/nJ/cm2 

1.22 DN/photon 

4610 DN/nJ/cm2 

Quantum Efficiency (QE) @ 523nm > 63% > 63% 

System Non-Linearity < 0.8% < 0.8% 

Saturation Capacity 6400e- 6445e- 

(*)Full Well Capacity (FW) ~ 6920e- ~ 6920e- 

Absolute Sensitivity Threshold 4.44 photons/pixel 4.14 photons/pixel 

Temporal Dark Noise –  

Optical Read Noise (RN) in the Dark 

5.41DNrms 

2.91e-rms 

5.04DNrms 

2.72e-rms 

Dark Signal Non-Uniformity (DSNU) 
2.59DNrms 

1.39e-rms 

2.45DNrms 

1.32e-rms 

Photo Response Non-Uniformity (PRNU) 1.61% 1.09% 
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Column Fixed-Pattern Noise – Column FPN 
0.64DNrms 

0.34e-rms 

0.53DNrms 

0.29e-rms 

Line Fixed-Pattern Noise – Line FPN 
0.66DNrms 

0.36e-rms 

0.86DNrms 

0.46e-rms 

Dynamic Range (DR) 66.84dB 67.53dB 

Signal-to-Noise Ratio (SNR) 38.35dB 38.36dB 

(*): apparent device FW, which the value is limited by the column readout circuits signal range, 

although the designed pixels demonstrate a higher FW (see Table 6-4, for 3V3-ADC). 

Several details can be highlighted here: 

As briefly presented in Figure 6-17, concerning the column and line profiles, the overall sensor 

spatial dark non-uniformity (resembling the sensor spatial noise in the dark) is rather small, 

ending below 2.6DNrms DSNU, accounting with 14-bit converters (whose input dynamic range 

falls roughly at the 12000DNs). With this in mind, one can infer that the pixels matching 

(combined with the horizontal layout repetitiveness), along with the readout columns layout 

matching, was appropriated and contributed to the resulting low spatial noise, although the 

column pitch was tied and the routing was completely crowded. 

Furthermore, externally sourced pixels, free from the self-generated ADC environmental noise 

caused by the ADCs’ switches operation current spikes [64], lead the sensor to feature a temporal 

noise (in the dark) of 2.91e-rms [65], relative to the main central columns. The reported readout 

noise floor, jointly with the 105~110µ𝑉/𝑒 − conversion gain, became a good starting point to 

define the proper CG for future developments. Such a CG value is high enough to contribute to 

reducing the noise measurement but not so big that it compromises the sensor FW, thus enabling 

a high DR sensor. 

Concerning the photo-response non-uniformity, the sensor behaved reasonably well exhibiting 

less than 2% PRNU, which is usually the acceptable upper limit for such a CIS specification. 

Lastly, the sensor featured an apparent FW of approximately 6900 electrons (limited by the 

converter’s dynamic range), hence featuring a sensor DR roughly of 67dB (for 1V-ADC 

operation). Additionally, comparing the early experimental measurements [64] with the features 

of the existing literature reference works (concerning the design and fabrication of imagers 

employing high-order on-chip ISD column converters), one could perform a comparison work 

of the key specifications. As such, Table 6-2 tabulates the most relevant features of the selected 

CIS devices for comparison. 
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Table 6-2 – Overall sensors specifications for comparison. 

Reference ID Y. Chae et al. 

[67] 

B. Cremers et al. 

[68] 
This Work 

Fabrication Process Node 130nm 180nm 180nm 

Incremental ADC Order 2nd order 3rd order 3rd order 

ADC’s Target Resolution 12-bit 14-bit 14-bit 

ADC’s Precision 12-bit 12-bit 14-bit 

Power Supplies 2.8V/1.2V 3.3V/1.8V 3.3V/1.8V 

Power Dissipation 180mW N/S 310.8mW 

Full Well Capacity (FW) 11Ke- 20Ke- ~ 6920e- 

Dynamic Range (DR) 73dB 72dB 68.3dB 

Conversion Gain (CG) 80µV/e − N/S ~105µV/e − 

Quantum Efficiency (QE) N/S 50% > 63% 

Electrical Read Noise (RN) 2.4e- 5e- 2.67e- 

#Pixels 2.1M 5M 23552 

Frame Rate 120FPS 1000FPS 572FPS 

*N/S – Not Specified. 

Based on Table 6-2’s results, one should note that Y. Chae et al. [67] opted to design a CIS 

device with lower supply voltage, not only for the analogue circuits but also for the digital 

circuitries. This was an adequate choice for the CIS design, namely for obtaining a lower power 

dissipation, a higher bandwidth, and for obtaining a lower 1/f noise power contribution, due to 

the usage of thinner oxide 130nm devices, when compared with 180nm devices, used in the 

current experimental test chip. The latter is true because of the higher oxide capacitances and 

higher charges mobility for the smaller process nodes, thus reducing the flicker noise power. 

Furthermore, the second-order converter has intrinsically fewer integrator stages to supply than 

the test chip of this research work, thus enabling less noise addition, not to mention the higher 

samples’ averaging effectiveness required to reach a similar ADC resolution. In addition, Y. 

Chae et al. [67] choose not to include any PGA stage in the readout path, as well as choosing to 

employ modulators’ Inverter-based amplifiers. Both options are a means of improving the 
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device’s noise performance. All the above-mentioned issues have contributed to resulting in an 

image sensor development with a better noise performance when compared with the noise 

originated from this research work CIS design, even taking into account the smaller CG of the 

competitor CIS. 

However, one needs to highlight that the choice to supply all the column analogue circuits of 

this research work at 3.3V had to do with the fact that this project relates to an experimental 

development of a CIS device capable of (in the future, after some design refinements) reaching 

an equivalent sub-electron noise performance. At the current stage of the project, the focus is not 

only to obtain a noise performance close to the target (being one step away from the main 

objective), but also to ensure that the test imager operates and performs correctly. Especially 

considering the design of the new high-order on-chip oversampling ISD ADCs, which requires 

a stable modulation and need to be 100% functional, prior to the decision for future design 

optimization involvements. In this sense, the choice of the 3.3V modulator supply could be a 

valuable asset for any contingency that could occur and become a valuable assistance for the test 

chip operation, thus allowing higher signal room with sufficient margin, in the case the 

modulator could become a bit more unstable (after the sensor production) than the simulations 

predicted. Based on this, as soon as the proper CIS operation can be guaranteed, the circuit’s 

optimization can take place on a future second design attempt, namely in terms of the noise 

performance, higher speed, lower voltage supply, power dissipation, among others. 

Regarding B. Cremers et al.’s [68] imaging device, the focus was mainly over the data 

throughput consequently over high levels of pixel transmission, through column-parallel readout 

structures employing fast third-order converters. Indirectly it indicates that to reach high levels 

of image throughput (with sufficiently good levels of noise performance) one has to go over the 

design and the implementation of high-order ISD converters. This in turn becomes somewhat a 

confirmation that the choice for the design of on-chip ISD ADCs is the most adequate choice for 

the research work. In any case, the noise floor level of B. Cremers et al.’s [68] sensor revealed 

to be the highest among the selected works according to Table 6-2’s results, although it does not 

take into account the higher amount of electrons composing the sensor FW. It is worth to 

mentioning that the sensor modulators were supplied at 1.8V, thus employing thin-oxide devices. 

Concisely, based on the developed experimental low noise CIS device results, the forecast for 

this research project outcome is such that, if one considers designing at an equivalent process 

node and an equivalent (low) voltage supply readout circuits, one can expect that a future 

improved design can surpass the competitor’s device performance. This refers to the readout 

noise (in the dark), while exhibiting higher intra-scene DR, but also enabling lower (or 
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competitive) power consumption (per readout column circuitry), at virtually any pixel array 

resolution through the 3D-stacking design approach. 

6.3.2 Column Amplifiers 

As indicated in sub-section 6.2.3, a major issue of this research project (but not limited to it) is 

the necessity of employing amplification stages (in the column readout circuits) on fast image 

sensor devices. To verify this, a few design modifications occurred in the test chip layout, as 

reported. The design modifications accommodate not only the amplifier structure shown in 

Figure 6-12 (coming along with the test CIS main central columns amplifier shown in Figure 

6-11) but also uses a minimal transistor count active intermediate circuit driver stage, bridging 

the pixel circuits and the power-hungry column converters, as suggested in Figure 6-9. 

Recalling the absolute proportions of the different driver stages’ types, there are 2x12 PMOS SF 

drivers, 2x16 Inverter-based CS Cascaded amplifiers, and 1x192 OTA-based Push-Pull 

Cascaded amplifiers. Although the number of amplifier structures for two specific cases is 

limited, it is enough and serves the purpose of checking and confirming the necessity of PGAs, 

as well as serving the purpose of checking the appropriate amplifier circuit to employ. 

To perform the noise measurement comparison and verify the full readout functionality over the 

three driver stages’ types, one needs to implement an additional modification for the ADCs 

operation, namely a modification on the references generation, as indicated in Figure 6-13. The 

reason for the previous-cited test operation requirement/modification lies in the fact that the 

minimal device count active stage (composed by a column PMOS SF driver) shifts up the pixel 

column signal by the SF device Vgs overdrive voltage, and its output signal falls outside the 

column ADC input range, assuming the nominal references levels, 1.15V-1.65V-2.15V. 

To solve this particular problem, and to properly compare the noise characteristics (besides the 

response functionality) of the three different columns, external references’ generation providing 

wider references’ levels (than the nominal 1V-ADC operation case) were supplied to the sensor, 

while disabling the internal converter’s references generation, and thus to avoid conflict. The 

external supplied outer references were elevated to reach a 2V span, hence obtaining a 2V-ADC 

system. In addition, the sensor global biasing setting was increased in accordance with the needs, 

due to the expected higher integrators signal steps within the modulators, to maintain the default 

14-bit resolution. All of this was necessary to do, in order to allow the three different column 

signals to fit in the very same ADC input range. 
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In this sense, a specific optical and electrical characterization was performed over the sensor, at 

room temperature, aiming at the selected types of drivers/amplification stages. As such, Figure 

6-20 and Figure 6-21 depict the corresponding PRC and PTC characteristics from the three 

different columns, while Table 6-3 summarizes the extracted sensor parameters for each of the 

column amplification/driver type. The author recommends that the reader focus only on the 

relative performance, and not on the absolute features, as this characterization work relates 

mainly to the noise performance comparison (in the dark) of the different amplifiers in use, at 

similar on-chip environmental noise and operation conditions. 

A preliminary observation over Figure 6-20 and Figure 6-21’s data is that, on the one hand, the 

column driver stages with true built-in amplifiers have practically coincidental responses, 

namely the columns whose PGA stages accommodate differential-input Push-Pull Cascaded or 

single-input CS Cascaded amplifiers, resulting in identical characterization responses. On the 

other hand, the columns with unity-gain PMOS column SF driver differs from the previous two 

column types, by the loss of 18% CG, due to the already expected x0.82 pixel SF gain. In fact, 

this matches with the pixel gain observed from the early-design phase simulations, indicating 

that any assumption that the pixel SF gain is bounded to [0.75; 0.85] is correct. 

  

Figure 6-20 – Test chip PRC curves for the three different column amplifier/drivers. 

 

Figure 6-20 indicates that, although the columns circuits needed to be biased at twice the nominal 

current (to allow the modulator integrators to settle the signals within the same amount of time 

as the standard 1V-ADC system operation), the response indicates that it is linear before 
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approaching the saturation region. Additionally, the extracted noise variances, concerning the 

different column PGA stages, increase linearly with the images’ mean values, indicating that no 

artifacts were produced across the integrated light power range. In fact, these are crucial details 

for obtaining precise and reliable key features, so that a proper comparison can be undertaken. 

 

Figure 6-21 – Test chip PTC curves for the three different column amplifier/drivers. 

 

Below in Table 6-3 the features of the test chip supplied under the 2V outer references range 

case (solely to accommodate the column PMOS SF signals within the ADC input range) are 

tabulated, evidencing the optical and the electrical performances of the regions under test, with 

the sensor operating under a room temperature environment. 

Table 6-3 – Test columns’ key specifications. 

Sensor Parameters  

(2V-ADC Ref. Range) 

Region: 1x192 

Push-Pull PGAs 

Region: 2x16 CS 

Cascaded PGAs 

Region: 2x12 

PMOS SF Driver 

Pixel CG 0.95DN/𝑒 − 0.951DN/𝑒 − 0.783DN/𝑒 − 

Responsivity 
0.612 DN/photon  

(2313 DN/nJ/cm2) 

0.612 DN/photon  

(2316 DN/nJ/cm2) 

0.501 DN/photon  

(1897 DN/nJ/cm2) 

QE @ 523nm > 63% > 63% > 63% 

System Non-Linearity < 0.8% < 0.8% < 0.8% 
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Saturation Capacity 7110e- 6891e- 7022e- 

Sensitivity Threshold 4.88 photons/pixel 4.56 photons/pixel 4.54 photons/pixel 

Temporal Noise (in dark) 
2.98DNrms 

(3.14e-rms) 

2.79DNrms 

(2.935e-rms) 

2.28DNrms 

(2.91e-rms) 

DSNU 
1.37DNrms 

(1.45e-rms) 

1.21DNrms 

(1.27e-rms) 

0.88DNrms 

(1.1e-rms) 

PRNU 1.42% 0.845% 0.845% 

DR 67.1dB 67.4dB 67.65dB 

SNR 39.3dB 39dB 39.2dB 

 

One can conclude from Table 6-3 that even under heavy on-chip environmental power supply 

noise [65], the column readout circuits employing CS Cascaded amplifiers (in the PGA stage) 

resulted in a less noisy readout path when compared with its main competitor, namely the readout 

columns using PGA Push-Pull Cascaded amplifiers, originating 2.935 and 3.14 noise electrons, 

respectively. The 6.5% noise improvement is significantly less than the levels expected and 

observed from the chip feasibility phase early simulations. 

Unfortunately one needs to account for the presence of excessive board supply noise introduced 

by the ADCs self-operation (i.e. from the modulator switch digital drivers), which limited the 

noise improvement, whose solution is proposed in the author’s work [64]. In addition, the 

readout noise floor concerning the columns using PMOS SF drivers, terminated relatively close 

to the PGA-based CS Cascaded amplifiers values, with the former exhibiting 2.91 equivalent 

RMS noise electrons and the latter 2.935 electrons. The feasibility phase early simulations 

indicated this fact, hence to similar noise values, with the difference that the current absolute 

noise levels are higher, due to the presence of unwanted heavy environmental supply noise. 

Concisely, although OTA-based Push-Pull amplifiers are known to exhibit higher PSRR than 

the Inverter-based CS amplifiers, and considering the fact that Figure 6-11’s amplification 

architecture enables one to sample the stage’s reference (hence sampling the instantaneous 

ground noise), Figure 6-12’s stage amplification resulted in originating experimentally less 

overall noise. Thus, one can infer and conclude that even in harsh power supply environmental 

scenarios, small transistor count circuits are more efficient in reducing the readout noise than 
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employing high devices count amplifier circuits, even exhibiting lower PSRR. This issue could 

only be proved experimentally. 

As such, this is in fact an important piece of information to retain for use in future enhancements 

of the readout circuits in order for one to meet the project goals, hence obtaining an equivalent 

sub-electron readout noise performance, in the dark. Therefore, the tip for using Inverter-based 

CS Cascaded amplifiers will be put into practice not only for the amplification stages but also 

for the ADCs modulators integrators, thus creating conditions to obtain a higher degree of noise 

performance. 

Lastly, the minimal devices’ count stage driver, such as the unity-gain column PMOS SF driver, 

has no place in fast, low noise CIS devices, solely for a unique and practical reason: it creates 

enormous difficulties to set the proper DC (pixel reset) signal level into the ADCs input range 

(unless with elevated references), otherwise, photo-signals cannot be correctly converted. In 

opposition to the column PMOS SF drivers, true amplification stages not only allow one properly 

set the black level signal under the nominal or any ADC input range but are also able to reduce 

the noise contribution from the column converters, as it provides true signal gain at an early 

stage of the readout path. 

6.3.3 Power Supply Connection External References 

As briefly indicated above in sub-section 6.2.4, the power dissipation is a great concern for this 

project as well, involving power-hungry ISD converters, as the test chip consumes slightly more 

than 310mW of power [64], while accommodating 256 readout columns. In fact, every column 

consumes a bit less than 1mW total power, which already includes the dedicated portion of the 

references power generation (~500uW), for each column. This in turn reveals that the references 

drivers/generation dissipates roughly the same power consumption (per column) as the column 

operation itself. In other words, without any on-chip ADCs references generation, it originates a 

power saving of about 50%. 

The issue then relates to proposing an external references source method, not only to save chip 

power consumption, saving external hardware ICs become a less bulky implementation, saving 

space and avoiding complexity, but also remaining functional as it occurs for the on-chip 

references supply case. This can be accomplished through the external connection solution 

presented in Figure 6-13, proposed by the author’s work [66], which also takes advantage of the 

bond wires series inductance to further filter the reference signals, jointly with the internal 

decoupling capacitors. 
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In general, the desired effect for the references’ signals is such that any disturbance that may 

occur in one should reflect in the remaining two other references nodes. Figure 6-22 displays the 

desired internal behavior of the ADC references nodes, either when these are generated on-chip 

or when these are generated and sourced from off-chip. Note that to take advantage of the highest 

converter input dynamic range, the virtual ground reference locates at the middle of the chip 

analogue supply (VDDA=3.3V), to which the two outer references nodes Vref-, and Vref+, 

respectively, are referred. In its essence, the voltage difference defines the converter’s input 

dynamic range, the resolution (for a given OSR), and defines the converter’s quantization step. 

Vref=VDDA/2

Vref+

Vref-

Time

Voltage

 

Figure 6-22 – The desired behavior of the group references (namely the ADCs’ virtual 

ground and the outer references), with proper capacitice decoupling effect [66]. 

 

Before going through unveiling the silicon proven results of the test image sensor, operated under 

the supply of external ADC references, it is worth reminding the reader that the sole purpose of 

this part of the research work is to prove the concept and to validate it. Thus, verifying that the 

test CIS functionality remains intact so that such an implementation can be further used in future 

CIS designs, taking advantage of the low power dissipation, while aiming for sub-electron noise 

performance and fast image throughput. 

In this specific case, verifying the CIS correct functionality means producing a sensor linear 

response relative to the light integration time (Tint), in other words, to the sensor exposure time 

(Texp), under the proposed external references driving concept. Lastly, one should emphasize 

that the outer references (the Vref+ and Vref- nodes) can be tied to the PCB board power supply 

nodes, namely to the analogue ground and the analogue power supply, obtaining a 3.3V-ADC 

imaging system. Apart from the already known 1V-ADC and the 2V-ADC systems, the 3.3V-

ADC option is now possible to work out. 
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That being said, how the proposed external reference supply scheme performs for 3.3V-ADC 

system operation, a comparison work is done against the outcomes of the (on-chip supplied 

references) 1V-ADC and the 2V-ADC system operation. Recalling the 1V-ADC operation, the 

references were generated at 1.15V-1.65V-2.15V, respectively for the Vref-, Vref, and Vref+ 

nodes. For the 2V-ADC operation, the light intensity scans were performed under the 0.65V-

1.65V-2.65V references levels generation, whereas for the 3.3V-ADC external references case, 

the references were at 0V-1.65V-3.3V, namely, the outer references (Vref- and Vref+) directly 

connected to the ground and the supply nodes. Figure 6-23 depicts the joint PRC curves over the 

three different ADCs references supply cases, all referred to a room temperature environment. 

 

Figure 6-23 – Combined PRC graphs as a function of units of Tint (x19us). 

 

Figure 6-23’s response curves strongly indicate that the test CIS device works correctly under 

the use of the external references’ generation, exhibiting clear evidence of linear light intensity 

response behavior of the 3.3V-ADC system, when compared with the default use case of internal 

references generation, meant mainly for 1V-ADC, while permits the 2V-ADC system operation, 

as well. The response behaves linearly until it enters the saturation, in accordance with the 

standard [23], thus the resulting 3.3V-ADC response is such that one can say in advance that the 

behavior is pre-ensuring validity of the proposed external connection scheme and that such is a 

viable option to avoid excessive power dissipation, while the device remains functional. 
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The PRC data is necessary to obtain but not sufficient to demonstrate the entire system’s correct 

operation, as any issue that may exist in the sensor operation would appear averaged in the 

response data. In this sense, the sensor’s noise variance response is a better way to evidence any 

issue, in case it exists. Figure 6-24 displays the joint PTC curves of the three different references’ 

supply cases of the columns’ operation, all related to a room temperature operation environment. 

 

Figure 6-24 – Combined PTC graphs as a function of the image’s mean values. 

 

The EMVA-1288 standard indicates that the correct noise variance response is linear with the 

average illumination power or with the average photon count until the sensor starts to saturate 

(equivalently reaching the PTC peak). Thus, Figure 6-24’s results corroborate the early pre-

conclusion reached above, concerning the correct sensor behavior under references driven from 

off-chip, which the ADCs’ outer references connects directly to the PCB ground/power nodes. 

Given Figure 6-23 and Figure 6-24’s results, one can conclude that the proposed off-chip 

reference generation and driving/connection scheme is indeed a valid means to employ for 

reducing the devices’ power consumption while maintaining it functional. In addition, yet also 

importantly, one can employ such converters references’ driving scheme in a future enhanced 

sub-electron CIS development along with a low voltage analogue supply option, hence handling 

low flicker noise power thin-oxide transistors, without compromising excessively the ADCs’ 

input dynamic range. 
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Complementing both the PRC and PTC information, Figure 6-25 depicts the extracted absolute 

response non-linearity obtained from the graphs. The system INL remains close to 0.75% for the 

1V-ADC with internal references system operation while exhibiting 1.25% for the 2V-ADC 

system. Lastly, the external references’ supply system operation produces 1.75% INL for the 

3.3V-ADC system operation. 

 

Figure 6-25 – Combined absolute non-lineatity curves. 

 

The external references generation connection scheme particularly designed for the 3.3V-ADC 

operation, and aiming for a larger absolute converter’s input dynamic range, demonstrates a 

slight degradation of the overall sensor response INL, as indicated by Figure 6-23 and Figure 

6-25, by comparison with the default use cases of internal references generation light intensity 

scans. In any case, the 3.3V-ADC system operation INL is still small enough so that it can be 

considered (after optimization) as a valuable option to supply a future low voltage CIS device 

employing single-bit ISD ADCs, targeting both low noise performance (in the dark) and 

competitive power consumption (from a commercial stand point). Table 6-4 gathers all the 

sensors’ features at the different references generation methods (at room temperature operation), 

putting into evidence (along with the characterization results) the test chip power consumption. 
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Table 6-4 – CIS key specifications over the different References’ generation method. 

ADCs References 

Supply Scheme @ 

[13um x 13um Pixel; 

~85% FF; 523nm] 

1V-ADC Int. Ref. 

Generation 

(1.15V-1.65V-

2.15V) 

2V-ADC Int. Ref. 

Generation 

(0.65V-1.65V-

2.65V) 

3.3V-ADC Ext. 

Ref. Generation 

(0V-1.65V-3.3V) 

Pixel CG 1.858DN/𝑒 − 0.996DN/𝑒 − 0.487DN/𝑒 − 

Responsivity 
1.22 DN/photon  

(4610 DN/nJ/cm2) 

0.611 DN/photon  

(2501 DN/nJ/cm2) 

0.292 DN/photon  

(1104 DN/nJ/cm2) 

System INL ~ 0.75% ~ 1.25% ~ 1.75% 

Saturation Capacity 6400e- 9369e- 14083e- 

Sensitivity Threshold 4.44 photons/pixel 4.3 photons/pixel 22.75 photons/pixel 

Temporal Noise (in dark) 
5.41DNrms 

(2.91e-rms) 

2.84DNrms 

(2.85e-rms) 

6.64DNrms 

(13.66e-rms) 

DSNU 
2.59DNrms 

(1.39e-rms) 

1.62DNrms 

(1.63e-rms) 

2.35DNrms 

(4.84e-rms) 

PRNU 1.61% 1.36% 3.34% 

DR 66.84dB 70.33dB 60.27dB 

SNR 38.35dB 40.11dB 41.22dB 

ADC Clock Speed 20MHz 

ADC Conversion Time 6μs 

Digital CDS Conv. Time 14μs (6μs + 2μs + 6μs) 

Total References Power 

Consumption 

~132mW (Int.) 

0W(Ext.) 

132mW (Int.) 

0W(Ext.) 

0W (Int.) 

~132mW(Ext.) 

Analogue Power (3.3V 

Sup. only) 
264mW 264mW ~132mW 

Total Power Diss. 

(3.3V&1.8V Sup.) 
310.8mW 310.8mW ~178.8mW 
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The reported power consumption/dissipation values tabulated in Table 6-4 indicate that the 

sensor can be correctly operated under external references generation, hence saving enormous 

amounts of power dissipation, but most importantly, the outer references can be directly 

connected to the power rail nodes, yet having a fully functional sensor. The higher sensor read 

noise and the higher INL values are issues that need to be improved, however, one needs to 

account that the sole purpose of this specific test aimed to verify the overall sensor functionality 

under the use of the external references connection scheme, not focusing on the sensor 

performance itself. In this sense, the proposed low-power ADCs external references generation 

and power nodes connection scheme were able to avoid 50% of the device power, relative to the 

analogue supply domain, given the readout columns consume roughly the same amount of power 

as the references drivers. 

Concisely, by combining the external reference generation method and the specific power rail 

nodes connection scheme, with the CIS voltage supply reduction, one can obtain significant 

improvements in the total chip power consumption, while expecting a significantly lower noise 

reduction, given that thin-oxide devices exhibit much less 1/f noise power spectrum than the 

thick-oxide high voltage transistors. For instance, in the case a future CIS development employs 

a 1.8V design/supply while using thin-oxide devices, not only will the power be greatly reduced 

when compared with the current test chip, but one can also expect a better noise performance 

compared to the current 1V-ADC case, without sacrificing excessively the ADCs input DR, 

caused by the reduced power supply. In such a case, and making use of the proposed references 

generation and connection scheme, these would end up being as 0V, 0.9V and 1.8V levels, 

respectively, for the lowest (Verf-), the virtual-ground (Vref), and the highest reference (Vref+) 

signals. 
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6.4 Preliminary Conclusions 

 

Based on the above reported characterization results, obtained from the several tests that the 

sensor was subjected to, the following conclusions can be drawn: 

1) The pixel design/layout revealed to be fully functional and linear, with no associated 

artifacts, while exhibiting a relatively high CG value, contributing to enabling a read 

noise floor sufficiently low to allow the current test chip implementation to be one step 

away from the main goal of this research project, namely reaching sub-electron noise 

performance. However, the CG was not so expressive to limit the FW capacity. In fact, 

such was limited by the ADC input range capabilities. 

2) Concerning the PGA stages (operated in conjunction with the pixels circuits), these 

revealed to be functional and linear, as the full readout path shares the very same features, 

regardless of the amplifier type in use over the sensor columns. In this sense, the several 

readouts’ path employing either true amplification stages or simple driver stages behaved 

as expected, such that their own features could be compared. In fact, even under harsh 

environmental power supply conditions, the single-input CS Inverter-based PGA 

amplifiers revealed to be less noisy than the differential-input OTA-based Push-Pull 

amplifiers. This is of great importance for future low noise CIS implementations, given 

that it will not only be useful to use in the PGA stages but also to employ in the ADC 

modulator’s integrators. The dual application should result in a significant noise 

performance improvement, regarding the full readout circuit path. 

3) The absence of an amplification stage (in the readout path) bridging the pixel circuits and 

the column oversampling ADCs is simply not conceivable from the author’s point of 

view, as the latter requires a strong active element driver stage and the former has the 

necessity of some isolation from the ADCs operation. In this sense, it remains to be 

decided whether a simple driver is sufficient or if a true amplification stage is mandatory. 

As such, one can conclude that, unless the ROIC layout area is the main limitation, the 

PGA existence is crucial, since it not only provides gain at an early stage in the readout 

path (thus further improving the ROIC noise) but also allows one to take full advantage 

of the ADCs input dynamic range and properly set the pixel black level signal. 

4) Concerning the newly designed third-order single-bit NS ISD converter, the high-order 

system has exceeded the author’s expectations by demonstrating a fully functional 

operation, contributing to the good linearity levels of the CIS device. The converters 

revealed to be monotonous and exhibited no missing codes, while helping the CIS to 



Ultra-Low Noise, High-Frame Rate Readout Design for a 3D-Stacked CMOS Image Sensor 

170  Luis Miguel Carvalho Freitas - September 2022 

reach reasonably low levels of noise in the dark, through the oversampling feature and 

due to its intrinsic nature to average WGN signals. Furthermore, the input signal dynamic 

range of the newly designed converter reached (at least) 70% of the outer references’ 

span typical from third-order ISD converters and given the related modulator’s Loop and 

FF coefficients. Lastly, and equally important, the ADC modulators showed no signs of 

instability, meaning that these blocks can be operated at lower voltage supply levels, thus 

employing thinner-oxide devices, which in turn further aids in lowering the system noise. 

5) Finally, one could prove that supplying the system references from off-chip is a viable 

solution to reduce the device’s power without degrading or destroying the ROIC block 

response, enabling the enhancement of the CIS noise response for long exposure time 

applications, in which the sensor temperature degrades/increases the pixels’ dark current 

exponentially. Moreover, the proposed ADCs external reference connection solution not 

only revealed to be functional, but also becomes a less costly, less bulky, and less 

complex PCB imaging system. In conjunction with the possibility of lowering the chip 

analogue power supply, the power rails nodes outer references’ connection is indeed a 

viable and valuable option to resolve the power dissipation of oversampling ISD 

converters CIS-based devices. 

In general, the readout system and the CIS device itself behaved as a true imager with a linear 

light response. The combined analogue CDS (performed over the PGA stages) and the digital 

CDS system operation (performed over the entire readout path with a dual conversion) resulted 

in a low-spatial noise sensor, in the dark. The device’s noise variance response is exceptional, 

creating a high concordance level between the ideal and the real SNR. The spectral quantum 

efficiency remained fairly above 60% at the 523nm wavelength, while the true pixel/sensor 

saturation capacity could be as high as 13-14Ke- (observed when the sensor working at 3.3V-

ADC). Concerning the noise performance of the CIS device, the noise floor remained below 3e-

rms originating a DR of about 67dB at a 1V-ADC converter operation. 

It worth to mention that the pixel/sensor FW is dictated and governed by the Eq.36 formula. One 

should note the equation C value refers to all the 4T pinned-pixel FD node parasitic capacitance 

found attached to the node, as well as the formula maximum potential value, V, refers to the 

difference between the FD node reset voltage signal and the PD pinning voltage. This assumption 

is based that the 4T pinned-pixel exhibits high enough CG such that the FD node capacitance is 

much smaller than the large PD capacitance, resulted from the large PD design geometry. In 

addition, the 4T pinned-pixel CG is solely defined by the FD node capacitance (regardless the 

end PD size). In fact, the pixel FD approaches the 1.46fF capacitance. 
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Only in the case CFD > CPD (which normally occurs for small pixel sizes or when capacitance is 

added on purpose to the FD node) the FW is determined by the PD geometry (or area). In such 

a case, it originates a small CG value, which is not the goal of this project that aims for a high 

CG pixel to help overcoming the existing system noise. 

6.5 Enhanced Readout Circuits Simulation Results 

 

This section extends and deepens the research work developed so far presented in the early 

sections of the current chapter. It concerns the design and fabrication of a low noise CIS device, 

based on fast oversampling NS column converters employing relatively high CG pixels, in which 

PGAs serves as a bridge for the two previous blocks while controlling the system gain. In this 

sense, the purpose of this section is to simulate the enhanced readout circuits (of the early version 

utilized in the test CIS), in order to verify if one can reach an equivalent sub-electron noise 

performance. 

6.5.1 Enhanced Oversampling Third-order ADC Simulation Results 

The enhanced circuits’ simulation work package begins with the column converters, as this block 

is the most critical one. It is not only responsible for an important contribution of the resulting 

system noise, but also allows averaging the system thermal noise and any other WGN-like signal 

present in the system. Given this, the enhancements done over this stage are essentially the ones 

indicated previously, such as re-designing the column converters at a lower supply voltage. 

This contributes by reducing significantly the CIS power dissipation, thus improving the 

device’s low-light image performance (for long exposure time applications), as well as becoming 

a means to significantly improve the sensor noise floor using thin-oxide transistors, hence 

exhibiting smaller flicker and RTS noise spectrums. This relates to the noise histogram depicted 

in Figure 6-19, given that a significant noise contribution portion comes from the low-frequency 

noise spectrums. Another proposal would be to move to a smaller process technology node, 

known to provide higher oxide-capacitances and higher trans-conductance, but for the moment, 

such an option can only be considered for future work. 

Last yet equally important, the enhanced modulators’ integrators design changed from OTA-

based amplifiers to Inverter-based amplification structures, since the work done over the PGA 

stages revealed that one can reach a significant noise improvement with the latter ones. That 

being said, the low voltage supply, the thin-oxide transistors, and the Inverter-based amplifiers 

should improve the stage’s noise performance significantly. The disadvantage of the low supply 
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voltage is that the signal room within the amplifiers may become a bit tied, and this is the reason 

why it is imperative to obtain a stable modulator design, which has been tackled (in the early test 

chip design) through proper modulator coefficients. To summarize, the enhanced column 

converters were designed with the same structure and the same modulator order as depicted in 

Figure 6-7 and Figure 6-8, employing thin-oxide transistors supplied at 2V to fully explore the 

ADCs’ dynamic range, while the modulators’ amplifiers resemble Figure 6-12’s circuits. 

Before unveiling the 14-bit resolution enhanced ADC response simulation results, it is essential 

that the reader comprehends why 14-bit digitized words are kept for this research project. The 

reason has to do with the current pixel CG value and the photo-signal level at the author’s 

disposal. The obtained pixel CG is roughly the ideal, thus not too high nor too low, allowing a 

relatively high CG value (105~110𝜇𝑉/𝑒 −) and a reasonable FW capacity (~6900 electrons, 

limited by the early column readout circuits’ signal range), while maintaining the same pixel 

layout structure shown in Figure 6-6. The 14-bit resolution 1V-ADCs result then into ~61uV 

quantization steps. Therefore, if one aims to reach sub-electron readout noise, the quantization 

step must be such that it needs to discern the sensor noise floor, and this is only possible with 

14-bit precision ADCs. A higher precision would lead to longer conversion times, as it would 

require higher OSR, thus enlarging the digital CDS time and worsening the 1/f noise 

contribution. Figure 6-26 illustrates the concept of the charge-to-signal conversion process in 

low noise imagers, which takes advantage of high CG pixels to surpass the voltage noise floor. 
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Figure 6-26 – Simple illustration of the charge-to-signal conversion process [69]. 
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The illustrated system works as follows: once a photo-generated charge is transferred to the FD 

node (exhibiting a C value capacitance tied to the sensitive FD node), it will generate a 
𝑞

𝐶
 voltage 

step for a given pixel CG, whose voltage can be further amplified in the system. If n electrons 

are diffused and collected (during the exposure time), then the photo-signal delivered to the ADC 

input node is: 

𝑉𝑠𝑖𝑔𝑛𝑎𝑙 = 𝑛𝐺.
𝑞

𝐶
 (159) 

Ideally, the ADC quantization step (𝑉𝑞) should at least match the quantity 𝐺.
𝑞

𝐶
, so that for every 

photo-generated charge it can produce a 1DN variation ADC output code. In the case 𝑉𝑞 is set 

smaller than 𝐺.
𝑞

𝐶
, then the electrons counting resolution becomes finer, and thus better. The 

system gain (𝐺) is usually set to unitary, except for the cases where the CIS DR is sacrificed in 

exchange for noise reduction, due to the partial ADC noise contribution to the system. Hence, to 

ideally count photo-generated charges at unitary system gain, the total input-referred RMS noise 

(expressed in 𝜇𝑉𝑟𝑚𝑠) must be smaller than 
𝑉𝑞

2
 preferably, assuming that the 𝑉𝑞 < 𝑛𝐺.

𝑞

𝐶
. 

Figure 6-27 displays the combined input-to-output response of the improved 14-bit converter 

(Figure 6-27-a), as well as the corresponding INL across the signal range (Figure 6-27-b), 

employing low voltage supply Inverter-based CS Cascaded amplifiers within the modulators’ 

integrators. One should note that the default ADC outer references range is set to 1V, in which 

only 70~75% of the input signal range is useful, as the pre-condition for ensuring the modulator 

stability, in conjunction with the chosen modulator coefficients. These are set to b=c1=c2=0.36 

for the loop coefficients, and a1>a2>a3 namely 2>1>0.5, respectively, for the FF coefficients. 

The highest output code that can be correctly generated lies somewhere around 12500DN, 

imposed by the inherent loss of the converter dynamic range, in order to maintain the system 

stability. The converter response accounted for approximately 3000 parametric simulations, 

which for every quantization step input variation (~61𝜇𝑉 ), one should expect (ideally) an 

equivalent output variation of the same amount when passing the digital output words over the 

same resolution ideal DAC. 
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Figure 6-27 – Parametric transistor level simulations across the ADC signal range. (a) - 

The absolute output signal (the equivalent analogue version of the digital output), as a 

function of input voltage level; (b) - The absolute ADC integral non-linearity (INL in 

units of LSBs) as a function of the input voltage level. 

 

Figure 6-27(a) indicates that the input-to-output response gain equals 0.9915 (measured across 

a 700mV input), which in practical terms is almost the same as the ideal response. Thus, for 

every input variation of 61𝜇𝑉 the system produces a 1DN variation output code, on average. 

However, how precise each point of the response is (compared with the ideal behavior), can be 

evaluated based on Figure 6-27(b)’s graph, relating how far the converter response deviates (in 

absolute terms) from an ideal converter response. With this in mind, half way from the -5DN 

and the +7DN on Figure 6-27(b)’s graph, turns into a 6DN maximum converter non-linearity. 

This in turn originates roughly an INL of 0.05% the signal range, which is by far an irrelevant 

non-linearity value, when compared with the entire system INL limit, bounded to 1% of the 

signal range, whose major portion comes from the pixel SF device response. 

Briefly, the low voltage supply enhanced third-order ISD converter, employing CS Cascaded 

amplifiers and thin-oxide transistors in the modulator integrators, has reached similar input-to-

output characteristic performances reported by the author’s research work [45], exhibiting a true 

14-bit precision behavior, as well as reaching an intrinsic INL of 6DN. The system was operated 

equivalently at 20MHz (from the dual clock phase modulator operation), while outputting 14-

bit words at every 6𝜇𝑠 (approximately), under an OSR less than 120. In other words, supplying 

the same converter structure at a lower voltage supply has not caused any degradation of the 
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conversion response, while the system displayed signs of being capable of running at a higher 

speed. 

To further characterize the enhanced low voltage supply ISD ADC, and knowing beforehand 

that the converter outputs a significant linear conversion response, the converter DNL needs to 

be assessed. Figure 6-28 illustrates the combined converter output response (Figure 6-28 -a), as 

well as the corresponding output derivative across a short signal range (Figure 6-28-b). 

 

Figure 6-28 – Zoom-in ADC signal range. (a) - The output signal (namely the equivalent 

analgue version of the digital output) across a short signal range; (b) - The absolute 

differential non-linearity (DNL), across the same short signal range. 

 

Figure 6-28(b) briefly indicates that the enhanced low voltage supply converter originates 

unitary output derivatives for the majority of the scan/parametric simulation data points. This 

occurs similarly across the entire and allowed input signal range, hence from 0.15V up to 0.85V. 

In fact, only a small percentage of the scan data points produced double or null derivatives, 

contributing to obtaining an almost unitary overall input-to-output ADC characteristic response, 

as previously referred to in Figure 6-27(a). Since the output derivative (for an increment of the 

converter input signal) is bounded to the [0,2] interval, therefore one can infer that the thin-oxide 

version of the early ADC design, employing Inverter-based amplifiers, remains monotonous 

with no missing codes observed, apart from the above reported good linearity levels. In general, 

it presents similar INL and DNL features as the early designed converter [45]. As the crucial 

feature is the system noise performance, the current converter INL and the DNL must not 

degrade compared with the early ADC. 
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Furthermore, and most importantly, the noise performance of the enhanced low voltage supply 

ADC was tested applying DC (steady) input signals resembling an equivalent dark photo-signal. 

The intrinsic noise performance of the low voltage supply ADC emerges from Figure 6-29’s 

graphs’ information. Figure 6-29(a) displays the ADC output digital codes (DCDS operation) 

obtained from an extensive and time-consuming 100-run Transient-noise simulation, which 

already accounts with uncorrelated 5mVrms environmental noise signals in the supplies, while 

Figure 6-29(b) presents the corresponding output codes’ dispersion in the form of a histogram, 

whose mean and standard deviation values are indicated. 

 

Figure 6-29 – Digital CDS ADC noise measurement based on 100-run Transient-Noise 

transistor levels simulations. (a) - The output digital codes across the simulation runs 

(thus the equivalent noise in the dark); (b) - The corresponding digital output codes 

occurrence frequency (the noise histogram). 

 

Figure 6-29(a) indicates that the converter exhibits four possible output states, around the mean 

output 80DN black level offset value. The distribution of the output values across the simulation 

iterations indicates a much larger occurrence concentration of those near the mean value, which 

becomes more perceptible when the different values occurrences are plotted in the histogram 

graph. Consequently, the distribution’s RMS concerning the output values set remains below 

50𝜇𝑉𝑟𝑚𝑠 of equivalent voltage noise, which is by far better than its early converter version, 

whose intrinsic noise resulted near 90𝜇𝑉𝑟𝑚𝑠 [45]. That being said, considering the current case 

of a 14-bit resolution 1V-ADC system, the noise falls below one quantization step, evidencing a 

robust noise-shaping ISD converter system with its intrinsic noise surpassing the converter 

resolution, confirming that the choice for a 14-bit depth is correct. 
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In fact, as long as 𝑉𝑞 < 𝑛𝐺.
𝑞

𝐶
  (at unitary system gain and referred to in Figure 6-26) and as long 

as the CG remains higher than the converter intrinsic noise, one can expect the detection of 

photo-generated electrons. However, it still needs to consider the full readout path noise to check 

how far the low voltage readout chain is from the target electron-RMS noise detection, whose 

details are addressed in the following sub-section. 

Lastly, although the re-designed low voltage supply converter is an oversampling ISD system 

(meaning that it averages the input signals while it behaves as a single-shot converter), then for 

the sole purpose of clarity of the system operation - while the modulator is in a free-running 

mode - Figure 6-30 shows some of the relevant signals for this specific modulator operation. In 

addition, Table 6-5 summarizes the key performances and features of the enhanced low voltage 

supply third-order noise-shaping ISD single-bit converter, designed with thin-oxide devices. 

 

Figure 6-30 – The ADC modulator free-running operation, obtained from a noise 

simulation. 

 

Concerning Figure 6-30’s waveforms, the input sine wave signal (for the free-running modulator 

test) exhibits a 700mV peak-to-peak value and is located within the 1V span outer references 

range. As previously mentioned, such an amplitude is a requirement for the third-order 

modulator stability, along with appropriate modulator loop and FF coefficient values. The output 

signal of the last integrator (namely the third integrator within the modulator) is shown as well 

since this node signal is the crucial signal to determine the modulation stability, which is known 

to be a strong requirement for the system to perform correctly. 
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As long as the modulator’s last integrator output stays confined inside the outer references, one 

can conclude that not only the modulator produces stable modulation but also the quantization 

step becomes predictable, hence defining properly the conversion depth. In addition, the output 

pulses’ sequence is shortly displayed with the corresponding frequency spectrum (concerning a 

full period of the input sine wave), as a result of the Spectre simulator Fourier transform. 

Table 6-5 – Low noise ADC key specifications. 

Low Voltage Supply (thin-oxide) ADC Key 

Features (1V-ADC Ref. Range) 

Extracted Simulation 

Values 

Equiv. System Clock Speed 20MHz 

Single Conversion Time 5.9µ𝑠 

DCDS Operation Time (@14-bit) ~14µ𝑠 (11.8µ𝑠 + 2µ𝑠) 

ADC Clock Cycles <120 

Modulator Integrator’s Current Consumption 27µ𝐴 (average) 

Modulator Comparator Current Consumption 15µ𝐴 

Modulator Total Power Dissipation 192µW 

Intrinsic CDS Noise ~46µVrms 

ADC INL (referred to 70% input signal range) 0.05% 

 

6.5.2 Enhanced Full Readout Path Simulation Results 

The process to evaluate the target sub-electron noise readout path must take into account not 

only the previous sub-section modulator circuits, but also needs to take into account the noise 

addition from upward stages in the readout chain, namely the column amplification stage and 

the corresponding column pixel circuitry. In this sense, Figure 6-10’s full readout path circuits 

were re-simulated under an (CMS) oversampling operation mode depicted in Figure 4-8, as these 

tests are a fundamental part of the final simulations work package, to infer the validity of the 

proposed circuit’s improvements as well as to infer the feasibility of the sub-electron noise 

readout. 

The reader may note that the main difference from Figure 6-10’s circuits lies in the fact that the 

PGA stage is no longer built with OTA-based amplifiers, but rather is made of Inverter-based 
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CS Cascaded amplifiers, depicted in Figure 6-12, while employing thin-oxide transistors as done 

for the enhanced low voltage supply ADC. The model considered for the current simulation 

work package took into account the pixel characteristics obtained from the CIS characterization 

phase, namely considering the 105𝜇𝑉/𝑒 −  CG. It featured a 2.6V pixel supply, which is 

controlled by 0-3.3V digital signals, as well as accounting for/adding 5mVrms uncorrelated 

environmental power supplies noise while using DC converter references. 

To have some term of comparison with the most relevant CIS characterization outcomes, an 

equivalent characterization work of the low voltage supply (2V) full column readout circuits 

occurred under the simulation environment. Prior to this, the equivalent dark performance of the 

re-designed/improved circuits is presented in Figure 6-31, displaying the noise performance of 

the full column readout circuits, including the pixel circuit readout, under an equivalent dark 

illumination condition. Figure 6-31(a) displays the full readout output digital codes (under 

DCDS operation) obtained from a 100-run Transient-noise simulation, under the influence of 

uncorrelated 5mVrms environmental noise signals in the power supplies, while Figure 6-31(b) 

presents the corresponding output codes’ dispersion in the form of a histogram. 

 

Figure 6-31 – Entire DCDS readout circuit path (Pixels + PGAs + ISD ADCs) noise 

measurements. (a) - The output digital codes across the simulation runs - the equivalent 

noise in the dark; (b) - The corresponding digital output codes occurrence frequency (the 

noise histogram). 

 

The entire DCDS readout system output produces six possible output states (Figure 6-31-a) 

around the simulated 300DN black level offset, in which the corresponding histogram standard 
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deviation value produces equivalently less than a 74uVrms output voltage noise. In the current 

case of 1V-ADC resolution, the output DCDS voltage noise corresponds to ~1.21DNrms. Once 

again, one can note that the choice for a 14-bit revealed correct, as the RMS noise floor is not 

significantly higher than the column converter resolution. An additional bit for the resolution 

depth could be considered at the expense of sacrificing the conversion speed, hence increasing 

the 1/f noise contribution to the system performance. 

In fact, given the most conservative value of 105𝜇𝑉/𝑒 − pixel CG and the simulated total output 

voltage noise, one can infer back the equivalent noise electrons (concerning the readout noise in 

the dark), as 0.7e-rms, thus reaching the main objective of this research work, namely proposing 

and presenting a sub-electron readout circuit path aimed for a sub-electron noise CIS device. 

Although the sub-electron noise performance has been accomplished throughout simulations, 

however, one can consider that such a goal is very attainable in a real scenario. Not only because 

it was considered a significant and a realistic environmental noise in the power supplies, but also 

due to the whole set of issues and the built up knowledge gain from the early test chip 

design/fabrication and characterization, which is surely valuable to re-use in a new device 

physical implementation capable of sub-electron detection. 

In other words, issues ranging from the proper layout of the readout columns (to avoid spatial 

non-uniformities and/or column response artifacts), the proper blocks’ organization/placement 

(to avoid image gradients), and the inclusion of dedicated power pads to supply the ADC’s 

switches drivers (to avoid power supply glitches), are just a few issues to mention that would 

surely contribute to obtaining a sub-electron and a functional CIS-based ISD ADC device. 

Concerning the test image device excessive power dissipation, the proposed solution of direct 

connection to the outer references nodes towards the power rails is a valuable option to employ, 

apart from the required low voltage supply readout circuits to meet higher noise performances. 

Proceeding with the previous and with the above suggested short characterization work over the 

full readout circuits, which are defined by the series of the Pixel circuits (properly modeled with 

the device’s characterization), followed by the low voltage supply built-in Inverter-based 

amplifier PGA stage, finalized with the column ISD ADCs designed with thin-oxide transistors, 

jointly performed with Inverter-based amplifier Integrators. Figure 6-32 presents the full readout 

circuit’s linearity characterization (Figure 6-32-a) based on the appropriate pixel model, hence 

emulated and included in the simulation environment, along with the corresponding readout PRC 

curve (Figure 6-32-b) of the proposed enhanced low voltage readout circuits. 
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Figure 6-32 – Full readout circuits’ chain Input-to-Output characteristics. (a) - Absolute 

linearity error; (b) - Equivalent corresponding system response. 

 

The combined Figure 6-32’s parametric simulation reveals that the output signal response is 

fairly linear, as evidenced in Figure 6-32(a) presenting 1.2% INL in the signal range limited to 

~6500 electrons (thus approximately limited to an 11000DN code). This in turn signifies that not 

only the employed emulated pixel model is correct, but also that the entire low voltage, the thin-

oxide device and the enhanced readout circuit chain do not cause significantly more non-linearity 

than the test chip INL. Thus, and to close the system response behavior subject, Figure 6-32(b) 

also indicates that the readout response upper limit occurs approximately at a 12500DN code of 

the equivalent signal, which is similar to the findings of the test CIS, while allowing enough 

signal room for the readout (PGAs, ADCs) circuits to operate. Following up on this, Table 6-6 

summarizes the key electrical performance features of the entire low voltage readout path. 
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Table 6-6 – Summary of the key specifications of the complete readout circuits chain. 

Enhanced Full Column Readout Features Extracted Simulation Values 

Pixel Conversion Gain 105µV/e − 

DCDS Operation Cycle Time  

(@14-bit - including operation cycle overhead) 
~19µ𝑠 (11.8µ𝑠 + 2µ𝑠 + 5µ𝑠) 

CDS Conversion Rate ~53KHz 

Column Analogue Supply Current Consumption 

(including the pixel biasing) 
128µ𝐴 

Column Total Power Dissipation 

(including the digital filter) 
346µW 

Intrinsic Readout CDS Noise 

(@5mVrms power noise - equivalently in the dark) 

~74µVrms  

~0.7e − rms 

Saturation Capacity ~6500e- 

 Full/Maximum Signal Range 12500DN 

Complete Readout INL 1.2% 

Readout Dynamic Range >79.4dB 

 

One can highlight that under a 0.5 system readout gain scenario, provided by the usual PGA 

stage multiple gain options, it is possible to obtain a higher DR value than tabulated, while 

reaching >13000 electrons saturation capacity, knowing beforehand that the node that limits the 

signal amplitude is, in fact, the ADC input node, which is confined to a ~700mV absolute input 

swing. As the test image sensor results’ revealed, the fabricated pixel is able to reach indeed a 

high saturation capacity, and thus meet an even higher FW capacity. Then, one can infer that the 

maximum sensor DR can be increased substantially. 

To compare the improved re-designed readout circuits with others’ silicon proven works in the 

field of sub-electron detection, Table 6-7 highlights the selected sensors’ overall performances, 

in order to have a term of comparison. 
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Table 6-7 – Sub-electron detection sensors’ specifications for comparison. 

Reference ID J. Ma et al. 

[70] 

M.-W. Seo et 

al. [71] 

A. Boukhayma 

et al.  [37] 
This Work 

Process Node 65nm BSI CIS 110nm CIS 180nm CIS 180nm CIS 

Imager Type QIS CIS CIS CIS 

Pixel Type Pump Gate Jot 
Optimized CIS 

Process 

Thin-Oxide 

PMOS SF 
Thick-Oxide 

NMOS SF 

Readout Type CDS CMS CMS 
CMS  

Thin-oxide 

CG 242µV/e − 220µV/e − 160µV/e − ~105µV/e − 

System Gain 8; 16; 24x; N/A 1x; 64x; 1x 

Noise in the Dark 

(PTC measurement) 

97µVrms  

0.4e − rms 
0.27e − rms 0.48e − rms 

~74µVrms  

~0.7e − rms 

Saturation Capacity 288e- (FW) 1.5Ke- (FW) 
*4.1Ke-  

(6.4Ke- FW) 
~6.5Ke- 

DR 
57.14dB  

(from FW) 

74.9dB  

(from FW) 
*78.63dB >79.4dB 

(N/A) – Not Applicable or Not Available; (*) – Inferred from graphics data. 

 

For the upcoming comparison work, one must highlight that a Jot is the designation of a pixel 

(whether conventional or not, such as Single-Photon Avalanche Diodes – SPADs), which is 

suitable for photon timing applications, as indicated by J. Ma et al. [70]. These pixel types offer 

the photo-generated electrons detection capability, thus enabling equivalent extreme CG values. 

Additionally, the Quanta Image Sensor (QIS) is an image device capable of sensing impinging 

photons with a time-resolved capability (by a 1-bit detection precision) or with photon-counting 

capabilities (through M-bit detection precision), despite being characterized by having a very 

small equivalent FW, exclusively meant for extreme low-light applications. Thus, concerning J. 

Ma et al.’s [70] sensor, it is a QIS device characterized by an extreme low FW capacitance thus 
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reaching extreme CG, with the primary goal to overcome the circuit’s noise floor, so that photo-

generated electrons or even single photons can be effectively counted. 

With that said, the main objective of this research work is to unveil and propose a means to 

develop a high DR sensor exhibiting sub-electron readout circuits (at unitary system gain), while 

reading photo-signals from a conventional pinned-pixel structure. Hence, the performance 

comparison serves solely to indicate that if this work had invested in obtaining and handling a 

higher CG pixel, then one could expect an improvement of the readout circuits’ noise 

performance by the same factor as the CG enhancement. 

For instance, increasing the current pixel CG value of this work to the levels of J. Ma et al.’s 

[70] device conversion gain, this would translate into a 2.3 times temporal noise reduction factor, 

thus obtaining a 0.3e-rms CIS device. This signifies that if one adopted such a pixel CG, then 

the simulated readout, operated with low voltage supply, thin-oxide devices column PGAs, and 

column single-bit ISD converters under a CMS operation, employing the proposed modifications 

and improvements, is such that it would turn the simulated image sensor readout part of a 

hypothetical multi-bit QIS, thus evidencing the proposed readout circuit’s qualities. 

A similar case occurs with the M.-W. Seo et al. [71] device. The image sensor produced such a 

high CG that would turn the temporal readout noise floor 2.1 times smaller, in the use case of 

such a pixel, thus obtaining an equivalent 0.33e-rms noise in the dark. This noise performance 

would still be slightly larger than the M.-W. Seo et al.’s [71] CIS noise, however, one needs to 

account for the issue of the 110nm process node. In fact, the 110nm fabrication process has less 

noisy devices available than the 180nm process does, due to the higher oxide capacitance and 

the smaller flicker noise factor, similar to what occurs with thick-oxide devices and thin-oxide 

devices in the same foundry process node. In any case, the current work’s test chip would result 

in having a higher FW, thus producing a higher DR than M.-W. Seo et al.’s [71] device, at an 

equivalent pixel CG. In general, the re-designed and improved, low-voltage supply readout with 

thin-oxide transistors appears to be more competitive. 

Lastly, the Boukhayma et al.’s [37] sensor employs the most similar readout to this research 

work’s method among the competitors, making use of the 180 nm process node, operated under 

the CMS technique, while exhibiting a CG in the same order of magnitude, although it has a 

substantially higher CG than that of this work. Moreover, the competitor has used PMOS-based 

SF pixels, known to reduce substantially the 1/f pixel noise contribution. The reader may note 

that the current research work kept an NMOS SF pixel, as part of maintaining the photosensitive 
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device in its classical form with the simplest layout while avoiding mixing device types within 

the pixel area. 

Judging the Boukhayma et al.’s [37] CG value and the current research work’s CG ratio, one can 

infer that the noise floor level of this research work would improve 1.52 times (reaching 0.46e-

rms noise). Nevertheless one needs to highlight the fact that PMOS-based SF pixels originate 

significantly less noise at an early stage, thus playing a significant role in the resulting noise. In 

general, the comparison work revealed that the proposed and improved readout method remains 

competitive. 

6.5.3 Post-Simulations Conclusions 

A high-order oversampling converter, targeting future developments of a highly parallelized 3D-

stacked version of a low noise, low power CIS device, is proposed and simulated. The work 

describes with indications of optimized and specific amplifier circuits, enabling an overall sub-

electron detection readout, in the dark. The appropriate converter order, performing the crucial 

CMS technique through the signals’ oversampling, aimed for increasing the noise performance, 

as well as enabling reasonably fast conversions (targeting low 1/f noise addition) to fit into 

vertical stacked designs, is the third-order ISD converter, achieving a good compromise among 

the area, power, speed, and noise [45]. 

Consequently, concerning the above reported simulation characterization results, and based on 

the comparison against several reference works, the following conclusions can be drawn: 

 The enhanced low voltage supply third-order 14-bit ISD converter, designed with thin-

oxide devices (for low 1/f noise contribution), exhibited a non-linearity of 6DN, representing 

0.05% of the signal range, remaining well below the typical 1% non-linearity of the CIS limits. 

The improved converter not only exhibited good electrical performances but also behaved 

correctly across the expected 700mV input signal range - in terms of its functionality - under a 

stabilized modulator operation, employing specific modulator coefficients as defined by the 

author’s research work [45], such as b=c1=c2=0.36 and a1>a2>a3, namely 2>1>0.5, 

respectively. 

 Concerning the electrical readout signal path and its noise performance, extensive 

simulations were performed under the use of a realistic pixel model and the use of a realistic 

supply noise contamination scenario, adding the ever-present on-chip environmental noise. The 

latter simulation work package accounted for the inclusion of uncorrelated 5mVrms noise 

sources on both the analogue supply rails and the pixel supply. As a result of the latest simulation 
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pack, one can conclude that the obtained overall non-linearity is slightly higher than that of the 

fabricated test chip, originating a 1.2% system INL in the linear range of the equivalent light 

response. Nevertheless, the resulting INL remains competitive by remaining within the range of 

commercially viable CIS product INL. 

 Concerning the photo sensitive device, further enhancements can occur directly in the 

pixel stage, if further noise reduction becomes a target. In such a scenario, the author highlights 

that buried-channel NMOS SF pixels are a much better option than PMOS SF pixels, as the 

former allows a significant 1/f noise power reduction (similarly to PMOS devices) when 

compared to surface-channel NMOS counterparts. The main difference is that the SF buried 

transistors intrinsically improves the column bus signal range, when compared with SF PMOS 

transistors, and is the reason why the author acknowledges that the buried devices are preferable 

over PMOS devices. 

6.6 Conclusion 

 

Given that the preliminary conclusions already revealed and evidenced in the previous sub-

section, concerning the final simulation work done over the enhanced readout circuits, one can 

draw a few other overall chapter conclusions as well. Consequently, one can say that: 

 The forecasted saturation capacity of the enhanced low voltage supply readout circuits 

(drawn with thin-oxide devices), enabling a low power feature, which includes an accurate pixel 

model, equates to roughly 6500 electrons. Nevertheless, such a pixel is capable of reaching above 

13000 electrons capacity [66], for instance, at a 0.5 system readout gain. Concerning the input-

referred noise level in the dark, the total readout path noise reaches below one electron RMS, 

namely 0.7e-rms noise, approximately. Thus, a sensor DR >79.4 dB (under unitary system gain 

while designing low voltage readout circuits) is expected to be reachable. 

 As conjectured earlier in this work, reaching sub-electron input-referred noise in the 

dark is very plausible, yet accommodating a reasonably high FW capacity, hence obtaining a 

good intra-scene DR, using low power circuits (considering the converter references must be 

generated and driven off-chip). Such a goal seems very likely to achieve, without the necessity 

of employing complex pixel designs (requiring modified process fabrication to obtain extreme 

HCG values), and without including PMOS SF or buried-channel NMOS devices. Thus, the 

classical pinned-pixel layout with surface-channel NMOS low-Vth SF devices (optimized to 
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obtain the lowest output noise per CG ratio) appears to be sufficient to enable the sub-electron 

detection. 

 In addition, the use of thin-oxide devices was determinant in achieving the goal of sub-

electron noise performance and the low power specification. This was possible due to the noise-

shaping feature of the ISD converters, which performs intrinsically the multiple sampling 

readout technique, thus performing the averaging by means of oversampling the input photo-

signals that are contaminated by the thermal noise present in the system. This in turn relegates 

the 1/f noise problem to be handled by the usage of thin-oxide devices, known to exhibit less 

flicker noise power than thick-oxide devices. A notably desirable consequence of using low 

voltage devices (in the column readout circuits) is the ever-desired low power specification. 

This succinctly indicates that the low voltage supply circuits are indeed suitable to employ for 

the design of fast, low noise, high intra-scene DR [66] and low power CIS devices, capable of 

sub-electron detection at virtually any array resolution on 3D-staked developments. 

Lastly, Table 6-8 puts into evident the most recent ROIC evaluation metrics for the project, based 

on the simulated new re-design low voltage supply column readout circuits. 

Table 6-8 – ROIC evaluation metrics based on the enhanced readout features. 

Enhanced Readout Key Features Simulation Values 

DCDS Operation Cycle Time  ~19µ𝑠 

Column Total Power Dissipation 346µW 

Intrinsic Readout CDS Noise ~74µVrms  

ROIC Metrics. . 

Total Power / Area ~8 nW/µm2 

Conv. Time x Area ~815 ms. µm2 

Total Power x Conv. Time ~6.6 mW. µs 

Total Noise x Conv. Time ~1.4 mVrms. µs 

Total Column Height (Includes Dig. Filter): 3300um @ 13um pitch (~43000um2) 
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7 VERTICAL-STACKED DESIGN 

The content of this chapter is dedicated to the 3D-stacked design circuits arrangements, the 

thermal dissipation, and the proper pixel structures, as part of aiming for a future sub-electron 

noise CIS design development, exploring a highly parallelized solution to obtain a fast, high DR, 

low power imager at virtually any array resolution. 

7.1 3D-Stacked Background and Design Issues 

 

The design of vertical-stacked chips comprises several stacked silicon tiers, each with different 

purposes. The most usual configuration is the stack of two tiers, one for the pixel matrix, usually 

called the pixel layer, and another for the “column” readout electronics, commonly known as the 

logic layer. To introduce the stacking topic, the perspective of a stacked imager follows the 

circuit arrangement structure, whose underlying idea is depicted in Figure 7-1. 

 

Figure 7-1 – Simple high-level concept of a 3D-stacked CIS structure [69]. 
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Figure 7-1’s pixel addressing scheme (drawn on the top tier) can be one of two possible forms, 

where one may have a concentrated addressing method (requiring grouping the nearest pixels), 

while the other may employ the classical pixel addressing scheme, whose pixels share a small 

vertical column bus. The latter is simpler to design and more efficient to work with, however, it 

occupies the same area per ADC block, when compared with the concentrated addressing 

scheme. 

Additionally, the stacked technology allows one to accommodate Back-Side Illuminated (BSI) 

pixels that exhibit a better sensor optical response compared to Front-Side Illuminated (FSI) 

pixels, for instance, such as the increased pixel FF, thus enabling more light to be captured within 

the same pixel area. Moreover, it offers the opportunity to add exotic functionalities into the CIS, 

such as the per-region integration time control, enabling a higher DR [72]. 

The hardware pieces’ connection (performing the readout circuit’s inter-connection) is made of 

Hybrid-bonding (or Hybrid-contacts - HCs), through Micro-bump (MB) shapes whose contact 

sizes are nowadays well below ten microns [14] (for instance, in the order of two microns size 

and three microns pitch, for process nodes of 65nm and 90nm), located in between the silicon 

tiers top metals. True parallel CIS readout 3D-stacked structures require interconnections under 

the pixel matrix region, nonetheless such connections may also occur spread all over the logic 

layer. The principle of the silicon tiers interconnection through Hybrid-contacts (Micro-bumps) 

is shown below in Figure 7-2. 
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Figure 7-2 – 3D-stacked CIS device silicon tiers metals’ stack interconnection example. 

Figure obtained from the author’s work [69]. 
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The top pixel layer represented in Figure 7-2’s vertical arrangement is upside down (containing 

BSI pixels just for the current example and holding all the row-addressing drivers) relative to 

the bottom logic layer, which contains all the readout electronics including the “column” ADCs 

and all the remaining peripheral electronics. In addition, referring back to Figure 7-1’s vertical-

stacking structure and for the sole purpose of exemplification, the different circuits’ 

interconnection made through HCs/MBs, classically occurs in the form displayed in Figure 7-3, 

while other variations may exist, for instance allowing the column biasing to be located on the 

top layer, among others. 
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Figure 7-3 – Exemplification of the most common top-bottom silicon tiers circuits’ 

interconnection [69]. 

 

Figure 7-3’s circuits connection diagram, serves merely for illustration purposes, indicating the 

individual readout parts to which silicon tier each belongs. For the given example, all pixel 

circuits (which includes the pixels control signals drivers and the row addressing logic) are 

located in the top silicon tier, while the “column” readout circuits (in which it includes the digital 
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circuitries associated with the pixel signals readout, such as the ADCs, shift registers, serial 

drivers, among others) is located at the logic layer. 

There are other forms of silicon interconnections than HCs/MBs, such as the Through Silicon 

Vias (TSVs) [73]. These are usually located across the chip IO ring, as briefly suggested by Seiji 

Takahashi et al. [74], or at the chip peripheral area [14] [75], normally reserved for the readout 

electronics and the remaining blocks of the chip surrounding electronics. It is worth noting that 

the presence of both TSVs and HCs in the same die is possible [14], however, no additional 

explanation will be given, as it falls outside the scope of this research work. 

7.2 The Thermal Dissipation 

 

Referring back to Figure 7-1, Figure 7-2, and Figure 7-3, most of the 3D-stacked CIS total heat 

dissipation occurs within the logic layer. The thermal conduction is preferable to occur towards 

the logic layer, dissipating the heat to the external world by means of a holding ceramic package 

or through any other type of thermal sink, as indicated by Remi Bonnard [76]. With that said, 

Figure 7-4 shows a simplified view of a hypothetical vertical-stacked image system, which is 

accommodating two mounted electronic layers, indicating how the heat conduction should occur 

towards the underneath holding heat sink piece. 

 

Figure 7-4 – Colored 3D-stacked CIS device. The silicon tiers stack interconnection 

example. Based on Remi Bonnard [76], and obtained from the author’s work [69]. 
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7.3 The Proper Pixels 

 

One must bear in mind the suitable pixel type to employ on 3D-stacked CIS devices, as there is 

a variety of pixel structures being employed, normally from three up to eight transistors per pixel, 

including some of their own variants used for binning schemes, among others. Depending on the 

target application, the use of Rolling-Shutter (RS) or Global-Shutter (GS) pixels depends on the 

motion speed, the image distortion, the tolerable image noise, the sensor FW, among others, for 

either FSI or BSI sensors. However, concerning the 3D-stacked sensors, the pixel addressing is 

a critical issue, as the usual RS mode turns the already distorted images even worse than in 2D 

flat sensors (if classically operated), due to the existence of pixel sub-regions per readout 

“column”, creating false image discontinuities [77] [78] from adjacent sub-regions. 

Some of the circuits’ arrangements may create discontinuities depending on the stacked sensor 

shutter direction, for each sub-region of pixels from a particular readout circuitry [78]. This then 

concludes that the most adequate pixel choice for a low-noise 3D-staked CIS design is the GS 

pinned-pixels, as this type of pixels captures and freezes the images, thus avoiding the RS-related 

distortion. 

Five transistors GS pixels are inadequate to employ, given these add KT/C reset voltage noise 

power into the system (similarly to the three transistor pixels), as the light-induced signals results 

in being uncorrelated with the pixel supply/reset voltage left in the FD node, thus, resulting into 

noisier output images. As such, the best pixel for consideration targeting future 3D-stacked CIS 

developments might be the K. Moutafis pixel [79], the Marius L. Lillestol compact GS 6T 

pinned-pixel [80], or the Xiaoliang Ge’s [81] pixel solution resulting in an improved GS 7T 

pinned-pixel obtained from a 6T pinned-pixel derivation. 

The underlying idea of a low-noise 6T GS pinned-pixel circuit is shown below in Figure 7-5. It 

comprises two transfer gates. One is for transferring and storing the light-induced signal into an 

intermediate sense node before a new exposure time, and another gate is meant for transferring 

the stored signals into the FD node for readout. The specific pixel operation is addressed in the 

appendices, in the proper section. 
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Figure 7-5 – Simplified circuitry of a low-noise GS 6T pinned-pixel. Reproduced from 

E2V [82]. 

 

Figure 7-5’s pixel not only seems to be the most indicated pixel type for designing a low noise 

3D-stacked sensor but also results in a small GS pinned-pixel, allowing one to reach the highest 

spatial resolution. 

7.4 Conclusion 

One can conclude from the 3D-stacked design related issues, that the current sizes of the HCs, 

the vertical-stacked sensors’ pixels can be as small as a few microns size (below ten microns), 

when matching the pixel pitch with the HCs pitch. In addition, both HCs/MBs and TSVs can be 

drawn in the same die, increasing the silicon tiers’ connectivity, therefore, allowing additional 

functionalities into the 3D-stacked sensors. Regarding the proper pixels to employ, the author 

concludes that the best candidate pixel structure is the 6T GS pinned-pixel and is the type of 

pixel capable of featuring a low noise readout while providing stay still images, with no image 

distortions related to the discontinuities from the pixel sub-regions.  

Concisely, the vertical-stacked design does offer a high-level parallelism of the readout circuits, 

leading to a reduction of the readout bandwidth, which in turn is beneficial to the thermal noise 

reduction without compromising the sensor speed – likewise beneficial to the flicker noise 

reduction - given that the “column” readout circuits are located underneath the pixel array. As 

such, the parallelism can then remain constant at any spatial resolution, enabling both low noise 

performance with reasonably high frame rate levels, at virtually any pixel array resolution. 
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8 CONCLUSIONS AND FUTURE 

WORK 

This thesis document ends with the current chapter indicating the research work’s main 

conclusions and presents some guidelines for the future work i.e., the future steps to adopt in 

order for one to design a competitive CIS device capable of sub-electron readout noise. 

8.1 Conclusions 

 

Given the test CIS characterization results and based on its electrical and optical performances 

as a result of section 6.3’s content, one can conclude the following: 

- The pixel layout construction was revealed to be functional, linear, and exhibited a 

saturation capacity of 6400 electrons, which is limited by the ADC input node DR, 

however, the pixel linear range is capable of generating a much bigger saturation, hence 

enabling 13-14K electrons. 

 

- The PGA stage is a critical block to employ in the signal path, since the CIS gains more 

with its presence than with its absence, namely in driving the current hungry ADCs and 

properly setting the converters DC input signals. Concerning the appropriate type of 

amplifier structure to employ, one can conclude experimentally that even under harsh 

environmental power supply conditions, the single-input CS amplifier reveals to be a less 

noisy option than the differential-input Push-Pull amplifier. As such, the same amplifier 

structure can and must be used in the modulator’s integrators, if one wants to design 

future low noise CIS devices. If the PGA stage results in being to be crucial, then several 

gain options must be featured, promoting several working condition cases, such as a 

lower FW and better noise performance, as well as higher FW and better intra-scene DR. 

 

- The design third-order single-bit NS ISD converter revealed a stable modulation across 

70% of the input signal range, contributing to obtaining a monotonous and fully 

functional conversion system, hence promoting good linearity levels of the test CIS 
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device. The stability was consistent to the point that one can conclude that the conversion 

system is capable of being supplied at a lower supply voltage designed with thin-oxide 

devices while maintaining the same absolute signal swing (~70% of 1V). 

 

- Additionally, the proposed external references supply and driving method revealed to be 

a fully functional concept, thus turning into a viable solution to reduce the chip power 

without degrading significantly the sensor response. The concept only needs to be further 

tuned. The gain in power saving is also a means to improve the dark current temperature 

dependency CIS noise performance, when targeting long exposure time applications. In 

general, the proposed external connection references driving method not only further 

reduces the power dissipation but also leads to a less costly, less bulky, and less complex 

PCB imaging system. 

 

Concerning the enhanced readout circuits simulations, and based on the results reported along 

section 6.5, one can conclude the following: 

- A third-order 14-bit NS ISD converter designed with thin-oxide devices and low voltage 

supplied, is the appropriate choice to contribute to reaching the desired sub-election noise 

performance through the oversampling effect, resulting in the correct quantization step 

precision. The enhanced ADC design exhibited an INL of 6DN while maintaining the 

monotonicity and exhibiting no missing codes. The expected 700mV signal range was 

kept intact even at a lower voltage supply, due to a stable modulation occurring from 

b=c1=c2=0.36 Loop coefficients and a1>a2>a3, namely 2>1>0.5, for the Feed-Forward 

coefficients. 

 

- The low voltage full readout path response was revealed to be linear, appropriate to 

remain competitive, when the issue is seen from a commercial perspective, namely 

exhibiting 1.2% INL in the linear range of the equivalent light response. The noise 

performance outcome (under a realistic environmental contamination scenario on both 

analogue power rails and on the pixels supply with 5mVrms noise) was such that the 

whole system featured 0.7e-rms equivalent noise. This has pointed to a DR value of 79.4 

dB at unitary system gain at roughly 6500 electrons saturation capacity, although the 

pixel is able to reach twice that value. 
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- The author considers that classical constant-biased APS readout structures (employing 

Surface-channel NMOS low-Vth SF devices optimized for the lowest output noise per 

CG ratio) are enough to obtain sub-electron readouts, without the necessity of making 

use of extreme levels of CG in the system, with the consequence of reducing the sensor 

FW. However, if one wants to reach even further noise performances down to photon 

counting levels, then one may have to consider the use of pixels based on PMOS SF or 

Buried-channel NMOS drivers. The latter seems to be a more appellative alternative as 

it originates a higher signal swing at the column bus. 

 

- Lastly, the use of thin-oxide devices is determinant to achieve the goal of sub-electron 

noise performance and low power features, while remaining adequate for the design of 

3D-stacked image sensors, hence achieving high levels of parallelization and high levels 

of performance (essentially the noise, speed, and power), virtually at any array of 

resolution. As long as the oversampling/averaging effect is present, along with low 1/f 

noise devices, low voltage supply, and a reasonable high CG pixel, the project goals are 

very plausible to be met. 

 

Summarizing, the fabricated CIS device behaved as a true linear imager, featuring a good 

concordance between the ideal and the experimental SNR, as well as featuring a low-spatial 

noise, a consequence of the dual CDS operation occurring on both the analogue form and the 

digital form. It has confirmed some conjectures raised before, namely the use of PGA stages and 

their appropriate circuits that should also be used in the modulators, as well as confirming that 

thin-oxide devices are crucial to reach the target readout performance in the dark, hence enabling 

high intra-scene DR values. Finally, targeting a vertical-stacked design solution, the third-order 

ISD converter turned to be the right choice in detriment to a second-order converter. 

8.2 Future Work 

 

As for the future work, after enumerating the research work conclusions of the fabricated test 

CIS characterization and final simulations work package results, jointly with unveiling the 3D-

stacking issues from chapter 7, one can infer the future steps as the following ones: 

- To materialize the 3D-stacked design concept as depicted in Figure 7-1 up to Figure 7-4, 

employing the proposed 6T GS pinned-pixel depicted in Figure 7-5, with a similar cross-
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sectional layout construction - concerning the sensitive FD node - as the 4T pinned-pixel 

used in this project test chip, briefly shown in Figure 6-6, thus enabling high CG. 

 

- Referring to the current 180nm process node, one should keep the pixel design with thick-

oxide 3.3V devices, supplying the pixel at the highest possible supply (2.5~2.6V), while 

being able to control the pixel with 0-3.3V digital signals. This will allow a high 

saturation capacity, namely ~13000 electrons or more, based on the presented fabricated 

pixel features, as long as the overall readout gain is set to 0.5, indicated for high values 

of illumination and high intra-scene DR applications. In the case of low-light 

applications, the unitary system gain seems sufficient to obtain a reasonable FW capacity 

value, thus a reasonably high intra-scene DR, while featuring an equivalent sub-electron 

detection in the dark. 

 

- Apart from the pixel design and the pixel control issues, the readout electronics must be 

designed with thin-oxide devices and CS Cascaded Inverter-based amplifiers, enabling 

not only a significantly lower intrinsic noise than the test chip, but also to reach the most 

desired sub-electron read noise performance. Consequently, the use of thin-oxide devices 

in the readout circuits (namely in the PGAs and inside the third-order ISD modulators) 

will surely reduce significantly the future vertical-stacked device power consumption, as 

these circuits are supplied at a much lower voltage supply. Moreover, by relegating the 

references generation to off-chip, such will originate a substantial economization of the 

3D-stacked CIS device power dissipation, while maintaining the system functional and 

linear. 

 

- Lastly, if one wants to pursue photon-counting capabilities, NMOS Buried-channel SF 

devices, or PMOS-based SF pixels are a valuable resource to incorporate in a future 

vertical-stacked CIS design, at the expense of sacrificing the pixel layout complexity 

and/or the pixel size, although the author sees the former proposal as the best candidate. 

 

This succinctly closes the research work thesis document. 
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APPENDIX A: FUNDAMENTALS OF CMOS IMAGE SENSORS 

 

A.1: Photo-Diodes and Pixel Types 

 

Modern CMOS imager sensors employ active integrating pixels as the successors of the passive 

integrating pixels, commonly employed in old CIS devices. The difference between these two 

pixel types lies in the presence or absence of an amplifier/driver stage within the pixel area, apart 

from the usual and necessary switches to address and access the pixel content. The reason why 

active pixels are widely used among CMOS imager manufacturers in modern times in detriment 

to passive devices is mainly due to the fact the latter are significantly slower to access when 

compared with their active counterparts, in which the former type exhibits substantially higher 

frame-rates. 

In general, there are passive, active, and digital pixels. Figure A - 1 depicts several pixel 

architectures employed in modern imagers, where the most popular architecture is the active 

pixel sensor design. On the one hand, passive pixels have the highest FF for a given pixel size, 

since they are made of a single device, namely the access transistor, sometimes called the row 

select switch. To access and readout such a type of pixel takes a long time and is the reason why 

CISs employing passive pixels experience slow frame-rates. Given that their readout speed is 

dependent on the PD capacitance, to make the pixels usable they need to be drawn small. 

On the other hand, the active pixels are the most used, given their relatively simple design, 

readout speed, noise performance, as well as, being suitable for low area pixel designs. This type 

of pixel is known to be fast due to the built-in amplifier that drives the heavy pixel column bus. 

The active pixels are able to feature a good noise performance when readout with appropriate 

techniques such as the CDS operation, in which the sensor FPN can remain under control and 

thus a device can feature a high SNR, given that the SNR is dominated by sensor FPN at high 

illumination levels. 

Furthermore, active pixels can afford to be drawn large (depending on the application), given 

that they are inherently fast for readout and their size does not impact in a significant manner the 

readout speed, as occurs in the passive pixels. In the opposite direction, active pixels can be 

drawn small as well. As such, image sensors can feature high resolutions’ levels especially if 

one considers that the pixels may share their floating diffusion nodes, among several neighboring 

pixels. 
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Lastly, concerning the digital pixels, these pixels present a benefit of scaling down with the 

technology process, therefore the lower the fabrication process node the smaller the pixels’ sizes 

can be. Nevertheless, for a given foundry process node, the digital pixels are substantially larger 

than the analogue pixels, hence sacrificing the CIS spatial resolution for a given matrix size. In 

addition, not only their design is rather complex, but also the digital pixels suffer from small 

converter resolutions, otherwise the spatial resolution is more severely affected. 

x1
-e-e -e

ADC MEM

-e
x1

-e -e
ADC MEM

... ... ...

a) b) c)  

Figure A - 1 - Modern pixel architectures. (a) - The passive pixel; (b) - The active pixel; 

(c) - The digital pixel. 
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A.1.1: Passive 1T 

As mentioned earlier, passive pixels are not used so much due to their speed limitations. An 

explanation of how they work and how these pixels are operated is presented below in order to 

make this clear for the reader. Figure A - 2 displays the typical high-level readout design circuitry 

for sensors that are based on passive pixels. 

...

-e SEL

-e SEL

-e SEL

A(s) ADC
Vref

Reset

S1

S1

S2

S2

Pixels Row 0

Pixels Row 1

Pixels Row N-1

S2

S1

Reset

SEL 0

SEL 1

SEL N-1

...

ADC Row 0ADC Row N-1 ADC Row 1

Cbus Cfb

 

Figure A - 2 - Example of a passive pixel readout operation and the corresponding 

timing. 
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Figure A - 2’s readout illustrates that passive pixel sensors are readout through column CTIAs, 

and typically a pair of interleaved capacitors for the pipeline readout operation. The system 

works as follows: prior to the pixel signals’ readout, the shared column bus is pre-charged to the 

CTIA reference, by performing a reset to the trans-impedance stage. Following it, a specific 

pixel is addressed whose node is shorted to a column bus. The photo-generated charges captured 

and accumulated during the integration time are then transferred through the pixel column bus 

up to the CTIA output node, originating an output voltage dependent on the accumulated 

charges. At the end of this charge-transfer phase, the output photo-signals can be sampled onto 

the column, to be further processed. 

Let one consider that a 9-bit resolution converter processes the sampled signal. The error voltage 

produced at the CTIA output node must be less than half a quantization step for a given and 

required 1V ADC input range, hence defining the maximum CTIA output. In this sense, both 

should match otherwise this could limit the DR. Given this, the maximum allowed settling error 

of the CTIA is 1𝑉/(2𝑥512)  ≅ 1𝑚𝑉. Let one further consider that the sensor’s vertical spatial 

resolution is 512 pixels and for such a matrix vertical size, the column bus exhibits a total 

capacitance of 512x2fF=1pF. Lastly, let one assume that the column amplifier is an ideal (Zero 

output resistance) amplifier, modeled by a one-pole amplification system, whose frequency 

response is given by: 

𝑉𝑜(𝑠) =
𝐴

1 + (𝑠/𝜔𝑜)
× 𝑉𝑖 (160) 

Where 

𝐴(𝑠) =
𝐴

1 + (𝑠/𝜔𝑜)
 (161) 

and 

𝑉𝑖 = (𝑉𝑖 +) − (𝑉𝑖 −) (162) 

In order to satisfy the maximum settling error, the open-loop gain A must be bigger than 1000 

or equivalently 60dB. For significant low power consumption, let one define that the -3dB 

bandwidth is located at 10KHz frequency, such that the unity-gain bandwidth crosses the 0dB at 

10MHz. To find the theoretical time that the column amplifier settles, one needs to consider an 

instantaneously charge-transfer process between the pixel PD node and the column bus node. As 

such, the simplified readout circuit model is shown in Figure A - 3. 
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A(s)
Vref

SEL

Cbus

Cfb

CPD

Vout

 

Figure A - 3 - Simplified circuit model when a pixel SEL switch is ON. 

 

Whose equivalent small-signal circuit analysis is depicted below in Figure A - 4. 

A(s).(Vi+ - Vi-)

Cbus Cfb
CPD Vout

Vin

 

Figure A - 4 – Equivalent column CTIA small-signal circuit analysis. 

 

The readout transfer function is derived as follows: 

𝑉𝑜(𝑠) = −𝐴(𝑠) [𝑉𝑜(𝑠). (

1
𝑠(𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠)
1

𝑠(𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠)
+

1
𝑠𝐶𝑓𝑏

)

+ 𝑉𝑖(𝑠).(1 −

1
𝑠(𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠)
1

𝑠(𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠)
+

1
𝑠𝐶𝑓𝑏

)] (163) 

Re-arranging: 

𝑉𝑜(𝑠).(1 + 𝐴(𝑠).
1

1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏

) = −𝐴(𝑠)𝑉𝑖(𝑠).(1 −
1

1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏

) (164) 

And the system gain becomes: 
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𝑉𝑜(𝑠)

𝑉𝑖(𝑠)
=

−𝐴(𝑠). (1 −
1

1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏

)

1 + 𝐴(𝑠). (
1

1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏

)

=
1 − 𝐴(𝑠). (1 +

𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠
𝐶𝑓𝑏

)

1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏
+ 𝐴(𝑠)

 (165) 

However, the amplifier open-loop gain can be also expressed as follows: 

𝐴(𝑠) =
𝐴

𝐷(𝑠)
 (166) 

Therefore, the system transfer function results in the following: 

𝑉𝑜(𝑠)

𝑉𝑖(𝑠)
=
1 −

𝐴
𝐷(𝑠)

. (1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏
)

1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏
+

𝐴
𝐷(𝑠)

 (166) 

In other words, it is equivalent to: 

𝑉𝑜(𝑠)

𝑉𝑖(𝑠)
=

1

1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏
+

𝐴
𝐷(𝑠)

−
(1 +

𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠
𝐶𝑓𝑏

)

𝐷(𝑠)
𝐴 . (1 +

𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠
𝐶𝑓𝑏

) + 1
 (167) 

For frequencies way below the amplifier bandwidth, 𝜔𝑜, the 𝐷(𝑠) term is mainly real and near 

a unitary value. By taking into consideration that 𝐴 ≫ 1 +
𝐶𝑃𝐷+𝐶𝑏𝑢𝑠

𝐶𝑓𝑏
, one can conclude that: 

1

1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏
+

𝐴
𝐷(𝑠)

≅ 0 (168) 

Hence, the passive pixel transfer function becomes: 

𝑉𝑜(𝑠)

𝑉𝑖(𝑠)
≅ −

(1 +
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏
)

𝐷(𝑠)
𝐴 . (1 +

𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠
𝐶𝑓𝑏

) + 1
 (169) 

In addition, for frequencies way above the amplifier’s bandwidth, 𝜔𝑜, (given that it will be in 

this frequency range that the amplifier loop will play its role), the term 
𝐷(𝑠)

𝐴
 can be approximated 

to the following: 

𝐷(𝑠)

𝐴
=
1 +

𝑠
𝜔𝑜
𝐴

≅
𝑠

𝐴𝜔𝑜
 (170) 
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That being said, the system transfer function in the S domain is: 

𝑉𝑜(𝑠)

𝑉𝑖(𝑠)
≅ −(1 +

𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏
)

1

𝑠
𝐴𝜔𝑜 . (1 +

𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠
𝐶𝑓𝑏

) + 1
 (171) 

In the case 𝐶𝑓𝑏 ≪ 𝐶𝑏𝑢𝑠, the Eq.171 can be further simplified to: 

𝑉𝑜(𝑠)

𝑉𝑖(𝑠)
≅ −

𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐶𝑓𝑏

1

1 +
𝑠(𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠)
𝐴𝜔𝑜. 𝐶𝑓𝑏

 (172) 

Re-calling the transfer function of a one-pole RC filter: 

𝑉𝑜(𝑠)

𝑉𝑖(𝑠)
=

1

1 + 𝑠𝑅𝐶
 (173) 

Where RC is the time-constant of the one-pole filter system. In the same way, the time-constant 

of the passive pixel readout system is: 

𝜏 ≅
𝐶𝑃𝐷 + 𝐶𝑏𝑢𝑠

𝐴𝜔𝑜. 𝐶𝑓𝑏
 (174) 

The settling time is roughly defined as six times the time-constant, 𝜏. Accounting for the total 

bus capacitance of 1pF, and considering a diode capacitance of 30fF as well as a feedback 

capacitance of 10fF, the system time-constant equals 1.64us. To settle the CTIA output node, a 

6.28 factor must be accounted for, hence obtaining a 10.3us settling time, which is enormous for 

a modern pixel access time. 

The access time can be smaller by reducing the dominant bus capacitance, which implies 

decreasing the number of vertical pixels tied to a column bus, or by increasing the gain-

bandwidth product, leading to an increase of the stage current consumption. Lastly, the settling 

time becomes shorter by reducing the stage conversion gain through a bigger 𝐶𝑓𝑏 capacitance. 

Since the 𝐶𝑓𝑏 capacitance is usually not dominant, then there will be a small effect on the 

resulting access time. 
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A.1.2: Active 3T 

The above has been demonstrated by how slow the passive pixels are and why. Now is the time 

to focus for instance, on the widely used active pixels, which are part of a 3T, a 4T or a 5T pixel, 

and how fast these are, based on their in-pixel SF driver/amplifier. Let one consider the simplest 

active pixel (hence the 3T pixel), for deriving the readout speed equations. Figure A - 5 displays 

a simplified readout circuit diagram of a CMOS imager containing active 3T pixels. 

...

ADC
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S4

S3

S2

Pixels Row 0

Pixels Row N-1

S2

S1

RST 0

SEL 0

SEL 1

SEL N-1

ADC Row 0 ADC Row N-1 ADC Row 1

Cbus

-e

RST

SEL

VDDPIX

-e

RST

SEL

VDDPIX

Col_Bias

RST 1

ADC Row 2

S3

S4

...

 

Figure A - 5 - Example of the 3T active pixel readout circuit and the timing operation. 
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A specific pixel is accessed when the same index Select transistor is turned ON, through the SEL 

control signal. At that moment, the exposure/integrated signal is sampled onto the column 

capacitor (for future processing), by applying the S1 signal. After the light-induced sampling, 

the PD node is reset by turning ON the pixel Reset switch, by means of the RST control signal. 

This enables the reset value to be available on the pixel column bus, which is sampled onto 

another capacitor, by applying the S2 signal. From the two samples, the pixel photo-signal is 

then constructed. This DS technique allows for the readout with significantly less effect of the 

devices’ mismatch. 

The transition from the light-induced signal to the reset level, on the photo-diode node, is usually 

very fast in active 3T pixels. The Reset switch size is defined in a way to be able to reset the PD 

in a specified time, hence avoiding creating any speed limitation right in a PD node. For 

simplicity, let one consider that the signal changes instantaneously on the PD node when the 

RST control signal is applied. On the pixel column bus, it must be considered that there are the 

same 512 select switches (from the other vertical pixels) and the associated parasitic effect, 

totalizing roughly a 1pF bus capacitance, plus the sampling the capacitance. In total, it is 

reasonable to say that there will be a 1.5pF total capacitance tied to the bus, by the time the signal 

is sampled onto the column capacitor. Figure A - 6 shows the small-signal circuit model 

(neglecting the select switch and sample-and-hold switch resistances) when a specific pixel is 

accessed. 

gm_SF.vgs

1/gm_SF

ro_SF

S

D

G

0 Amp; 
Inf. Ohms

ro_Bias Cbus+CSH

Vo

Vi

 

Figure A - 6 - SF-based APS readout. Equivalent small-signal circuit analysis. 
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The small-signal in-pixel amplifier SF gain is then given by: 

𝑉𝑜(𝑠)

𝑉𝑖(𝑠)
=

1

1 +
1/𝑔𝑚_𝑆𝐹

𝑟𝑜_𝑆𝐹||𝑟𝑜_𝐵𝑖𝑎𝑠

×
1

1 + 𝑠𝑅𝑜𝐶𝑜
 (175) 

Where the SF amplifier output resistance is approximated to: 

𝑅𝑜 =
1

𝑔𝑚_𝑆𝐹
||𝑟𝑜_𝑆𝐹||𝑟𝑜_𝐵𝑖𝑎𝑠 ≅

1

𝑔𝑚_𝑆𝐹
 (176) 

As well as the total load capacitance being: 

𝐶𝑜 = 𝐶𝑏𝑢𝑠 + 𝐶𝑆𝐻 = 1.5𝑝𝐹 (177) 

For an 180nm foundry technology process node, values for µ𝑛𝐶𝑜𝑥  equal to 180𝜇𝐴/𝑉2  are 

common referring NMOS devices, as well as 
𝑊

𝐿
= 2 for the pixel SF device size and 2𝜇𝐴 of bias 

current. Therefore, the SF trans-conductance can be inferred and calculated as follows: 

𝑔𝑚_𝑆𝐹 = √2µ𝑛𝐶𝑜𝑥
𝑊

𝐿
𝐼𝑑 ≅ 38𝑢𝑆 (177) 

The SF output resistance turns then roughly 26.35kOhms, while the time-constant of the 

equivalent one-pole low-pass filter system is 39.5ns, approximately. This leads to a 197ns 

settling time. Note that this is under the assumption that the readout system is not slew-rate 

limited, in other words, it is only for small-signal input variations. 

Considering the slewing effect over the pixel bus (for a realistic 1V pixel bus swing), then, with 

a 2𝑢𝐴 biasing current, the time the SF needs to charge a 1.5pF capacitance over a 1V swing 

results in 750ns. Adding the approximated 200ns from the SF settling time, one can say that the 

3T pixel single access time takes less than a microsecond. Since one needs to read both the 

integrated signal and the pixel reset/supply level, then the total time required to read the signals 

is less than 1.9us. This is a much lesser access time when compared with the passive pixel. 

For smaller foundry process nodes than the 180nm minimum geometries, higher µ𝑛𝐶𝑜𝑥 values 

are reachable, meaning that faster access times can be achieved. In addition, doubling the biasing 

current and/or doubling the SF 
𝑊

𝐿
 ratio, results in a shorter pixel access time while not 

significantly degrading a sensor current consumption. This is the main reason why active pixels 

are preferred over their passive counterparts, although the latter exhibit higher FF. 
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A.1.3: 1T and 3T Pixel Layout Structures 

It should be clear at this point why modern CIS devices employ active pixels rather than passive 

pixels, given the typical high frame-rate level specifications for modern imagers. The upcoming 

content dedicates to addressing and explaining each existing active pixel variant and in which 

situations they are employed, as well as showing and explaining their physical implementations. 

The first pixel layout to address is the 1T passive pixel, as this type was the first one to be 

developed in the early days of CMOS imaging. Its structure is simple and the pixel is made of 

an N-Well/P-Substrate junction diode, which when exposed to light it transforms the incoming 

photons to free moving/diffusing electrons, through the photoelectric effect. The silicon cross-

section of the 1T passive pixel is depicted in Figure A - 7. 

STI
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N+ N+

STI
P+

STI

poly

P doped - sub

N doped - Well

SEL

VSS Guard 
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Figure A - 7 - 1T passive pixel layout cross-section. 

 

The photo-diode P-N junction is kept reversed-biased all the time in order to use such a structure 

as a current source photo device, widely known from photo-cells/photo-diodes IV characteristic 

curves, depicted in Figure A - 8. 
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Figure A - 8 - Photo-Diodes I-V characteristic curves. Redraw from J. Ohta [24]. 

 

Referring back to Figure A - 7, in order to keep the PD in reversed bias mode before every pixel 

integration/exposure cycle, the PD is reset to a known reference voltage based on the timing 

operation depicted in Figure A - 2. This reference voltage is meant to be high enough so that the 

PD node is still in reversed bias by the end of the integration time (hence by the start of the pixel 

readout) so that the collected charges are linearly dependent on the incident light condition. This 

type of pixel is relatively easy to develop due to its simplicity, and no complications are foreseen 

for its physical implementation. 

Similarly, to the 1T passive pixel type, the same procedure is adopted for the 3T active pixel, 

given that the PD is made of an N-Well/P-Substrate reversed bias junction diode. The main 

difference between the two lies in the number of transistors drawn inside the pixel area, as shown 

in Figure A - 9 in comparison to Figure A - 7, according to the pixel schematics of Figure A - 5 

and Figure A - 2, respectively. 
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Figure A - 9 - 3T active pixel layout cross-section. 

 

Utilizing as a reference the pixel timing operation shown in Figure A - 5 and considering that 

the pixels are part of the RS Area Scan Sensor (ASS), the 3T active pixel PD node signal varies 

in accordance with Figure A - 10’s temporal diagram. 
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Figure A - 10 – The 3T pixel PD node signal for three different light intensities. 

 

Before every new exposure time cycle, the PD node signal is readout. As such, the previous 

integrated light-induced signal and the actual reset/supply level are sampled for further 

processing. Along a new exposure time, the photo-generated charges are collected and integrated 

over the sensitive node, thus originating a light-induced voltage signal. By the time a new pixel 

access occurs, a voltage difference (referred to the pixel reset/supply level) will be exhibited, in 
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which the amount is linearly dependent on the light intensity, assuming a constant illumination 

power over the frame time. This voltage difference signal is commonly called the photo-signal. 

In addition, the sampled signals are a copy of the PD node signals subtracted by the pixel SF 

gate-to-source voltage and re-scaled by the SF stage gain. Due to their simplicity, the 3T pixels 

are also employed in Line Scan Sensors (LSS). 

However, the impinging light power cannot be so strong that for a given exposure time the PD 

node signal reaches the ground level. There are two main reasons to avoid this: one is to avoid 

destroying the reset switch due to the gate overstress or due to reaching the device’s voltage 

breakdown if the gate goes below ground; the other reason is to avoid the blooming effect to 

adjacent pixels. Moreover, if the PD node becomes too low, then, the pixel SF becomes 

improperly biased, given that the column bias device will enter into a linear region of operation. 

This in turn refers to an important feature, the pixel voltage swing, which defines the maximum 

allowed signal the PD node can handle, originating sufficient pixel linearity. 

A.1.4: Active 4T 

Another pixel to focus on is the 4T pinned-pixel type. Such is made with a pinned-PD and has 

an extra transistor placed in between the PD node and the FD node (the SF gate).  In modern CIS 

devices, these pixels are the most used and are the number one in class for low noise applications 

due to their pinned-PD construction, as well as capable of achieving high CG levels, allowing 

for a binning configuration and exhibiting low dark currents. The 4T pinned-pixel is known to 

be more difficult to construct as it requires tweaking the process design and mask layers in order 

to make the extra transistor – hence the TX gate – work properly, which sometimes is difficult 

to obtain, without negative control voltages. 

Figure A - 11 depicts the classical readout scheme for 4T pinned-pixels, with the timing 

operation under the RS triggering mode. Another term introduced for this type of pixel, is the 

“pinned” term, which relates to the PD “pinning” voltage. It is a physical property of the pinned-

diode regarding the presence of the extra gate. The TX gate is an NMOS transistor working as 

if the bulk terminal is biased at the “pinning” voltage, although this specific transistor shares the 

same P-substrate as other nearby regular devices. 

In order to turn ON the TX gate, the control signal level should be referred relative to the 

“pinning” voltage. The “pinning” potential is a technology process defined value and may vary 

substantially. Moreover, the transfer-gate does not work exactly as an Enhancement MOSFET 

transistor, but rather as a NMOS device that is able to transfers all charges from one terminal to 

the other. Depending on its physical construction, sometimes it behaves as a Depletion MOS 
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transistor, signifying that to complete turn OFF the device, the gate voltage might need to 

become negative with respect to the ground. The charge-transfer ability makes it hard to 

manufacture. At the same time, this particularity makes the pinned-pixel type suitable for low 

noise applications. Since the reset/supply level can be sampled before the light-induced signal, 

as such originating well-correlated samples, whose subtraction becomes free from the reset 

switch operation noise injection. Once free from the reset noise, the low noise feature can be 

traced. This is one of the main reasons why pinned-pixels seems mandatory to employ and will 

be taken into account through the course of this project. 
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Figure A - 11 - 4T pinned-pixel classical readout example and timing operation. 

 

Further explaining the “Pinning” voltage, it can be defined as the lowest voltage that the PD 

node can reach in order for the TX gate to be able to fully transfer all the collected charges from 

one terminal to the other. Unfortunately, this issue is a drawback that limits the FD swing and 
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limits the sensor dynamic range. The physical construction of a pinned-PD is depicted in Figure 

A - 12, through the cross-section layout of the 4T pinned-pixel. 
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Figure A - 12 - 4T pinned active pixel layout cross-section. 

 

The PD N-type layer is somewhat buried and is drawn underneath the P+ pinning layer. Because 

of this, it will exhibit less dark current when compared to the reversed biased P-sub/N-Well 

photo-diodes, given that most of the dark current is generated at the silicon surface. This makes 

the pinned-PD suitable for applications where long exposure times are required, avoiding the 

total collected dark current charges to interfere with the low-light sensor performance. 

Moreover, the FD node is kept floating during the pixel readout operation. The node capacitance 

is usually very small and it is in the order of the fento-Farad capacitance, given that the 

composition is made of parasitic capacitances from the devices’ junctions and from the layout 

routing parasitic. As such, the capacitance value is crucial to hold the pixel signals but is also 

important to define the pixel sensitivity, thus the pixel CG expressed in 
𝑢𝑉

𝑒−
. The voltage built on 

the FD capacitance node depends on the capacitance itself as well as on the amount of the 

collected charges (generated, diffused, and captured during the exposure time). The smaller the 

capacitance, the bigger the voltage created over it. 

Based on the timing operation shown in Figure A - 11, and considering, for example, the pixels 

are part of an RS ASS, the 4T pinned-pixel FD node signal varies in the form shown in Figure 

A - 13. In addition, to complement the information of the voltage-domain FD signal, Figure A - 

14 depicts the simplified hydraulic model of the charge-domain transfer process. 
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Figure A - 13 - The 4T pinned-pixel FD node signal for three different light intensities. 
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Figure A - 14 – The equivalent hydraulic model of a pinned-PD. 

 

In extreme low noise applications, for instance allowing the photon-counting detection, 

extremely high CG values and low noise pixels are necessary to be employed. From the readout 

circuits’ perspective (including the pixel SF, the column circuits, and the column ADCs), the 

equivalent input-referred noise becomes less significant if the pixel exhibits a high CG. This is 

the reason why one needs to work preferably with high CG pixels, in order to reach sub-electron 

noise performance, however not so high that it limits the FW. 
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A.1.5: Binning 

Pixel sharing is a scheme adopted among modern CIS device manufacturers to make smaller 

pixels targeting high-spatial resolution applications, but also reaching higher FF or increasing 

the equivalent sensitivity, thus originating new variants of the 4T pinned-pixels [24]. With this 

method, 2.5T and 1.75T pixels are possible to implement. These types of pixels rely on the 

concept of sharing the common FD node among several neighbor pixels where the Reset (RST) 

switch, the SF device, and the Select switch are “shared”. This means that in the same pixel 

matrix region it is possible to accommodate a higher number of photosensitive elements, thus 

enabling high spatial resolution sensors. Furthermore, assuming a fixed pixel size, sharing the 

FD node allows one to obtain a bigger PD surface area exposed to the light, thus enhancing the 

FF. The cost of sharing the FD node is that it requires controlling the pixels in a more complex 

form when compared with non-shared pixels. 

Sharing the sensitive node is possible in both horizontal or vertical directions, although the 

classical vertical shutter direction usually implies that one adopts vertical sharing. Figure A - 15 

illustrates the subjacent idea of the FD node sharing scheme among adjacent pixels, to reduce 

the effective number of transistors per pixel area, hence increasing the pixel FF or increasing the 

sensor resolution. 
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Figure A - 15 - The 2.5T pixels. The vertical 2-shared 4T pinned-pixel design. 

 

In opposition to pure 4T pinned-pixels, the FD node sharing mechanism is not possible with 3T 

pixels, which makes the latter ones even less usable compared with their 4T counterparts, not 

only due to the absence of the KTC noise, but also for the high-spatial resolution applications. 

Nevertheless, the 3T pixels are still useful in many situations where the electrical and/or the 

optical sensor specifications are more relaxed. Sharing the FD node can be handled individually, 

but also jointly in both horizontal and vertical directions, as displayed in Figure A - 16. In 
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general, this highlights another common CIS feature, called Binning. As such, binning is in its 

essence the process of adding light-induced charges (from neighboring pixels), to generate more 

photo-signal under the same illumination power condition, or to get the same photo-signal with 

less illumination. Therefore, a more light-sensitive device can result in the cost of losing spatial 

resolution. 
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Figure A - 16 - The 1.75T pixel. (a) – The vertical 4-shared 4T pinned-pixel; (b) – The 2-

vertical + 2-horizontal 4-shared 4T pinned-pixel. 

 

However, binning not only may occur at the pixel level (within the pixels), but also at the column 

level, both in the analogue domain or in the digital domain. The column-based binning can then 

be extended and applicable to sensors employing 3T or 5T pixels. From a market demand 

perspective, adding more and more on-chip features such as binning, skimming (where only part 

of the collected charges are transferred to FD node, through the control of the TX gate voltage), 

self-operation, on-chip corrections, and other ones that enrich the sensors’ functionalities are 

becoming standard so that the customers have full flexibility of their imaging systems. Although 

this is not determinant for this research work, it is important to highlight it in order for the reader 

to understand the possible impact of those features on the product market success. 
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A.1.6: Active 5T 

Another pixel type to address is the 5T GS pixel. Global shutter sensors are known for their 

ability to store the relevant signals inside the pixels in such a way that the signals can be readout 

later in time, while the next frame integration is taking place. Figure A - 17 depicts the classical 

form of a 5T GS pixel design and its timing operation for both integration and readout modes. 
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Figure A - 17 - Global Shutter 5T pixel with classical readout example and timing 

operation. 
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The image content signal is stored in the FD node (sometimes called the Storage Node - for GS 

pixels), while the PD is being integrated/exposed for the next frame. The feature enables the 

pixel array to capture an image shot, which is very useful for discerning fast moving objects, 

hence avoiding blur in the resulting image and/or avoiding image distortion, which is typical 

from RS devices. Figure A - 18 depicts the FD signaling on the 5T pixel operation while in 

readout. 
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Figure A - 18 – The 5T pinned-pixel FD node signal for three different light intensities. 

 

Similar to the 3T pixels, this type of pixel suffers from KTC reset noise contamination, given 

that one cannot obtain correlated samples i.e., first the light-induced signal is read, and only then 

the uncorrelated reset level is readout. This is the reason why the pixel exhibits reset noise. 

Although the existence of the TX gate in the 5T GS pixels does not help to get rid of the reset 

noise (as occurs for 4T RS pinned-pixels), it still allows a much more sensitive pixel than their 

3T PD counterparts. The TX2 gate of the 5T pixel, not only is responsible for resetting the PD 

node, but also may serve as an anti-blooming gate. The anti-blooming prevent measure occur 

when the TX2 gate is supplied with an appropriate voltage so that the excess of charges cannot 

overflow, as usually happens for the TX gate in 4T pinned-pixels under anti-blooming, which 

prevents the PD node from reaching the ground, thus avoiding the excess charges to flow to the 

neighboring pixels [83], as illustrated in Figure A - 19. 
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Figure A - 19 - Anti-blooming measure with slightly positive TX gate voltage on 4T 

pinned-pixels. Redraw and adapted from V. Lalucaa et al. [83]. 

 

In addition, 5T GS pixels suffer from Shutter Efficiency (SE), which is an issue related only to 

GS sensors. It reveals how much the signal at the FD node is distorted from the varying signal 

at the PD node side, due to the incoming unrelated light from the next exposure time or how 

much signal is lost while the FD node is waiting for readout. The SE depends on many aspects 

and it will be explained in more detail. 

An impinging photon crossing the PD active silicon area will generate a corresponding free 

moving electron. The average vertical location where a specific photo-generated charge is 

released depends on the light/photon wavelength. The red light wavelength is known to cross 

the silicon deeper than the blue light. Figure A - 20 depicts the layout of cross-sectional layers’ 

structure and the depth of a 5T GS pixel implementation. The photo-generated charges 

underneath the PD Well will diffuse on the silicon substrate until they are caught and trapped, 

collected, or reach the pinned photo-diode. These charges will create the light-induced signal, 

which when referred to the pixel reset/supply, it creates a corresponding photo-signal. Other 

photo-generated charges (from flatter incident angles) may be caught by other regions rather 

than the PD Well, while diffusing towards an unrelated n+ implant junction. For instance, these 

can diffuse towards the VDDPIX terminal concerning the TX2 gate, or diffuse to the RST 

drain/source junctions. Alternatively, the photo-generated charges can even diffuse to the n+ FD 

node, modifying the expected stored signal, hence reducing the SE. 

Based on the above explanation, the blue light photo-generated charges are collected more 

efficiently by the pinned photo-diodes than the red light wavelength, since the former case 

generates free moving charges closer to the silicon surface and very likely inside the photo-
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diode. Additionally, the red light and the near infrared light sensitive pinned-pixels require a 

deeper Epitaxial P-layer for their construction, in order those are able to collect better these 

deeper photo-generated charges. As such, this detail explains the wavelength dependency on the 

shutter efficiency. 
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Figure A - 20 – The cross-section layers structure of a 5T GS pixel. 

 

The reader may note the presence of a metal light-shield in Figure A - 20. Such a shield is 

crucial/mandatory in every GS pinned-pixel for covering the in-pixel electronics. This protection 

measure is needed to avoid the transistors’ junctions from working as small parasitic PDs, hence 

collecting charges that are supposed to be collected by the real PD. It is easy to understand why 

the light-shield measure helps improve the SE, apart from covering the transistors’ junctions and 

covering the high sensitive FD (or the Storage) node. 

Another source of SE limitation is the TX gate leakage current. The leakage current of a MOS 

transistor depends on the device length. The bigger the device length is, the less leakage current 

will be generated. For this reason, the in-pixel electronics usually are not designed with 

minimum size/length devices. This is valid not only for the transfer gate device but also for other 

devices, due to the leakage related concerns that influence the electrical/optical pixel 

performance. 

Another issue associated with 5T GS sensors, however not limited to them, is the image lag. 

Although too much effort addressing this subject is not spent, the lag reveals how many charges 

(or signal) from the previous frame are left on the FD (or the Storage) node, for the current frame 
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signal readout. The image lag relates to how good a reset operation is performed over the FD (or 

the Storage) node, and for that reason, a hard reset operation is always preferable. The image lag 

caused on 3T RS and 5T GS sensors is originated by the incomplete PD reset, while in 4T RS 

pixels it is caused by incomplete charge transfer. The image lag issue may be wrongly 

misinterpreted somewhat as the shutter efficiency, however, one should note that it is an entirely 

different concept. 

A.1.7: Active 6T 

A solution to implement a true CDS operation on a GS pixels is shown in Figure A - 21 along 

with the corresponding timing operation, corresponding to a 6T pinned-pixel. In addition, the 

corresponding in-pixel node signals’ time evolution is depicted in Figure A - 22, while in readout 

mode. 
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Figure A - 21 – 6T GS pixel with classical readout example and timing operation. 
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The 6T pixel light integration is performed similarly to the 5T GS’s pixels, however, the signals’ 

readout occurs as for a 4T pinned-pixels, allowing for a true CDS operation. This means that 

with two in-pixel transfer gates, one can achieve a correlated double sampling GS pixel 

implementation. 
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Figure A - 22 - Timing diagram for the CDS 6T GS pinned-pixel operation for three 

different light intensities. 

 

To finalize the subject of the classical pixel types, there are the non-CDS 4T GS pixels, as well 

as the 7T and the 8T pixels, although they will not be further addressed here. However, it is 

worth to mentioning their existence. Concisely, the most basic and known pixels were addressed 

and explained. It is now time to go through the several CIS variants and their applications, 

namely the LSS and the ASS devices, both in rolling and for global shutter modes. 
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A.2: CMOS Image Sensor Types 

 

The most common CIS type commercialized is the ASS image sensor, as it is present everywhere 

as image acquisition devices ranging from consumer gadgets, photography cameras, and cell 

phones. However, the ASS are not the only imager available, especially for specific applications. 

The LSS are another type of imager and are an important piece of hardware for some applications 

where the ASS are not as adequate, for example in scanning applications. Another type of CIS 

device has recently emerged, targeting depth measurement imaging, and has been 

commercialized based on the CMOS technology, employing a regular active pixel design, 

however with a substantial difference in the pixel control method, when compared with the ASS 

and LSS counterparts. 

A.2.1: Area Scan Sensors 

The ASS is an imaging device that captures images from a scene by means of a two-dimensional 

pixel array. Images are constructed over the pixel matrix, when light from a scene passes through 

an optical system, focusing each point from the field of view (thus from the scene) over each 

pixel on the matrix. The optical system in conjunction with the image sensor and the surrounding 

electronics composes the so-called Camera module. An example of an ASS is displayed in Figure 

A - 23. 

 

Figure A - 23 – The CMV4000 ASS. Courtesy of ams OSRAM, Belgium. 

 

http://www.cmosis.com/assets/images/products/cmv4000.jpg
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From Figure A - 23, one can observe that a CIS device, unlike regular chips (which are enclosed 

in a covered package, usually in a black suitcase and with a structure material able to dissipate 

heat), is completely exposed to the external environment. Additionally, the bond wires are also 

accessible from the external world making the system very likely to be damaged, if not properly 

protected. In order to prevent damage, it is usual to protect the sensor and the bond wires with a 

mechanical protection made of glass, such that the sensor can be handled ordinarily, as long as 

the chip is mechanically treated decently. In addition, the CIS devices are designed and meant 

to be ESD protected, so that it becomes very unlikely to damage the sensor just by handling it 

with one’s hands. 

Different types of packaging are available for image sensors, depending on their power 

consumption/dissipation, the number of pins, the package material, etc. Ceramic packages are 

usually the most expensive, however, they are the types that better dissipate the device heat. In 

this sense, packaging is also something to consider in order for them being competitive in the 

market, for two main reasons: the heat dissipation and consequently the sensor performances. 

The latter interferes with the sensor dark current if the sensor temperature is not under control. 

For this reason, cheaper packaging such as Chip-On-Board (COB) packaging can also be 

employed (but as long as it still dissipates a decent amount of heat), for instance, with proper 

INVAR metal holding. This is of special importance in order to remain competitive, given that 

any chip package consumes a significant percentage of the sensor final cost. 

The ASS does scan the field of view by taking area shots of the scene. The scene itself can stay 

still or it can stay in motion relative to the camera field of view. The assumption of a stay still 

object from the scene is only an approximation, given that most of the ASS sensors are RS 

devices. Camera modules employing ASS devices can take decent images from fast moving 

objects, as long as the object movement (focused over the pixel array) is less than one pixel per 

exposure time. If this is not guaranteed, not only will image blur occur (under long 

integration/exposure times), but also image distortion (assuming RS sensors). One way to 

mitigate image blurring with rolling shutter ASS devices is to reduce as maximum the exposure 

time and illuminate the scene with strong/intense light power, such that the scene object seems 

to stand still during the snapshot. The way an ASS system captures the scene information is 

briefly depicted in Figure A - 24. 
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Figure A - 24 - Image caption principle on ASS devices. Example of an arrow field of 

view object. 

 

The reader should note that a CIS device is mounted on a camera system, in such a way that the 

shutter orientation is usually orthogonal with the object’s moving direction (from the user 

perspective). 

The classical high-level concept architecture of a modern CIS device is depicted in Figure A - 

25. One should note that other design architectures other than the column parallel readout 

structures are possible to adopt. Depending on the target application, the readout architecture 

may vary. For instance, if the target application requires a low frame-rate, a low power, and 

small electronics periphery, then the readout structure shown in Figure A - 26 may be more 

adequate. In the case of high-end applications such as for the industrial field, the main demand 

is for high frame-rate sensors, therefore the majority of the sensors in the market employ 

advanced parallel readout architectures while trying to feature low power specifications. 

In general, an ASS device is composed of a bi-dimensional pixel matrix, vertical row decoders, 

column-wise readout signal processing electronics, per-column ADCs, and all the necessary 

peripheral electronics. The ASS readout system is operated such that after each image 

conversion, the converted data go through a column multiplexor responsible to output the digital 

data to a computer (or a host system), which then grabs the digitized images and displays them 

onto a screen. 
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Figure A - 25 - Classical column parallel readout CIS architecture. 
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Figure A - 26 - Low area, low power, low speed, system level readout CIS. 
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Arranging differently the layout of the high-level architecture shown in Figure A - 25, one can 

obtain a different CIS architecture, as shown in Figure A - 27. The advantage of the latter’s 

topology is that it obtains a better layout of the column circuits, which in turn saves some die 

area in the ROIC region, given that the layout can be drawn over the pitch of two horizontal 

pixels. Such a rearrangement brings no benefit concerning the overall current consumption and 

no gain in terms of frame-rate, by judging the equivalent amount of necessary readout columns. 

The benefits lie mainly in the less stringent column layout requirements. 

Nevertheless, the Figure A - 27’s architecture frame-rate can be substantially incremented at the 

expense of a larger silicon die area and at the cost of a higher current consumption, hence 

dissipating more power. Such a speed improvement can be achieved by maintaining the 

equivalent column pitch of Figure A - 25 ROIC readout structure, while designing as Figure A - 

27 indicates, hence doubling the readout columns. Each top and bottom column readout set, has 

to handle half the amount of pixels tied on a specific pixel column bus. In this sense, the bottom 

set of ROIC columns reads the even rows (or the bottom half part of the matrix) and the top 

ROIC readout columns read the odd rows of pixels (of the top half part of the matrix). The 

consequence of this is to require two pixel buses drawn over for each column of pixels in the 

matrix. 
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Figure A - 27 - Simplified high-level view of a dual sided top-bottom readout column 

parallel CIS architecture. 

 

In the case the ROIC columns pitch is considerably smaller than the pixel pitch, other high-level 

readout architecture variants are possible to implement when combined with the top-bottom 

readout structure [14]. In this way, one can split the sensor in two parts, the top and the bottom, 

and read each one as completely independent sensors, hence doubling the frame-rate or reaching 

more speed due to the halving of the column bus capacitance, when compared with a single pixel 
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column bus. The concept can be extended to the corners of the CIS device, thus allowing 

doubling the frame-rate once more. Each corner can be seen as an independent image sensor 

stitched to another “corner sensor”, in which the corner sensors have their own row addressing 

logic, ADCs, control signals, etc. 

Lastly, care must be taken with the exacerbated increase of the frame-rate due to the high pixel 

readout bandwidth requirements, as it may affect the resulting readout noise performance. The 

faster the signals are readout, the higher the readout noise is, given the large noise integration 

bandwidth. To obtain high frame-rate sensors with relatively low bandwidth circuits, a high level 

of readout parallelism needs to be accounted for, for instance, by adopting the vertical design 

with the 3D-stacked sensing approach. As a last resource, one needs to design CIS devices with 

a reduced amount of pixels per readout circuit. 

A.2.2: Rolling and Global Shutter 

The classical readout architectures employed in modern CMOS ASS devices have been indicated 

so far. However, one needs to focus on their operation modes (the rolling shutter or global shutter 

modes), depending on the pixel type in use. Figure A - 28 depicts the operating principle of a 

rolling and a global shutter CIS device. For the RS device operation, the pixels (from a specific 

row) are kept in integration for a portion of the frame period after being readout. This promotes 

fast moving objects to end distorted and skewed due to the RS triggering direction, as seen in 

Figure A - 29. Additionally, another source of distortion in RS ASS occurs when fast and short 

flashes of illumination are triggered during a portion of the frame period, in the case the sensor 

exposure time lasts less than a frame period, as similarly illustrated in Figure A - 28. In this case 

scenario, only a portion of the pixel matrix is able to capture the illuminated scene. 
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Figure A - 28 - The RS and the GS variants CIS operation. (a) - Rolling shutter; (b) - 

Global shutter. 
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Figure A - 28 also presents a global shutter device high-level operation, in which all the pixels 

start exposed at the same time and integrated during the same amount of time. The light-induced 

signals are saved within the pixel storage node so that these can be readout later. Meanwhile, the 

pixels can initiate a new integration process while the stored light-induced signals are waiting 

for readout. One can note that the adequate speed performance is reached when the exposure 

time is reduced in order to match the readout time of the entire matrix, given that the feature 

bottleneck (usually) lies in the exposure time for low-light applications. In the case scenario of 

a short exposure time, then the speed limitation points to the sensor readout time, especially for 

cases where high-resolution converters are required. 

Shutter/Scan 
Direction

Time

... ... ... ...

Resulting/
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Readout 
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Figure A - 29 - Image distortion example in RS ASS for fast moving objects. 

 

A.2.3: Line Scan Sensors 

The LSS are imaging devices, which typically employ one row of pixels, although recent 

developments of these devices (concerning their new and most recent applications), made the 

LSS to allow and accommodate several pixel lines. Figure A - 30 depicts the classical floor plan 

of a basic LSS device with a column parallel ROIC readout architecture. These sensors are 

simpler and more cost effective than ASS devices, because they do not need any row addressing 

logic, as well as LSS can use and take 3T pixels measurements under true CDS operation (rather 

than using a more complex 4T pinned-pixels). Moreover, the most dominant part of the layout 

area in LSS devices is the columns ROIC electronics, which in opposition to the ASS devices, 

the dominant part of the silicon area is reserved for the pixel matrix. For this reason, the LSS 

devices require small and layout efficient column readout circuits in order to remain competitive 
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and cost effective per unity silicon area compared with ASS sensors, for a given spatial 

resolution. In general, the use of one in detriment to the other relates mainly to the target 

application. 
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Figure A - 30 - Simplified high-level architecture of a column parallel LSS device. 

 

The LSS sensors acquire their images based on the assumption that the object (from the scene) 

is moving ideally at a constant speed, or that the camera is moving instead over a steady object, 

thus performing a scan operation. Figure A - 31 exemplifies in a simple form how the image 

information acquisition occurs in an LSS device. The line of points in the object is in perfect 

focus over the line of pixels, through the optical system. Most applications are such that the 

objects are moving at a constant speed, and the sensor works so that the exposure time matches 

with the time a point from the object travels along the pixel size, hence the shutter operation 

speed matches with the speed of the object. In this case, one can expect that the image appears 

steady on the screen of the host device. 
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Figure A - 31 - Image caption principle on LSS devices. Example of an arrow field of 

view object. 

 

In its basic form, as there is only one row of pixels, the LSS devices are really fast imagers and 

are meant for high-speed applications, targeting fast moving objects. The limitation of the linear 

scanning devices lies in the pixels’ sensitiveness, given that the pixels are usually drawn small, 

thus having a small photosensitive area, accounting for the large resolution required. 

Furthermore, the short exposure time (dictated by the high-speed operation) also limits the 

amount of photo-generated charges available to convert into photo-signals. For two reasons 

previously mentioned, the LSS applications require strong light sources. As an example, modern 

LSS devices features a standard 12-bit resolution data, a standard 4K pixel line, and ten 

microseconds integration time, performing 100K lines per second. However, to resolve such a 

fast moving scene is only possible with objects strongly illuminated. 

In a similar way to fast ASS, the LSS devices accommodate the top-bottom readout structure, 

routed to both sides of the holding PCB headboard, as depicted in Figure A - 32. 



Appendices 

Luis Miguel Carvalho Freitas - September 2022    247 

 

Figure A - 32 - Dragster 16K LSS, dual (top-bottom) readout with 3.5um pixel pitch. 

Courtesy of ams OSRAM, Portugal. 

 

The high-speed feature of an LSS device is only possible if the exposure, the conversion, and 

the readout are all made in parallel (operated in an interleaved mode), sometimes also called the 

pipeline mode. While the pixel line exposure occurs, the conversion of the previously exposed 

line is happening. At the end of a conversion operation, the digital converted data are multiplexed 

and sent out. Matching the exposure, conversion, and multiplexer operation stages in time allows 

the LSS device to achieve its highest speed performance. 

The LSS line rate is important but so is the device dynamic range, dictated by the pixel swing 

(consequently the pixel FW) and the noise floor of the linear scanner. Improving the FW (hence 

the DR) is not such an easy task, but there are means to achieve it. In this sense, enhancing the 

sensor DR by means of the FW requires employing techniques such as the TDI operation. This 

is usually exclusive to LSS devices. 

This technique requires the LSS device to have several rows of pixels, although the sensor is a 

linear scanner. Companies commercializing in this type of products usually produce devices with 

four lines of pixels. If the aim is for monochromatic applications, then a four-time TDI becomes 

possible to implement. If the aim is for colored applications, the four pixel lines are then used in 

the RGB+W configuration, in which the referred W line is a gray-scale or monochrome line. 

These multi-line imagers are then a cost effective solution for both low noise (with TDI), and 

colored applications (based on color filters). 



Ultra-Low Noise, High-Frame Rate Readout Design for a 3D-Stacked CMOS Image Sensor 

248  Luis Miguel Carvalho Freitas - September 2022 

A.2.4: Time-of-Flight Sensors 

Another type of image sensors commercialized nowadays is the depth measurements acquisition 

sensors, whose devices create 3D-based depth images. These are known as depth image sensors 

making use of the Time-of-Flight (ToF) technique. The ToF-based sensors employ specific pixel 

designs, to allow for the measurement of distances from the generated photo-signal. As such, to 

perform the ToF measurements, precise pixel timing control and an appropriate emitter light 

source hardware, capable of ON/OFF sharp light pulses, are required. Figure A - 33 displays the 

basic principle of the operation of the ToF depth image generation. 
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Figure A - 33 - Simplified ToF pixel design concept and pixel timing control. 

 

The scene is illuminated by short and sharp light pulses, in which the objects (in the field of 

view) are reflected back towards the imaging system. The optical system collects and gathers 

the reflected light power and creates an image intensity over the sensor pixel array, in other 

words, over the focal plane array. On the one hand, the maximum measured distance is related 
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to the light pulse time duration, 𝑡0. For instance, a 20ns light pulse time duration originates a 

maximum ToF measurement distance of about three meters, given that: 

𝐷𝑚𝑎𝑥 =
𝑐. 𝑡0
2
 (178) 

 With  𝑐 ≅ 3. 108𝑚/𝑠  as the speed of light. On the other hand, the time delay, 𝑡𝑑 , can be 

calculated as follows: 

𝑡𝑑 =
2. 𝐷

𝑐
 (179) 

With 𝐷 noting the distance of the object from the ToF system. 

The accurate depth measurement requires that both pixel switches be pulsed with the very same 

time duration as the emitter light pulse, as well as the second pixel control pulse being triggered 

immediately after the end of the first, as indicated in Figure A - 33. Ideally, the process is done 

once every signal measurement, however, the reflected light has very small power. 

Consequently, the integrated signal is rather small. To overcome this and to obtain a sufficient 

integrated signal for conversion, several cycles of light measurements must be performed, such 

that the superimposed/accumulated resulting signal becomes significant, and exhibits higher 

SNR. After a few cycles, let one say N measurement cycles, integrating and accumulating the 

reflected light, the signals are readout and the distance can be retrieved by the following formula: 

𝐷 = 𝐷𝑚𝑎𝑥
𝑠2

𝑠1 + 𝑠2
 (180) 

Where 𝐷𝑚𝑎𝑥 is the maximum depth of the system for a given pulse duration, and 𝑠1, 𝑠2, are the 

accumulated signals (over N cycles), as a function of the distance, in accordance with Figure A 

- 33. 

The above considerations were made under the assumption that the environment is ideal to 

capture depth images, however, the environmental conditions are not always ideal, and there is 

always some background light that will disturb the distance measurement. To overcome this 

issue, a measurement exclusively for the background light (no light pulse triggered) is 

performed, so that the resulting integrated ToF signal can subtract the background measurement. 

Only then the distance calculation can occur. Modulated light sources are often used to supress 

the background light effect in the system measurement, but one will not continue exploring this, 

since it is not part of the main subject of this research work. Similar depth measurement imaging 

techniques and more advanced ones are addressed and described by J. Ohta [24]. 
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A.2.5: Front and Back-Side Illuminated Sensors 

The focus here relates to the FSI and the BSI subjects, as these two variants interfere with the 

sensors’ characteristics, especially depending on whether the micro-lens and TSVs are added, as 

all these directly interfere and can boost the optical performance of a CIS device, enabling a 

higher QE, hence obtaining more sensitive imagers. Figure A - 34 and Figure A - 35 display the 

standard pixel structure top view and the cross-sectional stack of layers of an FSI sensor, 

respectively. 

The existence of a single transistor depicted in Figure A - 35 does not mean that the pixel refers 

to a passive pixel, but is rather a representative of all in-pixel electronics, for whatever pixel 

type. As such, it represents in a simplistic form, the typical metal stack used to light shield the 

in-pixel electronics, avoiding parasitic photo-diode elements, while Figure A - 34 highlights the 

ring of the metal stack to reduce any form of pixel optical cross talk. Additionally, Figure A - 35 

displays the existence of modern Deep-Trench Isolation (DTI) wells, which are necessary to 

avoid the ever-inconvenient pixel electrical cross-talk. 

N+

M4 shield

 

Figure A - 34 – Example of a top view of a simplified FSI pixel structure. 

 

The in-pixel electronics is normally drawn compactly and located in one corner, such that the 

pixel FF is maximized, enabling the maximum exposed photoactive area. 
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Figure A - 35 - Cross-sectional example view of a simplified FSI pixel structure. 

 

Concisely, an FSI device is an image sensor type where the photo-diode implants are located on 

the same side as the ROIC and the peripheral electronics, as shown in Figure A - 35. In this 

configuration, the light comes from the top downwards to the pixel active area. A BSI device is 

an imager type where the photo-diodes are hit or pierced by the incoming photons from the back 

side of the silicon, opposite to the side where the ROIC electronics and the peripheral circuits 

are. 

Figure A - 36 depicts the basic differences of a BSI sensor structure from an FSI pixel structure. 

Contrary to FSI, a BSI sensor may have the metal routing everywhere over the pixel matrix and 

over the in-pixel electronics with no concerns regarding blocking the light. The designer can 

make use all of the pixel/matrix area to draw metals for whatever purpose. 
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Figure A - 36 – Cross-sectional example view of a simplified BSI pixel structure. 

 

The impinging photons go through the silicon within the free opening space allowed by the back-

sided metal shield. If the photons land or stop inside the N-Well implant, these are immediately 

trapped and collected by the PD. If not, these will eventually diffuse towards reaching the photo 

N-Well active area. 

The majority of the CIS foundries handled FSI sensors in the last decade or so, although recently 

the BSI sensors are becoming more relevant and wide-spread. For this reason, FSI sensors have 

their process development consolidated, while the BSI process is still a fabrication process 

difficult to implement, and may require some design iterations. As such, only a few foundries 

have mature BSI processes available for the CIS design houses. This last issue is somewhat 

similar to the process developments enabling functional TX gates, although nowadays it is more 
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feasible to design pinned-pixels under an FSI development, rather than using pinned-pixels in 

conjunction with the BSI process. Some foundries still require to refine and improve the 

fabrication process in order to get them being operational. Analogously, the BSI process is an 

expensive process design when compared with the FSI development, although the former is seen 

as the forerunner of the 3D-stack fabrication technology. 

Considering the increase of the pixel sensitiveness or the QE through a higher pixel FF, moving 

from an FSI to a BSI process appears to be necessary, especially for small pixel pitch design, 

where pixels FF are naturally small. As indicated by Figure A - 36, it illustrates precisely that 

the BSI pixel design allows for the full opening pixel area for the light to pass through the pixel 

hole to reach the PD. On one hand, it occurs because there are no electronics in the path, as well 

as no light shield metals or no metal stack to block some of the light (thus reflecting it back), in 

opposition to FSI pixels. On the other hand, due to the need for DTI implants (in between pixels 

on the BSI process), the electrical cross talk ends being mitigated, resulting in an equivalent 

effect (regarding the optical cross talk) of the metal stack does for FSI process. 

To further increase the effective pixel FF, micro-lenses are added on top of the pixel to guide the 

light rays into the middle of the pixel hole, so that the PD receives more light and less of it being 

reflected or diffused. Figure A - 35 and Figure A - 36 highlight the narrow convergence of the 

light rays, making the micro-lenses a light guided system. Figure A - 37 shows the photograph 

of several micro-lenses’ shapes originally exhibited by VisEra Tech, whose subject can be 

tracked at (https://4sense.medium.com/camera-cis-color-filter-and-micro-lens-array-explained-

by-visera-3e527761005a). 

 

Figure A - 37 - Photograph of several micro-lenses’ shapes over the focal plane array. 

Originally published by VisEra Tech Company (www.viseratech.com). 
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A.2.6: Through Silicon Vias 

Lastly, the TSVs are electrical connection structures similar to chip landing PADs, in the sense 

that TSVs serve as a connection to the outside world or to another piece of silicon. Such via 

structures can be employed in FSI sensors, in the case the device is supposed to be attached to a 

Ball Grid Array (BGA) package. The TSVs can also be featured in BSI sensors to connect the 

imaging device to a support piece of silicon die. Figure A - 38 and Figure A - 39 depict both the 

FSI and BSI TSVs’ physical implementation. One may note that the metal layer (supposed to 

get into contact with TSVs) might have a different thickness when compared with the regular 

thickness of the chip landing PAD. 
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Figure A - 38 – TSV illustration on a FSI sensor. 
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Figure A - 39 - TSV illustration on a BSI sensor. 
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Obtaining the electrical connection from one side of the silicon to the other requires drilling 

underneath the wafer (the chip or the holding/carrier) until the hole reaches the PAD metal layer 

M1 for an FSI or reaches the M4/MTOP metal layer for a BSI sensor. 
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APPENDIX B: READOUT DESIGN THEORY AND NOISE 

ANALYSIS 

 

B.1: Pixel Readouts Design Comparison and Noise Analysis 

 

As stated in chapter 3’s introduction, the basis of a comparison work relies on the assumption 

that the more gain the signal experiences at the early stages of the readout path, the better noise 

performance one may expect. It remains then to verify how far one can go with such a measure 

and for which cases it is valid, according to the pixel readout circuits under test. Part of the 

following work is derived from the author’s research work [84]. 

B.1.1: Conventional Active Pixel Sensor Readout Circuit 

To unveil the APS’ gain versus the noise performance, let one consider the 3T pixel readout 

circuit. From the signal analysis’ standpoint, a driver device (the SF transistor), the select switch, 

and the column bias device compose the pixel circuitry. This is the basic readout circuit used in 

modern low noise and fast CIS designs. Sometimes, more elaborated in-pixel amplifier circuits 

may be considered, for instance, a CTIA. This, however, aims for mostly large pixels 

applications, due to the large layout and the corresponding pixel FF constraints. Figure B - 1 

shows the considered 3T APS’ constantly biased readout circuit, took into account for the 

comparison work. As such, the focus of this readout circuit is the SF, the series switch and the 

biasing device. 
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Figure B - 1 - Simplified APS example. (a) - Conventional high-level APS readout circuit 

chain; (b) - Pixel readout circuit from the column stages’ perspective. 

 

The reader should consider that the ADC block depicted in Figure B - 1 refers not only to the 

column converter but also represents any (hidden) intermediate gain stage or any S&H stage that 

may exist in between the pixel and ADC block. That being said, let one consider that attached 

to the pixel column bus, there are the entire pixel bus layout parasitics, defined as a Cbus 

capacitance, in addition to the sampling capacitor from the column S&H stage, whose load is 

accounted for on the Cbus value, for simplicity. 

The expected output noise power from the given constant-biased SF readout circuit example is 

then the noise power contribution from each device, referred to the output node. Given this, the 

pixel readout circuit can split into three independent sub-circuits, whose noise sources are 

located at the gate of the pixel SF, at the gate of the biasing device, and in series with the 

equivalent Select switch series’ resistance, respectively. 
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Figure B - 2 depicts the conventional active pixel readout circuit concerning the SF device noise 

contribution and its equivalent small-signal circuit, for AC low-frequency analysis. The circuit 

itself is a single Common-Drain (CD) stage, widely known as an SF stage, therefore the system 

must be treated as a single pole low-pass system. 
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Figure B - 2 - The pixel SF noise. (a) - Simplified device noise contribution sub-circuit;  

(b) - The equivalent small-signal AC circuit for the noise analysis. 

 

First, let one consider that the input and the output signals are deterministic signals when 

obtaining the stage’s gain expression. As soon as the signals and the related expressions have 

their terms squared, then these can/should be interpreted as random (noise) signals. 

Let one define the node X as the source terminal of the SF device. The voltage at the node X can 

be expressed as: 

𝑉𝑥 =
(𝑅𝑂𝑁 + 𝑟𝑂_𝐵𝑖𝑎𝑠)||𝑟𝑂_𝑆𝐹

(𝑅𝑂𝑁 + 𝑟𝑂_𝐵𝑖𝑎𝑠)||𝑟𝑂_𝑆𝐹 +
1

𝑔𝑚𝑆𝐹

× 𝑉𝑛𝑖 (181) 

Re-arranging it, it becomes: 

𝑉𝑥 =
1

1 +
1

𝑔𝑚𝑆𝐹
.

1

(𝑅𝑂𝑁 + 𝑟𝑂_𝐵𝑖𝑎𝑠)||𝑟𝑂_𝑆𝐹

× 𝑉𝑛𝑖 (182) 
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By considering 𝑅𝑂𝑁 ≪ 𝑟𝑂_𝐵𝑖𝑎𝑠, then the following approximation can be made: 

1

(𝑅𝑂𝑁 + 𝑟𝑂_𝐵𝑖𝑎𝑠)||𝑟𝑂_𝑆𝐹
≈

1

𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹
 (183) 

Therefore, the voltage at node X (the SF source terminal) becomes approximately equal to: 

𝑉𝑥 ≈
1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

. 𝑉𝑛𝑖 (184) 

Furthermore, the output noise voltage is expressed as: 

𝑉𝑛𝑜 =
𝑟𝑂_𝐵𝑖𝑎𝑠

𝑅𝑂𝑁 + 𝑟𝑂_𝐵𝑖𝑎𝑠
. 𝑉𝑥 =

1

1 +
𝑅𝑂𝑁
𝑟𝑂_𝐵𝑖𝑎𝑠

. 𝑉𝑥 (185) 

By combining both previous equations, the output noise voltage becomes as: 

𝑉𝑛𝑜 =
1

1 +
𝑅𝑂𝑁
𝑟𝑂_𝐵𝑖𝑎𝑠

.
1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

. 𝑉𝑛𝑖 (186) 

In fact, the 𝑅𝑂𝑁  term is important to consider for the noise analysis, especially to get a flat 

expression, however, regarding its influence on the stage noise gain (given certain 

approximations), its own effect becomes irrelevant based on that 𝑅𝑂𝑁 ≪ 𝑟𝑂_𝐵𝑖𝑎𝑠. Therefore, the 

stage noise gain is: 

𝑉𝑛𝑜

𝑉𝑛𝑖
= 𝐴𝑣𝑆𝐹 ≈

1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

 (187) 

Concerning the stage output resistance, the following relationship can be made: 

𝑅𝑜𝑢𝑡 = [(
1

𝑔𝑚𝑆𝐹
||𝑟𝑂_𝑆𝐹) + 𝑅𝑂𝑁] || 𝑟𝑂_𝐵𝑖𝑎𝑠 (188) 

It is expectable that 
1

𝑔𝑚𝑆𝐹
≪ 𝑟𝑂_𝑆𝐹 . Consequently, the SF stage output resistance can be 

approximated to the following: 

𝑅𝑜𝑢𝑡 ≈
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁 (189) 

Considering a large  𝑟𝑂_𝐵𝑖𝑎𝑠 value, which is such that it is usually true in most cases. 

As seen above, the 𝑅𝑂𝑁  is now essential to be considered regarding the output resistance 

expression’s derivation, due to its absolute value being at least comparable to the 
1

𝑔𝑚𝑆𝐹
 value. 
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The small-signal gain and output resistance expressions were derived so far for the noise 

analysis, so that one can simplify the initial circuit and make equivalence to another one depicted 

in Figure B - 3. The frequency dependence effect is originated by the presence of the total bus 

capacitance and by any subsequent S&H capacitor in conjunction with the system output 

resistance. Therefore, this causes a simplified model for the low-frequency AC analysis of the 

system. 

VnoVni

Rout

Av.Vni
Cbus

 

Figure B - 3 - Equivalent small-signal analysis, respective to SF noise contribution. 

 

From Figure B - 3’s model, one can be infer that: 

𝑉𝑛𝑜 =
1

1 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
. 𝐴𝑣𝑆𝐹 . 𝑉𝑛𝑖 (190) 

Assuming the equivalence of the Cbus capacitance in Figure B - 3 (concerning the total bus load) 

as the system output capacitance 𝐶𝑂𝑢𝑡 exhibited in Eq.190. Since the system deals with noise 

signal sources, the only information one can retrieve is the average noise power of the noise 

signals. With that said, the noise power of the output voltage can be written as: 

𝑉𝑛𝑜2 = |
1

1 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
|
2

. 𝐴𝑣𝑆𝐹
2. 𝑉𝑛𝑖2 (191) 

Recalling the noise-shaping properties on LTI systems shown in Figure 2-7 and from the 

corresponding noise power shaping equation, one can express the resulting integrated input-

referred noise power contribution of the SF device as: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝐹2 =
𝑉𝑛𝑜2

𝐴𝑣𝑆𝐹
2 =

1

2𝜋
∫ |

1

1 + 𝑗𝜔𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
|
2

. 𝑉𝑛𝑖(𝜔)2𝑑𝜔
∞

0

 (192) 

Considering solely the thermal noise contribution, which is modelled by a flat noise PSD, the 

integrated input-referred average noise power can be re-written as follows: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝐹2 = 𝑉𝑛𝑖2. ∫ |
1

1 + 𝑗2𝜋𝑓𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
|
2

𝑑𝑓
∞

0

 (193) 
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Where 𝑑𝜔 = 2𝜋𝑑𝑓. The solution of the integral is: 

 

∫ |
1

1 + 𝑗2𝜋𝑓𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
|
2

𝑑𝑓
∞

0

= ∫
1

1 + (
𝑓

(
1

2𝜋𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
)
)2
𝑑𝑓

∞

0

=
1

2𝜋𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
𝑎𝑟𝑐𝑡𝑔(𝑓.√2𝜋𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠)

=
1

2𝜋𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
[𝑎𝑟𝑐𝑡𝑔(∞) − 𝑎𝑟𝑐𝑡𝑔(0)] =

1

2𝜋𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
.
𝜋

2
=

1

4𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
 (194) 

Putting into a more compact and elegant form, the integrated input-referred average noise power 

expression becomes as follows: 

𝑉𝑛𝑖_𝑟𝑒𝑓2 = 𝑉𝑛𝑖2.
1

4𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
 (195) 

The integral area starts at 0Hz frequency because an SSB noise source PSD has been considered 

(in the expressions), accounting already that the SSB has twice the power compared with the 

DSB noise signal. In this way, the integral area could be computed from zero frequency onwards. 

Recalling the MOS thermal drain current average noise power and the equivalent gate-source 

noise voltage PSD: 

< 𝐼𝑛2 >

∆𝑓
= 4𝑘𝑇𝛾𝑔𝑚, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 

And 

< 𝑉𝑛2 >

∆𝑓
=
8𝑘𝑇

3𝑔𝑚
, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 

Respectively, where 𝛾  is a coefficient equal to 2/3 in saturated MOS devices, which is the 

classical case of the pixel SF device region of operation. The integrated input-referred average 

noise power due to the SF thermal noise contribution is: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝐹2 =
8𝑘𝑇

3𝑔𝑚𝑆𝐹
.

1

4𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
=

2𝑘𝑇

3𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
 (196) 

One can conclude that the more bias current the SF pixel amplifier device is sourced, the smaller 

is the integrated input-referred noise power result. This would normally be true and generic if 

one considers that the circuit itself has an infinite Bandwidth. However, given that any system 
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is band-limited, then the integrated input-referred noise value becomes shaped by the circuit’s 

bandwidth. 

This may seem like a contradiction given that it suggests that increasing the bias current does 

increase the device’s trans-conductance, which in turn decreases the noise. However, increasing 

the device’s current leads to reducing the output resistance and/or increasing the system 

bandwidth, which then increases the integrated noise power, due to the higher readout 

bandwidth. 

The conclusion is that there should be a specific bias current point, such that it exhibits the best 

output resistance, which produces the least integrated input-referred noise power, as such, there 

is a trade-off between the bias current and the system bandwidth. The sweet point issue will be 

common among the remaining proposed pixel readout circuits addressed ahead, in which the 

bandwidth control will be a means to reduce the system noise. 

So far, the integrated input-referred average noise power from the pixel SF device contribution 

has been derived. It remains to verify the integrated noise contributions from the select switch 

series’ resistance and the integrated noise contribution from the column bias device. Following 

up on this, Figure B - 4 depicts the conventional active pixel readout circuit under the case of 

the biasing device noise contribution, as well as its equivalent small-signal circuit for the AC 

low-frequency analysis. The circuit itself is seen as a CS amplification stage and should be 

treated as a single pole low-pass system. 

VDDPIX

Vbias

Vno

VDDA

Vni

VDC

gm_Bias.vgs

1/gm_Bias

ro_Bias

S

D

G

0 Amp; 
Inf. Ohms

1/gm_SF||ro_SF

Vno

Vni

RON

(a)

(b)
 

Figure B - 4 - The Biasing device noise. (a) - Simplified device noise contribution sub-

circuit;  (b) - The equivalent small-signal AC circuit for the noise analysis. 
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Let 𝑣𝑔𝑠 = 𝑉𝑛𝑖. The output voltage noise signal is then written as: 

𝑉𝑛𝑜 = − [𝑟𝑂_𝐵𝑖𝑎𝑠|| (
1

𝑔𝑚𝑆𝐹
||𝑟𝑂_𝑆𝐹) + 𝑅𝑂𝑁] . 𝑔𝑚𝐵𝑖𝑎𝑠. 𝑣𝑔𝑠 (197) 

Eq.197 can be further simplified to obtain a shorter expression, defined as follows: 

𝑉𝑛𝑜 ≈ −(
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) . 𝑔𝑚𝐵𝑖𝑎𝑠. 𝑉𝑛𝑖 (198) 

Which is based on approximations similarly done for the SF device case. Furthermore, similarly 

to the SF stage, the CS stage output resistance is: 

𝑅𝑜𝑢𝑡 = [(
1

𝑔𝑚𝑆𝐹
||𝑟𝑂_𝑆𝐹) + 𝑅𝑂𝑁] ||𝑟𝑂_𝐵𝑖𝑎𝑠 (199) 

Considering 
1

𝑔𝑚𝑆𝐹
≪ 𝑟𝑂_𝑆𝐹 and a large value for the 𝑟𝑂_𝐵𝑖𝑎𝑠 term, the output resistance becomes 

approximated to: 

𝑅𝑜𝑢𝑡 ≈
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁 (200) 

The same circuit simplification depicted in Figure B - 3 must be accounted for the current CS 

stage, namely: 

𝑉𝑛𝑜 =
1

1 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
. 𝐴𝑣𝐵𝑖𝑎𝑠. 𝑉𝑛𝑖 (201) 

And 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝐵𝑖𝑎𝑠2 =
𝑉𝑛𝑜2

𝐴𝑣𝐵𝑖𝑎𝑠
2 =

1

2𝜋
∫ |

1

1 + 𝑗𝜔𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
|
2

. 𝑉𝑛𝑖(𝜔)2𝑑𝜔
∞

0

 (202) 

Similarly to the SF analysis case, the same integrated input-referred noise expression is obtained, 

however, in this case with a different amount of noise contribution due to the different device 

sizes. 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝐵𝑖𝑎𝑠2 = 𝑉𝑛𝑖2.
1

4𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
=

2𝑘𝑇

3𝑔𝑚𝐵𝑖𝑎𝑠. 𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
 (203) 

Finally yet importantly, Figure B - 5 depicts the last sub-circuit from the conventional APS 

readout circuit. It includes the switch series resistance noise and its equivalent small-signal 

circuit for the AC low-frequency analysis. 
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The equivalent circuit is nothing more than a series resistor divider, therefore the system once 

again must be interpreted as a single pole low-pass system. The effect of the bus capacitance 

will be included in the circuit model expressions ahead. 

Ro_Bias

1/gm_SF||ro_SF

Vno

Vni

RON

Ro_Bias

1/gm_SF||ro_SF

Vno

Vni
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Figure B - 5 - The Switch device noise. (a) - Simplified device noise contribution sub-

circuit;  (b-b’) - The equivalent small-signal AC circuit for the noise analysis. 

 

The output noise signal (from the switch resistance contribution) is: 

𝑉𝑛𝑜 =
𝑟𝑂_𝐵𝑖𝑎𝑠

𝑟𝑂_𝐵𝑖𝑎𝑠 + (
1

𝑔𝑚𝑆𝐹
||𝑟𝑂_𝑆𝐹) + 𝑅𝑂𝑁

. 𝑉𝑛𝑖 (204) 

Which is approximated to: 

𝑉𝑛𝑜 ≈
𝑟𝑂_𝐵𝑖𝑎𝑠

𝑟𝑂_𝐵𝑖𝑎𝑠 +
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁

. 𝑉𝑖𝑛 =
1

1 +

1
𝑔𝑚𝑆𝐹

+ 𝑅𝑂𝑁

𝑟𝑂_𝐵𝑖𝑎𝑠

. 𝑉𝑖𝑛 (205) 

Similarly to the above SF/CD and the CS stages, the output resistance is: 

𝑅𝑜𝑢𝑡 = [(
1

𝑔𝑚𝑆𝐹
||𝑟𝑂_𝑆𝐹) + 𝑅𝑂𝑁] ||𝑟𝑂_𝐵𝑖𝑎𝑠 (206) 

Given that 
1

𝑔𝑚𝑆𝐹
≪ 𝑟𝑂_𝑆𝐹, the output resistance approximates to: 

𝑅𝑜𝑢𝑡 ≈
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁 (207) 
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To include the frequency dependence effect from the insertion of the bus capacitance, the same 

principle depicted in Figure B - 3 is used. As such, the output noise signal becomes: 

𝑉𝑛𝑜 =
1

1 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
. 𝐴𝑣𝑆𝑤 . 𝑉𝑛𝑖 (208) 

The average noise power contribution (from the switch resistance referred to the output node) is 

the square of each term, in accordance with the LTI systems depicted in Figure 2-7. After some 

mathematical manipulation, the input-referred noise power (concerning the select switch noise 

contribution) becomes as follows: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝑤2 = 𝑉𝑛𝑖2.
1

4𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
=
4𝑘𝑇𝑅𝑂𝑁
4𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠

 (209) 

The select transistor operates under the linear region when the device is switched ON, exhibiting 

a resistor behavior with an average noise power of 4𝑘𝑇𝑅𝑂𝑁. 

Until now, each integrated input-referred noise power has been derived, respectively to each 

noise source. However, all those cannot be summed because they are referred to different nodes, 

namely referred to the gate of pixel SF (for the SF device), referred to the gate of column biasing 

device (for the bias device), and referred to the SD channel of the select switch device. Adding 

the noise powers can only occur at the same node. For that reason, the remaining devices’ 

integrated input-referred noises must be written/referred to the gate of the SF node. 

To perform correctly the noise summation, let one add each integrated noise power at the output 

node, given that there is already available one for each of those expressions. Meanwhile, allow 

one to compile all three noise expressions as well as to obtain the total noise contribution to the 

output node, posteriorly referring it back to the pixel input node, in other words, referred back 

to the gate of the pixel SF node. 

The thermal (input noise) power spectrum is constant, as well as the overall stage’s gain. For 

such a constant noise spectrum, the specific system noise-shaping factor is: 

∫ |
1

1 + 𝑗2𝜋𝑓𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
|
2

𝑑𝑓
∞

0

=
1

4𝑅𝑂𝑢𝑡𝐶𝐵𝑢𝑠
 

The integrated output-referred noise power (from the pixel SF device) becomes as: 
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𝑉𝑛𝑜_𝑆𝐹2 = |
1

1 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
|
2

. 𝐴𝑣𝑆𝐹
2. 𝑉𝑛𝑖2

=
1

4 (
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) 𝐶𝐵𝑢𝑠

. (
1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

)

2

.
8𝑘𝑇

3𝑔𝑚𝑆𝐹

= (
1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

)

2

.
𝑔𝑚𝑆𝐹

4(1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠
.
8𝑘𝑇

3𝑔𝑚𝑆𝐹

= (
1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

)

2

.
2𝑘𝑇

3(1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠
 (210) 

While the integrated output-referred noise power from the column bias device is: 

𝑉𝑛𝑜_𝐵𝑖𝑎𝑠2 = |
1

1 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
|
2

. 𝐴𝑣𝐵𝑖𝑎𝑠
2. 𝑉𝑛𝑖2

=
1

4 (
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠

. (− (
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) . 𝑔𝑚𝐵𝑖𝑎𝑠)

2

.
8𝑘𝑇

3𝑔𝑚𝐵𝑖𝑎𝑠

= (
1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁

𝑔𝑚𝑆𝐹
. 𝑔𝑚𝐵𝑖𝑎𝑠)

2

.
𝑔𝑚𝑆𝐹

4(1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠
.
8𝑘𝑇

3𝑔𝑚𝐵𝑖𝑎𝑠

=
1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁

𝑔𝑚𝑆𝐹
. 𝑔𝑚𝐵𝑖𝑎𝑠.

2𝑘𝑇

3𝐶𝐵𝑢𝑠
= (

1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) .

2𝑘𝑇. 𝑔𝑚𝐵𝑖𝑎𝑠
3𝐶𝐵𝑢𝑠

 (211) 

Lastly the integrated output-referred noise power from the pixel switch device is: 
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𝑉𝑛𝑜_𝑆𝑤2 = |
1

1 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
|
2

. 𝐴𝑣𝑆𝑤
2. 𝑉𝑛𝑖2

=
1

4 (
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) 𝐶𝐵𝑢𝑠

.

(

 
 
 1

1 +

1
𝑔𝑚𝑆𝐹

+ 𝑅𝑂𝑁

𝑟𝑂_𝐵𝑖𝑎𝑠 )

 
 
 

2

. 4𝑘𝑇𝑅𝑂𝑁

=

(

 
 
 1

1 +

1
𝑔𝑚𝑆𝐹

+ 𝑅𝑂𝑁

𝑟𝑂_𝐵𝑖𝑎𝑠 )

 
 
 

2

.
𝑔𝑚𝑆𝐹

(1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠
. 𝑘𝑇𝑅𝑂𝑁

=

(

 
 
 1

1 +

1
𝑔𝑚𝑆𝐹

+ 𝑅𝑂𝑁

𝑟𝑂_𝐵𝑖𝑎𝑠 )

 
 
 

2

.
𝑘𝑇𝑅𝑂𝑁

(
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) 𝐶𝐵𝑢𝑠

 (212) 

The above integrated output-referred noise power contribution terms are in line with the 

literature, and are confirmed by Tian et al. [85], where the authors have considered that both the 

gain of a pixel SF stage and the gain from the pixel switch were unitary, so that their 

contributions were not “amplified”, thus resulting in the following compact expression terms: 

𝑉𝑛𝑜_𝑆𝐹2 =
2𝑘𝑇

3(1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠
 (213) 

 

𝑉𝑛𝑜_𝐵𝑖𝑎𝑠2 = (
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) .

2𝑘𝑇. 𝑔𝑚𝐵𝑖𝑎𝑠
3𝐶𝐵𝑢𝑠

 (214) 

 

𝑉𝑛𝑜_𝑆𝑤2 =
𝑘𝑇𝑅𝑂𝑁

(
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠

 (215) 

It is possible to go one step further than Tian et al. [85] did, and not neglect the effect of the 

stages gains so that one can have a full and a clear view of the integrated thermal noise 

contribution from all parts. To accomplish that (and referring the noise back to the pixel input 

node), one needs to divide all three integrated output-referred noise power expressions by the SF 

stage gain power, 𝐴𝑣𝑆𝐹
2
, given as follows: 
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𝐴𝑣𝑆𝐹
2 = (

1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

)

2

 (216) 

By using it, one obtains the contribution of each integrated input-referred noise power to the gate 

of the SF (pixel input node), where all terms can properly be summed to form the total integrated 

input-referred noise power. 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝐹2 =
2𝑘𝑇

3(1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠
 (217) 

For the switch series resistance, one can make an advantageous approximation: 

𝐴𝑣𝑆𝐹
2 =

(

 
 
 1

1 +

1
𝑔𝑚𝑆𝐹

+ 𝑅𝑂𝑁

𝑟𝑂_𝐵𝑖𝑎𝑠 )

 
 
 

2

≈ (
1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

)

2

= 𝐴𝑣𝑆𝐹
2 (218)  

It means that the absolute/numerical value of the system gain with regard to select switch devices 

(to the output node) is approximately equal to the numerical value of the SF gain. This 

approximation is realistic if one considers that the 𝑟𝑂_𝐵𝑖𝑎𝑠 ≈ 𝑟𝑂_𝑆𝐹 and 
1

𝑔𝑚𝑆𝐹
≈ 𝑅𝑂𝑁, which, in 

fact, is not far from reality. Actually, the authors [85] did consider the same as in their research 

work (i.e. both gains are approximately equal to each other), but they have set those as unitary 

gains, rather than going for the generic gain expressions. Given this, the input-referred noise 

contribution from the select switch series resistance, can in turn be simplified to the following: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝑤2 ≈
𝑘𝑇𝑅𝑂𝑁

(
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠

 (219) 

Lastly, the biasing device input-referred noise portion is: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝐵𝑖𝑎𝑠2 = (1 +
1

𝑔𝑚𝑆𝐹
.

1

𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹
)

2

. (
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) .

2𝑘𝑇. 𝑔𝑚𝐵𝑖𝑎𝑠
3𝐶𝐵𝑢𝑠

 (220) 

The three integrated input-referred noise contributions are quite similar to those Tian et al. [85] 

reached, with the main difference being indicated over the column bias device integrated input-

referred noise. One can further simplify the previous expression, considering a practical SF stage 

gain value with a quantity in the range of [0.75; 0.85]. Taking the 0.8 average gain as the most 

likely and practical value, one can re-write the Eq.220 as follows: 
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𝑉𝑛𝑖_𝑟𝑒𝑓_𝐵𝑖𝑎𝑠2 = 1.5625 × (
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) .

2𝑘𝑇. 𝑔𝑚𝐵𝑖𝑎𝑠
3𝐶𝐵𝑢𝑠

 (221) 

In summary, the lowest achievable integrated thermal noise power comes at the expense of 

increasing the column bus capacitance or increasing the total capacitance attached to the column 

bus, during the signals readout. This leads one to low readout bandwidths, given that the bus 

capacitance is present in all denominators in terms of the integrated input-referred noise 

expressions. The overall cost for an image sensor concerning this is to sacrifice the column area 

and/or the readout speed (thus the frame-rate). The total integrated input-referred noise power is 

then a real function dependent on a vector variable, composed of three variables, namely the 

𝑔𝑚𝑆𝐹, 𝑅𝑂𝑁 and 𝑔𝑚𝐵𝑖𝑎𝑠. Assuming𝑅𝑂𝑁 ≈
1

𝑔𝑚𝑆𝐹
, the expressions can be further simplified and 

the total integrated input-referred noise power can turn into a function dependent on only two 

variables, 𝑔𝑚𝐵𝑖𝑎𝑠 and 𝑔𝑚𝑆𝐹, respectively. 

By using the 𝑅𝑂𝑁 ≈
1

𝑔𝑚𝑆𝐹
 approximation, one can note that the critical noise contributor is the 

column bias device and its trans-conductance value. Having said that, it is worth raising the 

question: is there a way to get rid of a such device’s noise contribution? This issue will be 

addressed ahead. 

Finally, the reader may also note that to know the exact flicker noise contribution for each device, 

a similar theoretical approach can be undertaken, accounting that each input noise power is now 

a function of the frequency (1/f). In this way, concerning the individual output noise integral 

calculation, the 𝑉𝑛𝑖2 noise power portion must be kept inside the integrals, rather than being 

moved outside of the area integrals. 

B.1.2: Active Column Sensor Readout Circuit 

The second pixel circuit to study is the Active Column Sensor (ACS) readout. It is based on a 

distributed differential amplifier [7]. Although the author [7] refers that the concept can be 

extended to a current-mode ACS version, in this research work the focus will  be on the voltage-

mode ACS. The concept is such that part of the amplifier is built-in the pixel and part of it is 

located at the column, near to the column bias device. When a specific row/pixel is selected for 

readout, it forms a differential amplifier with a relatively high open-loop gain. However, in order 

to exhibit a unitary gain, such a distributed amplifier is in a closed-loop configuration. It is 

precisely the unitary gain feature that is planned to explore, by comparing it with the pixel SF 

based classical APS readout circuit (which is known to exhibit less stage gain) in order to check 

which is the best option; Either having less amplifier gain and correspondingly less output noise 
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or to possess a higher amplifier gain and inherently higher output noise due to an inherent higher 

amplifier transistors count. To clarify this issue, a theoretical analysis of the distributed readout 

circuit must be performed. As such, Figure B - 6 depicts the proposed distributed differential 

amplifier. 

...

ADC

Pixels Row 0

Pixels Row N-1

Cbus1

Col_Bias

Column 
Bus1

-e

RST

SEL

VDDPIX

TX

SEL

Column 
Bus2

Cbus2

VDDA

-e

RST

SEL

VDDPIX

TX

SEL

VDDA

 

Figure B - 6 - Voltage mode ACS: distributed differential amplifier readout circuit. 

 

First, it is necessary to derive the theoretical open-loop gain expression and obtain the new 

system frequency response. To accomplish it, let one consider a 5T operational trans-

conductance amplifier small-signal circuit analysis, as depicted in Figure B - 7, without the 

switch devices’ addition (for simplicity) and assuming a high output resistance for the bias 

device as well. 
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Figure B - 7 - 5T-OTA small-signal AC circuit analysis. 

 

The voltage at node X, thus the drain of the left NMOS input pair device can be written as 

follows: 

𝑉𝑥 = (
1

𝑔𝑚𝑃
||𝑟𝑂𝑁||𝑟𝑂𝑃) . (−𝑔𝑚𝑁 .

𝑉𝑖

2
) ≈ −

𝑔𝑚𝑁
𝑔𝑚𝑃

.
𝑉𝑖

2
 (222) 

Additionally, let one consider the output current is the summation of two other currents: a 

Positive current 𝐼𝑃, flowing from the output PMOS device and a Negative current 𝐼𝑁, flowing 

across the right NMOS input pair device. 

𝐼𝑜 = 𝐼𝑃 − 𝐼𝑁 = −𝑔𝑚𝑃𝑉𝑥 − 𝑔𝑚𝑁 (−
𝑉𝑖

2
) ≈ −𝑔𝑚𝑁𝑉𝑖 (223) 

The output voltage can then be calculated as follows: 

𝑉𝑜 = 𝐼𝑜(𝑟𝑂𝑁||𝑟𝑂𝑃) ≈ 𝑔𝑚𝑁 . (𝑟𝑂𝑁||𝑟𝑂𝑃). 𝑉𝑖 (224) 

Where the open-loop gain is: 

𝐴𝑣𝑂𝑝𝑒𝑛_𝐿𝑜𝑜𝑝 ≈ 𝑔𝑚𝑁 . (𝑟𝑂𝑁||𝑟𝑂𝑃) (225) 

And the system output resistance equals to: 

𝑅𝑂𝑢𝑡 = (𝑟𝑂𝑁||𝑟𝑂𝑃) (226) 
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By adding the effect of the output load capacitance, 𝐶𝑂𝑢𝑡, which in the circuit is depicted in  

Figure B - 6, such is nothing but a sampling capacitor attached to the OTA output node (not 

drawn in the figure) and the addition of all the capacitive effects tied to the PMOS diode-

connected device of the distributed OTA,  𝐶𝐵𝑢𝑠2 , then, the system open-loop gain can be 

expressed as: 

𝑉𝑜 = 𝐴𝑣.
1

1 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
.
1 + 𝑠

𝐶
2𝑔𝑚𝑃

1 + 𝑠
𝐶
𝑔𝑚𝑃

. 𝑉𝑖 (228) 

With a Zero located at 𝜔𝑍 =
2𝑔𝑚𝑃

𝐶
 and an additional Pole located right next to it, at 𝜔𝑃 =

𝑔𝑚𝑃

𝐶
. 

The above equation is nothing more than the system transfer function in an open-loop mode. It 

becomes apparent that it is needed to simplify the frequency response behavior of the distributed 

voltage-mode differential amplifier. 

The sampling capacitor, 𝐶𝑂𝑢𝑡 , is usually in the order of magnitude of the pixel column bus 

capacitance, 𝐶𝐵𝑢𝑠2. In fact, these two have capacitance values close to each other, hence not 

differing too much in absolute terms. This signifies that either the diode-connected node Pole or 

the output node Pole is right aside the diode-connected node Zero. One can tune the system such 

that the output node Pole matches exactly with the diode-connected node Zero. In this manner, 

the system exhibits a one-pole behavior, with the bandwidth limited by the diode-connected node 

Pole. In any case, since both poles are close to each other (in the frequency domain) and even if 

none of them matches with the Zero, the system can still be approximated by a single pole 

readout system. It remains to check the exact amplifier system cut-off frequency. 

To perform a fair comparison between both readout circuits, the classical APS and the voltage-

mode ACS, respectively, one must bias the input pair devices (of the distributed OTA) with the 

same biasing current as for the pixel SF stage bias device, respectively, to the classical APS 

readout circuit. This option leads one to conclude that the distributed OTA will consume twice 

the current compared with the classical APS, to reach at similar readout bandwidth. Although 

such seems a limitation, it should not be a killing factor at this stage. One benefit of the 

distributed amplifier readout circuit is that the tuning process for the noise analysis does not 

depend significantly on the amplifier biasing device size. It mostly depends on the input and load 

device sizes, as will be seen ahead. 

The analysis of the output noise power for the distributed OTA is as follows. Let one consider 

(at this stage), the effect of the noise addition from the PMOS load devices only, as depicted in 

Figure B - 8 (concerning the top side right device), as well as Figure B - 9 and Figure B - 10 
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(concerning the top side left device). Further noise additions from the remaining transistors will 

be accounted for ahead. 
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Vx 
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Figure B - 8 - Sub-circuit from noise addition by OTA active load (right side) PMOS 

device. 

 

Consider the voltage at node X is 0V, given that no current flows across the noise source (since 

node X stays open and the input NMOS Vgs is zero). In this particular case, the total output 

current can be written as: 

𝐼𝑜 = 𝐼𝑃 − 𝐼𝑁 = −𝑔𝑚𝑃𝑉𝑛𝑖_𝑝 + 0𝐴 (229) 

And the output voltage stated as follows: 

𝑉𝑛𝑜 = −𝑔𝑚𝑃. (𝑟𝑂𝑁||𝑟𝑂𝑃). 𝑉𝑛𝑖_𝑝 (230) 

With respect to the left load device, the noise addition can be simplified as Figure B - 9 suggests. 

The reader may note that although 𝑉𝑛𝑖 terms indicate a noise (random) voltage input signal, let 

it for simplicity be seen as a deterministic signal for the moment, in order to facilitate the 

extraction of the gain (to the output node) for each case. Any negative signal portion related to 

those will turn into a positive portion by the time the output terms are squared, meant for the 

integrated noise power calculation. 



Ultra-Low Noise, High-Frame Rate Readout Design for a 3D-Stacked CMOS Image Sensor 

274  Luis Miguel Carvalho Freitas - September 2022 

1/gm_P||ro_P

-Vni

VDDA

Vni

VDDA

 

Figure B - 9 - AC circuit noise analysis simplification for (the left side) PMOS device. 
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Figure B - 10 - Sub-circuit from noise addition by OTA active load (the left side) PMOS 

device. 

 

The voltage at node X can be expressed as follows: 

𝑉𝑥 =
𝑟𝑂𝑁

𝑟𝑂𝑁 + (
1
𝑔𝑚𝑃

||𝑟𝑂𝑃)
(−𝑉𝑛𝑖_𝑝) =

1

1 +

1
𝑔𝑚𝑃
𝑟𝑂𝑁

(−𝑉𝑛𝑖_𝑝) ≈ (−𝑉𝑛𝑖_𝑝) (231) 

Considering that 
1

𝑔𝑚𝑃
||𝑟𝑂𝑃 ≈

1

𝑔𝑚𝑃
 and 

1

𝑔𝑚𝑃
≪ 𝑟𝑂𝑃. Thus, similarly to Eq.229 and Eq.230, the 

output current is given as: 

𝐼𝑜 = 𝐼𝑃 − 𝐼𝑁 = 𝑔𝑚𝑃𝑉𝑛𝑖_𝑝 + 0𝐴 
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As a consequence, the output voltage becomes: 

𝑉𝑛𝑜 = 𝑔𝑚𝑃. (𝑟𝑂𝑁||𝑟𝑂𝑃). 𝑉𝑛𝑖_𝑝 

The total output noise power is then the sum of all noise power contributions. To correctly 

perform the contributions, one needs to square the previous expressions, given that the system 

is dealing with random (noise) signals and not really with deterministic signals. Therefore, the 

total output-referred noise power is: 

𝑉𝑛𝑜_𝑡𝑜𝑡𝑎𝑙2 = [𝑔𝑚𝑃. (𝑟𝑂𝑁||𝑟𝑂𝑃). 𝑉𝑛𝑖𝑃_𝑙𝑒𝑓𝑡]
2
+ [−𝑔𝑚𝑃. (𝑟𝑂𝑁||𝑟𝑂𝑃). 𝑉𝑛𝑖𝑃_𝑟𝑖𝑔ℎ𝑡]

2

+ [𝑔𝑚𝑁. (𝑟𝑂𝑁||𝑟𝑂𝑃). 𝑉𝑛𝑖𝑁_𝑙𝑒𝑓𝑡]
2
+ [𝑔𝑚𝑁 . (𝑟𝑂𝑁||𝑟𝑂𝑃). 𝑉𝑛𝑖𝑁_𝑟𝑖𝑔ℎ𝑡]

2
 (232) 

Dividing the expression by the amplifier’s open-loop gain, one obtains the total input-referred 

noise power. 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 =
𝑉𝑛𝑜_𝑡𝑜𝑡𝑎𝑙2

𝐴𝑣𝑂𝑝𝑒𝑛_𝐿𝑜𝑜𝑝
2 ≅ 2𝑉𝑖𝑛𝑁

2 + 2(
𝑔𝑚𝑃
𝑔𝑚𝑁

)
2

𝑉𝑖𝑛𝑃
2 (233) 

Carusone et al. [86] confirm the Eq.233 validity while neglecting the noise contribution from the 

biasing device, which adds the following noise amount: 

(
𝑔𝑚𝐵𝑖𝑎𝑠
2𝑔𝑚𝑃

)
2

𝐴𝑣𝑂𝑝𝑒𝑛_𝐿𝑜𝑜𝑝
2 . 𝑉𝑛𝑖𝐵𝑖𝑎𝑠

2 (234) 

The noise quantity described in Eq.234 is in fact very small, given that 𝐴𝑣𝑂𝑝𝑒𝑛_𝐿𝑜𝑜𝑝 remains in 

the order of a magnitude of fifty to one hundred in the linear scale (namely 34dB to 40dB in the 

logarithmic scale), and by squaring the term, the result becomes negligible, which makes the 

total input-referred noise power formula a valid approximation in practical terms. As such, from 

Eq.233 one can conclude that as long as the input devices’ trans-conductance is much bigger 

than the load devices, the resulting noise power is mainly dominated by the input transistors. 

Consequently, the total input-referred noise can be approximated to the following: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 ≈ 2𝑉𝑛𝑖𝑁
2 (235) 

For the thermal noise contribution, the following is considered: 

𝑉𝑛𝑖𝑁
2 =

8𝑘𝑇

3𝑔𝑚𝑁
, 𝑓𝑜𝑟 𝑓 > 0𝐻𝑧 

The NMOS trans-conductance is by default bigger than for PMOS, at similar device sizes. If one 

considers the column PMOS devices are drawn with a low W/L ratio, such that even for a small 

pixel size, the pixel NMOS will exhibit a much larger trans-conductance value when compared 
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with the column PMOS transistors, then the previous approximation can be used with no loss of 

accuracy. This is so far an important conclusion. 

It is now missing to include the frequency dependency regarding the distributed amplifier 

readout. Assuming the single pole stage behavior, the noise becomes shaped and results into the 

following: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 = 2.
8𝑘𝑇

3𝑔𝑚𝑁
.
𝜋

2
.

1

2𝜋𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
=
4𝑘𝑇

3𝑔𝑚𝑁
.

1

𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
 (236) 

The above Eq.236 is valid if the distributed amplifier is meant to be used in an open-loop mode, 

which is an interesting form to provide an extreme gain at the early stages (at the cost of high 

FPN), but this is not the case. For this reason, one needs to compute the total integrated output 

noise power shaped by the system in a closed-loop mode configuration. To handle this particular 

situation, a specific circuit analysis depicted in Figure B - 11 is made. 

Vno
Vni Rout

Av(V+ - V-) Cout

V+

V-

0A

 

Figure B - 11 - 5T OTA closed-loop mode AC circuit for noise analysis. 

 

The circuit’s laws can be described as follows: 

𝑉𝑛𝑜 − 𝐴𝑣(𝑉𝑛𝑖 − 𝑉𝑛𝑜)

𝑅𝑜𝑢𝑡
+

𝑉𝑛𝑜

1/𝑠𝐶𝑜𝑢𝑡
= 0𝐴 (237) 

Which is equivalent to: 

𝑉𝑛𝑜 − 𝐴𝑣(𝑉𝑛𝑖 − 𝑉𝑛𝑜) + 𝑉𝑛𝑜. 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡 = 0 (238) 

After some mathematical manipulation, it results in the following: 

𝑉𝑛𝑜 =
𝐴𝑣

1 + 𝐴𝑣 + 𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡
. 𝑉𝑛𝑖 ≈

1

1 +
𝑠𝑅𝑂𝑢𝑡𝐶𝑂𝑢𝑡

𝐴𝑣

. 𝑉𝑛𝑖 (239) 

Considering that the 𝐴𝑣 is large enough to approximate 
1+𝐴𝑣

𝐴𝑣
≈ 1. Additionally, let one call 𝑅𝑂𝑢𝑡 

as the amplifier open-loop output resistance, which equals to 𝑅𝑂𝑢𝑡 = (𝑟𝑂𝑁||𝑟𝑂𝑃). 
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Moreover, 𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 ≈ 2. 𝑉𝑛𝑖𝑁
2  unless 

𝑔𝑚𝑁

𝑔𝑚𝑃
≥ 10 . This is possible when 

𝑊𝑃

𝐿𝑃
≪

𝑊𝑁

𝐿𝑁
, 

which in turns it effectively occurs at the cost of playing with the device’s length, in other words, 

when 𝐿𝑃 ≫ 𝐿𝑁. In this specific case 𝑟𝑂𝑃 ≫ 𝑟𝑂𝑁, and the amplifier open-loop output resistance 

converges to: 

𝑅𝑂𝑢𝑡 ≈ 𝑟𝑂𝑁 (240) 

The output noise power of the closed-loop configuration system becomes approximated to: 

𝑉𝑛𝑜2 ≈ |
1

1 + 𝑠
𝑟𝑂𝑁
𝐴𝑣 𝐶𝑂𝑢𝑡

|

2

. 𝑉𝑛𝑖2 (241) 

Computing the total integrated output noise power (from the closed-loop system), and taking 

into consideration that 𝑉𝑛𝑖2 ≈ 2. 𝑉𝑛𝑖𝑁
2 , one needs to calculate the area integral of Eq.241 

respective to the thermal noise, whose result is: 

∫ |
1

1 + 𝑗2𝜋𝑓
𝑟𝑂𝑁
𝐴𝑣 𝐶𝑂𝑢𝑡

|

2

𝑑𝑓
∞

0

=
1

4
𝑟𝑂𝑁
𝐴𝑣 𝐶𝑂𝑢𝑡

 (242) 

This leads one to conclude that: 

𝑉𝑛𝑜_𝑟𝑒𝑓2 ≈
1

4
𝑟𝑂𝑁
𝐴𝑣 𝐶𝑂𝑢𝑡

. 2𝑉𝑛𝑖𝑁
2 =

4𝑘𝑇

3𝐶𝑂𝑢𝑡
.

𝐴𝑣

𝑟𝑂𝑁. 𝑔𝑚𝑁
=
4𝑘𝑇

3𝐶𝑂𝑢𝑡
 (243) 

The result assumes 𝑟𝑂𝑁 ≫
1

𝑔𝑚𝑁
. In practical terms, the total integrated output noise power is 

always higher than 
4𝑘𝑇

3𝐶𝑂𝑢𝑡
, and likely falls in the range of [1.5; 3] units of 

4𝑘𝑇

3𝐶𝑂𝑢𝑡
. The 1.5x 

minimum multiplication factor is already difficult to obtain given that it requires a large value 

of the NMOS output resistance when compared with the NMOS source resistance, and due to 

the fact that the 
𝑔𝑚𝑁

𝑔𝑚𝑃
≥ 10 relationship is also difficult to attain, hence turning 𝑉𝑛𝑖2 > 2. 𝑉𝑛𝑖𝑁

2 

in practical terms. Moreover, given that the close-loop gain is close to the unity, the equivalent 

input-referred noise power ends similar to the output-referred noise power, namely: 

𝑉𝑛𝑖_𝑟𝑒𝑓2 =
𝑉𝑛𝑜_𝑟𝑒𝑓2

𝐺𝑎𝑖𝑛𝐶𝑙𝑜𝑠𝑒𝑑−𝐿𝑜𝑜𝑝
2 ≈ 𝑉𝑛𝑜_𝑟𝑒𝑓

2 (244) 

Recalling the total integrated input-referred noise power from the band-limited pixel SF-based 

readout circuit (without the effect of the switch series resistance): 
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𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 = 𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝐹2 + 𝑉𝑛𝑖_𝑟𝑒𝑓_𝐵𝑖𝑎𝑠2

=
2𝑘𝑇

3𝐶𝐵𝑢𝑠
+ 1.5625.

1

𝑔𝑚𝑆𝐹
.
2𝑘𝑇. 𝑔𝑚𝐵𝑖𝑎𝑠
3𝐶𝐵𝑢𝑠

 (245) 

Which after a simplification step it becomes: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 =
2𝑘𝑇

3𝐶𝐵𝑢𝑠
(1 + 1.5625.

𝑔𝑚𝐵𝑖𝑎𝑠
𝑔𝑚𝑆𝐹

) (246) 

The lower the 𝑔𝑚𝐵𝑖𝑎𝑠 is compared with the 𝑔𝑚𝑆𝐹 value, the better it is for the resulting noise. 

A practical maximum value for the trans-conductance ratio must be 
𝑔𝑚𝐵𝑖𝑎𝑠

𝑔𝑚𝑆𝐹
≤
1

4
 avoiding a 

bottleneck effect regarding the signal swing at the pixel column bus, given the usual and adopted 

short value of the 
𝑊𝐵𝑖𝑎𝑠

𝐿𝐵𝑖𝑎𝑠
 ratio. Thus, assuming a realistic value of 

𝑔𝑚𝐵𝑖𝑎𝑠

𝑔𝑚𝑆𝐹
=
1

3
, due to the above-

mentioned reasons, the total integrated input-referred noise power of the APS readout based on 

an SF driver, becomes approximated to: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 ≈
2𝑘𝑇

3𝐶𝐵𝑢𝑠
× 1.5 =

𝑘𝑇

𝐶𝐵𝑢𝑠
 (247) 

Regarding the total noise power from the distributed amplifier, the best achievable value is: 

𝑉𝑛𝑖_𝑟𝑒𝑓2 ≥ 1.5
4𝑘𝑇

3𝐶𝑂𝑢𝑡
→
2𝑘𝑇

𝐶𝑂𝑢𝑡
 (248) 

The above ACS total noise results in the double of the input-referred noise power of the classical 

pixel SF-based readout circuit, for a given and similar capacitance load. Both expression values 

are based on the assumption that the systems are band-limited and the values account already 

with the frequency dependency noise-shaping effect. 

To obtain a more solid noise comparison outcome, one can add and thus confront both noise 

values without the frequency dependency effect, still without considering the effect of the switch 

series’ resistance, for simplicity. For the classical APS SF-based readout, one can obtain the 

following: 

𝑉𝑛𝑜_𝑡𝑜𝑡𝑎𝑙2 =
8𝑘𝑇

3
(0.64 ×

1

𝑔𝑚𝑆𝐹
+
𝑔𝑚𝐵𝑖𝑎𝑠
𝑔𝑚𝑆𝐹2

) (249) 

Which the corresponding total integrated input-referred noise is: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 ≈
8𝑘𝑇

3
(
1

𝑔𝑚𝑆𝐹
+ 1.5625.

𝑔𝑚𝐵𝑖𝑎𝑠
𝑔𝑚𝑆𝐹2

) =
8𝑘𝑇

3𝑔𝑚𝑆𝐹
(1 + 1.5625.

𝑔𝑚𝐵𝑖𝑎𝑠
𝑔𝑚𝑆𝐹

) ≈
4𝑘𝑇

𝑔𝑚𝑆𝐹

=
12𝑘𝑇

3𝑔𝑚𝑆𝐹
 (250) 
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Accounting with a realistic trans-conductance ratio value of 
𝑔𝑚𝐵𝑖𝑎𝑠

𝑔𝑚𝑆𝐹
=
1

3
. Meanwhile, for the 

distributed amplifier readout case, the corresponding total integrated input-referred noise is: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 ≈ 2. 𝑉𝑛𝑖𝑁
2 = 2.

8𝑘𝑇

3𝑔𝑚𝑁
=
16𝑘𝑇

3𝑔𝑚𝑁
 (251) 

From both the unlimited spectrum and the band-limited readout cases, one can conclude that the 

classical APS readout circuit exhibits considerably less integrated input-referred noise power 

compared with the ACS readout circuit, as one would expect. In addition, the ACS does require 

twice the current consumption compared with the classical APS readout circuit for an equivalent 

signals readout speed. Further comparisons can be done throughout transistor-level simulations. 

Concisely, the lowest achievable noise comes at the expense of increasing the column bus 

capacitance or increasing the output resistance, which in turn will create a penalty in the signals 

readout access time, therefore sacrificing the sensor frame-rate. 

The speed issue is very important to be considered because until now circuits have been 

compared under the thermal noise addition, neglecting the flicker noise contributions. 

Depending on the device’s size, the flicker noise coefficients and the associated factors of the 

fabrication process, may lead the flicker noise to play a more significant role than the thermal 

noise. For this reason, the speed may indeed help in reducing the overall noise contribution. It 

thus remains to verify which one plays a more significant role for a given target output noise 

level. 

In fact, not everything is beneficial with the SF-based APS readout circuit and likewise the 

opposite is bad for the voltage-mode ACS readout. The disadvantage for the former is the poor 

linearity when compared with the latter readout. Due to this, extensive tuning on the device’s 

sizes is usually necessary to perform over the APS readout, in order to obtain reasonable linearity 

and noise performance. On the other hand, the distributed OTA has the benefit of exhibiting a 

very high linearity due to its large open-loop gain, which under the unity gain closed-loop 

configuration, the ACS circuit exhibits (over the operation range) a real driver gain of: 

𝑉𝑜 =
𝐴

1 + 𝐴
𝑉𝑖 ≥ 0.98 × 𝑉𝑖 (252) 

The linearity improves at the expense of more stringent open-loop gain values. This is an 

intrinsic property of closed-loop system, where it uses the high open-loop gain to obtain a linear 

output characteristic. 
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B.1.3: Floating Bus Load Readout Circuit 

The third pixel readout concept to analyze and to compare is the Floating Bus Load (FBL) 

readout scheme, also seen as the switched-bias version of the APS readout. It consists of a similar 

readout that is depicted in Figure B - 1, with the exception that the biasing device is turned ON 

for a short period to load/bias the SF pixel device into saturation, as Figure B - 12 briefly 

suggests, with the pulsed bias control voltage. 

After the normal bus settling time, the bias/load current is turned OFF and the floating bus 

capacitance “biases” the SF driver from that moment onwards. A reference technique has been 

proposed by Wakashima et al. [15] who removed the bias load device, requiring though a slightly 

different timing operation than the conventional pixel readout. 

For the current work, it is proposed to operate in a similar way as the conventional pixel, 

however, the biasing voltage is turned OFF after the settling time. As such, the proposed readout 

technique resembles somewhat the method used by Kawahito et al. [10]. This technique allows 

for a higher degree of freedom for the designer to operate with the image sensor in two possible 

forms, namely with the pixel constant-biased and when switched-biased. This is advantageous 

while testing a sensor, given that any newly proposed method always requires being silicon 

proven. Allowing the dual operation using the very same pixel components, to promote the 

Design-For-Testability (DFT) feature, which is a crucial design procedure used to identify 

possible post production issues and provides a way to mitigate those. The switching bias readout 

type is briefly shown in Figure B - 12. 

RON

VDDPIX

Vbias

Output

Input

Cbus

 

Figure B - 12 - Switching bias current readout scheme. Based on Wakashima et al. [15] 

method. 
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Recalling the SF stage input-to-output voltage gain expression: 

𝑉𝑛𝑜 =
1

1 +
𝑅𝑂𝑁
𝑟𝑂_𝐵𝑖𝑎𝑠

.
1

1 +
1

𝑔𝑚𝑆𝐹
.

1
𝑟𝑂_𝐵𝑖𝑎𝑠||𝑟𝑂_𝑆𝐹

. 𝑉𝑛𝑖 (253) 

This relationship is true under the assumption that there is a constant biasing current flowing 

through the SF device, which will be biased at the saturation region. 

Under the FBL readout effect, the SF device is biased through the instantaneous current 

originated by the floating bus capacitance effect, after the bias device is switched OFF. In such 

condition, the SF device will work at a sub-threshold operation mode. This occurs because the 

device current is small and tends to reach zero after some time. Under this specific case, the 

readout system gain becomes as follows: 

𝑉𝑛𝑜

𝑉𝑛𝑖
≈

1

1 +
1

𝑔𝑚𝑆𝐹
.
1
𝑟𝑂_𝑆𝐹

= 𝐴𝑣𝑆𝐹  (254) 

The above gain expression considers that there is no biasing current flowing over the SF device, 

thus 𝑟𝑂_𝐵𝑖𝑎𝑠 = ∞. Moreover, the FBL readout method output resistance is: 

𝑅𝑜𝑢𝑡 = (
1

𝑔𝑚𝑆𝐹
||𝑟𝑂_𝑆𝐹) + 𝑅𝑂𝑁 (255) 

For the constant-bias APS readout circuit type, the effect of the 𝑟𝑂_𝑆𝐹 term has been neglected, 

assuming that 𝑟𝑂_𝑆𝐹 ≫
1

𝑔𝑚𝑆𝐹
. However, one cannot neglect the term 𝑟𝑂_𝑆𝐹 this time, because the 

device current becomes smaller over the time, towards reaching zero. Then, the term 
1

𝑔𝑚𝑆𝐹
→ ∞, 

as well as 𝑟𝑂_𝑆𝐹 → ∞. It remains to verify how fast each term converges to infinity, and to what 

value the parallel of both resistances converges, knowing beforehand that 𝑔𝑚 =
𝐼𝑑

𝑛𝑉𝑡
 and 𝑟𝑂 =

𝑉𝑎

𝐼𝑑
 [87], in a sub-threshold device’s operation mode. Based on this, the output resistance becomes 

as follows: 

𝑅𝑜𝑢𝑡 =
𝑟𝑂_𝑆𝐹

1 + 𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹
+ 𝑅𝑂𝑁 (256) 

Where the following product equals: 

𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹 =
𝐼𝐷
𝑛𝑉𝑡

×
𝑉𝐴
𝐼𝐷
=
𝑉𝐴
𝑛𝑉𝑡

 (257) 
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With 𝑛 = 1.5 𝑜𝑟 
3

2
, and 𝑉𝑡 = 26𝑚𝑉 at room temperature, such that 𝑛𝑉𝑡 = 39𝑚𝑉. Given that 

𝑉𝐴 > 39𝑚𝑉  (in the order of units of Volts), then one can state that 𝑉𝐴 ≫ 𝑛𝑉𝑡 . In this case 

scenario, the product of the trans-conductance and the output resistance is: 

𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹 ≫ 1 (258) 

The above product is relatively constant over the current and over temperature variations, no 

matter what is the absolute current or the temperature. Consequently, the parallel resistance can 

be expressed in the following form: 

𝑟𝑂_𝑆𝐹
1 + 𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹

≈
𝑟𝑂_𝑆𝐹
𝐶𝑡𝑒

 (259) 

Recalling the thermal/shot noise of an SF device (in a sub-threshold operation mode): 

𝑉𝑛𝑖𝑆𝐹
2 =

2𝑘𝑇𝑛

𝑔𝑚𝑆𝐹
=
3𝑘𝑇

𝑔𝑚𝑆𝐹
 (260) 

The resulting x3 factor is slightly bigger than the 8/3 factor from the thermal noise voltage PSD 

in saturated MOS devices, although the absolute trans-conductance is smaller for the sub-

threshold operation regime. 

Therefore, the output voltage noise PSD for the SF transistor readout under switched-current 

operation is then as follows: 

𝑉𝑛𝑜𝑆𝐹
2 =

1

4 [(
1

𝑔𝑚𝑆𝐹
||𝑟𝑂_𝑆𝐹) + 𝑅𝑂𝑁] 𝐶𝑏𝑢𝑠

. 𝐴𝑣𝑆𝐹
2. 𝑉𝑛𝑖𝑆𝐹

2 (261) 

After some simplification steps, it becomes as follows: 

𝑉𝑛𝑖_𝑟𝑒𝑓𝑆𝐹
2 ≈

1

4 [
𝑟𝑂_𝑆𝐹
𝐶𝑡𝑒 + 𝑅𝑂𝑁] 𝐶𝑏𝑢𝑠

.
3𝑘𝑇

𝑔𝑚𝑆𝐹
 (262) 

The above result demonstrates that if one waits long enough, one can expect that 𝑟𝑂𝑆𝐹 → ∞, and 

the total integrated input-referred noise is significantly shaped, due to a severe reduction of the 

capacitive floating bus readout bandwidth, moving towards 0Hz. In practice, neither one can 

wait long enough to read the signals from the column bus, neither are the small-signal models 

valid as one knows them, given that the current becomes so small that a MOS device reaches its 

floor limit, ruled by the leakage currents and other effects dominating the transistor behavior. 

Furthermore, by waiting a reasonable time, such that it does not compromise significantly the 

readout speed, yet taking advantage of the noise-shaping abilities of this method, the circuit 

input-to-output gain approaches the unity. In this situation, it remains to verify how good the 
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readout stage linearity is. On top of this, it is necessary to check how much the readout speed is 

degraded when compared with the conventional APS readout method, so that the frame-

rate/overall noise ratio does not end worse than the conventional APS design. 

Concerning the switch series resistance, the noise power contribution is: 

𝑉𝑛𝑜𝑆𝑊
2 =

1

4 [(
1

𝑔𝑚𝑆𝐹
||𝑟𝑂_𝑆𝐹) + 𝑅𝑂𝑁] 𝐶𝑏𝑢𝑠

. 𝐴𝑣𝑆𝑊
2. 𝑉𝑛𝑖𝑆𝑊

2 (263) 

Rearranging Eq.263, it turns into the following: 

𝑉𝑛𝑖_𝑟𝑒𝑓𝑆𝑊
2 =

𝑉𝑜𝑛𝑆𝑊
2

𝐴𝑣𝑆𝐹
2 =

1

4 [
𝑟𝑂_𝑆𝐹
𝐶𝑡𝑒 + 𝑅𝑂𝑁] 𝐶𝑏𝑢𝑠

.
𝐴𝑣𝑆𝑊

2

𝐴𝑣𝑆𝐹
2 . 4𝑘𝑇𝑅𝑂𝑁 (264) 

Waiting enough time 𝐴𝑣𝑆𝑊 ≈ 1 since no current will flow over the switch resistance, similarly 

for the SF gain, 𝐴𝑣𝑆𝐹 ≈ 1  after a long time. Given this, the ratio between the two gains 

approximates the unity. The input-referred noise power contribution, from the switch resistance, 

is as follows: 

𝑉𝑛𝑖_𝑟𝑒𝑓𝑆𝑊
2 =

𝑘𝑇𝑅𝑂𝑁

[
𝑟𝑂_𝑆𝐹
𝐶𝑡𝑒 + 𝑅𝑂𝑁] 𝐶𝑏𝑢𝑠

 (265) 

Adding both noise power PSD at the input node (the SF gate), it becomes: 

𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿
2 =

1

[
𝑟𝑂_𝑆𝐹
𝐶𝑡𝑒 + 𝑅𝑂𝑁] 𝐶𝑏𝑢𝑠

[
3𝑘𝑇

4𝑔𝑚𝑆𝐹
+ 𝑘𝑇𝑅𝑂𝑁] (266) 

Eq.266 reveals that the more capacitance is tied to the column bus, the more output noise power 

will be shaped. However, there is an important difference from the conventional APS readout 

circuit. The resistive part of the APS system frequency response is constant, given that the circuit 

is biased at a fixed biasing current. 

Thus, the only form to limit the bandwidth in the FBL readout scheme is made through the 

column bus capacitance value, where the resistive part of the frequency dependency 

varies/increases over time, consequently reducing the circuit’s bandwidth accordingly, for a 

specific bus capacitance value. Both parameters contribute for the circuit bandwidth limitation, 

and thus both contribute for the system output noise power shaping. 

The issue with the previous sentence is that it does not consider the 𝑔𝑚𝑆𝐹 value effect over time, 

as occurred for the resistive part. For this reason, one needs to write the expression, this time in 

the following form: 
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𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿
2 =

1

[
𝑟𝑂_𝑆𝐹

1 + 𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹
+ 𝑅𝑂𝑁] 𝐶𝑏𝑢𝑠

[
3𝑘𝑇

4𝑔𝑚𝑆𝐹
+ 𝑘𝑇𝑅𝑂𝑁] (267) 

Which it can be further simplified to: 

𝑉𝑛𝑖_𝑟𝑒𝑓𝑇𝑂𝑇𝐴𝐿
2 =

1

[
𝑟𝑂_𝑆𝐹

1 + 𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹
+ 𝑅𝑂𝑁] 𝐶𝑏𝑢𝑠

[
3𝑘𝑇 + 4𝑘𝑇𝑅𝑂𝑁 . 𝑔𝑚𝑆𝐹

4𝑔𝑚𝑆𝐹
]

=
3𝑘𝑇 + 4𝑘𝑇𝑅𝑂𝑁 . 𝑔𝑚𝑆𝐹

4 [
𝑟𝑂_𝑆𝐹 . 𝑔𝑚𝑆𝐹

1 + 𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹
+ 𝑅𝑂𝑁 . 𝑔𝑚𝑆𝐹] 𝐶𝑏𝑢𝑠

≈
3𝑘𝑇 (1 +

4
3𝑅𝑂𝑁. 𝑔𝑚𝑆𝐹)

4[1 + 𝑅𝑂𝑁 . 𝑔𝑚𝑆𝐹]𝐶𝑏𝑢𝑠

≈
3𝑘𝑇

4𝐶𝑏𝑢𝑠
 (268) 

The last approximation step from the above expression is valid because of Eq.258, which states 

that: 

𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹 ≫ 1 

Even knowing that 𝑔𝑚𝑆𝐹 → 0  over time. Additionally, given that the switch resistance is 

considered constant, then the term 𝑅𝑂𝑁 . 𝑔𝑚𝑆𝐹 → 0 as well, so that the following ratio term tends 

and approximates to the unity. 

1 +
4
3𝑅𝑂𝑁 . 𝑔𝑚𝑆𝐹

1 + 𝑅𝑂𝑁 . 𝑔𝑚𝑆𝐹
→ 1 (269) 

In such a case, one concludes that by waiting enough time the total integrated input-referred 

noise power is no more (or not much) dependent on the column load current. 

To compare these results with the best competitor noise performance readout circuit treated so 

far, let one recall the total integrated input-referred noise power of the classical APS readout 

circuit, assuming for simplicity (and for comparison purposes) that 𝑅𝑂𝑁 ≈
1

𝑔𝑚𝑆𝐹
. This might 

happen depending on the chosen device sizes, such that they result in being close to each other’s 

numerical values. With that said: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝐹2 + 𝑉𝑛𝑖_𝑟𝑒𝑓_𝑆𝑤2 + 𝑉𝑛𝑖_𝑟𝑒𝑓_𝐵𝑖𝑎𝑠2

≅
2𝑘𝑇

3(1 + 𝑔𝑚𝑆𝐹 . 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠
+

𝑘𝑇𝑅𝑂𝑁

(
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁)𝐶𝐵𝑢𝑠

+ 1.5625

× (
1

𝑔𝑚𝑆𝐹
+ 𝑅𝑂𝑁) .

2𝑘𝑇. 𝑔𝑚𝐵𝑖𝑎𝑠
3𝐶𝐵𝑢𝑠

 (270) 
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Considering 𝑅𝑂𝑁 ≈
1

𝑔𝑚𝑆𝐹
 and 

𝑔𝑚𝐵𝑖𝑎𝑠

𝑔𝑚𝑆𝐹
=
1

4
 approximations, the input-referred noise power of the 

constant-biased APS turns into the following: 

𝑉𝑛𝑖_𝑟𝑒𝑓_𝑡𝑜𝑡𝑎𝑙2 =
𝑘𝑇

3𝐶𝐵𝑢𝑠
+

𝑘𝑇

2𝐶𝐵𝑢𝑠
+ 1.5625 ×

𝑘𝑇

3𝐶𝐵𝑢𝑠
≈
4𝑘𝑇

3𝐶𝐵𝑢𝑠
 (271) 

As a conclusion, one can say that the switched-bias current readout method i.e., biasing the pixel 

driver device with the floating bus capacitance effect, exhibits almost half of the thermal noise 

power when compared with the classical APS readout thermal noise, at the cost of sacrificing 

the readout signals’ access time. 

B.1.4: Thermal Noise Contributions and Pixel Readouts’ Theoretical Results 

Table B - 1 summarises the resulting derived thermal integrated noise power values under the 

reported assumptions with specific asymptotic limits. A similar theoretical approach can occur 

to obtain the corresponding flicker noise contributions, where one expects that the noise 

relationships do not change. It will be more dependent on the devices’ sizes. On the one hand, if 

the pixel devices are small, then it is expectable that the 1/f contributions are more expressive 

than the thermal ones, indicating that the speed (due to the time required for the double sampling) 

is crucial for small pixel pitches. On the other hand, if device sizes are relatively large (hence 

targeting bigger pixels), then the thermal noise contributions may dominate over the flicker 

noise. 

Table B - 1 - Summary of the several theoretical integrated thermal input-referred 

readouts noise power. 

Considered 

Cases 
Classical APS Voltage Mode ACS 

Floating Bus 

Load - FBL 

Unlimited System 

Bandwidth  

(without switch) 

 

12𝑘𝑇

3𝑔𝑚𝑆𝐹
 

16𝑘𝑇

3𝑔𝑚𝑁
 (N/D) 

Band-Limited 

System (without 

switch) 

𝑘𝑇

𝐶𝐵𝑢𝑠
 ≥

2𝑘𝑇

𝐶𝑂𝑢𝑡
 (N/D) 

Band-Limited 

System 

4𝑘𝑇

3𝐶𝐵𝑢𝑠
 (N/D) 

3𝑘𝑇

4𝐶𝐵𝑢𝑠
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Assumptions 

𝑅𝑂𝑁 ≪ 𝑟𝑂_𝐵𝑖𝑎𝑠 

1

𝑔𝑚𝑆𝐹
≪ 𝑟𝑂_𝑆𝐹  

𝑟𝑂_𝐵𝑖𝑎𝑠 ≈ 𝑟𝑂_𝑆𝐹 

1

𝑔𝑚𝑆𝐹
≈ 𝑅𝑂𝑁 

𝑔𝑚𝐵𝑖𝑎𝑠
𝑔𝑚𝑆𝐹

=
1

3
𝑜𝑟
1

4
 

1

𝑔𝑚𝑃
||𝑟𝑂𝑃 ≈

1

𝑔𝑚𝑃
 

1

𝑔𝑚𝑃
≪ 𝑟𝑂𝑃 

1 + 𝐴𝑣

𝐴𝑣
≈ 1 

𝑟𝑂𝑃 ≫ 𝑟𝑂𝑁 

𝑟𝑂𝑁 ≫
1

𝑔𝑚𝑁
 

 

𝑟𝑂_𝐵𝑖𝑎𝑠 = ∞ 

1

𝑔𝑚𝑆𝐹
→ ∞ 

𝑟𝑂_𝑆𝐹 → ∞ 

𝑔𝑚 =
𝐼𝑑

𝑛𝑉𝑡
 and 

𝑟𝑂 =
𝑉𝑎

𝐼𝑑
 

𝑔𝑚𝑆𝐹 . 𝑟𝑂_𝑆𝐹

= Cte ≫ 1 

𝐴𝑣𝑆𝑊 = 𝐴𝑣𝑆𝐹

≈ 1 

 

Based on the above theoretical reported thermal contributions, the logical conclusion would be 

to stick with the FBL readout scheme. However, an important detail needs to be highlighted 

before proceeding any further. It has to do with taking multiple samples to average the noise 

signal in order to reach extremely low noise levels. Taking several samples under the switching 

biasing current method does not help one reach lower noise levels. 

B.1.5: Pixel Readouts Simulation Results Comparison 

To assess the previous theoretical results, a transient noise simulation was considered for 

verification purposes and to check noise trends. Figure B - 13 depicts the several considered 

pixel readout methods. 
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Figure B - 13 - Pixel readouts test bench. (a) – The FBL (the switching bias) readout; (b) 

– The classical APS readout; (c) – The voltage-mode ACS readout. 
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The physical dimensions of the pixel devices were: TX gate - 0.6𝜇𝑚/0.4𝜇𝑚 ; RST gate - 

0.3𝜇𝑚/0.42𝜇𝑚 ; SF device - 0.42𝜇𝑚/0.8𝜇𝑚 ; SEL device - 0.42𝜇𝑚/0.42𝜇𝑚 ; and PMOS 

(distributed OTA load devices) - 0.8𝜇𝑚/0.8𝜇𝑚 . In addition, it was considered that the 

capacitance effect of 112 pixels attached to the column bus in conjunction with a layout parasitic 

capacitance of 2fF per pixel. Lastly, a common load capacitor of 600fF was used for all three 

readout cases, to emulate the effect of a column sampling capacitor. The pixels featured an 

equivalent 2.13fF FD capacitance and exhibited a 75𝜇𝑉/𝑒 −  CG behavior. The TX gate 

operation was emulated by a charge transfer of a 1K electrons, by means of a short current pulse 

of 1K*16pA (16nA) during 10ns. 

Figure B - 14 depicts the sensitive node and the column bus voltage signals’ time evolution while 

the readout is taking place, namely for the constant-bias APS readout and for the switched-bias 

version, which takes advantage of the FBL biasing effect. Although not visible, the ACS readout 

scheme occurs in the same way as for the classical APS, with the main difference being that the 

column bus signal of the former readout method is a buffered version of the weak FD node, 

while the column bus signal of the latter is a shifted-down version of the FD node signal, a 

consequence of the constant SF gate-to-source voltage. For this reason, the figure describes to 

some extent the ACS readout as well. 

Concisely, the pixel samples must occur before applying the TX gate control signal and before 

the SEL gate switch-OFF in order to properly capture the light-induced signal level. In a generic 

way, Figure B - 14 depicts several light intensities’ scenarios of the constant-biased APS readout, 

highlighting the typical bus slewing effect before the settling. Additionally, it displays the timing 

operation, and the relevant pixel column signals’ time evolution for the SF biased under the FBL 

effect. Differently from the classical APS and the ACS, the FBL readout scheme requires a 

substantial different signaling. Prior to each sample, the column bias device is switched-OFF. 
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Figure B - 14 - Simplified readout signals at the pixel (namely the FD node) and at the 

column bus. (a) – Classical constant-bias APS readout; (b) – Switched-bias APS (readout 

under FBL effect); Obtained from the author’s work [84]. 
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Figure B - 15 displays the simulation waveform’s signals for both the APS readout and for the 

switched bias FBL readout. The equivalent APS charge transfer occurs at 4𝜇𝑠, while for the FBL 

it occurs at 7𝜇𝑠, as this last readout method is slower than the earlier. The reader may note that 

for the APS (similarly to a voltage-mode ACS readout), the signal samples are taken immediately 

before the charge transfer process and after proper settling of the light induced-signal. 

Differently, the signal samples of the FBL readout are taken after waiting a sufficient time to let 

vanish the bus current, for both reset and light-induced signals. 

 

Figure B - 15 - Readouts waveform signals. (top) - The FBL method (the switched-bias 

readout); (bottom) - The classical APS (similarly for the ACS). 

 

The FBL operation addressed above in Figure B - 14 and Figure B - 15 works as follows: the 

bias current is active (live) until the reset level is fully established at the pixel column bus. Once 

the reset level settles, the bias current is turned-off. Since one cannot afford to wait an infinite 

time for the converging of the signal, a few microseconds later (let one say at 5.6us), the reset 

level is sampled for readout and the current can be turned-on again. This consequently brings 

the pixel bus to the level it was left before. Once it settles again, the charge transfer can take 

place so that the light-induced signal is available at the pixel bus. Once again, the bias current is 

switched-off and the column bus is left to float while converging to its final value. As one cannot 
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afford to wait an infinite time to read the signal, then a few microseconds later (namely at 10us), 

the light-induced signal is readout. Once this occurs, a new pixel index can be prepared for 

selection and readout. 

It is noticeable from Figure B - 15’s simulation waveforms that the time between the two samples 

(in which originates the CDS operation), namely the reset level and the equivalent light-induced 

signal is shorter for the APS readout (~1.5us) and considerably longer for the FBL readout 

(~4.5us). In general, the overall cycle time for the APS readout (similarly to the ACS) is in the 

order of 6us, while the overall operation cycle time for the FBL is 11us, thus enabling almost 

half the speed of the APS and ACS’ readout methods. 

Figure B - 16 and Figure B - 17 compile simulation measurement data from a 200-run transient 

noise simulation, in which the results are also tabulated in Table B - 2. 

 

Figure B - 16 - Noise (per-run) results of the different pixel readout circuits. 
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From both Figure B - 16 and Figure B - 17’s inspection, one can say that the FBL readout method 

has a better noise performance (in the dark) than the classical APS readout, which in turn the 

latter exhibits a better noise performance than the voltage-mode ACS. 

 

Figure B - 17 - Compiled noise statistics from the three pixel readout circuits. 

 

Table B - 2’s results indicate that concerning the RMS noise outcome (equivalently in the dark), 

excluding already the voltage-mode ACS readout (as this type of method produces the highest 

readout noise), the FBL switched-bias readout exhibits roughly 33.5% less overall readout noise 

when compared with the classical constant-bias APS readout. As such, it demonstrates that the 
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FBL readout scheme is a valuable method to obtain low noise CDS signal measurements, at a 

cost of low speed readout cycles. 

 

Table B - 2 - Summary of the several readouts simulated total (thermal + flicker) input-

referred noise powers. 

Considered Cases Classical APS Voltage Mode ACS Floating Bus Load 

Simulated Output-

Referred 
318μ𝑉𝑟𝑚𝑠 472.8μ𝑉𝑟𝑚𝑠 211.6μ𝑉𝑟𝑚𝑠 

Simulated Input-

Referred 
397.5μ𝑉𝑟𝑚𝑠 482.4μ𝑉𝑟𝑚𝑠 264.5μ𝑉𝑟𝑚𝑠 

Simulated Input-

Referred Power 
158n𝑉2 232.7n𝑉2 70n𝑉2 

 

Based on the comparison work the conclusions are: if the speed is crucial, then the APS or the 

ACS readout can be employed; in the case where the noise is the critical factor, then an FBL 

readout is the correct choice for low speed, one-time sampled systems; if the linearity is the most 

important factor, then the ACS readout might be the best solution; lastly, in low power 

applications, the ACS might be the worst option, especially for CIS devices employing a system-

level ADC, where all the joint column bias currents become relevant. 

This work demonstrates that the FBL readout is the least noisy pixel readout scheme, under the 

use of the CDS technique. If taking multiple signal samples (thus the CMS technique) the 

classical APS pixel readout scheme is the most indicated, allowing one to reach higher levels of 

noise performance than the FBL method is capable of with a single sample for the reset level 

and light-induced signal, given that there are more noisy circuits in the entire readout path to 

account for. This is the major conclusion to take form this work, apart from confronting the 

simulation results against the theoretical thermal noise contributions. 

 

 



Ultra-Low Noise, High-Frame Rate Readout Design for a 3D-Stacked CMOS Image Sensor 

294  Luis Miguel Carvalho Freitas - September 2022 

B.2: Fixed Pattern Noise Cancellation with the Double Sampling 

Technique 

 

In the early days of CMOS imaging design, the pixel signals were commonly captured at the end 

of the exposure time in the form of a single voltage signal referred to the ground. This means 

that the pixel signals were readout and handled in an absolute manner, rather than relative to the 

pixel supply. At that time, the sensors’ voltage operations were much higher than it is nowadays 

and the resolution depth of the digitalization process was substantially smaller, resulting in a 

large quantization voltage step. Any DSNU associated with the image sensors was then seen as 

small due to the large quantization steps. 

As the supply was going down and the pixel swing getting smaller, the exhibited DSNU was 

becoming more expressive. To handle and mitigate this issue, the readout of the pixel signals’ 

readings had to be handled in a different manner. In fact, the photo-signal became a function of 

the difference between the pixel reset voltage level and the integrated light-induced signal 

voltage. In this way, any associated DC offset concerning the SF devices, originated by the 

threshold voltage offset among a column of pixels, could be canceled or strongly reduced, greatly 

improving the sensor DSNU. In general, the DSNU can be originated by any parameter 

mismatch among the pixels’ circuitries along the sensor, such as the SF device Vth mismatch, 

the Reset switch charge injection mismatch, the column bias current mismatch, the column 

circuits residual offset cancellation mismatch, and the ground gradient effect, among others. 

As indicated earlier, a way to overcome these issues is to sample the signal twice, namely once 

for the pixel reset level and another sample meant for the after exposure signal value. Under the 

DS operation, all non-uniformity effects are canceled or mitigated, given that the mismatch is 

present in both samples. Moreover, the photo-signal remains unchanged given that such a signal 

is built and referred to as the pixel reset supply. Subtracting both samples one obtains the 

corresponding photo-signal “free” from any circuit mismatch. In reality, being completely free 

of any circuit mismatch is impossible to reach, but at least most of it disappears. Figure B - 18 

exemplifies the usual locations of the random mismatch sources present in every column circuit. 
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Figure B - 18 - Illustration of the possible sources of the sensor DSNU. 

 

The result of the equivalent random mismatch can be seen in Figure 2-18 (sub-section 2.3.10), 

if only one sample (the after exposure time signal) is taken. If two samples are taken, then, the 

column-wise offset is no more visible due to the samples’ subtraction. 

B.3: Reset Noise Cancellation with a Correlated Double Sampling 

Technique 

 

As in Figure 2-21 (sub-section 2.3.12), when reading uncorrelated samples from 3T pixels on 

RS sensors, the reset temporal noise will be present in the photo-signal, by the time pixel signals 

are processed. However, if the sensor is readout so that both the reset and the signal samples are 

correlated to each other, the generated photo-signal becomes “free” from the reset temporal 

noise, increasing substantially the DR. This conclusion is consistent with the removal of the 

temporal reset noise addition out of the total input-referred noise variance equation (Eq.82), 

derived in section 3.2.  

Recalling the 3T pixels PD node signals and the reset switch temporal noise, Figure B - 19 

depicts the simplified pixel timing operation, typical from RS ASS. The instantaneous value of 
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the reset sample (at the end of the S2 pulse) has no correlation with the value from the light-

induced level sample (at the end of the S1 pulse). Every time a new photo-signal readout occurs, 

even perfectly under the same illumination level, there will be a random contribution added to 

it. 
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Figure B - 19 - Typical readout procedure from a 3T based pixel RS ASS. 

 

The reader should note that 3T pixels are also capable of exhibiting correlated samples. It all 

depends on the order of the samples. For instance, LSS employing 3T pixels are free from reset 

temporal noise if the S2 control signal is issued in the first place than the S1 control. In this 

scenario, the SEL signal is useless in LSS. 

If the targeted sensor is an RS ASS, with the goal of reaching a higher sensor DR, then 4T 

pinned-pixels are the correct choice. The intrinsic timing operation of a pinned-pixel is such that 

the first sample to readout is the reset level, and the second sample to capture is the light-induced 

signal. It is precisely this specific sampling order that is required to generate the correlated 

samples. Figure B - 20 illustrates the process of getting rid of the reset switch temporal noise. 

No matter what is the average light signal that the sensor is reading, for each instantaneous reset 

value left in the FD node there will be a correlated light-induced signal value, after the exposure 

time. If a first sample is contaminated by the random DC (or low-frequency) signal portion, then 

one knows that the instantaneous reset signal error left from the first sample will be present in 
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the second sample. By the time both samples are subtracted (to build the photo-signal), no more 

exits the random error signal in it, which it is known as a noise signal. This specific process is 

then known as correlated double sampling. 
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Figure B - 20 - Typical readout procedure from a 4T-based pinned-pixel RS ASS. 

 

The presence of the reset noise appears due to the thermal noise addition from the switch series 

resistance, as sub-section 2.3.12 explains. In fact, the CDS readout technique not only “cancels” 

the unwanted reset noise effect but also further helps in reducing the pixel SF 1/f noise 

contribution, as explained in section 3.3, as the latter is a low-frequency noise signal, whose 

power is significant at DC frequencies. Since the double sampling cancels any DC error, then it 

also cancels the flicker noise contamination. 

The flicker noise samples have essentially low-frequency spectral components and these are 

highly correlated, as long as both samples are grabbed in a short period. In opposition, if the time 

between the samples is long enough, then the flicker noise samples are less correlated. In such 

cases, the CDS readout technique is less effective [7]. With 4T pinned-pixels operation, the 

samples are highly correlated due to being right next to each other in the time domain, thus the 

1/f noise attenuation efficiency is quite effective and significant. 
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B.4: CIS Noise Floor Measurement 

 

Checking the noise performance after any CIS production is still something that needs to be 

addressed. The method used in this research project development is mathematically described in 

the EMVA standard [23], and has a graphical equivalence with X. Wang’s [3] method. The 

temporal noise extraction method consists of taking several images under uniform light and 

obtaining them at the exact same illumination power over time (within each image set), as briefly 

shown in Figure B - 21, in which the images’ capture process is repeated until the sensor is fully 

saturated. From the light scan intensity method, one obtains the images’ mean values, as well as 

the images’ total noise variances, so that the PTC and the PRC graphs can be constructed, and 

the corresponding sensor features can be extracted, such as the QE, the CG, the SNR, among 

others. 

Concerning the CIS noise floor measurement, the device must be kept in complete darkness. 

This method works as follows: at each pixel position, the difference of the pixel value relative 

to the image average is calculated and saved. This value is then squared, whose result is dropped 

into a new bi-dimensional array. The resulting image exhibits at each pixel position (within the 

image), the temporal noise variance of the pixel itself. At this stage, two different procedures 

can be done. Either compute the average of the entire resulting image and square root it (so that 

one can obtain the CIS total RMS noise) or square root the value of each pixel position, so that 

one obtains the temporal RMS noise of each pixel. The latter method is adequate for plotting the 

number occurrences of the existing RMS noise values as a function of their own noise. 
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Figure B - 21 - Measurement method of the CIS temporal noise. Based on X. Wang [3]. 

 

The last procedure results in a noise distribution graph example as depicted in Figure B - 22, 

while the earlier produces an RMS noise value equal to the corresponding plot peak in dark 

distribution X’s axis point. If the system temporal thermal noise dominates the sensor noise 

performance in the dark, then the distribution plot shape should have similarities with an inverted 

parabola (hence a Gaussian distribution in the logarithmic scale on the Y axis), without any 

noticeable tail. If the CIS device suffers from some (or considerable) flicker noise contribution, 

the noise distribution shape should be similar to the one depicted in Figure B - 22, resembling 

the noise distribution graph in the dark of this research work experimental CIS device. Given 

that Figure B - 22’s example case, the low-frequency noise samples are responsible for the 

number of occurrences from ~5DN  up to ~8-10DN noise, whereas in the case when there is no 

significant flicker noise contribution, then one would expect a low (or close to zero) number of 

occurrences from the ~8-10DN onwards. Since this region (the distribution graph tail) reveals 

the presence of significantly low-frequency noise, then the noise data dispersion begins to relate 

to the RTS noise source of noise as well. 
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Figure B - 22 - Example of a hypothetic device temporal noise distribution in the dark. 

Redraw from X. Wang [3], and resembling this work’s noise histogram depicted in 

Figure 6-19. 

 

 


