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Abstract

Electroencephalography (EEG) is an essential tool for the diagnosis and management of
epilepsy, one of the most prevalent neurological disorders in the world, characterized by an in-
creased likelihood of seizures. However these periods of abnormal brain activity (ictal EEG) may
not occur often, so the diagnosis is usually made by visual analysis of the EEG in interictal peri-
ods. During this analysis the neurologist summarizes the findings and diagnosis in a clinical report.
Although this is a current practice, it entails several disadvantages that motivate the development
of automatic auxiliary algorithms that can streamline clinical workflow, reduce subjectivity and
potentially improve diagnosis.

To address these shortcomings in EEG analysis and reporting, we apply deep learning (DL)
methods adapting state-of-the-art image and video captioning approaches to generate automated
preliminary clinical reports directly from the EEG signal. For that we develop several captioning
architectures following the encoder-decoder approach. In all of them, a recurrent model is used as
decoder and the encoder is a previously trained convolutional model (VGG16) for classification
with 2s epochs of 869 EEG sessions with and without epileptic events from 340 patients. Imple-
mented captioning models differ in the aggregation EEG embeddings methods used to extract and
summarize the entire recording. This includes EEG average embedding-based, recurrent-based,
attention-based, and multi-stream-based methods. The performance of the models was evaluated
qualitatively by analyzing the reports and quantitatively by calculating common natural language
processing metrics.

On classification of epileptic/no-epileptic EEG epochs, VGG16 yielded an AUC of 0.80, sen-
sitivity of 82%, and specificity of 77% in the test set. On the other hand, with regard to report
generation (EEG captioning), the average embedding-based and multi-stream-based models led to
the best results, being able to detect and describe most EEG phenotypes through clinical reports
using natural language. These models reached values in the range 50.5-56.3 in BLEU1, 20.7-23.3
METEOR, 42.5-46.0 ROUGE_L, 16.9-22.3 CIDEr and 17.1-19.3 SPICE.

We have shown that it is possible to generate reports from EEG data, but there is still space
for improvement. We innovate by designing architectures for EEG captioning based on other
architectures that have proven effective in other fields. There is great potential in the use of DL-
based methods, but obtaining a model capable of diversifying language, dealing with the diversity
clinical conditions ,and generating a report that effectively describing all EEG events are some
challenges that must be tackled before implementing in the clinic.
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Resumo

A eletroencefalografia (EEG) é uma ferramenta essencial para o diagnóstico e acompan-
hamento da epilepsia, um dos distúrbios neurológicos mais prevalentes no mundo, caracterizado
pelo aumento da probabilidade de convulsões. No entanto, esses períodos de atividade cerebral
anormal (EEG ictal) podem não ocorrem com frequência, portanto, o diagnóstico geralmente é
feito pela análise visual do EEG nos períodos interictais. Durante esta análise, o neurologista re-
sume os achados e o diagnóstico num relatório clínico. Embora esta seja uma prática atual, ela
traz várias desvantagens que motivam o desenvolvimento de algoritmos auxiliares automáticos
que podem agilizar o fluxo de trabalho clínico, reduzir a subjetividade e potencialmente melhorar
o diagnóstico.

Para resolver essas deficiências a análisar e reportar EEGs, aplicámos métodos de deep learn-
ing (DL) adaptando abordagens de captioning de imagem e vídeo de última geração para gerar
relatórios clínicos preliminares automáticos diretamente do sinal de EEG. Para isso desenvolve-
mos várias arquiteturas de captioning seguindo a abordagem codificador-descodificador. Em to-
dos eles, um modelo recorrente é utilizado como descodificador e o codificador é um modelo
convolucional previamente treinado (VGG16) para classificação com épocas de 2s em 869 sessões
de EEG com e sem eventos epilépticos de 340 pacientes. Os modelos de captioning implemen-
tados diferem nos métodos de agregação de embeddings do EEG usados para extrair e resumir
toda a gravação. Isso inclui métodos baseados na média dos embeddings do EEG, baseados em
recorrência, baseados em atenção e baseados em múltiplos fluxos. O desempenho dos modelos
foi avaliado qualitativamente por meio da análise dos relatórios e quantitativamente por meio do
cálculo de métricas de processamento de linguagem natural comums.

Na classificação de épocas EEG epilépticas/não epilépticas, o modelo VGG16 produziu uma
AUC de 0,80, sensibilidade de 82% e especificidade de 77% no conjunto de teste. Por outro lado,
no que diz respeito à geração de relatórios (captioning de EEG), os modelos baseados em média
dos embeddings e os baseados em múltiplos fluxos alcaçaram aos melhores resultados, sendo
capazes de detectar e descrever a maioria dos fenótipos de EEG por meio de relatórios clínicos
usando linguagem natural. Esses modelos atingiram valores na gama de 50,5-56,3 em BLEU1,
20,7-23,3 METEOR, 42,5-46,0 ROUGE_L, 16,9-22,3 CIDEr e 17,1-19,3 SPICE.

Mostramos que é possível gerar relatórios a partir de dados de EEG, mas ainda há espaço
para melhorias. Inovámos desenhando arquiteturas para captioning de EEG com base em outras
que provaram ser eficazes noutros campos. Há um grande potencial no uso de métodos basea-
dos em DL, mas obter um modelo capaz de diversificar a linguagem, lidar com a diversidade de
condições clínicas e gerar um relatório que efetivamente descreva todos os eventos de EEG são
alguns desafios que devem ser enfrentados antes da implementação na prática clínica.

Keywords: Epilepsia, EEG, Deep learning, Processamento de linguagem natural, Captioning de
sinal
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Chapter 1

Introduction

1.1 Motivation and Context

Epilepsy is the fourth most prevalent neurological disorder in the world [63]. It is a chronic

brain disease characterized by an increased and permanent likelihood of unprovoked seizures [9,

37]. Epilepsy affects the quality of life of patients, for example, increasing the occurrence of

physical injuries and psychological problems. This and the fact that more than 70% of patients

could live normally (without seizures) if properly diagnosed and treated, it becomes evident that

there is an urgent need to improve the diagnosis of epilepsy [27, 86].

Electroencephalography is a fundamental tool for diagnosing epilepsy and identifying the type

of epilepsy. In this way, it aids in the management of epilepsy, planning the treatment and choosing

an anti-epileptic medication if necessary [36]. Biological signals are typically analyzed by a

clinician, who summarizes the information in a clinical report. In particular, EEGs provide crucial

information about cortical brain activity that is crucial to characterize the health status of a patient.

However, the visual analysis of the EEG is time consuming and has disadvantages such as intra

and interobserver variability and a long clinician training curve. Therefore, it would be helpful for

clinicians to have access to a preliminary automated report based on the complete EEG record

of the patient they are diagnosing and/or treating. In addition, this automation can lead to more

objective and consistent EEG interpretations and potentially reduce ’inadvertent supervision’ of

medical conditions.

Report generation or, more generally, captioning, has been widely successful in images and

video. More recently, the synergy between computer vision and natural language processing has

started to extend to the medical field with captioning of medical images and representation learning

of clinical texts [50]. However, these methods have not been successful when applied to time

series such as EEG signals. This is mostly due to the variable dimensions (duration, channels)

of the data, which are not typically supported, and the inherent structure of the clinical reports

[14, 135].
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2 Introduction

1.2 Objectives

Ideally, it is possible to describe an EEG signal accurately and concisely in a report that cor-

rectly uses clinical terms and is easily understood by a neurologist. This would allow the im-

plementation in the clinic of a useful tool to support EEG analysis and diagnosis of neurological

diseases, particularly epilepsy. Thus, this work represents a contribution toward this ideal objec-

tive.

This dissertation aims to develop a method for generating clinical reports based on EEG sig-

nals, with a focus on the reliability of the generated description. Our contribution includes the

review and adaptation of different state-of-the-art image, video and signal captioning approaches

to develop a model that can clinically describe the EEG signal, in particular for the diagnosis of

epilepsy.

1.3 Document Structure

This document is divided into 7 chapters. A brief introduction of topic, researching motiva-

tion, objectives and contributions are made in this initial Chapter.

Chapter 2 focuses on clinical background, starting by covering EEG signals and signal acqui-

sition and analysis (section 2.1) and continuing with an overview of epilepsy (section 2.2), includ-

ing the epidemiology, causes and manifestations of the disease, as well as diagnosis, through EEG

analysis.

Chapter 3 clarifies some technical terms and techniques and presents current consensus and

trends present in literature. Section 3.1 provides an overview of Natural Language Processing

(NLP) and its applications as well as a brief historical summary. Furthermore it covers the different

aspects and techniques for preparing and representing text with a particular focus on deep learning

applications. In addition different decoding methods and NLP metrics are also assessed. On the

other hand, section 3.2 describes the state of the art of NLP for clinical texts , image and signal

captioning methods, with a greater focus on the medical field.

The methods that were implemented and used in this dissertation are described in Chapter 4

and their results are presented in Chapter 5.

Chapter 6 concerns the discussion of the results and in Chapter 7 presents the conclusions

drawn from the dissertation and future work.



Chapter 2

Background

2.1 Electroencephalography

The electroencephalogram was performed for the first time in humans by the psychiatrist Hans

Berger in 1929 [106]. It consists of the record of cortical electrical activity of the human brain.

Given to its excellent temporal sensitivity, the EEG is very useful to evaluate the dynamic cerebral

functioning and therefore, it is commonly used in the medical and research fields [59, 99].

When neurons are activated the differences of electrical potentials on the cells create electrical

dipoles between the body of the neurons and the apical dendrites [99]. The synchronism of the

dipoles generated originate local current flows on the extracellular medium that can be detected by

the electrodes [110]. The EEG is the summation of excitatory and inhibitory postsynaptic poten-

tials generated by groups pyramidal cells oriented perpendicularly to the brain’s surface detected

by through placement of electrodes on the scalp or surface of the brain. The recorded voltages

are plotted against time, displaying a near real-time representation of ongoing cerebral activity

[59, 99].

However, the EEG has several limitations as the captured signal corresponds to the potential

generated only in the most superficial layers of the cortex. In the slightly more distant layers (in

order of few square centimetres), a large population of neurons (108) must be activated so that the

potential generated is sufficient to cause changes that can be registered by the electrodes [99, 106].

The spatial resolution is low, as the electrode placement pattern in the scalp does not cover the en-

tire cortex, furthermore, the propagation of electrical activity can lead to a misleading impression

of the location of the activity source. Thus, source location and size has a considerable influence

on whether or not activity is detectable in the EEG [58, 106].

2.1.1 EEG Signal

EEG records both rhythmic and transient physiological and pathological activities. Unlike

rhythmic activity, transient activities are unique and relatively rare events [110]. Those are charac-

terized by high amplitude, normally associated with pathologies. However, they could be related

to a normal physiological process. Rhythmic activity (background) are sinusoidal patterns with

3



4 Background

characteristic frequencies that are usually related to specific regions of the brain. These can be

classified as alpha (8-13 Hz), beta (13-30 Hz), theta (4-8 Hz) and delta (up to 4 Hz) waves. Inter-

estingly, it has been proven that there is a link between these neuronal oscillations and different

cognitive states, for example, in relaxation drowsiness alpha activity rises, however neuronal ac-

tivity shifts to lower frequency bands if in sleep [59, 110]. Illustration of these rhythmic waves

can be seen in the Figure 2.1.

Figure 2.1: Brain waves samples belonging to beta, alpha, theta, and delta frequency band.
Extracted from [110].

The large amount of information recorded in the EEG increases the difficulty of its interpreta-

tion. Furthermore, the low power and broad-frequency nature of neuronal activity allied with the

existence of a large number of physiological structures and processes that occur in the brain make

signal corruption by interference inevitable [59]. For instance, the normal EEG signal range is be-

tween 0.5-150 microvolts (µV), which is about 100 times lower than ECG signals [82, 110]. Mus-

cle movement (EMG, Electromyogram), such as eye movement, or even cardiac activity (ECG,

Electrocardiogram) can also be recorded on the EEG. In addition to patient noise sources, the AC

power line, the contact between electrodes and skin, and impedance fluctuation are some technical

artefact sources [110].

2.1.2 Signal Acquisition

The electrodes used in recording the EEG and their proper functioning are essential for the

acquisition of a high-quality signal [59]. For this, can be used several types of electrodes that offer

different characteristics. Needle electrodes are the most common in case of need to record invasive

EEGs. However, in routine examinations, signal acquisition is performed non-invasively, usually

with superficial Ag-AgCl electrodes [110].

The placement of electrode on scalp is usually done using electrode caps rather than individ-

ual electrode placement, and sometimes scalp abrasion is required to create a conductive interface.
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The montage generally follows the standardized 10-20 system established in 1958 by the Inter-

national Federation of Electroencephalography and Clinical Neurophysiology [58, 59]. In this

system, 21 electrodes are placed and the head is divided into proportional distances, as shown in

Figure 2.2. The electrodes are labeled with a letter according to the area of the skull in which

they are placed: F (frontal), C (central), T (temporal), P (posterior), or O (occipital), and num-

bered with even numbers if on right side and odd if on the left side of the skull [58, 110]. As

Figure 2.2: Lateral and Superior view of the standardized 10 ± 20 system for electrode placement.
Adapted from [58].

the voltage ranges that characterize the EEG are of the order of microvolts (µV ), it is necessary

amplify them in order to become measurable. Therefore, the signal is amplified between 102 and

105 times [110].

To obtain the best possible signal-to-noise ratio, a filtering phase is follows, mitigating the

impact of artefacts. A high pass filter is applied to remove low-frequency interference related to

muscle movement and a notch filter to eliminate power line frequencies (50Hz-60Hz). Also, to

avoid the aliasing phenomenon, higher frequencies are filtered and finally, the signal is digitized

by an analog-to-digital (A/D) converter [59, 89, 110] .

2.1.3 EEG analysis

EEG signals consist of plotting recording voltages over time. [110]. Since the recordings are

digital, experts can use tools or change settings to better analyze the signal [59, 99].

EEG is recognized as a safe and low-cost technique and, despite being extensively time-

consuming, visual analysis remains the clinical gold standard for EEG interpretation. The wide

variability of pattern and high subjectivity are the main limitations [5]. These issues motivated the

development of tools to automate clinical decisions, however, they have not yet achieved a better

performance than traditional visual analysis.
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An alternative is the objective measurement of EEG signal characteristics. This quantitative

assessment has advantages, it allows to reduce variability and time spent on the analysis [5, 78].

However, the definition and selection of relevant features are not trivial, thus the approaches based

on handcraft features have been failing to cover all existing possibilities. Mainly because it does

not require the prior definition of features, and can extract non-linear and complex relationships,

deep learning emerges as a new and promising approach in the area [24, 79].

2.2 Epilepsy

Epilepsy is one of the most prevalent neurological disorders, affecting more than 70 million

people worldwide. In Europe, an estimated 6 million people have active epilepsy and it costs more

than C20 billion a year [27]. It affects people of any age, gender, country, ethnicity, and social

background. However, it is slightly more prevalent in men than in women and there is a higher

risk in children and older age groups. Furthermore, the prevalence and incidence are higher in

low/middle income countries (LMIC) compared to high income countries (HIC). The incidence is

approximately 140 per 100,000 people per year on LMIC and 50 per 100,000 people per year on

HIC [9]. This difference is often attributed to poor hygiene and inadequate health systems, leading

to an increased likelihood of infections [111].

The clinical definition of epilepsy has undergone changes and updates over the years. It is cur-

rently established, that people with epilepsy (PWE) have at least one of the following conditions:

at least two unprovoked seizures separated by more than 24 hours; suffer an unprovoked seizure

and have a higher probability (at least 60%) of having similar seizures over 10 years (equivalent

to the likelihood after two unprovoked seizures), diagnosis of epilepsy syndrome [8, 40].

This disease is a symptom complex with multiple risk factors and a strong genetic predisposi-

tion. It is categorized into several syndromes that manifest in different ways and that are associated

with several causes, symptoms, and possible treatments [36, 111]. In about half of the cases of

diagnosed epilepsy, it is not possible to discriminate the causes. The cases in which this discrim-

ination is possible causes range from genetic predisposition to the existence of brain lesions as a

result of brain tumours, infections in the central nervous system, degenerative diseases or cerebral

disabilities [86].

Epilepsy has a negative impact on the quality of life of the patients. It has cognitive conse-

quences, PWE tends to suffer more physical injuries (20.6%), such as fractures and bruises, related

to seizures and have higher rates of psychological problems (24%), including anxiety and depres-

sion (23.1%). In addition, the mortality associated with the disease is increased (2–3 times higher

mortality rate), whether due to suicide (7,4%), sudden unexplained death in epilepsy or effects of

seizures as some of the causes [27, 86].

2.2.1 Epileptic Seizures

A seizure is defined as a transient phenomenon resulting from atypical electrical brain activity,

consisting of excessive or synchronous neuronal activity [41]. Seizures are generally unpredictable
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and their occurrence causes neuronal electrical instability, making them more susceptible to the

occurrence of future crises, becoming a recurrent phenomenon [10].

The abnormal brain state characterized by the presence of epileptic seizures is termed ictal.

On the other hand, the interictal state is characterized by apparently normal brain activity, but

which may present transient and repetitive patterns known as interictal epileptiform discharges

(IEDs) and which suggest a greater epileptic predisposition in the patient. Epileptiform patterns

essentially include spikes of high amplitude (up to 1000 µV) and short duration, often followed by

slow waves [28, 41, 93].

The classification of seizures is crucial to evaluating the patient, diagnosing the epileptic syn-

drome, and guiding treatment. Currently, seizures can be classified as focal (localized, affects

only a portion of the brain), or generalized (affects both hemispheres of the brain) and unknown

onset. Regarding the types of epilepsy, Focal Epilepsy, Generalized Epilepsy, Unknown or even

Combined Generalized and Focal Epilepsy [41, 100].

2.2.2 Diagnosis of Epilepsy

The diversity of the syndrome and symptoms of epilepsy and their similarity to the symptoms

of other diseases make their distinction complicated [26, 130]. Also, according to the clinical

definition of epilepsy, the first seizure is not synonymous of epilepsy as it may be the result of other

conditions . However this sometimes leads to some confusion and misdiagnosis. It is estimated

that 20% to 30% of patients diagnosed with epilepsy actually suffer from another disorder [130].

This incorrect diagnosis ends up in inadequate treatment for the patient’s condition and possible

worsening of it.

Considering the huge impact of epilepsy on quality of life and the fact that more than 70% of

patients can live without seizures if properly diagnosed and treated, the importance of developing

and improving the diagnosis, management and treatment of epilepsy becomes evident [27, 86].

2.2.2.1 Role of EEG in Epilepsy

Diagnosis of epilepsy is complex and is supported by considering a large set of patient data,

including EEG and the patient’s clinical history. The EEG remains a crucial tool since it handles

a significant amount of useful information to characterize the patient clinical condition [83, 99].

Since epileptic seizures may not occur often, it is not common to have EEG recordings of this

period (ictal EEG). Therefore, interictal EEG, acquired between seizures, is taken into consider-

ation for diagnosis [94, 106]. The EEG is essential for the determination of the type of seizure

and syndrome and the presence of transient patterns (IEDs) is a key aspect in the diagnosis of

epilepsy [83]. However, although rare, these patterns can occur on the EEG of patients with other

neurological disorders or even without any disorders. On the other hand, the absence of IEDs does

not rule out the possibility of epilepsy, since about 10% of PWE do not have IEDs in the interictal

EEG. This highlights the importance of considering all patient clinical data for diagnosis [94, 106].
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To facilitate the diagnosis in the routine EEG exam, conditions are created that favor the ap-

pearance / detection of possible EEG abnormalities, such as sleep deprivation and application of

activation techniques, as hyperventilation and intermittent photic stimulation [94, 99, 106].

The reduced duration of a routine EEG (20-30 min) can be limited, thus the patient can be

monitored for a longer period (24h), which increases IEDs by about 20%. Furthermore, the timing

of the EEG also influences the effectiveness of the diagnosis, and the appearance of IEDs is more

likely if the examination is done within the first 24 hours after the seizure. Therefore, repeating

the exam is recommended for greater confidence in the diagnosis [99, 106].

2.2.2.2 Analysis and Reporting

The expert analyzes the EEG, interprets it and writes a text report to summarize the find-

ings. This analysis is subject to intra and inter-observer variability, requires experience, is time-

consuming, error-prone and the report writing is laborious [5, 14].

Neurologists can use support systems for EEG visualization, which usually offer the possibil-

ity to change settings such as the time window, the EEG amplitude, the montage view and apply

different filters. This is useful to better visualize hidden features and to facilitate the EEG analy-

sis [59, 99]. Recently, tools have been developed that seek to reduce clinical errors and subjectivity

in the analysis, providing additional information to the physician. Models for detection of spikes

and seizures and automatic quantitative EEG analysis are some of theses examples [5, 29, 79].

Despite these advances, the writing of clinical reports still rests with the physician and analysis

and reporting represents a considerable part of the neurologist’s work [14].



Chapter 3

Literature Review

3.1 Natural Language Processing

Natural language processing is an interdisciplinary field of artificial intelligence that com-

bines computational linguistics with statistical, machine learning (ML), and DL models for nat-

ural language analysis and manipulation. NLP encompasses a collection of techniques used to

deal with understanding text and speech, not just as a sequence of characters or words, but as

data with complex syntactic and phonological structures that carry a meaning that implies some

interpretability [4, 17].

NLP can be distinguished into two sub-fields Natural language understanding (NLU) and Nat-

ural language Generation (NLG). NLU has a close relation with linguistic aspects which it uses to

determine the meaning of a sentence. The word-formation (Morphology), sentence structure (Syn-

tax), the intended meaning (Semantics) and Pragmatics are some of those linguistics aspects [88].

While NLU focuses on machine reading comprehension, NLG enables the machine to generate

text given a data input. In addition to linguistic aspects, such as grammar, content selection and

textual organization are crucial in the NLG [85].

3.1.1 Brief Historical Overview

The idea of natural language handled by computers is old. The first project addressing this

subject was a computer translator,in the 1940s, by Weaver and Booth, during World War II. This

inspired other projects that maintained an approach based on Weaver’s suggestion to apply cryp-

tography and information theory to language translation. These were based on a "dictionary look

up" perspective, looking for the words in the target language and fitting them following some

word-order rules. This approach turns out to be a very limited approach since the complexity,

ambiguity and lexical aspect of language were completely ignored [64].

The poor results highlighted the need to understand more about linguistics. The boost in this

field occurred in 1957 by the introduction of concepts of generative grammar by Chomsky in his

publications [25]. After that, real advances have been achieved using linguistics to help in machine

translation and in the other applications that then emerged as speech recognition [64].

9
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In 1960s, the concern was how to develop meaningful computationally tractable solutions.

This led to the development of new theories for the theoretical aspects and several prototype sys-

tems as Weizenbaum’s ELIZA [115] which was a chatbot to simulate the conversation between

a psychologist using a pattern matching and character substitution methodology and LUNAR, a

question-answer system developed by Woods which was an interface system to the database about

the Apollo 11 moon rocks using augmented transition network [64].

Working with natural language is challenging, as human language has vastly size and is highly

ambiguous [17, 88]. The approaches until then relied purely on heuristics (handcrafted symbolic

rules), which showed some limitations concerning the extraction meaning [4]. The paradigm

shift in NLP came about by emerging statistical language processing. Statistical inference using

machine learning models over text corpora revealed to be promising and with the advances in

artificial intelligence, specifically in deep learning has allowed the NLP to grow rapidly and the

models are being ever more powerful and robust [17, 85].

3.1.2 NLP Applications

The potential of NLP has been explored in the most diverse fields. Its ability to understand

human language has proved to be a useful and powerful tool for managing and extracting informa-

tion [17]. This has had a major impact at the business level, research/science, and in the develop-

ment of systems and solutions to improve life, health care and to facilitate the tasks of clinicians.

Thus providing better patient care and allowing for more continuous monitoring [4, 50].

Some of the typical problems address by NLP are Sentiment analysis, Document classifica-

tion and Captioning. Sentiment analysis is particularly interesting for the market and businesses,

since the ability to detect positive or negative feelings in the text reflects the customer’s interest,

allowing for an agreement management. On the other hand is the Document classification allows

the categorization of emails and filtering of spam messages, for instance [12, 17]. Captioning is

normally applied to images and consists of generating a textual description given to an image.

It allows generating a clinical report given a medical image, for instance. This concept is now

starting to be adjusted and tested to videos and signals as well [50, 52, 122].

3.1.3 Data Preparation

Language data cannot be used directly to the field in machine or deep learning models. In

particular raw text must be first prepared and cleaned up by applying transformations. Initial

text processing steps comprises operations such as removing punctuation and normalizing text by

converting it to lowercase, for example [17, 68].

Preprocessing operations have a high impact on the performance of the natural language

model, so they must be carefully chosen according to the task. This selection is not trivial, clean-

ing text is hard and full of trade-offs. The simpler the text data and the smaller the vocabulary,

the easier it will be for the model to learn, however, with processing the text loses structure and
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linguistic aspects such as syntax or semantics deteriorate. In some tasks such as document classi-

fication or sentiment analysis, in which it is not important to preserve all the structure of the text

but just need to extract the content, this is not problematic and operations such as Stemming, Lem-

matisation or Filtering out Stop Words can be applied [12, 17]. Stemming consists on converting

each word to its root, removing variations such as the number, size or gender (e.g fishing, fished,

fisher all would be reduced to the stem fish). Lemmatization is the process of grouping words and

reducing them to the underlying concept, which may or may not be consistent with the stem (e.g

"better" has "good" as its lemma), this is particularly useful for the model to be robust dealing with

synonyms. Stop words are words that do not contribute to the deeper meaning of the phrase (e.g

“a”, “as”, "is") [12, 17].

However, when considering tasks that involve text generation as translation, image captioning,

and text summarization, it is essential that, in addition to the information, the structure, semantics

and syntax of the text are preserved so that the model can learn and respect them during the

execution of the final task [17].

After the text cleaning step, it is necessary to discretize it and encode it, associating an id to

each part. This transformation is called Tokenization and consists of dividing the text into mean-

ingful parts, called tokens [12, 38, 107]. What is actually a meaningful piece of text is, however

an open problem, there are various approaches and types of tokenizer. One of the simplest and

most common approaches is to consider each word as a token, however, this approach has some

drawbacks as it end ups usually in a large dictionary because tokenizer is sensitive to little varia-

tions of the words and perceives for instance "dog" and "dogs" as two different tokens. The same

happens with female/male, lowercase/uppercase letters, hence the need to clean and normalize the

text previously. One way of control the dimension of the vocabulary is ignore rare words and en-

code those as outside the vocabulary (using a common token ,"<unknown>"), however this leads

to an increased loss of information [39].

Characters tokenizer, solves some of the mentioned issues of the word tokenizer, forming a

much smaller and flexible vocabulary that allows representing any word. However, this implies

that each phrase is encoded by a large sequence of tokens, moreover, characters provide less

information than words. Finally, the approach that underlies some of the models that achieve

state-of-the-art results are subword tokenizers such as Wordpiece [44, 33], Unigram, Byte-Pair

Encoding [101]. These tokenizers allow a type of composition of the less frequent words in mean-

ingful and more frequent parts. This allows to preserve context-independent representations and

obtain a reasonably sized vocabulary [39].

There are different packages and tools available to perform the aforementioned transformation

in Python. One of the most used is the Natural Language Toolkit (NLTK) [95], but the scikit-learn,

Tensorflow and Keras libraries also provide some NLP tools.

3.1.4 Text Vectorization

With the development of NLP and ML, several approaches emerged to encode text into num-

bers and vectors interpretable by algorithms. These feature extraction steps (or vectorization)
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have been improved, obtaining increasingly compact and meaningful representations. Similar to

the pre-processing step, the choice of representation technique is highly dependent on the NLP

task at hand [17].

3.1.4.1 Bag-of-Words

Bag-of-Words is an algorithm that handles text describing the occurrence of words or n-

grams by attributing a score, as represented in Figure 3.1. The tokens are interpreted as a group

and information related to sentence structure and token sequence is lost. This property makes

the application of the model limited. Furthermore, it tends to be used in traditional machine

learning models rather than deep learning models. Some of the main applications are document

classification and sentiment analysis [17, 24].

Figure 3.1: Illustration of text vectorization applying Bag-of-words.
In this, a word tokenizer is used and the words stop and rare are filtered out. The remains are

considered by the algorithm. Extracted from [68].

There are many versions of the Bag-of-words model that differ in the base element that is

considered (word or n-grams) and the method that is used in scoring. N-grams are normally

associated with words but the same concept can be applied at the character level. N-grams are

groups of consecutive words that can be extracted from a sentence, for instance in the previous

sentence "A bat and a rat" the decomposition in 2-grams would be:
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{"A", "A bat", "bat", "bat and", "and", "and a", "a", "a rat", " rat"}

The referred model that uses 2-grams is called Bag-of-2-grams same way a model of this family

that is based on 3-grams is called Bag-of-3-grams. Those versions of the model that use n-gram

instead of individual words are more sophisticated and can capture a little more meaning from the

document [24].

Regarding the scoring attributed, it can be binary scoring (assigning 1 to present words and 0

to the absence words), a score reflecting the number of times each word appears in a document

(Word hashing) or reflecting the frequency that each word (Term Frequency-Inverse Document

Frequency (TF-IDF)). Word hashing consists of assigning a hash to each word and counting its

occurrence in the document. The main challenge is to define the hash space that is sufficiently large

to accommodate the entire vocabulary and simultaneously not too sparse and with a low proba-

bility of hash collision. On the other hand, the TF-IDF score reflects the frequency of words that

occur considering their frequency in all documents. This re-scaling penalizes the most common

words like "the", highlighting the distinct words, that contain useful information [17, 68].

Despite being simple to understand and implement, Bag-of-words has some limitations, such

as the sparsity of representations that makes it harder to model, needing a careful vocabulary

design and the fact that it ignores the order of the words hinders understanding [17].

3.1.4.2 One Hot Encoding

One Hot Encoding is a simple vectorization method that represents every token of the given

text in a vector of 1 (one) and 0 (zeros). This allows the easy identification of each token by a

unique vector. However this implies that similar words on spelling or meaning are represented as

different vectors, thus there is a substantial loss of information.

In addition, these vectors have the vocabulary dimension. The phrases being the sequence of

tokens end up being three-dimensional. Similarly to Bag-of-words, while using one-hot encoding

strategy, it is crucial to previously perform careful text cleaning to limit the dimensionality and

sparseness of the feature space [24, 68].

3.1.4.3 Word Embeddings

Word embeddings are text representation techniques that allow mapping each word to a fixed

length vector of real numbers. This dense distributed representation preserves different degrees of

similarity of the words, as semantics and meaning. Despite the high dimensionality of theses vec-

tors, often tens or hundreds of dimensions, it is much smaller than vocabulary size or the thousands

or millions of dimensions needed for sparse word representations, such as one-hot encoding [24].

Classical methods for word embedding like Latent Semantic Analysis (LSA) or Explicit Se-

mantic Analysis (ESA), rely on statistical analysis and co-occurrence matrices [68]. However,

there are many other approaches to represent words that instead consider embeddings matrices,

with an embedding for each word, such as Word2Vec [32], GloVe (Global Vectors for Word Repre-

sentation) [91], fastText [15]. More recently, deep belief networks or graphical generative models



14 Literature Review

such as ELMo (Embeddings from Language Models) [92], GPT (Generative Pre-trained Trans-

former) or BERT (Bidirectional Encoder Representations from Transformers) [33] have driven

dense word representation.

Word2Vec is one of the most popular and efficient models and is has two possible model

architectures: Continuous Bag-of-Words model (CBOW) and Continuous Skip-Gram model. In

the training process represented in Figure 3.2, both models learn to map words according to the

surrounding words. CBOW learns to predict the current word based on its neighbours while

the skip-gram model learns predicting the surrounding window of words based on the current

word [32].

Figure 3.2: Representation of Word2Vec model architectures.
Extracted from [32].

Word2Vec can learn meaningful relationships by extracting the notions of relatedness across

words, semantics, synonyms and analogies. This culminates in a meaningful representation of

words in which semantic relationships are preserved and encoded as geometric transformations in

the features space [17, 24]. For instance, Figure 3.3 illustrates a plausible feature space, where the

distance between the word pairs cat-tiger and dog-wolf are similar and share the same transforma-

tions.

Figure 3.3: Word embedding space illustration.
Extracted from [24].
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GloVe is an extension of the Word2Vec by combining with global statistics techniques as

LSA [91]. Countering one of the biggest limitations of Word2Vec models, which is based on the

local context of sentences [53]. fastText is also an extension of Word2Vec, but instead of creating

a vector representation given a word, it decomposes words into n-grams allowing embedding to

understand prefixes/suffixes. Unlike previous methods, fastText consides word morphology and

can provide vector representations for words that were not seen in training [15].

Despite the ability of Word2Vec, GloVe, and fastText to capture syntactic and semantic infor-

mation, these models are context-free in nature, as they generate a per-word vector representation

that limits their ability to represent context-dependent information [68].

ELMo innovated by being the first context-sensitive model. It uses a bidirectional LSTM

(Long Short-Term Memory) and considers the entire sentence before assigning an embedding

to each word. ELMo is trained in the word prediction task, known as language prediction, by

converting each token to character embeddings and combining them with the intermediate layer

representations of the bi-LSTM [92].

ELMo by Peters et al. [92] and ULMFIT (Universal Language Model FIne-Tuning) by Howard

et al. [49] were the first pre-trained language models to significantly improve the state-of-the-art

of natural language understanding tasks. The success of this model motivated the development

of new models that were also focused on the context. So quickly OpenAI and Google published

pre-trained transformer-based language models called GPT [96] and BERT [33]. respectively.

Figure 3.4: Differences of BERT and ELMo architectures.
Adapted from [33].

BERT architecture consists of a stack of transformers (12 layers in base version or 24 layers

in their larger version). BERT is essentially an encoder model, which maps an input sequence to

a contextualized encoded sequence, but it can be applied to a wide variety of tasks by adding an

new layer, typically a feed-forward layer. Its robustness is also due to the training process that

includes 2 tasks: Masked Language Modeling (MLM) and sentence prediction. This prediction

task corresponds to predicting if given two sentences, one is likely to occur after the other and

MLM consists of predicting masked words in sentences [33].

Transformer-based outperformed the LSTM-based language model, constituting the state of

the art of NLP tasks. Figure 3.4 compares the architecture of both BERT and ELMo.
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Since the release of these models, they have been used and adapted for different applications

and new transformers and improved versions have been developed.

3.1.5 Natural Language Generation Models

Text representation is usually the start of NLG, it can be done by stacking an embedding layer

that trains from scratch along with the model, or using a pre-trained model (Word2Vec, GloVe).

Pre-trained models can be fine-tuned (i.e. BERT, ELMo) or used to extract the contextualized word

embeddings to feed into the new model. Since word embeddings strongly impact the performance

of the deep generative models used, those approaches guarantee an efficient algorithm for the

representation of words [53].

In NLG the models needs to be capable to process text as sequence of tokens. Currently

Neural-network-based language models have outperformed classical methods in tasks that require

deeper language understanding. The improvement may be associated with more ability of Neural-

network-based to generalize. These models can simultaneously learn a representation of the words

and predict the probability of the next word given the previous ones [17, 68].

Recurrent Neural Networks (RNNs) are the typical Artificial Neural Networks (ANNs) used

to deal with sequential data. However their sequential memory is limited, as the length of the se-

quences increases, the distance between the relevant information increases and the RNNs become

unable to connect the information, suffering from vanishing gradient [47].

(a) RNN (b) LSTM (c) GRU

Figure 3.5: Standard architecture of RNN, LSTM and GRU.
Adapted from [97].

Over time, new RNNs have been proposed, with an architecture and underlying mechanism

that allow mitigating this problem. Thus Hochreiter et al. [46] introduced the LSTM in 1995, and

more recently, in 2014, Cho et al. [22] proposed the Gated Recurrent Unit (GRU). The architecture

representation of each of the variant RNNs can be seen in Figure 3.5.

LSTMs have an internal mechanism, consisting of three gates, which decide which informa-

tion should be stored or removed on each state and information output, allowing storing of infor-

mation for longer periods. GRU is based on similar mechanisms but has only 2 gates (an update

gate and a reset gate), for storing and forgetting information. This simplification of architectures
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allows GRUs to use less memory and be faster than LSTM, whereas LSTM is more accurate on a

larger dataset.

In theory, LSTMs and GRUs solve the issue of vanishing gradients. however, they still have

a limitation to capture long-range dependencies. Transformers emerge as a promising solution to

this problem by using self-attention and multi-headed attention mechanisms [113]. Its architecture

is based on the stack of encoder and decoder layers as represented in Figure 3.6

Figure 3.6: Representation of the original transformer model.
Its architecture includes several stacked layers (N) of encoder (left) and decoder (right) models.
Each is composed by sub-layers of multi-head self-attention mechanism, followed by position-
wise fully connected feed-forward network. The final output is predicted through linear transfor-
mation and a softmax function. Extracted from [113].

3.1.6 Decoding Methods

In text generation, the quality of the sequence that the model can generate depends not only on

the success of model training and it’s performance, but also on the decoding strategy. Decoding in

NLG can be seen as a search problem, where the task is to find the most likely sentence (y) in and

the infinite search space over potential sequences (V) that could be generated for a given input x:

y = argmax
y∈V

P(y/x) (3.1)
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The selection of decoding method and the definition of parameters that work better depends

on the use case. Each method has its pros and cons, some allow to generate more variable and

creative text, that may be useful for some applications, other methods just generate the most likely

sequence [131].

Greedy decoding is the simplest strategy to approximate the likelihood objective, that at each

decoding step chooses the token that has the highest conditional probability. It optimizes the prob-

ability of the sequence in an entirely local way, thus it can end up generating repeated or repetitive

sequences [75]. Alternatively, the random sampling method tackles this issue by introducing some

randomness, choosing a random token based on its probabilities.

A more widely used approach is Beam search, suggested by Lowerre [80], which is among

the methods mentioned above, being able to balance Greedy decoding rightness and Random

sampling variability. To do so, it considers a fixed number of candidates on the beam (k), at each

step of the search procedure, adding words and keeping the k high-scoring candidates on the beam

and pruning the remaining sequences. The final selected sequence corresponds to the most likely

candidate considering the combine probability of all these tokens.

The key parameter is width (k), beam search with k = 1 is similar to greedy decoding which

generates a single hypothesis with the most probable word given the previous words at each time

step. On the other hand, beam search with k = ∞ is equivalent to a full breadth-first search.

To avoid a bias towards short generation outputs, beam search in neural generation requires a

good stopping criterion or some way of normalizing scores between candidates. Over time, several

versions and variants of this algorithm emerged, proposing different approaches and solving their

biggest shortcomings [131].

3.1.7 Metrics

The generated text can be evaluated by human judgment, but this process involves the usual

problems, such as subjectivity and difficulty in scaling. Thus, some metrics were developed in an

attempt to automatically evaluate the generated text more objectively. The first metrics emerged

for evaluating machine translation, however, they can also be applied for other NLP task including

captioning [6]. The most common metrics are BLEU [87], METEOR [69], ROUGE-L [128] and

more recently, CIDEr [114] and SPICE [3].

BLEU, or Bilingual Evaluation Understudy, was proposed by Kishore Papineni, et al. [87]

and it is the most used metric because is simple to compute, easy to understand and is language

independent. The evaluation consists of a comparison of the generated with the reference sentence

and the score range between 1.0 for a perfect match and 0.0 for the worst case. However, it is often

expressed in a range of 0-100. This comparison is done in phases by matching sentence segments

(unigram to 4-grams, called respectively 1-BLEU to 4-BLEU) regardless the order. However the

final score varies depending on the number of references and the size of the text generated and in

practice, the perfect score is not possible, not even for humans [87].

BLEU does not consider meaning, so differences in function words are equally penalized as

differences in content words. This contributes to its low correlation with human judgment.
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The cumulative BLEU is calculated using the equation 3.2 that includes the weighted (Wn)

geometric mean of modified precision (pn) equation. 3.3 used to take into account the frequency

of occurrence of each n-gram in the reference giving, less value to very abundant n-grams. Brevity

Penality (BP) is used to penalize short sentences. BP is computed according to equation. 3.4 where

c and g represent the length of the generated and referenced phrase, respectively [87].

BLEU score = BP∗ exp
N

∑
n=1

wn log(pn) (3.2)

Modi f ied n−gram Precision(pn) =
∑C∈Candidates ∑n−gram∈C Countclip(n−gram)

∑C′∈Candidates ∑n−gram′∈C′ Countclip(n−gram′)
(3.3)

Brevity Penality (BP) =
{

1 c > g

e1− g
c c ≤ g

(3.4)

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) is most used to evaluate text

summaries by comparing n-grams and word sequences with references. It calculates the preci-

sion (P), recall (R), and F1-measure based on matching of n-grams or longest common subse-

quence (LCS) between generated and ground truth sentences, ROUGE-N and ROUGE-L respec-

tively [128].

METEOR (Metric for Evaluation of Translation with Explicit ORdering) on the other hand,

calculates the BLEU1 and computes the Fmean of matching results, as shown in the equation 3.5.

This can be extended to longer n-grams by adding some penalty, as different ordered words and

synonyms are considered as possible matches [69]. This tackles the main drawbacks identified in

the BLEU metrics ending up with a better correlation with the human assessment.

Fmean =
10PR

R+9P
(3.5)

Unlike the previous ones, Consensus-based Image Description (CIDEr) and Semantic Propo-

sitional Image Caption Evaluation (SPICE) were specially developed for image captioning. CIDEr

apply the tf-idf metric to attribute weight to n-grams accordingly with frequency across the dataset

giving less importance to common words since those are less informative [114]. CIDEr compares

and measures how often n-grams of the generated sentence are in the ground truth ones, to do so

it considers the word stems.

CIDEr n =
1
m ∑

J

gn(ci)gn(gi j)

||gm(c j)|| ||gm(gi j)||
(3.6)

CIDEr score =
N

∑
n=1

Wn∗CIDEr n (3.7)

SPICE metric focuses in measuring semantic aspects, extracting relations between generated,

ground truth captions and attributes. For that, it uses a graph-based representation of the text,
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called scene graph [3]. In the mathematical perspective SPICE computes F1-measure for caption

evaluation as shown in equation 3.8.

SPICE score = F1 =
2PR

R+P
(3.8)

Although correlated, no metric perfectly matches human judgment, each considers different

linguistic aspects and each has its advantages and disadvantages. Thus it is recommended to com-

bine several metrics to be able to assess various language dimensions. All but METEOR and

SPICE are affected by word order. However, METEOR performs stemming and synonym match-

ing but this impairs the assessment of semantics. BLEU and ROUGE are the most used, followed

by CIDEr and METEOR. On the other hand, SPICE is still almost not used in the captioning

of medical images, although it outperforms the other metrics in terms of agreement with human

judgment [6].

3.2 State of the Art

Natural language processing methods have been widely used in clinical texts to address dif-

ferent tasks including assisting health professionals and clinical decision-making [4, 134].

The following subsections will focus on work that has been developed in the clinical field.

Starting with text modelling, followed by a literature review on image captioning and finally on

NLP for biological signals. In addition, in appendix A can be seen summary tables of state-of-the-

art approaches referred in this chapter.

3.2.1 NLP for Clinical Texts

Clinical texts include expert insight into the patient’s clinical condition and diagnosis. Clin-

ical notes and structured data are complementary and extremely important since they contain the

clinical history of patients, their condition, diagnosis and respective outcomes [4, 50]. Despite the

richness of information provide by clinical notes, they are underused in relation to structured data.

Building models that can efficiently learn representations from clinical texts is challenging.

Machine learning algorithms are suitable for running on structured data. The clinical text, on

the other hand, has high dimensionality, is sparse and unstructured data [50]. Thus, it is neces-

sary to resort to text pre-processing (section 3.1.3) and vectorization techniques (section 3.1.4) to

represent the text data adequately for the application of the ML and DL algorithms [17, 24].

Modelling clinical text is complicated since clinical notes are long and words are interdepen-

dent. Therefore, typical word embedding models (Word2Vec, GloVe or fastText) that learn local

word representations may not be ideal for the task. Thus, attention mechanisms, implicit in trans-

formers, have been proposed in the literature as mechanisms that capture long-range information

and relation and that allow obtaining some model explainability hints [24, 50].

One of the most used transformers in the field is the BERT, its design allows it to be pre-trained

and easily adapt to a wide range of NLP tasks [33, 70, 104].
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The main problems addressed in the clinical field are text classification (i.e., document clas-

sification [11], phenotyping [16]) and Relation Extraction which consists of the identification of

relations between clinical concepts [81, 134].

A vast work has been developed in text classification, with very successful work developed

by Biswal et al. for document classification of EEG reports. In [11], the authors use a supervised

method to categorize text EEG reports detecting the ones that describe seizures and epileptiform

discharges. The proposed pipeline consists of an initial filtering of the reports based on keywords,

in which the reports that did not have any keywords or synonyms were classified as negative.

The remaining reports follow a more careful classification. As EEG reports are not distinguish-

able by the mere frequency of occurrence of keywords, methods as Bag-of-words do not achieve

satisfactory results in this task. Thus, Biswal et al. [11] proposes a new method to obtain more

discriminative features called "elastic word sequence". This method takes into consideration key-

words and the sequence of their occurrence, in a flexible manner. Those sequences are used as

semantic features for the report classification. the classification was performed through the Naive

Bayes model achieving an area under the receiver operating characteristic (AUC) of 0.975 [11].

Although not focusing on clinical text, many other authors address text classification. For this

task, the key DL approach is to use word embeddings and convolutional neural network (CNN).

However, recently, the very deep convolutional neural network model (VDCNN) has also been

considered [17].

Electronic health record information (EHRs) hold clinically relevant data. However, that is

not fully used in the clinical context as review becomes unpracticable [50]. Furthermore, there is

undoubted clinical value in the corpus of the medical reports that are not being used. NLP has the

potential to unlock this unused information by processing it and extracting clinical data [4].

Recently, Maldonado et al. [81] proposed a method to overcome the lack of the annotation of

corpus’s EEG reports by automatically identifying specific EEG and clinically relevant concepts.

The annotation also includes the identification of brain signals’ attributes such as Morphology,

Frequency Band, Background, Magnitude, Recurrence, Dispersal, and Brain Location. This was

achieved using two stacked LSTM networks to filter the parts of the report that include medical

concepts. Then, the DRLN (Deep Rectified Linear Network) architecture was used for multi-task

classification of the attributes and a self-attention neural model to carried out the distance relations

between concepts, attributes, and relations in the EEG report.

Addressing a different problem, the authors in [50] use clinical notes to predict 30-day patient

readmission. The patient evaluation is performed at various time points assigning a score of risk of

readmission. For modelling the clinical notes, the authors adopt BERT to learn text embeddings.

Due to the scarcity of annotated clinical data and privacy concerns about sharing, pre-trained

models and transfer learning are growing in popularity, playing an important role in enabling

robust models to be obtained in medical studies [4, 17].

The framework implemented in [50] follows this trend. The BERT model is pre-trained using

clinical notes (ClinicalBERT) and then fine-tuned for the readmission prediction task. Clinical-

BERT has been compared with some of the relevant state-of-the-art models and outperformed in
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all the metrics. Obtaining 0.674 AUC for predicting patient readmission between 12-24h versus

0.648 AUC and 0.649 AUC of the Bag-of-Words and Bi-LSTM models, respectively. Further-

more, when evaluating the similarity between learned embeddings and medical concepts, it is

concluded that ClinicalBERT can learn more accurately the data distribution of clinical texts and,

therefore, medical concepts, compared to the other models (Word2Vec and fastText) [50].

There is a differentiation in the choice of deep learning architectures through the task, for

example, for text classification, the literature approach tends to follow CNN architectures, while

for relation extraction RNN architectures are more common [134].

3.2.2 NLP for (Medical) Image Captioning

Image caption generation is the automatic task of describing the content of an image through

natural language. Captioning is a complex task for a machine since, in addition to generating

the human-readable textual description, it has to successfully extract the semantic content of the

image. This goes beyond object detection, segmentation, and classification since it implies a

deeper understanding of the content, including the relations between different objects and how

they interact [6, 17].

Medical imaging, like ultrasound, is very noisy and the amount of annotated data is limited. To

tackle this lack, a set of medical image datasets was created, and is used for research in this field:

IU Chest X-Ray [132, 121], BCIDR [133], CheXpert [54], MIMIC–CXR [61], PadChest [19] and

ICLEFCaption [34, 42].

Aside from the fact that image captioning is usually designed for short sentences, medical

reports are descriptions with a variable number and longer sentences. This task becomes even more

complex, as in the clinical field there is only one caption per image, while in classic captioning

problems there are several options for descriptions per image, facilitating model training.

Despite this, over time, several computer-aided systems have been proposed based on dif-

ferent image captioning methods. The use of deep neural networks to generate medical image

descriptions has replaced the traditional models, template-based and retrieval-based methods (or

nearest-neighbor-based methods). In the template-based approach, image attributes are extracted,

and the description is generated according to specified grammatical rules or sentence templates.

Although it results in grammatically correct captions this approach is limiting, as it restricts de-

scription flexibility and diversity since the templates are predefined. Moreover, this approach lacks

in scalability and is unable to generate variable-length captions. On the other hand, retrieval-based

methods compare the input image to the database and retrieve the caption of the most similar

images . The final description is selected from these pool of candidates captions or is a combi-

nation of many candidates.This approach ensures syntactically correct, but is not image-specific

[1, 6, 48].

Thus, state-of-the-art methods usually rely on DL-based approaches that can generate new

captions for each image, being more accurate than previous approaches. DL-based methods can

be grouped according to several criteria. Figure 3.7 summarizes the taxonomy of these methods.
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Figure 3.7: Overall taxonomy of deep-learning-based image captioning .
Extracted from [48].

Regarding the feature mapping, the image features and the caption can be interpreted as inde-

pendent (Visual space-based methods) or can be mapped jointly into the same space (Multimodal

space-based methods). Kiros et al. [65] started work in this area using a multimodal image+text

representation for image captions generation. To do so, Kiros et al. proposed the Encoder-Decoder

architecture inspired by machine translation.

The mentioned architecture includes feature extraction and language models that are trained

jointly. In this end-to-end approach, the features extracted from the images by the encoder are

used as input for the first of the decoder’s time-step (language model) to generate a sentence.

In contrast, in the compositional architecture the blocks are built independently, starting with

extracting semantic concepts from the image, typically via a CNN, followed by generating a set

of candidate captions based on previous semantic concepts and final caption selection according

to multimodal similarity [48].

Most of the state-of-the-art methods use an Encoder-Decoder approach so this architecture

will have greater focus. Feature extraction block entails obtaining high-level features to create

an understanding of the image. Due to the large number and high dimensionality of image fea-

tures, reduction methods are used to select the most relevant and summarize them in a fixed-length

vector. CNNs can extract hierarchically the image features, being for this reason used as an en-

coder. However, CNN models need many examples in the training phase for effective learning

features, which contrasts with the limited number of images in medical datasets. Thus, to deal

with the scarceness of data, transfer learning and pre-trained models are frequently employed, as

VGGNet [105], ResNet [45], InceptionV3 [109], GoogleNet [109] or AlexNet [66].

Language models predict the probabilities of the next words given a sequence of words until

the ’<end>’ token be generated. They work as decoders that receive embedding vectors from

the encoder and generate the description accordingly. Typically, language models are based on
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recurrent neural networks such as LSTM [46] or GRU [23].

Shin et al. [103] was one of the first to use the encoder-decoder approach for chest X-rays

image. In this work the author pre-trained the CNN model (GoogleNet) for classification and

then retrained a CNN-RNN to generate the context of detected diseases. Despite the relevance

of this architecture and the good results obtained, only sets of words were generated (based on

Bag-of-words) to describe the context of the disease instead of a coherent text. Since then, many

researchers have been using this architecture in the medical field, for example, in [90] Pelka pre-

dicted keywords using a CNN-LSTM model, fine-tuned through Inception V3. Also, Zeng et

al. [132] used this architecture for ultra-sound image captioning. However, Zeng et al. [132] took

a slightly different approach by dividing the main task into two subtasks: detecting the image re-

gion of interest using Faster-RCNN and generating the annotations of content focus area using an

LSTM language model. Although this model performed better on both tasks than the individual

models, it made some linguistic and classification errors and is only capable of generating short

descriptions.

Recently, attention mechanisms have been introduced to improve performance, allowing the

decoder to learn to place attention on certain pieces of information, such as the salient parts of the

image [6]. Similarly to original encoder-decoder approaches, in their combination with attention

mechanisms, the scientific community also strongly uses pre-trained models and fine-tuning.

The most common mechanism is authored by Xu et al. [124] and is a spatial-visual attention

mechanism over image features. In his work, Xu [123] uses a ResNet to encode images and

extract features, then soft visual attention was computed over the features. A simple LSTM was

used as a decoder to create a description in a phased manner generating one word at a time based

on hidden states, previous words, and context vectors.

On the other hand, You et al. [129] proposed a semantic attention mechanism, over tags of

the images, and Jing et al. [60] used the properties of both mechanisms by combining them in a

co-attention mechanism. The framework adopted by Jing et al. is presented in Figure 3.8.

Figure 3.8: Illustration of the Jing et al. model. MLC denotes a multi-label classification network.
Semantic features are the word embeddings of the predicted tags. The more provaveis tags “calci-
fied granuloma” and “granuloma” are attended by the co-attention network . Extracted from [60].

They proved that co-attention is more beneficial for detecting and describing normal cases and

abnormalities in chest X-ray images than the individual use of visual or semantic attention. In his

work, the author approaches the problem by segmenting the image in the region and uses VGG19
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to extract visual features. These features were used for a multi-label classification task where the

model predicts tags for each region. Then, the description was generated through co-attention and

using hierarchical LSTM, allowing the generation of long paragraphs.

Hierarchical LSTM consists of sentence-LSTM, which generates a topic for the input image,

and word-LSTM, which generates, word for word, the corresponding description. This allows to

generate high-level topics and from them write detailed descriptions. The proposed model outper-

forms the remaining models tested, including a traditional CNN-RNN approach without attention

and a soft-attention model. However, this approach has some shortcomings as the generated re-

ports have some repetitions.

The previously mentioned DL-based approaches produce captions based on the entire image,

hence are known as whole scene-based methods [48]. The alternative approach refereed in Fig-

ure 3.7, called dense captioning, was proposed by Johnson et al. [62] and consists of generating

captions by region. The relevant regions of the image are determined using a dense location layer.

Apart of pure encoder-decoder based approach, others have been developed, such as the gen-

eration of captions based on the combination of retrieval models with neural networks, building

a retrieval model capable of generalizing to new examples [6]. Examples of this are the work

developed by Biswal et al. [13] and Liang et al. [77]. In this work, Liang et al. also proved that

the models performance is affected by caption lengths.

The authors of [13] compare the performance of their model with various chest X-ray caption

methods, including the common CNN-RNN with visual attention [60], a template-based approach

using a graph transformer-based neural network [74] and Li et al.’s [73] approach that uses rein-

forcement learning to decide when to retrieve a report from the database or generate a new report.

Biswal’s model [13] ended up outperforming all others, achieving 37,4 CIDEr and 48,9 BLEU1

in contrast to 34,3 CIDEr and 43,8 BLEU1 for [73], the second best result, and 27,7 CIDEr and

45,5 BLEU1 for [60].

Reinforcement learning is sometimes applied to drive model learning, but it has some draw-

backs, such as the reward hacking problem that occurs when the reward function is overfitted. In

that case, the function is maximized without improving caption quality ending up with unnatural

sentences [13, 35]. To overcome this problem meta-learning methods can be used, as introduced

in [76] which simultaneously optimizes the reward function (reinforcement task) and supervises

the main task by taking gradient steps in both directions. Reinforcement learning and generative

adversarial network (GANs) are some of the alternatives to classical supervised learning (Figure

3.7) approaches to captioning that have obtained very satisfactory results.

GANs are composed by the discriminator that distinguishes when it is a artificial caption or

written by humans and the generator that produces the artificial captions [21, 35]. Through an

adversarial game, the two sub-models are trained and improved for their tasks, with a gradual im-

provement of the artificial samples being visible, which become more and more realistic, until the

Nash equilibrium is reached. This equilibrium occurs when the discriminator is no longer able to

distinguish real samples from artificial ones, so the discriminator outputs the similar probabilities

of classifying a samples as real or false [18, 43, 120].
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Although GANs work well for images, text is not real value data, so it is difficult to apply

back-propagation directly as operations are not differentiable [48].

Figure 3.9: Represention of a GAN-based caption model.
In Caption generator model (left) visual features are input to an LSTM to generate a sentence. A
Gumbel sampler is used to obtain soft samples from the softmax distribution, allowing for back-
propagation. The Discriminator Network (right) scores the set as real/fake calculando the image
to sentence (distx(Sp,x)) and sentence-to-sentence (dists(Sp)) distances. Adapted from [102].

Despite the challenges, some strategies have been proposed to overcome the limitations in

the back-propagation of discrete data, such as using Policy Gradient or Gumbel sampler [48, 57].

This has allowed to develop successful GANs-based captioning model which, unlike conventional

DL-based caption methods, can generate a diverse set of captions [30, 102]. Figure 3.9 outlines a

GANs-based caption model proposed by Shetty et. al. [102].

3.2.3 NLP for Biological Signals

The application of NLP techniques to describe biological signals is relatively recent. This

area arose from the adaptation of image captioning approaches to extract information and describe

signals.

In the medical field, the goal of signal captioning is to generate a clinical description that

reflects the patient state and the content of the biosignal. Kiyasseh et al. [135] contributed to

bio-signal captioning by proposing a captioning model for 2-lead ECG. To do so, the author used

a encoder-decoder architecture with both submodels being previously trained. To learn the rep-

resentations of ECGs, the encoder (CNN) was trained in the classification of cardiac arrhythmia.

Likewise, the decoder was pre-trained to learn word embeddings in specific languages by perform-

ing token prediction and masked token detection. The combination of both allows extracting the

temporal features of the signal. Those can be used to implement either the standard visual attention

mechanism [124] or multi-head attention, using a Transformer decoder. The results suggest that

the models can generate ECG reports with good diversity and that reflect the high-level clinical

information, capturing the general pathology and more specific aspects of the ECG content [135].
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In the case of EEG, Biswal [14] proposed EEGtoText model (Figure 3.10) which uses CNN to

extract shift-invariant and temporal patterns and then classifies key phenotypes. Biswal follows a

modelling approach where phenotypes are used to generate reports filling the template report. A

detailed explanation is generated using hierarchical LSTM (paragraph and sentence level) which

combined with attention mechanism allows to locate of abnormal areas in the EEG and provide a

consistent explanation of the extracted phenotypes [14].

Figure 3.10: Overview of Biswal et al.’s framework for generating EEG reports.
They use an CNN encoder to create EEG feature vectors, that are used for phenotype classification
and also passed to the attention module to generate a final context vector for details decoder. The
impression section is generated through a template approach in which the phenotypes are fed and
the detailed explanation is generated by the decoder based on the impression section and context
vector. Extracted from [14].

More recently, the same authors proposed an adaptation and combination of a neural net-

work and retrieval models to generate fast and reliable clinical reports. Biswal et al. [13] propose

CLARA (Clinical Report Auto-completion), an interactive method for generating reports by a

method of retrieval at the sentence level, based on the extracted phenotypes, clinician inputs, and

later editing. Furthermore, CLARA is an auto-completion model, resorting and relating anchor

words and prefix text, with report text to generate more informative queries in the retrieval pro-

cess. The query auto-completion technique was established by [20],initially only to select the

relevant queries, more recently the application of LSTM [56] and hierarchical encoder-decoder

allow generating unseen queries. The retrieved sentence is then edited to produce a new sentence,

which will be part of the medical report, by applying a sequence-to-sequence model [108].

Biswal et al. compared the performance of both models [13, 14] in phenotype prediction and

captioning with other models inspired by video captioning and machine translation approaches,

for handling signal features produced by a CNN. Thus were consider, the Mean-pooling model

(MP) [117] which uses mean pooling to combine signal features and then the LSTM based model

to generate the textual description, the S2VT [116] model which uses a model based on LSTM to

generate captions but is preceded by LSTM to process the resource vector, the Temporal Attention

Network (TAM) [127] which resorts to 3D-CNN and attention mechanisms for explored motion

features and finally the Soft Attention approach (SA) [7] that makes use of the corresponding

attention mechanism to allow the decoder to focus on representations of EEG features.
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CLARA [13] outperforms the remaining models in both phenotype classification and report

regeneration in all the metrics. Obtaining an average accuracy of 0.834 in contrast to 0.793 the

second best result that corresponds to the EEGtoText model [14]. At the reporting level, 45,5

CIDEr and 78,4 BLEU1 were obtained in the TUH EEG dataset, which corresponds to an increase

in the performance of the previously best model (EEGtoText) which obtained 38,1 CIDEr and 75,2

BLEU1. The following (Table 3.1) summarizes the performance of each model on generation of

impression section of the clinical report. Those models were tested on Massachusetts General

Hospital EEG dataset (MGH) and the Temple University Hospital EEG dataset (TUH) .

Table 3.1: Model performance in generating the impression section based on EEG time series data
(MGH and TUH).

EEG Dataset Method CIDEr BLEU1 BLEU2 BLEU3 BLEU4
MP 36,7 71,4 64,4 56,3 44,3

S2VT 31,9 74,1 62,8 52,9 46,2
MGH TAM 33,4 74,9 66,8 58,1 37,8

SA 34,8 68,4 62,9 56,8 47,2
EEGtoText 37,2 74,2 72,8 58,7 38,1

CLARA 44,3 76,2 68,4 61,4 46,4
MP 36,3 64,5 57,8 45,9 36,1

S2VT 36,4 72,4 61,3 54,3 43,8
TUH TAM 38,4 71,4 64,7 49,2 46,1

SA 34,1 73,6 61,9 51,9 42,0
EEGtoText 38,1 75,2 61,8 59,3 42,8

CLARA 45,5 78,4 65,6 62,4 48,3

As previously seen, the work on signal captioning field has evolved mainly by the adaptations

of the approaches already widely applied in other fields such as image but especially video caption-

ing. Video captioning is comparatively the closest task in terms of the challenges that it presents.

Videos, like biosignals, are temporal sequences and for description generation it is necessary that

the model can effectively handle the variable length and dynamic nature of video.

Figure 3.11: Overview of different deep learning methods in Video Captioning.
Adapted from [55].
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For that, one option is to use recurrent networks on the encoding stage, and resort to attention

mechanisms, as in the aforementioned S2VT and SA models. Several other strategies have been

considering different dimensions of the video by using multi-modal and multi-stream features [51].

Figure 3.11 present an overview of different DL methods in video captioning.

Multi-stream architectures can accurately exploit spatio-temporal features by having differ-

ent (specialized) streams to capture objects, object actions, or interactions between different ob-

jects [119]. Those architectures usually considering static features extracted from a single frame

selected from a fixed or random position, which focus on detecting the objects present in the

video. And dynamic features usually extracted by 3D-CNN, which give a sense of movement, for

instance express in optical flow frames [126, 127]. Likewise, an image captioning static and dy-

namic features can be both visual and semantic features [31, 72]. The combination of all streams

is then considered for the description generation by the decoder state [125].
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Chapter 4

Methods

The main focus of this study was to develop a model to generate reliable clinical EEG reports

that describe the findings in a language as close as possible to natural human language. For this

purpose, several approaches were studied for each of the steps involved in EEG captioning task.

The present chapter describes the database and methodology used.

4.1 Dataset

We use the Clinical EEG database of Temple University Hospital (TUH EEG Corpus) pub-

licly available from the Neural Engineering Data Consortium (www.nedcdata.org) [84]. The en-

tire dataset is de-identified, ensuring compliance with the HIPAA Privacy Rule (Health Insurance

Portability and Accountability Act). In total, it contains 16 986 sessions of 10 874 subjects. The

age range of patients is wide, including individuals between 1 year and over 90 years old, with

an average of 51.6 years. Regarding the patient gender, the database is fairly balanced, with 51%

female and 49% male.

The database contains EEG records and respective clinical reports that were written by neu-

rologists. For each session, the EEG was stored in one or more .edf (European Data Format)

files, which is the standard format for storage medical time series. In addition, the corresponding

clinical reports, were saved in .txt format.

Given the need for pre-training models evidenced in the state-of-the-art approaches (section

3.2) only annotated data were considered. Thus, the TUH EEG Seizure Corpus was used, which is

a portion of the TUH EEG Corpus containing annotated sessions with seizure events and additional

no-seizure sessions to balance the corpus. Despite this designation, the referred session called

"seizure session" corresponds mostly to the interictal EEG with epileptic patterns, IEDs. Thus,

from now on we will refer to them as epileptic and non-epileptic sessions.

All files contain the default channels expected in a 10-20 configuration, however, there is some

variability in the corpus regarding the number of channels and configurations. The final training

set considered contains 687 sessions following the average reference configuration (AR) and the

test set consists of 182 sessions.
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4.2 Data Preparation

4.2.1 Signal Pre-processing

The TUH EEG Seizure Corpus consists of samples with different sampling frequencies. Al-

though most EEGs have a sampling frequency of 250 Hz, there are also samples sampled at 256

Hz, 400 Hz or 512 Hz. For standardization and dimensionality reduction, the signals were down-

sampled to 125Hz. Furthermore, to reduce the influence of artifacts, the EEG data were previously

filtered to the range 0.5-35Hz.

Then, the signals were referenced to a longitudinal bipolar montage. Figure 4.1 represents

scalp electrodes and the 18 channels, according to the longitudinal bipolar montage. Finally,

the records were split into 2s epochs without overlap, obtaining a matrix of dimensions 18x250

(channels X time) for each epoch. Those epoch matrices were saved together with the information

corresponding to the annotation at each instant.

Figure 4.1: Representation of 18 channels (blue lines) in the longitudinal bipolar montage. Chan-
nels are connection between electrodes (represented as circles).

The annotations indicate an occurrence of Spikes and/or Sharp Waves (SPSW) which are tran-

sient epileptiform events typically present in patients with epilepsy. Epochs without seizure events

were labeled as Background (BCKG).

Figure 4.2: Summary of pre-processing steps applied to EEG data.
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(a) SPSW sample (b) BCKG sample

Figure 4.3: Visualization of an EEG epoch of each class, epileptic (4.3a) and no-epileptic (4.3b).

An EEG epoch corresponding to each of the mentioned classes is shown in Figure 4.3, ad-

ditional samples of each of the classes can be found in the Appendix B.2 and B.3 , respectively

for SPSW and BCKG. Figure 4.2 presents a summary of all signal pre-processing steps. The

pre-processing was implemented in Matlab R2021b (The MathWorks, Inc., Natick, MA) .

4.2.2 Report Preparation

Clinical reports are the official summary of the clinical impression containing the neurolo-

gist’s insights and findings after EEG analysis. These reports are organized into several sections

that describe the relevant patient medical history, medications, the EEG record and their correla-

tion to a clinical condition.

Our goal is to automatically "translate" the relevant clinical aspects of the EEG signal into

natural human language. Thus, similarly to the first part of Biswal. et al’s [13] work, our focus

was given to the "impression" section of the reports. The content of this section can be derived

exclusively from the signal analysis and corresponds to a summary of the neurologist’s findings.

Thus, the impression section was isolated, extracted from the original reports and all sessions

whose clinical report did not have an impression section (or equivalent) were discarded for the

captioning task. Table 4.1 shows the TUH EEG Seizure Corpus samples and the portion of those

we used for training and testing in the captioning task.

In addition, we standardized the reports and applied a series of text cleaning and normalization

steps to prepare for use on models. These steps include removing punctuation and converting to

lowercase. While creating the vocabulary we disregard tokens from the corpus if the frequency is

less than two, being encoded with the special token "<unknown>".
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Table 4.1: TUH EEG Seizure Corpus

Set
Total

AR Sessions
Sessions with

impression section
Patients

Epochs
(2s)

Times
(hours)

Train 687 641 304 904640 251
Test 182 167 36 263307 146
Total 869 808 340 1167947 398

4.3 Implemented Pipelines

This section describes the proposed approaches to automatically generate clinical reports from

EEG data. All the models were implemented in Python 3.8 using Keras 2.3 and a CUDA-enabled

NVIDIA GPU (GTX-1080), running on CentOS 7.

In this project we focus on the reliability and clinical accuracy of the generated report. Thus,

different encoder-decoder architectures and approaches to signal encoding were explored, in the

attempt to obtain a meaningful and representative EEG embedding. Additionally, we explore

the influence of different text representation techniques and decoding methods on the quality of

reports.

4.3.1 Encoder

The encoder module is used to extract data embeddings from the input signal to guide the

report generation. This is a CNN that compresses the original signal into a feature vector, keeping

the most important information. The CNN used in all approaches was VGG16 and the features

are extracted from the last convolutional layer, obtaining a feature map with size (9,2,512) which

is then flattened and used as input to the decoder.

The VGG network was created by Karen Simonyan and Andrew Zisserman in 2014 [105] has

been adapted for various applications. including for EEG. Particularly in 2019, it was adapted for

IED detection by Lourenço et al. [79]. In that work, the authors reported that VGG16 yielded an

AUC of 0.96, specificity of 99%, and sensitivity of 79%, outperforming state-of-the-art models.

This proves that the VGG16 was able to successfully detect patterns and extract significant features

from the EEG, evidencing the potential to be used as encoder. Details of the architecture of adapted

VGG16 can be seen in the Appendix B.1.

Due to the scarcity of data, as suggested in the state of the art (section 3.2), we applied transfer

learning techniques. To do so the encoder was previously trained on a classification task (SPSW /

BCKG). In training, we applied five-fold cross-validation in the training/validation set, in which

one of these partitions was used to validate the model and the others were used for training, chang-

ing the validation partition at each iteration. All EEG epochs from a patient in the iteration were

used either for training or validation, similarly to what happens with patients for training and

testing.
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A sparse categorical cross entropy function was used to estimate the loss and a batch size of

64 was used. The stochastic optimization was performed using an Adam optimizer with a learning

rate of 2x10−5, β1 = 0.91, β2 = 0.999, and ε = 108.

Given the large data imbalance (1:17), different class weights were applied, and the best per-

formance corresponded to using class weights of twice the train imbalance. Note that the TUH

EEG Seizure Corpus has a heterogeneous distribution of data, showing a lower class imbalance in

the test dataset, which is characterized by a data imbalance of 1:11.

4.3.2 Text Vectorization

As mentioned in section 3.1.4, the representation of words strongly impacts the performance

of the model, as it consists of all the language information that the model receives and whose

distribution it needs to learn during the training process.

Thus, different approaches were used to represent the input text in feature vectors. The impact

of each was evaluated through the final performance of the captioning model. The comparison

includes the simple one-hot encoding strategy and several dense distributed representation meth-

ods such as the embedding layer stack to the model , Word2Vec and fastText. Those models were

trained from scratch on our data and the weights were used as the initial state of embedding layer

of the decoder model.

Additionally, the word embeddings mapping of Word2Vec and fastText were visualized through

t-SNE. Furthermore, cosine distance was computed to evaluate the similarity between some word

pairs showing some of the relationships that models are able to detect.

4.3.3 Decoder

An LSTM network is used as the decoder to generate the caption token by token. The de-

coding starts with the special token <Start> and at each step it receives the word embedding of

each word of the caption and the weighted encoded signal as input to predict the next token. This

process continues until the prediction of the token <End> or until the maximum number of time

steps is reached.

On the CNN-LSTM approach represented in Figure 4.4 the global signal embeddings are fed

in each time step to the decoder for the prediction of the next word. However, this may make the

model more susceptible to overfitting and produce worse results. Alternatively, in Xu et al.’s [124]

implementation, both the preceding word and the attention-weighted annotation vectors constitute

the decoder input at each time step.

The training process involves Teacher Forcing, which is a strategy usually applied for training

RNNs that at each step t uses ground truth at t−1 as input, instead of the model output at the

previous step. This allows the RNN to converge faster and train more efficiently. However, it can

end up bringing some instability and fragility to the model during inference [67].
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4.3.4 Inference

Contrary to training, in inference the model does not use Teacher Forcing, instead the encoder

receives the previously generated word at each time-step.

When generating text, encoder-decoder models require an additional decoding procedure to

determine the output sequence, among the vast search space of potential sequences. The simpler

approach is using the greedy method which chooses the word with the highest score in each time-

step. However this method may fail to choose the best sequence. Thus other methods have been

suggested in an attempt to find the optimum sequence [131].

As suggested by Vinyals et al., [118] we also implement the Beam search approach by defining

the search width (k) as 3. In this approach, the model keeps a fixed number of candidate tokens,

k, in each step and chooses the highest overall score among k candidate sequences.

Beam search requires a stopping criterion for searching and some way of normalizing scores

between candidates in order to avoid a bias towards short sequences. So we normalize by dividing

by the length of the sequence and attenuating by a factor α = 0.7. Regarding the stopping criterion,

the beam shrinkage strategy was used where the beam size is decreased each time a complete

hypothesis is found, and the search ends when the beam size reaches 0 [7].

4.3.5 Implemented Architectures

In this project, several architectures were implemented, inspired not only by state-of-the-art

approaches for image captioning, but also inspired by signal and video captioning approaches.

In all the attempts, a pre-trained encoder was used to extract EEG embeddings by epoch ( ft),

then the following baselines were considered to obtained the global EEG embedding ( f ):

1. The average embedding suggested by Biswal et. This combination method consists on

computing the average of all embedding epochs. al. [13].

f =
1
T ∑

t
ft (4.1)

This can be expressed by the equation 4.1, where T and t represent signal duration and epoch,

respectively.

Once the EEG is summarized in a single embedding, it is possible to use image captioning

approaches. Thus, within this method, we implemented an architecture inspired by the original

Encoder-Decoder approach (CNN+LSTM) [65, 118] and an additional one inspired by Xu et

al. [124] (CNN+Att+LSTM), who were the first to introduce an attention-based mechanism for

captioning.

The illustration of the CNN+LSTM and CNN+Att+LSTM architectures are shown in Figures

4.4 and 4.5, respectively.
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Figure 4.4: CNN-LSTM architecture.
The encoder (VGG16) receives the EEG signal, outputting the EEG epoch embeddings. These are
averaged, forming a global EEG embedding which combined with the previous word consists of
decoder input for text regeneration.

Figure 4.5: CNN-Att-LSTM architecture.
The encoder (VGG16) outputs are combined in a global average EEG embedding. An attention
mechanism is applied over the global EEG embeddings allowing to create an weighted encoded
signal. In each time step, the weighted encoded signal along with the previous word is used by the
decoder to predict the next word.

2. Sequence to sequence model (Seq2Seq), which uses an LSTM to process the sequence of

CNN outputs and another LSTM to generate text. This model was inspired by the implementation

of Venugopalan et al. [116] for video captioning.

This approach allows exploring the temporal information of the recording, since the EEG

representation used as input to the LSTM is a sequence of embeddings, each one corresponding to

a (consecutive) interval of the signal.

In an attempt to minimize the loss of temporal information that can be crucial in the case of

EEGs, we replaced the original 1:10 frame sampling proposed by Venugopalan et al. [116] with

the averaging of short epoch sequences. The use of these local temporal features has proven useful

for video [127]. Figure 4.6 presents the adapted Sequence to sequence model for EEG captioning.
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Figure 4.6: Sequence to Sequence model architecture (Seq2seq).
The two stack LSTMs learn to represent a sequence of embeddings into a sentence that describes
the EEG. The top LSTM layer receives the embeddings and the second LSTM generates text given
the input text and the hidden representation of the EEG.

3. Temporal attention mechanism (TAM) that allows to more efficiently explore the temporal

evolution of the EEG, focusing on different segments of the EEG to produce the text report. This

was inspired on several works by applying a soft-attention mechanism [7] over local temporal

embedding [127].

Similarly to the previous method, those local temporal embeddings are the average embedding

of short epoch sequences. The attention weights together with the previous word form the decoder

input as shown on Figure 4.7.

Figure 4.7: Temporal attention mechanism based model (TAM).
The outputs of encoder (VGG16) are combined in local average of short embedding sequences.
Temporal attention mechanism is applied over those embeddings. The weighted encoded signal
resulting from the attention mechanism emphasizes the most relevant EEG segments for text gen-
eration.
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4. Multi-Stream models. We also explored new architecture inspired on previous approach

and on multi-stream models applied on video captioning.

On the state-of-the-art presented in section 3.2 it is evident that in most cases the mere imple-

mentation of encoder-decoder architecture or the use of attention mechanisms on a single type of

feature (e.g visual or semantic) is insufficient, and these methods are outperformed by co-attention

mechanisms. This reveals the importance of using various feature domains. Using multi-stream

architectures allows us to split feature extraction into streams specialized in capturing a specific

type of features. For video captioning, the advantage of this approach is clear, since it allows to

explore several feature domains usually static and dynamic features.

On the other hand, the advantage of applying those structures to time-series is not so evident

since, unlike video, there are no objects or static features to capture. However, we hypothesize

that it could be beneficial for the task to have information of overall signal and temporal variation,

working analogously to the static and dynamic features of video respectively. Thus, inspired by

previous architectures, we developed and tested two multi-stream models as shown on Figure. 4.8

and 4.9.

Figure 4.8: Multi-stream model architecture, using average EEG embedding (Multi-stream-Avg).
The sequence of local temporal embeddings are used as based for the static and dynamic stream.
In the dynamic stream, an LSTM receives the sequence of embedding, and it’s output is process
by fully connected layers to create dynamic semantic features. In the static stream, the sequence
is summarized in global average EEG embedding. In this stream both, visual and semantic fea-
tures are considered. The final EEG representation that is inputted into the decoder consists of a
combination of static and dynamic features.

The first considers the average EEG embedding as the base of static streams and applies an

LSTM on the dynamic stream. The average EEG embedding works as an overall summary of the

signal. The dynamic stream is based on the extraction of features over time using a time-distributed

layer and summarizes that temporal variation on a fixed length vector of features.

The second proposed architecture is an extension of the TAM model. In this architecture,

the temporal features are primarily considered. Then, for the static stream, instead of selecting an

EEG segment from a random time interval, as usual it is in video captioning, we select the segment

with the highest attention weight.
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Figure 4.9: Multi-stream model architecture, using temporal attention (Multi-stream-TAM).
A temporal attention mechanism is applied over the sequence of embeddings, allowing to obtain
dynamic features. Based on attention weights, the most relevant EEG segment is selected and
used as the basis for static stream. In this both, visual and semantic features are considered. The
final EEG representation that is inputted into the decoder consists of a combination of static and
dynamic features.

Ideally, features from different domains would be extracted by different models previously

training them specifically to extract these features. However, in this case, this pre-training is not

possible due to the absence of an explicit indication of the phenotypes or any other information

that can be used for the pre-training of the second domain of features. Thus, for both attempts,

we used the pre-trained VGG16 to extract the EEG embeddings from each epoch. These EEG

embeddings were the basis for the streams, being then processed differently in each stream.

4.4 Training

To deal with limited data in a given domain, it is possible to apply transfer learning, reusing

a trained network and applying it to a different problem. In all of the approaches mentioned, the

pre-trained VGG16 is used as an encoder, rather than training a CNN from scratch.

All the captioning models were trained using the Adam optimizer and learning rate of 1x10−3,

β1 = 0.9, β2 = 0.999, and ε = 107 and throughout the training process the encoder weights are

not updated.

The training loss used was the categorical cross entropy which is applied over the word distri-

bution, using:

Loss =− log(
exp(x[word])
∑ j exp(x[ j])

) =−x[word]+ log(∑
j

exp p(x[ j])) (4.2)

The input sequences have different lengths, so they are padded with zeros to create batch ten-

sors of the same dimensions for training. To reduce the use of computational resources, the input
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sequences were ordered by length. Ordering allows to reduce the waste of computing resources of

computing the loss over the padded regions, for instance.

This strategy was applied over the captions in the approaches based on average signal embed-

ding and over the signals on Seq2Seq, TAM and multi-stream methods. A representation of this

batch creation strategy can be seen in Figure 4.10.

Figure 4.10: Bucketing applied to the sequence.
In batch creation the sequences are padded with zeros to create tensors with sequences of same
length within the batch. In the optimized strategy (right) the sequences are ordered by length
forming batches with shorter tensors. Extracted from [68].

4.5 Performance Evaluation

The performance evaluation was done using the benchmark metrics applied in NLP tasks

mentioned in section 3.1.7. NLP metrics were calculated using a standard evaluation tool, Mi-

crosoft COCO Caption Evaluation (pycocoevalcap) [98].

The most common metrics used to report results are the cumulative BLEU1 to BLEU4 scores.

However, taking into account that although none of the metrics corresponds perfectly to human

judgment, but each allows the evaluation of different linguistic aspects, we decided to take advan-

tage of all metrics, to have an overview as complete as possible of the quality of the generated

text.

Thus, all models were evaluated through quantitative evaluation, using BLEU, METEOR,

ROUGE_L, CIDEr and SPICE, and through qualitative assessment of the generated reports.
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Chapter 5

Results

5.1 Performance Assessment of the Feature Extractor

In an attempt to ensure an extraction of significant features from the EEG, we pre-trained

the VGG16 from scratch on the TUH EEG Seizure Corpus, and we applied transfer learning

techniques to incorporate it on captioning.

We obtained a classification model with an AUC of 0.80. Table 5.1 summarizes the model

performance for each set.

Table 5.1: VGG16 Model performance for binary classification (SPSW and BCKG).

Set AUC Sensitivity Specificity Precision F1-scores
Train 0,81 88% 75% 25% 0,39
Test 0,80 82% 77% 28% 0,42

(a) ROC curve on test set
(b) Confusion matrix (0-negative, 1-positive)

Figure 5.1: Result of the VGG16 model trained on TUH EEG Seizure Corpus
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In addition, Figure C.1a shows the AUC of the VGG16 model on the classification of epileptic

events (SPSW, label 1) and background (BCKG, label 0) over the test set. On Figure 5.1b, the

confusion matrix is presented with additional indication of its normalized values.

5.2 Evaluation Impact of Text Representation Approaches

Firstly, all the architectures were tested applying the simplest strategy of text vectorization:

one-hot encoding. The results obtained can be seen in Table 5.2.

Note that, as mentioned in Chapter 4, two configurations were tested for the multi-stream

architecture. In this section, for simplicity, only the results corresponding to the Multi-stream-

TAM configuration (Figure 4.9) are presented, since they present similar results. However the

results for both architectures can be seen in section 5.3.

Table 5.2: Results obtained from the implemented architectures using one-hot encoding.

Method BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGE_L CIDEr SPICE
CNN-LSTM 53,5 39,7 31,6 25,1 21,4 44,2 15,5 18,2

CNN-Att-LSTM 48,6 35,8 27,8 21,3 21,5 41,7 17,5 18,7
Seq2Seq 48,7 37,8 23,0 16,8 22,7 38,4 19,3 19,0

TAM 57,6 44,8 36,6 29,7 21,2 45,1 20,0 18,1
Multi-stream-TAM 62,1 49,4 40,3 32,9 23,6 47,3 27,6 19,1

To assess the impact of using different text representation methods on model performance and

report quality, we selected the simplest architecture, CNN-LSTM, and tested different text repre-

sentation approaches, including the use of embeddings that are initialized randomly and learned

along training or pre-training models like Word2Vec, fastText to work as initial state. The results

of this analysis are listed in Table 5.3.

Table 5.3: Results from CNN-LSTM using different word embeddings.

Approach BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGE_L CIDEr SPICE
One-Hot encod. 53,5 39,7 31,6 25,1 21,4 44,2 15,5 18,2

Random init. 54,1 40,6 32,4 25,7 21,6 44,3 22,3 17,3
Word2vec 54,6 39,1 25,6 14,7 17,6 35,8 14,2 17,4

fasttext 49,5 37,1 25,4 15,7 17,8 37,2 14,0 16,8

In appendix C we show the mapping of Word2Vec (C.1a) and fastText (C.1b) embeddings

obtained by t-SNE. Table C.1 presents the similarity between the model’s embeddings of word

pairs with different relationships.

5.3 Architecture Comparison

Since there is no significant improvement in using models to initialize the embedding layer, we

proceed with the comparison of different architectures using random initialization. The training
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process occurred using batch size of 64 and until stabilization of the loss function. Table 5.4

summarizes the quantitative results obtained for each of the aforementioned architectures, using

the LSTM decoder. Note, that as mentioned in Chapter 4, two configurations were tested for the

multi-stream architecture.

Table 5.4: Model performance of all captioning approaches with random embedding initialization.

Method BLEU1 BLEU2 BLEU3 BLEU4 METEOR ROUGE_L CIDEr SPICE
CNN-LSTM 54,1 40,6 32,4 25,7 21,6 44,3 22,3 17,3

CNN-Att-LSTM 50,5 38,9 31,3 25,0 20,7 42,5 16,9 17,1
Seq2Seq 51,2 35,9 26,9 19,9 17,6 40,1 16,4 13,6

TAM 52,3 39,8 32,0 25,7 20,0 44,1 16,5 16,9
Multi-stream-Avg 56,3 43,4 35,0 28,3 23,3 46,0 21,8 18,4
Multi-stream-TAM 54,8 41,4 32,9 26,2 23,2 44,7 21,5 19,3

Furthermore, a qualitative assessment was made through the analysis of a set of randomly

chosen test samples. Table 5.5 shows one of these examples and the respective reports generated

by each of the models. In this, the phenotypes correctly predicted by the models are highlighted

(green).

This qualitative analysis also allowed the identification of cases which the models perform

poorly. An example of this can be seen in the Table 5.6.

Table 5.5: Generated reports by all the models and respective true clinical report for qualitative
assessment.

Model Generated report

CNN+LSTM
this eeg is marked by the occurrence of sharp waves and
generalized slowing.

CNN+Att+LSTM
this eeg is marked by the occurrence of several seizures , in
addition to the focal slowing in the right posterior quadrant.

Seq2Seq
this eeg is remarkable for focal right hemispheric slowing ,
mild to moderate diffuse slowing and focal voltage attenuation

TAM
abnormal eeg due to the arising of multiple frequent seizures
and moderate diffuse slowing .

Multi-stream-Avg
this eeg is marked by the background slowing , in addition to
the occurrence of left temporal periodic lateralized epileptiform
discharges and subclinical focal occipital seizures.

Multi-stream-TAM
this eeg is marked by the occurrence of several seizures and
sharp waves in the left anterior temporal region , in addition
to the severe to the severe diffuse slowing .

Ground Truth: abnormal eeg due to the arising of intermittent left occipital focal
seizures, in addition to background slowing and focal left hemispheric slowing.
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Table 5.6: Models performing poorly, generating clinical report from a normal EEG.

Model Generated report

CNN+LSTM
this eeg is remarkable for focal delta activity in the right
hemisphere and marked background slowing.

CNN+Att+LSTM
this eeg is remarkable for focal slowing in the right temporal
region.

Seq2Seq
abnormal eeg because of multiple left frontal electrographic
seizures , in addition to focal slowing in the left hemisphere.

TAM
this eeg is marked by the occurrence of seizure , in addition
to the focal slowing from the right hemisphere .

Multi-stream-Avg
this eeg is marked by the occurrence of seizure , in addition
to continuous focal slowing and moderate diffuse background
slowing.

Multi-stream-TAM
this eeg is marked by the occurrence of seizure , in addition
to focal slowing in the left anterior temporal region with diffuse
background slowing .

Ground Truth: eeg within the normal limits.
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Discussion

The goal of this dissertation was to study the possibility of automatically generating the im-

pression section of clinical reports from the EEG. Several captioning architectures were explored

and implemented. Due to the shortage of large-scale EEG datasets with reports, the use of pre-

trained models were also addressed.

In the present chapter, we discuss some limitations and the results obtained for the classifica-

tion task, text vectorization and EEG captioning, with greater focus on the latter.

6.1 Feature Extrator

As shown in Table 5.1, the VGG16 was reasonably efficient on the classification task. How-

ever, the captioning model would benefit from the improvement of the feature extractor. An AUC

of 0.80 on the test set corresponds to a model still with a notable difference to perfect fitting. How-

ever, it is a satisfactory performance given the scarcity of annotated data and the large difference

between the amount of EEG epochs of each class.

Furthermore, Obeid et al. [84] admit that epochs with epileptic events are sometimes accom-

panied by background alterations. However those are only labeled as SPSW samples, therefore,

this convention may have conditioned the training and robustness of the classifier.

Analyzing the results described in Table 5.1, we see that the model is able to generalize well,

having an equivalent performance when applied to samples of new patients (test set). Achieving

an AUC of 0.81 and 0.80, for train and test sets, respectively. The application of weight classes

resulted in a model that is slightly biased towards the minority class (SPSW, label 1), showing

great sensitivity (82-88%) at the expense of losing some specificity (75-77%). However, it was

shown that a decrease in the weights class resulted in an abrupt decrease in the performance of the

classifier, approaching that of a random classifier.

Although the methods and results are not directly comparable, our model has a higher sen-

sitivity compared to others described in the literature for detecting IEDs, for example [79, 112],

which have sensitivity of 79% and 80%, respectively. On the other hand, we also obtained lower
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specificity and AUC compared to the best result in the literature (specificity of 99% and AUC of

0.96 obtained by Lourenço et al. [79]), therefore we obtained a higher rate of false positives.

6.2 Text Vectorization

The one-hot coding approach proved to be insufficient for most models, resulting in models

with poor performance, with overfitting. Despite the high values of NLP metrics shown in Table

5.2, these were possible mainly due to the compromise in the quality of the generated captions.

Note that the metrics that exist for text evaluation are limited and do not correlate perfectly

with human judgment. Most of the metrics were not designed for captioning and are not truly

appropriate for report generation. Models can achieve high scores with missing information, or

by repeating it several times [6]. This effect is particularly evident on BLEU metrics as it is

based only on matching. However even in metrics especially designed for image captioning like

SPICE this effect can be noticeable. This occurred in all methods while using one-hot encoding

particularly on Seq2Seq, TAM and Multi-stream methods that obtained a high score by repeatedly

outputting the same sequence along test samples. As mentioned in section 3.1, SPICE metric

focus on extracting relations between generated, ground truth captions and attributes, thus facing

an extremely unbalanced database with a predominance of "seizure", "shap waves" and "slowing"

events a model that always generates a similar sentence referring to these phenotypes is able to

achieve high metrics without truly meaning high quality in reliability of the reports.

This explains the discrepancy between quantitative (Table 5.2) and qualitative evaluation while

using one-hot encoding.

Thus, the use of word embeddings as a form of text representation was tested. After retraining

Word2Vec and fastText methods for the TUH Seizure Corpus, it was verified that both methods

are able to efficiently detect word similarities, as seen in the embedding mappings in Figure C.1.

As expected, fastText (Figure C.1b) unlike Word2Vec (Figure C.1a) , focuses on morphological

similarities beyond semantics relations. Table C.1 shows that both models are able to map words

according to their meaning, assigning similar embeddings (similarity close to 1) to words with

similar meanings such as the word pair "arising/onset" with a similarity of 0.83 and 0.9 for em-

beddings from Word2Vec and fastText respectively. And lower similarity for words with very

different meanings as in the example "spike/slowing" whose similarity was respectively of 0.12

and 0.24. However, when analyzing morphological relationships, the embeddings from fastText

achieve much higher similarity values than Word2Vec. This facilitates the learning of relation-

ships as singular/plural, for instance in the case of the word pair "wave/waves" but it may impair

the mapping of other types of relationships, for example the word pair "rhythmic/arrthythmic"

which, despite being antonyms, are understood to be very close by the fastText model.

Given the performance in the captioning task (Table 5.3) Word2Vec, compared to fastText,

seems to be able to capture more efficiently the relationships between clinical terms. This was

also demonstrated by Huang et al. in [50]. However, when comparing with random initialization,

the text embeddings learned by Word2Vec and fastText do not seem to be advantageous. The
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captioning model with random initialization outperforms the other on most metrics. This may be

due to the nature of clinical notes whose words are relatively independent [50].

Note that defining the dimensionality of word embeddings has a big impact on the model’s

performance. Usually, performance does not improve substantially with increasing dimensionality,

however a feature space with a dimensionality too small is limiting and may not be expressive

enough. On the other hand, too large dimensionality leads to an increase in model complexity and

lead to overfitting.

6.3 Architecture Comparison

6.3.1 Attention Mechanism

In the captioning, there is the potential scenario in which the clinical diagnosis of the report

generated is incorrect. So, to avoid this, models have to create a correct understanding of the signal

content. Adopting an encoder-decoder approach helps to reduce the risk of this scenario as it uses

a multi modal signal+text features representation. However this association/mapping is sometimes

complex. Thus the use of attention mechanisms allows to potentially improve the performance of

the model allowing the decoder to learn to place attention on certain pieces of information [124].

However, the results obtained in Table 5.4 for the CNN-LSTM and CNN-Att-LSTM methods

show that the models behaved similarly, reaching similar values for all metrics. In the qualitative

analysis of the generated sentences, it appears that the model that uses the attention mechanism

tends to have a slight improvement in the ability to capture EEG phenotypes. For example, in

the reports shown in Table 5.5, the CNN-LSTM model wrongly indicates "sharp waves" while

CNN-Att-LSTM correctly indicates the occurrence of "seizures". Despite this, both fail to provide

a complete description.

In general, the use of visual attention, over the signal features did not result in a significant

improvement in the reports. The attention mechanism is not always capable of linking the findings

precisely with the corresponding words. This is in line with what was stated by Jing et at [60]

which showed that the individual application of attention over the visual features or over seman-

tic features is not sufficient, and the model leads to significant improvement by simultaneously

applying attention over semantic and visual features (co-attention).

6.3.2 Type of Features

The crucial step of the captioning task is to capture meaningful features and efficiently sum-

marize all EEG embeddings. This is not trivial given the complexity and wide variability of char-

acteristics and lengths of the EEG recordings. For that, we initially use the average of EEG epoch

embedding, forming a global representation of fixed size, allowing us to apply the approaches

of image captioning. Despite this approach leading with loss of information, it was found that

CNN-LSTM and CNN-att-LSTM were some of the most effective methods for capturing EEG

abnormalities.
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As reported by Biswal et. al. [13] the performance improvement while using more sophisti-

cated EEG embeddings aggregations such as LSTM or attention mechanism is very limited. In the

approach in which we used LSTM (Seq2Seq) and attention mechanism (TAM) in an attempt to

track the information and temporal evolution of the signal, the models showed greater difficulty in

correctly characterizing the EEG. On Seq2Seq, the performance decrease was more evident possi-

bly given the long duration of EEG signals, which is normally >= 20min (600 epoch). Unlike the

RNN, LSTMs can avoid the vanishing gradient problem. However its ability to learn long-range

dependencies remains a major challenge, which justifies the poor performance of the Seq2Seq

model [46, 113]. Note that as demonstrated in [13], the application of temporal attention (TAM)

allowed to attenuate this difficulty allowing the models to focus more on particular intervals. Thus,

in Table 5.4 we verify that TAM model outperforms Seq2Seq and achieves a performance compa-

rable to models based on global average EEG embedding (CNN-LSTM and CNN-Att-LSTM).

Despite this, the TAM model, as well as the Seq2Seq model, continue to have a greater bias

towards the most common abnormalities and difficulty in diversifying descriptions when compared

to the CNN-LSTM and CNN-Att-LSTM models.

This difficulty in identifying rare phenotypes and a bias towards the most common are evident

in Table 5.6, which presents the reports generated by the models, based on a normal EEG. It turns

out that none of them was able to describe normality of that EEG session. This is justified by

the fact that "normal EEGs" are an extremely rare phenotype in the dataset. On the other hand,

and especially in the case of normality, signal corruption by noise can make it difficult or lead to

misidentification of the EEG phenotype.

Finally we hypothesizes that the combination of both temporal and "visual" features could be

supplementary and beneficial for the task. The multi-stream model design (Figures 4.8 and 4.9)

outperforms the remaining methods in almost all of the metrics, however, while analyzing the

generated report the improvement in diagnostics is not very significant.

This study also shows that there is a compromise between the complexity of the model and

the extent and quality of the training dataset. Given the scarcity of data, more complex models

tend to underfit the training data. Thus, in more complex models such as TAM, Seq2Seq and

Multi-stream-TAM models, the linguist aspect is negatively affected, generating more frequently

repeated words or sequences. For example, in the report generated by the Multi-stream-TAM

shown in Table 5.5, there is a repetition of the expression "to the severe".

On the other hand, the low dimensionality of the selected embedding space also seems to be

limiting the expressiveness of the models, particularly in the multi-stream methods. However an

increase in this represents the addition of more parameters and therefore an increased need for a

larger training set.

All implemented models fail to successfully indicate the location of anomalies, missing this

information, making incomplete information available (e.i. indicating only the side/hemisphere

correctly) or even indicating wrong skull regions. This behavior is explained by CNN’s low ability

to handle/deal with locations and the fact that there is a wide range of possible locations and few

samples of each of the possibilities. Furthermore, this information is strongly dependent on the
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physician’s writing style, which can indicate the EEG channels in which the anomaly is visible or

indicate the cranial region, which can be given in more or less detail. For instance, in Table 5.5 the

location of the seizures could be indicated as "left occipital", "P3", on the other hand the indication

of the location of focal slowing can vary between "left hemisphere", or in more detail referring

to all regions included. Furthermore, abnormalities that manifest in a certain region can disturb

neighboring regions, making it difficult for the clinician and captioning model to accurately spot

the event [58, 106].

6.4 Limitations

The generation of clinical reports is challenging, as the clinical reports that are a source of

information are extremely variable. The content, the detail of the description made in the report

and the style of writing are very characteristic of each doctor and variable when compared to other

experts.

Reports generation can be understood as providing a layer of interpretability, in the sense

that captioning models learn to mimic expected judgments. Thus, the subjectivity and intra and

interobserver variability of the EEG signal analysis make the task more complicated.

Furthermore, the nature of the EEG signal, which is also extremely variable and often cor-

rupted by noise, makes it difficult to obtain an extractor feature robust enough to ensure the relia-

bility of the generated reports.

In addition, despite the scientific importance of this database, being to the best of our knowl-

edge, the only publicly available with both the EEG and the report, it offers major challenges.

Firstly, due to the reduced volume of data and lack on the annotations. Since only a portion of

the entire TUH EEG dataset is annotated (corresponding to the TUH EEG Seizure Corpus [84])

and it only has an indication of epileptic and non-epileptic events, instead of annotating all pheno-

types included in clinical reports, such as normality, generalized and focal slowing, epileptiform

discharges, seizures, abnormal delta. Furthermore, this database is characterized by considerable

class imbalance, with a clear predominance of abnormal EEGs and "seizures" and "background

slowing" phenotypes and rare examples of EEG recordings reported as normal.
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Chapter 7

Conclusions and Future work

We show that it is possible to generate clinical reports from the EEG signal. However, the

results also reveal that EEG captioning models still have some limitations and should be further

explored and improved so that they can be applied in the clinic.

Feature extraction and summarization in global embeddings are one of the major challenges of

the task. Multi-stream architecture, in particular Multi-stream-Avg, seems to be promising. How-

ever, it should be more widely tested and studied. For example, being tested in other datasets for

captioning and/or in other tasks that allow proving the effectiveness of the extraction and aggre-

gation of EEG embeddings by these models, such as multi-label classification. Unlike captioning,

classification allows us to directly assess the efficiency of feature extraction, allowing clearer con-

clusions to be drawn. Both multi-stream structures would benefit from pre-training the streams

to capture specific features either dynamic or static, semantic or visual. The pre-training of the

network on semantic streams would be possible using a database with an explicit indication of the

EEG phenotypes. In addition, the use of 3D-CNN instead of applying 2D-CNN over time could

potentially improve the effectiveness of dynamic feature extraction.

Multi-stream-Avg and CNN-LSTM were the models that performed better and were generally

able to capture EEG phenotypes and describe them using natural language. However, these are

restricted regarding the diversity of phenotypes that they can capture and the variability of the

reports they generate, which is justified by the aforementioned annotation limitation (section 6.4)

and small volume of the training dataset.

Thus, the models should be trained in the future with a more comprehensive database, which

considers more EEG abnormalities, to obtain models capable of dealing with the diversity of

clinical conditions and thus, be incorporated into clinical practice for the generation of preliminary

clinical reports.

Furthermore, training with a substantially larger volume of data would allow more effective

learning of the models, allowing the encoder to generate meaningful EEG embeddings and the

decoder to describe them accurately through a natural and diversified language.
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For incorporation into clinical practice, it would be important to evaluate a set of generated

reports by a group of experts for clinical validation. In the current scenario, and especially in

healthcare, it is important to build a model that is understandable to humans to increase user

acceptance and so that the neurologist can take a critical position in relation to the decisions of the

model.

Explaining what triggered a model’s decision is challenging, and there has been a growing

interest in this area, particularly in the application of DL models. Explainable Artificial Intelli-

gence (XAI) is a research field in machine learning that focuses on the issue of explainability and

transparency of models. There are already a wide variety of methods that allow obtaining tips, vi-

sual explanations of different process stages (Pre-Model, In-Model, Post-Model), or even textual

explanations.

In models that use attention mechanisms, such as CNN-Att-LSTM, TAM and Multi-stream-

TAM, the attention weights and their visualization can be used for model interpretability, since

it allows us to know where or in which EEG intervals the model is valuing more for outputting

each part of the report. These XAI techniques add a degree of interpretability to the model, on

the one hand increasing the acceptability of the model, allowing a faster EEG review by detecting

the relevant intervals, and on the other hand facilitating the detection of abnormal or unwanted

behaviour of the model.

Despite the challenges, in this work we developed models that could accurately describe EEG

recording, however, the test of the different models also revealed the compromise between the

amount of data and the complexity of the models. Complex models either rely more on the lan-

guage information rather than focusing on the EEG content and getting more bias towards common

phenotypes, or deterioration in the quality of the text they generate.

Regarding the quality of the report language, there is still space for improvement. We have

shown that the context-free models (Word2Vec and fastText) are not the most suitable for clinical

text. However, since most implemented captioning models are based on multimodal signal+text

representation, it is admitted that there is also a compromise between the complexity of EEG

features and text. So, in the future, it would be interesting to test the tuning of Word2Vec, fastText

and test other available pre-trained models, as context-sensitive models as ELMo or BERT, in the

chosen captioning model in order to assess which representation technique fits better the degree of

complexity of the problem at hand and the capacity of the model.

In the future, it would also be relevant to explore the benefit of using different structures, par-

ticularly the replacement of RNN by a transformer-based architecture. The use of transformers

has been proven to be advantageous in a state-of-the-art approach, as these structures are able

to generalize well to sequential data. Transformer-based models are computationally heavy, so

it was not possible to explore this research path further due to limited computational resources.

However an interesting approach would be to use a decoder consisting of multiple stack trans-

form layers as proposed by Kiyasseh et. al. [135] for ECG captioning, in which the CNN encoder

process the EEG and outputs signal embeddings with transformer-compatible dimensions. These

transformer-based models contain a huge amount of parameters so they need a lot of examples to
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train. In case of a small dataset, as TUH EEG Seizure Corpus, an alternative that would be advan-

tageous is to adapt publicly available pre-trained models for EEG captioning, such as BERT and,

in particular, its already trained version for clinical or biomedical text, for example, ClinicalBERT

or BioBERT [2, 50, 71].

Another issue was the generation of incomplete reports, which did not describe all EEG events.

To tackle this, one possible approach would be to adopt a dense captioning model. Those region-

based models have been proven to bring out a more complete understanding, producing more

objective and detailed than global description. Furthermore, as these methods are region-based,

they could reduce the difficulty that models have to correctly describe the event region [48, 62].

A potential research path is to explore the advantage of generative adversarial neural networks

(GAN) for signal captioning. This strategy presents many challenges, as the discrete nature of the

data requires the adoption of methods such as the Gumbel sampler to enable back-propagation.

Also, the GANs’ training process is very unstable, the Nash equilibrium is difficult to achieve, and

the model may not converge or end up in model collapse. However, GANs may potentially be able

to generate diverse and high-quality captions [48].

There are many open questions and much to improve in this challenging task of finding the

best model for EEG signal reporting. The main limitations are related to the dataset, but despite

that, it was proved that it is possible to generate clinical reports from the EEG. Unfortunately, it

was not possible to improve and arrive at a system that was accurate and comprehensive enough to

be incorporated into the clinic. Thus, the results and conclusions of this work should be considered

and further explored in future projects.
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Appendix A

State-of-the-art Summary Tables - Chapter 3

Table A.1: Summary of the studies presented on NLP for Clinical Text

Ref Author Year Task Approach
[11] Biswal 2016 Document classification of EEG reports "Elastic word sequence" and Naive Bayes
[81] Maldonado 2020 Annotation of corpus’s EEG reports bi-LSTM; DRLN and Self-attention
[50] Huang 2019 Prediction of 30-day patient readmission ClinicalBERT (Transformer)
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Table A.2: Summary of the studies that use encoder-decoder approach for Image captioning

Deep Neural Networks approach
Ref Author Year Additional Processing Encoder Decoder Attention Mechanism
[65] Kiros 2014 No OxfordNet LSTM No

[103] Shin 2015
Image classification

and detection
GoogleNet LSTM, GRU No

[90] Pelka 2017 No Inception V3 LSTM No

[132] Zeng 2020
Region detection,

Classification
VGG-16 LSTM No

[123] Xu 2019 Concepts detection ResNet-101 LSTM Visual attention

[129] You 2016
Classification /
Word Detection

GoogleNet LSTM Semantic attention

[60] Jing 2018
Multi-label Classification

to predict tags
VGG-19

Hierarchical LSTM
(Sentence, Word)

Co-attention
(visual + semantic)

Table A.3: Summary of the studies that use Hybrid approach for Image captioning

Hybrid between DL and retrieval approach
Ref Author Year Feature Extraction Description

[13] Biswal 2020 CNN
Retrieval template sentence based on extracted phenotypes and physician’s inputs (prefix text

or anchor words) and sentence edition using sequence to sequence model.

[77] Liang 2017 CNN
RNN-LSTM to generate a caption. Decide between the predicted and a retrieve caption using

a Euclidean distance threshold (between extracted and retrieved features)

[73] Li 2018 CNN
Reinforcement learning to either generate a text report or retrieve a report from

a template database.
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Table A.4: Summary of the studies presented on NLP for Biosignals

Report Generation
Ref Author Year Biosignal Additional Processing Feature extraction Approach Description

[14] Biswal 2019 EEG Extracted phenotypes CNN
Hybrid (DL and
Template-based)

Fill a Template report based on extracted
phenotypes (to generate impression section).

Use hierarchical LSTM (paragraph,
sentence) and attention to generate detailed

explanations in the impression section)

[135] Kiyasseh 2021 ECG
Signal classification,

Language token prediction
CNN DL-based

Decoder composed by transformer layers
to generate multilingual reports

[13] Biswal 2020 EEG Extracted phenotypes CNN
Hybrid (DL and
retrieval-based)

Retrieval template sentence based on
extracted phenotypes and physician’s inputs
(prefix text or anchor words) and sentence

edit using sequence to sequence model.
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Appendix B

Supplements to Methods - Chapter 4

Figure B.1: VGG16 architecture

61



62 Supplements to Methods - Chapter 4

Figure B.2: Visualization of EEG epochs with spikes and/or sharp waves (SPSW).
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Figure B.3: Visualization of EEG epochs with abnormal background activity (BCKG).
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Appendix C

Supplements to Results - Chapter 5

Table C.1: Word embedding Similarity

Word pairs Methods
similar meaning Word2Vec fastText

’mid’ ’moderate’ 0,6 0,56
’without’ ’no’ 0,93 0,76
’arising’ ’onset’ 0,83 0,9

diferent meanings
’focal ’ ’generalize’ 0,35 0,16
’left’ ’rigth’ 0,55 0,77

’spike’ ’slowing’ 0,12 0,24
similar morfolgy

’frontal’ ’frontotemporal’ 0.48 0.86
’wave’ ’waves’ 0.74 0.83

’activity’ ’activities’ 0.51 0.92
’rhythmic’ ’arrhythmic’ 0.47 0.94
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(a) Word2Vec

(b) fastText

Figure C.1: Word embedding mapping of context-free models
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