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Supporting the resolution of inconsistencies in
specifications based on mathematical
argumentation theory

Keishi Okamoto and Kazuma Kokuta
National Institute of Technology, Sendai College

Abstract

In this paper, we propose a method to support for resolving ”incon-
sistencies” in a requirement specification document which is written in a
natural language. We also develop a tool based on the method.

We use mathematical argumentation theory and natural language pro-
cessing to realize the method. Based on mathematical argumentation
theory, we can formulate various “inconsistencies ” including logical con-
tradiction as an attack relation R in an argumentation framework (A, R).
Then an extension S in (A, R) represents a set of acceptable descriptions
of a requirement specification document. Moreover, an extension S sug-
gests an engineer the set of descriptions which should be corrected to
resolve ”inconsistencies” by referring R.

Our method consists of the following methods. First, we adopt the
method in [1], which is based on natural language processing, to gener-
ate an argumentation framework (A, R) from a requirement specification
document. Second, we use the method in [2] to define an extension S of
(A, R) in an extension of first-order logic, and then we use the method
in [3] to enumerate extensions from (A, R) by solving a Partial Maximal
Satisfiable Subsets Enumeration problem that is an extension of a Max-
imal Satisfiable Subsets Enumeration problem. Finally we visualize the
(A, R) and S’s to support for resolving ”inconsistencies” in a requirement
specification document.

1 Introduction

In IEEE 830-1998[4], quality attributes of requirement specification document
consists of correctness, unambiguity, completeness, consistency, ranked for im-
portance and/or stability, verifiability, modifiability, traceability. It is impor-
tant to describe the requirements specification document so that it has these
attributes. Many research has been conducted to validate and ensure these
attributes of requirements specification document. However, in reality, these
attributes are often ensured by manual review, and further research is needed.
In this paper, we focus on ”consistency” of requirement specification documents.
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Again, in IEEES30, “consistency” is defined as the individual requirements do
not “contradict ” each other. In [5], the following are examples of “inconsis-
tencies ” :

e Inconsistent Software Operations: The behavior and output of the soft-
ware for the same input are described in multiple places, and they are
different.

e Inconsistent Definitions: The definition for the same word are described
in multiple places, and they are different.

e Inconsistent Constraints: There are constraints, but there is no solution
that satisfies the constraints.

Detecting “inconsistencies” in a requirement specification documents is time-
consuming task. In most cases, we detect ”inconsistencies” in requirement spec-
ification documents by reviewing. But this manual detection method is error-
prone and time consuming. On the other hand, we can detect ”inconsistencies”
with formal methods when specifications are written in a formal language. In
this case, we can detect that the set of sentences A; and A, is ”inconsistent”
by proving that A; A Ay yields logical contradiction. For instance, let A; be a
sentence representing that ”the initial value of the variable z must be set to 0”.
Then A; can be described as the formula of a temporal logic as follows:

Ay temp > 90 A mode = heating — O(mode = retention).

And, let A5 be a sentence representing that ”the initial value of the variable x
must not be set to 0”. Then A, can be described as the formula of a temporal
logic as follows:

As : temp > 90 A mode = heating — O(mode = heating).

Thus, we can prove that A; AAs B L, namely the set {A;, Ao} is ”inconsistent”
when retention # heating and temp > 90 A mode = heating holds. However,
describing an entire specification in a formal language is a very time-consuming
task.

There are various kinds of ”inconsistencies” in a requirement specification
documents. In a requirement specification document, there are sets those are
”inconsistent” but is not logically contradict. For instance, let Az be a sentence
representing that ”if the value of the water temperature sensor > 90 degrees,
transit from the heating mode to the heat retention mode”. Then As can be
described as the following formula:

Az : temp > 90 A mode = heating — O(mode = retention).

And, let A, be a sentence representing that ”if the value of the water tempera-
ture sensor is > 95 degrees, transit from the heating mode to the heat retention
mode”. Then A4 can be described as the following formula:

Ay temp > 95 A mode = heating — U(mode = retention).



Aj logically implies A4 while A4 does not logically imply As. Thus, the set of
As and Ay is not logically contradict. On the other hand, the sentence As is
more safer than A,. Then we want to accept the safe requirement Az and reject
the unsafe requirement A4, namely the set of A3 and A4 is ”inconsistent”.

We can detect that the set of descriptions is logically contradict when we
naively formalize a requirement specification document. Moreover, we can de-
tect a wider range of ”inconsistencies”, if we add a wide range of inconsistencies
as formal axioms to the formal specifications. However, adding these axioms
is a very time-consuming task, as they involve many physical properties, tacit
knowledge, etc.

Even if we can detect that sentence A and sentence B are logically contra-
dictory, it is not possible to determine which sentence to accept and which to
reject only from the information of A and B. In general, if we detect that the
set of A and B is ”inconsistent” then we want to decide which sentence is ac-
ceptable and the other should be rejected. However, we often need to consider
other descriptions of the document to decide it. Moreover, it is difficult to find
descriptions showing us which sentence is right.

This paper is structured as follows. We briefly introduce our previous work
to define and enumerate extensions in Section 2. We show a method to construct
an argumentation framework from a requirement specification document with
natural language processing in Section 3. Then we conduct experiments to verify
the validity and the scalability of our tool in Section 4. Finally, we conclude the
paper in Section 5.

2 Defining and Enumerating Extensions

In this section we introduce our previous works [2, 3]. In [2], we define some
extensions as FO-definable subset and other extensions as a maximal subset of
FO-definable subset. Then, in [3], we enumerate extensions with an extension
of an SMT solver Z3[6].

We show overall picture of support for resolving ”inconsistencies” in Figure
1. Our method and tool is based on mathematical argumentation theory. First,
we generate an argumentation framework (A, R) of mathematical argumenta-
tion theory from a requirement specification document with natural language
processing. Second, we define and enumerate extensions S’s from the argumen-
tation framework. Extensions represent ”consistent” sets of descriptions of the
document, and some kinds of extensions are maximal satisfiable subsets (MSS’s),
satisfying a FO-formula, of (A4, R). Finally, we support resolving ”inconsisten-
cies” of the document by showing a graph. The graph shows an acceptable set
of descriptions that is a MSS S. The graph also shows a description of the
document should be corrected referring to S and R.
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Case:

Sentences Argumentation
MSSy: {ny, ns, n)

(informal) ~ Natural Framework
anguage

L
. Processiig

ny:f temp>90 then x:=0
ny:f temp>95 then x:=0

“Consistent”

Model Theory FO-definable sets

Comp. Sci.

MSS;: {ny, ng, ng}
) s

Enumerating Visualization
“Consistent”
FO-definable sets

The set {ny,nyns) is convincing.
We should correct n, and n,.

Figure 1: Overall picture of support for resolving ”inconsistencies”

2.1 Mathematical Argumentation Theory

Our previous works[2, 3] is based on mathematical argumentation theory. Ar-
gumentation theory is an interdisciplinary field that has been studied inter-
disciplinarily in many fields, such as sociology, linguistics, psychology, logic,
dialectics, etc., on the issue of “how to justify a claim”. Moreover, mathe-
matical argumentation theory is argumentation theory based on mathematical
methods[7]. Mathematical argumentation theory is broader than mathematical
logic because it also deals with a wider range of non-mathematical subjects.
Therefore, by using the argumentation framework of mathematical argumenta-
tion theory, we can treat various “inconsistencies” other than logical contra-
dictions in a broader sense. Moreover, by using the extensions of mathematical
argumentation theory, we can mathematically define what is “ consistent” un-
der a broad sense, and thus provide evidence for deciding which sentences are
trustworthy when the set of the sentences is “inconsistent”. Moreover, once
we have brought it into the framework of mathematical argumentation theory,
we can use the methods of mathematical logic[8] and computer science[9] to
automatically support resolving “inconsistencies”.

Definition 1 An argumentation framework (A, R) is a directed graph such that
A is a set of vertex, called abstract arguments, and R is a relation, called an
attack relation, on A.

For instance, “a attacks b (a — b)” for a,b € A means that “if a is true
then b must be false ” . For “¢: It will be sunny tomorrow ” and “d: Tt will
rain tomorrow ” | we have ¢ <> d. And, for “e: Liquid temperature is always
below 100 °C (possibly 95 °C)” and “ f: Liquid temperature is always below 90

°C”, we have e — f but f /4 e.

2.2 Describing Extensions as Formulas

In this subsection, we introduce the previous work in [2] to describe extensions
as FO-definable subset or maximal satisfiable subset satisfying a FO-formula.
Based on mathematical argumentation theory [10], we have formalized ”in-
consistency” as an attack relation of an argumentation framework[2]. In [2],
we represent a document, which is a set of descriptions of the document, as a



directed graph (A4, R) where a set A is a set of descriptions of the document
and an attack relation R C A x A represents ”inconsistencies” in the document.
Then, a sentence, which is a kind of descriptions, is a node a € A. And ”incon-
sistent” pair of descriptions a; and as represents an edge from a; to as (€ R),
which is denoted by a; — as. For instance, a; — ay represents that aq is safer
than as.

We formally describe a stable extension and a preferred extension. In [11]
authors describe some kinds of extensions, including stable extensions, as FO-
formulas. We use the same description of [11] for these kinds of extensions.
Moreover, we described a preferred extension as a maximal satisfiable subset
satisfying a FO-formula. These descriptions allows us to enumerate extensions
with an extension of the SMT solver Z3.

We give a definition of a stable extension.

Definition 2 1. A subset S of A is conflict-free (CF) if =3a,b € S ((a,b) €
R) holds.

2. A subset S of A is a stable extension if it is CF andVa € A(a ¢ S — Jb €
S(b,a) € R) holds.

It important that these definition is FO-definable. Then a stable extension can
be extract from (A, R) by Z3.
Next, we give a definition of a preferred extension.

Definition 3 1. An argument a is defended by a set S C A (or S defends a)
if Vy(R(y,a) — 32(S(2)AR(z,y))) (D(S,a)) We say that “a is acceptable
with respect to 8”7 if “ a is defended by S .

2. A subset S of A is admissible if it is CF and Vx(S(x) — D(S,x))
Note that these definition is FO-definable.

Definition 4 A subset S of A is a preferred extension if it is a maximal ad-
missible subset of (A, R).

Since maximality of a FO-definable subset is not FO-definable, we need to ex-
tend the naive Z3 to extract a preferred extension.
We show an example of a stable extension and a preferred extension.

o-0-€ 3¢

Figure 2: An example of an argumentation framework

In Figure 2, {a,d} is CF and {e} is not CF. Moreover, {a,d} is a stable
extension because a — b,d — ¢,d — e. On the other hand, d is defend by
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{a,d}, b is not defend by {a,d}. {a,c},{a,d} are admissible. But {b,d} is CF
but not admissible because {b,d} does not defend b (¢ — b but b 4 a and
d 4 a). Thus, {a,c},{a,d} are preferred extensions.

2.3 Enumerating Extensions with an SMT Solver

We have proposed a method of resolving ”inconsistency” based on model Theory
and computer science [3]. In [3], we enumerate preferred extensions, which are
maximal satisfiable subset satisfying a FO-formula, with an extension of the
SMT solver Z3. In this subsection, we briefly introduce the method.

Since Z3 can extract a FO-definable subset of (A, R) and a stable extension
is FO-definable, we can extract a stable extension from (A4, R) with Z3. But
a preferred extension is a maximal satisfiable subset satisfying a FO-formula,
namely it is not FO-definable. We need to extend Z3 to extract a preferred
extension. On the other hand, a naive enumeration method based on extraction
method is time consuming. Thus we have proposed a enumeration method based
on the Liffton’s way of ” Enumerating Maximal Satisfiable Subsets” (EMSS) [12].
We implement the method as an EMSS solver based on Z3.

We show an example of extracting an extension in Figure 2. Let S be a
preferred extension, i.e. a maximal subset of A satisfying FO-definable prop-
erties of conflict-free C'F(S) and admissible AS(S). In this case, we put hard
constraints as CF(S) A AS(S) and soft constraints as {S(a),S(b),...,S(e)}
where A = {a,b,¢,d,e}. Then, EMSS solver extracts a {S(a),S(d)} (and
{S(a),S(c)}). This result shows that S = {a,d} is a maximal subset of A
satisfying CF(S) A AS(S). Thus, {a,d} is a maximal admissible subset of A,
namely {a,d} is a preferred extension.

3 Generating an Argumentation Framework with
Natural Language Processing

Once we have a method to enumerate extensions from an argumentation frame-
work (4, R), the remaining issue is how we generate (A4, R) from a requirement
specification document which is described in a natural language, in particular,
how detect “inconsistencies” in the documents to define an attack relation R
representing “inconsistencies”.

We adopt a method[1] which is based on natural language processing since it
is almost impossible to formally define various “inconsistencies” in requirement
specification documents. If we translate sentences to FO-formulas, and define
axioms representing “inconsistencies” then we can detect “inconsistencies” with
formal methods. But, it is a time consuming task and requires skill to translate
sentences to FO-formulas. Moreover, the word “inconsistency” is ambiguous.
Thus, it is almost impossible to define “inconsistency” in a formal way. On the
other hand, the computer can learn “inconsistency” inductively with natural
language processing.



In [1] we uses pre-trained language model Japanese BERT[13] and conduct
fine-tuning to learn “inconsistencies” with Japanese SNLI dataset[14]. BERT is
a language model, known for its high accuracy in a variety of tasks[15]. BERT
learns linguistic features through pre-training. For example, BERT can under-
stand two synonyms have the same meaning. And Japanese BERT is a language
model trained on Japanese sentences. On the other hand, the SNLI dataset is
a collection of triples (Class, Sentencel, Sentence2), where Class can be En-
tailment, Neutral or Contradiction and Sentencel and Sentence2 are English
sentences. Japanese SNLI dataset is a translation of SNLI dataset to Japanese.

4 Experiments

In this section, we conduct experiments to validate the usefulness and verify
scalability of the methods and tools in Section 3. In Subsection 4.1, we apply our
tool to a small example to show its usefulness. In Subsection 4.2, we apply our
tool to randomly generated argumentation frameworks to show its scalability.

4.1 Experiments to validate usefulness

In this paper, we choose a requirement specification document of il
AR v b (electric kettle)”[16]. Natural language processing is highly depends on
the target natural language, we adopt the document in Japanese. This docu-
ment is a requirement specification document of a fictitious electric kettle for
product development exercises. The document consists of 18 pages, about 4000
characters (in Japanese) The size of the resulting (A, R) is that |A| = 150 and
|R| = 6.
We show a part of contents of the document.

o ARy MTIKIRZHIEY 2720, LIFOEARRICHE- T — X Z2HIH L £3
1 ML oG E

— REEHIEIRTRE 72 KO 72 SRR AEICREAT L. Ry FNDKZIZA L
F9, KA 100 CITEL 72D 3 DB EKLT. Z OBMIEIRGE
WKBATLE S,

— ZOYE. BRI OB HICIZ HESRE ON/OFF /30 (B 2
TUTRRKRL) ZHEALET,

2 BESIREDSHE T LGS (BlRE— ROREIN TV AREE)

— ZOHE, KiEE 98 CIIHEOL DIk —XEZHIHL £ 3, REFIED
BrEEE I PID KIS R28H L %5,

3 WEIREEIR T LGS (BT — RRESI N TV A EE)

— ZOHE, KiEE 0 CIHEOL DI —XEZHIHL £ 3, REFIED
BrEEE I PID G R28H L $ 5,
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4 PEIREEAH T LhE (IAZ7E— FRRESNTVEHLE)

— ZoHE, Kz 60 CicfRo X Sice —X 2L £57, IRAEHIE D
BERE X PID HI 2@ L %5,

5 WER & TS LD, mtilEiE s 255
— (1) OHfIELEE L FETT,
6 RRRERZICED, RiaE— FE2ZEHE LY

— BT LRRE — Fofilfits (2. ). ) Zhtvn, HiSRZ
WK ZRO X S — &2 ML £3,

— ¥ AR OIRERIEHORIERTHUTIRZ, BEIZ X > TEDL 255D
HHEI,

There are no “inconsistencies” in the document. Thus, we insert “inconsis-
tent” pairs of sentences into the document to apply our method to the resulting
(A, R). Now, among the “inconsistencies”, we focus on misrepresentations. In
order to get closer to the natural misrepresentations contained in requirement
specification documents, we deleted some parts of the sentences, instead of that
we modify the correct representations to misrepresentations. As a result, mis-
representations of the numerical values are inserted.

In this case, we delete (BT — RAESINTWBEE) from the sentence
2, (Hitye— }\ DMRESINTWVWBEE) from the sentence 3 and (I L7 E—
FOREXINTWAEE) from the sentence 4, respectively, in anticipation of
misrepresentations due to forgotten descriptions. By deleting these descriptions,
the sentences 2, 3 and 4 give different instructions under the same conditions.
Therefore, the sentences 2, 3 and 4 are pairwise “inconsistent”.

With our tool, we enumerate the following elements from the document and
then the set of these elements is the universe A of an argumentation frame-
work (A, R). The format of the element is (id, a headline or a sentence in the
document) where id is used for visualization purpose.

o [0, T H-RE]

o [1," ARy FCIAREHET 275, LFOERICH T b — & 2 Hif
LET

o 2,7 EHWL SNIBA]

o [3, IFEHIBINTREZ KA ZR & I XWEEIRARICREAT L. Ky PADKEMEL
i?‘]

o [4, JKiAY 100 CIZEEL 7D 3 B Z KT, Z DBRIRIREICRIT
Li“p“]

o [5,7 ZOEA. EHIHOEMEEFE T HERE ON/OFF /5% i H

LE9)
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o [6, MBHEIREEDHE T L2358
. oA, KiEE 98 CIRD X Hice =X ZHIE L £37)

8, IRFERIE ORIERE I PID HI 5 X &8 L 37
9, " WEEIRAEAE T L7235
o [10,’ 2D, Kilhx 90 ClTffAO LS i =& ZHlH L %37
(11, " IREEHIE O #E BB I PID S5 A 8 L %37
[12, " WHHERAEDHE T L 2235
o (13, ZDHA., Kilik 60 “ClZfRD XS5 =& 2 Ml L %37

[

[

[
[
[
[

14, 7 WS O BE SN I PID 5 X2 w1 U % 3]
o [15, iR X Tk b, wlililiE S 255

o [16, * DlllERE L [iBkT 3]

o 17, RIEFREARZ LD, RIERE— FEZEHLLEHE

o [18," BAT L 2= fRIRE — FOHIELELL L) 12htv, BEREIOKIRZ RO &
St =Xl L % 97]

o [19, 7 % LB OMERIHDRERF TR, BIEIC L > TED 25D
HHEIY

Next, we detect “inconsistent” pairs of elements of A to define an attack
relation R of (A4, R) with our tool. Our tool detect the following “inconsistent”
pairs of elements of A.

o (7,7 ZDHE. Kz 98 CITfRO X S — X2 HIE L £37, [10,” 2D
@n\mm%QOTkﬁO£9Lt ZEHELE3),

o (7,7 ZDHE. Kz 98 ClfRO XS iIce —X2HIEL £37], [13,” 2D
@m\mméﬁomk%o;okt Rz %357),

o ([10,’ ZDBE, Kz 90 ClIEO LI —XEHIELE ), [7,° 2D

Bitr, Kih% 98 Clclio k5 1c b — 2 2RI L £37)),

o (10, ZOHA. K% 90°CEO XS Icb— X EHELET), (13, C
DU KIRE 60 CITRD £ 512 b — % &I L $57)),

(13 COBE, K 00 GO LIS~ XEWALE T, 1, 20
7/2‘13\ 7J\<( 712980(:0;{%‘9&9&;11 &%Lfﬁ”{ﬂ]bij—])

-qw’:®ﬁm\mm%6omkﬁoiokt KZEHIEL 37, [10,7 Z
DA, KiEE 90 CITED X S ik — X 2HIEL £37)
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Our tool detects “inconsistent” pairs which we intentionally injected and does
not detect “inconsistent” pairs that are not inherently “inconsistent”. Thus,
in this case, our fine-tuned BERT language model can detect “inconsistent”
pairs of elements as expected. Moreover, in this case, the relation represent-
ing “inconsistent” is symmetric, namely if the pair of sentences n; and ng is
“inconsistent” then the pair of sentences ny and n; is also “inconsistent”.
Now, we have an argumentation framework (A, R) from the document. Our
EMSS solver enumerates the following Maximal Satisfiable Subsets (MSS), that
are preferred extensions in this case, of (A, R) in 0.278[sec]. Note that the docu-
ments consists of descriptions with id 1, 2, ..., 149 and A = {nl,n2,...,n149}.

1. MSS [..., S(n6), S(n8), S(n9), S(n10), S(nl1l), S(nl2), S(nl4),...]
2. MSS [..., S(n6), S(n7), S(n8), S(n9), S(nll), S(nl12), S(nld)....]
3. MSS [..., S(n6), S(n8), S(n9), S(nll), S(nl12), S(nl3), S(nld),...]
For instance, the result shows that the first MSS shows that the subset
{nl,...,n6,n8 n9,nll,n12,nl13,nld,... n149}

of A is a preferred extension which does not include n7 and n10.

Finally, for every above preferred extension, we construct a graph of the
elements of A coloured light blue for the elements included in the above preferred
extension and orange for the elements not included in the preferred extension.
Note that the arrows between the elements represent the attack relation R.
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Figure 3: The graph of an argumentation framework

With the above graph of (A, R) and a MSS, we can support an engineer to
resolve “inconsistency”. For instance, the above graph shows of the first MSS
shows that n7 (orange) and nl0 (orange) are “inconsistent” with n13 (blue),



and n13 is in the MSS. Then, we accept n13 since it is in the MSS. And then, we
find that n7 and n10 should be corrected referring to n13 — n7 and n13 — n10.

4.2 Experiments to verify scalability

In this subsection, we conduct an experiment to verify Scalability of our tool. We
randomly generated argumentation framework (A, R). And then we enumerate
preferred extensions as maximal satisfiable subsets of (A4, R) with our tool.

We prepare some notations. p(R) denotes the probability of the attack
relation R. That is, for any two elements a,b € A, we define whether R(a,b)
holds with probability p(R). “Time” represents the time (in seconds) taken
to enumerate the MSS’s for a given (A, R). #(MSS) denotes the number of
enumerated MSS’s for a given (A, R). AS(MSS) is the average of the elements
of the set {|S] | S C A, S is a MSS of (4, R)}.

We assume some assumptions on the attack relation R of (A4, R). We may
assume that p(R)(~ |R|/|A|?) is small enough. Because an engineer has a skill
to write documents correctly. But they sometimes make a mistake. On the
other hand, among the “inconsistencies”, we now focus on misrepresentation. A
sentence containing misrepresentation is not “inconsistent” with all other sen-
tences. A single misrepresentation may only be “inconsistent” with the sentence
containing the misrepresentation and its associated sentences. The sentence con-
taining the misrepresentation is irrelevant to most other sentences. Thus, single
misrepresentation yields a small number of “inconsistent” pairs of sentences.
Moreover, misrepresentations-based attack relations are often symmetric,

We assume some assumptions on the size of (A, R). We assume that |A| =
150 since the size of the target document in our first experiment is 149. We also
assume that one sentence containing misrepresentation causes symmetric attack
relation with the other three relevant sentences. Moreover, we assume that one
misrepresentation does not yields an attack relation with another misrepresen-
tation. Then, one misrepresentation yields six attack relations. Thus, |R|/6 is
the approximate number of misrepresentations. In the case of (A, R) such that
|A] = 150,p(R) = 0.01, (A, R) contains approximately four misrepresentations
since |R| ~ |A]? x p(R) = 23. Similarly, when p(R) = 0.02, it will contain
approximately eight misrepresentations. Thus, we assume that p(R) = 0.01 or
p(R) = 0.02.

We conduct two experiments for the case p(R) = 0.01 and p(R) = 0.02.

Table 1: |A| = 150 and p(R) = 0.01

»(R) 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01 | 0.01
Time [s] | 1666 | 72 | 104 | 109 | 100 | 97 | 105 | 143 | 217 | 107
#(MSS) 1 1 1 1 2 1 1 2 2 1

AS(MSS) | 37.0 | 72.0 | 76.0 | 70.0 | 74.0 | 74.0 | 74.0 | 69.5 | 72.0 | 76.0

Excluding outliers (the first case in Table 1 and the sixth case in Table 2),
the average processing times are 117[s] (p(R) = 0.01) and 455[s] (p(R) = 0.02),
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Table 2: |A| =150 and p(R) = 0.02

p(R) 0.02 [ 0.02 ] 0.02 [ 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02 | 0.02
Time [s] | 356 | 370 | 406 | 245 | 691 | 1246 | 581 | 391 | 631 | 420
#(MSS) 2 2 1 1 2 2 2 2 2 2

AS(MSS) | 52.0 | 41.5 | 51.0 | 57.0 | 52.5 | 42.5 | 48.5 | 50.0 | 49.0 | 46.5

respectively. The first case in Table 1 takes longer to enumerate extensions
than the others. At the same time, the case has an extremely small AS(MSS)
compared to the others. Since a small p(R) represents a small number of “in-
consistent” pairs, in general, the size of the MSS tends to be larger. The case is
therefore expected to be the case where the attack relations R are emergently
related to each other. The sixth case in Table 2 also takes 1246]s|, but the num-
ber and average size of MSSs are similar to the other cases. Thus, a detailed
analysis of the structure of (A, R) is needed to clarify why only the sixth case
takes particularly long to enumerate.

Table 3: |A| = 150 and R is defined randomly.

p(R) 0.03 ] 0.04 | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30
Time [s] | 514 | 1071 | 3048 | 3503 | 1520 | 2328 | 8849 | 4837
#(MSS) 1 4 2 4 0 2 6 4
AS(MSS) | 42.0 | 33.5 | 33.0 | 17.75 | 0 | 11.5 | 957 | 8.0

Table 3 shows that as p(R) increases, the Time is taken for enumerating
extensions also tends to increase rapidly. However, as it can be assumed that the
number of “inconsistencies” in a requirement specification document is small,
the |R|(= p(R)) can be assumed to be small. In that case, the time required for
the enumeration is feasible.

The results in Tables 1 and 2 show that when |R| is sufficiently small, our
tool can enumerate the extensions in practical time. On the other hand, Table
3 shows that when | R| is not small, our tool cannot enumerate the extensions in
practical time. However, it can be assumed that |R| is small, and therefore our
tool can enumerate extensions for a general requirements specification document
in a realistic time.

5 Conclusion and Future Works

We propose a method and develop a tool to support for resolving “inconsis-
tencies “in a requirement specification document which is written in a natural
language. Experiments show that our tool is useful for supporting “inconsis-
tency” resolution. On the other hand, our tool is not scalable with respect to
the number of “inconsistencies” in a document. However, in general, it can
be assumed that the number of “inconsistencies” is small, then our tool can
support for resolving “inconsistencies “ in realistic time.



One of our future works is to detect a various “inconsistencies”. In this
paper, we trained our language model by SNLI dataset. But the dataset only
contains contradictions as “inconsistencies”. Training a language model that
can detect strong and weak safety sentences as “inconsistent” pairs requires a
large number of such pairs with annotations.

Another future works is to improve the accuracy of “inconsistency” determi-
nation by NLP. Our language models are trained on a huge amount of generic
documents. However, requirements specification documents often contain words
that are not included in general documents, and these words often have impor-
tant meanings. For example, product names are often combinations of nouns,
numbers, and alphabets, and engineers often get product names wrong due to
typos. And if the product name is wrong, the meaning of a specification is
completely different. To solve this problems, it is necessary to use Japanese
language processing-specific techniques to recognize nouns + numerals and al-
phabets as a single word, or to perform pre-training and fine-tuning of language
models using a large number of requirement specification documents.

This work is a joint work with Hiroyuki Kido (Cardiff University) and Toshi-
nori Takai (Nara Institute of Science and Technology). This work was supported
by JSPS KAKENHI Grant Number JP19K11914. This work was supported by
the Research Institute for Mathematical Sciences, an International Joint Us-
age/Research Center located in Kyoto University.
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