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Abstract: In this paper, the existence of a mild solution to the Cauchy problem for impulsive semi-
linear second-order differential inclusion in a Banach space is investigated in the case when the
nonlinear term also depends on the first derivative. This purpose is achieved by combining the
Kakutani fixed point theorem with the approximation solvability method and the weak topology.
This combination enables obtaining the result under easily verifiable and not restrictive conditions on
the impulsive terms, the cosine family generated by the linear operator and the right-hand side while
avoiding any requirement for compactness. Firstly, the problems without impulses are investigated,
and then their solutions are glued together to construct the solution to the impulsive problem step by
step. The paper concludes with an application of the obtained results to the generalized telegraph
equation with a Balakrishnan-Taylor-type damping term.
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1. Introduction

The theory of impulsive differential equations has undergone considerable develop-
ment in recent years since it serves as realistic mathematical descriptions of real situations
containing abrupt changes, as well as other phenomena, such as harvesting or treatment of
diseases. The study of the multivalued case of differential inclusions takes into account the
presence of discontinuous right-hand sides, and it is related to control theory problems,
arising from practical applications concerning population genetics, power-law fluids, and
many other branches.

For the basic theory on impulsive differential equations and inclusions in finite-
dimensional spaces, the reader is referred to the literature [1-3]. The recent results about
impulsive differential equations and inclusions can be found, e.g., in [4-7] or [8] and see
also the references therein.

The investigation of impulsive differential equations and inclusions in infinite-dimen-
sional Banach spaces has been undertaken by a lot of authors starting from the end of
the last century—see, e.g., [9-12] and the references therein for the problems governed by
first-order impulsive equations.

The theory for the first-order problems in Banach spaces has been quite deeply stud-
ied in comparison to the higher-order problems that still possess many unsolved tasks.
In [13,14], the existence of strong solutions to Cauchy problems for implicit linear equations
in Banach spaces with irreversible operators in the main part, i.e., Sobolev-type equations,
was studied by reducing the problem into a system of the two first-order semilinear equa-
tions and introducing the concept of a degenerate semigroup, which extends the classical
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definition of semigroup. In [14], the authors also applied Lyapunov-Schmidt’s method
to singular linear differential equations, which, in the case when the main part consists
of a Fredholm operator, allowed studying the existence of classical solutions by reducing
infinite-dimensional equations into finite-dimensional ones. Moreover, on the basis of the
formulas obtained in [14], it was possible to describe the set of both the initial conditions
and the right-hand sides under which the problem turns out to be solvable in the class of
classical solutions. One of the main advantages of the theorems obtained in [13,14] lies
in the fact that the results have a constructive character and can be easily implemented
on computers. In [15,16], the existence of a classical solution for an implicit evolutionary
inclusion in a separable Hilbert space was obtained by introducing the concept of a resol-
vent and Yosida approximation of a maximal monotone operator with respect to a strongly
linear monotone operator.

Several authors have been also studying the semilinear second-order problems in
Banach spaces—see, e.g., [17-20] or [21]. In these papers, the existence of mild solutions to
the second-order (impulsive) initial value problems in the case when the right-hand side
(rh.s.) does not depend on the first derivative of a solution was investigated.

Only a few authors have dealt with the second-order problem in a Banach space whose
rh.s. also depends on the first derivative (sometimes solving the second-order problem by
reducing it to a first-order equation)—see, e.g., [22-31] and the references therein. In [22,23],
the operator A (in Equation (1) below) was supposed to be bounded, and impulses were
not present; however, boundary value problems were studied there instead of the Cauchy
problem. In [24,25], a mild solution to a not impulsive problem with a nonlocal boundary
condition was obtained, and in the second paper, the nonlinearity was allowed to also
depend on an integral term, but in both cases, the rh.s. must satisfy the Lipschitz condition.
In [27], Lipschitz assumptions were used too—the Lipschitz continuity of the r.h.s. was
required, and the Lipschitz continuity of the impulse conditions and a Lipschitz-type
condition on the derivative of the cosine family generated by the linear part along the
impulses were proposed. Furthermore, in [28], the local Lipschitz continuity put on the
rh.s. played the key role in the proof of the main result. In [29], the linear operator A
depends on t, and the existence of a mild solution for the Cauchy problem has been studied
in the case of a C! nonlinear term. In [30,31], the authors, respectively, studied the Cauchy
problem for a functional semilinear integro-differential equation and the Cauchy problem
for an impulsive problem, assuming in both cases that the cosine family generated by the
linear part is compact.

Some of the too strong assumptions put on the r.h.s. and/or the impulsive conditions
(mainly the Lipschitz continuity put on the r.h.s. and on impulse conditions) were removed
in [26], where the second-order impulsive integro-differential evolution equations in Banach
spaces were studied. Conversely, some quite strict or not easily verified conditions, such as
uniform continuity of the r.h.s. or employment of the measure of non-compactness within
the assumptions, remained in the paper.

The aim of this paper is to study the existence of mild solutions to second-order
multivalued impulsive problems in infinite-dimensional Banach spaces without reducing
the second-order problem to a first-order one. The results are obtained under easily
verifiable conditions and without assuming any compactness on the impulsive terms
and/or to the r.h.s., which becomes the main advantage of the paper.

More concretely, the paper deals with the Cauchy problem for impulsive semilinear
second-order differential inclusion in a Banach space of the form

%(t) € Ax(t) + F(t,x(t),%(t)), foraa.tel0,T)\{t,to, ", tm},
Ax|i—y, = Ek(x( ) ( )), k=1,2,...,m, 1)
Ax't:tk Ik(x )) k= 1 2 ce.,m,
x(0) = xo, x(0) = %o

Throughout the paper, we assume:
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(i) Eisareflexive Banach space that has a Schauder basis;

(i) A:D(A) C E— E,D(A)denseinE, isa closed, linear, and densely defined operator
generating a cosine family {C(t) };cg;

(iii) F: [0, T] x E X E —o E is multivalued mapping with nonempty, bounded, closed and
convex values;

(iv) x9,Xp € E;

(v) L, It € C(EXE, E)forallk=1,2,...,m.

The proof of our main results will be based on the Kakutani fixed point theorem
for multivalued mappings. The direct use of the fixed point theorem requires strong
compactness conditions, which are usually guaranteed by requiring the compactness of
the cosine family generated by the linear term or assuming some conditions based on
employing the measure of noncompactness of the nonlinear term.

In this paper, the approximation solvability method will be applied, which consists
of introducing a sequence of approximating problems with values in finite-dimensional
spaces, combined with the usage of the weak topology, which will allow avoiding any
requirement of compactness. A limiting argument will then lead to a solution to the original
problem. As a consequence of the used techniques, the obtained solution will be localized
in a suitable bounded set.

The existence of a mild solution for the Cauchy impulsive problem (1) will be obtained
by a step-by-step reduction of the impulsive problem to problems without impulses. The
results will be proven without the transformation of the second-order problem to the
first-order one because such a transformation may lack important information about the
original problem.

The approximation solvability method that will be used was introduced in [32] to study
fully nonlinear first-order problems in Hilbert spaces. Its application was then extended to
first-order semilinear problems in Banach spaces in [33] and to fully nonlinear second-order
problems in Hilbert spaces in [34]. To the best of our knowledge, our paper is the first paper
that applies the approximation solvability method to semilinear second-order problems.

As mentioned before, weak topology will also be employed. It was first exploited to
prove existence results in [35]. A lot of papers then appeared, where the same technique
was applied to study first- and second-order equations and inclusions (of functional and
neutral types), fractional equations, controllability problems, and so on. In particular, it
was used in [36] to obtain the existence of a solution for a semilinear second-order equation
in a Banach space with the r.h.s. not depending on the first derivative. In this paper, we
will extend the results in [36] to differential inclusions with the r.h.s. also depending on the
first derivative.

The paper is organized as follows. In Section 2, the necessary preliminaries about
cosine families and multivalued analysis are mentioned. This section also contains lemmas
and propositions that are used in the proof of our main results. The main theorems for
problems without impulses are contained in Section 3. Subsequently, making use of the
results for non-impulsive problems, the impulsive ones are studied in Section 4. Finally, the
application of the proved theory to a generalized telegraph equation with a Balakrishnan—
Taylor-type damping term is shown in Section 5.

2. Preliminaries

Let E be an infinite-dimensional real Banach space with norm || - ||, and let us denote
the Banach space dual to E by E*. The notation £(E) stands for the Banach space of linear
and bounded operators from E into itself. For every x € E and r > 0, B,(x) is the open ball
centered in x with radius r. Throughout this paper, by E“, we denote the space E endowed
with the weak topology. Given C C E and € > 0, the symbol B(C, ¢) will denote, as usual,
the set C + eB, where B is the open unitballin E, i.e,, B= B1(0) = {x € E | ||x|| < 1}.
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We denote the C([0, T], E)-norm and the C!([0, T], E)-norm, respectively, by || - ||c and
|| ||c1, defined by

||x||c = max ||x(t)||, forall x € C([0, T],E),
t€[0,T]

|Ixllcr = max{||x|lc, [|%lc}, forall x € C'([0, T], E)
and the L1([0, T], E)-norm by || - ||,1 defined for all x € L'([0, T], E) by

T
Il = [ (o)1 e

Let PC!([0, T}, E) be the space of all functions x : [0, T|] — E such that

X[O](t), fort e [0, tﬂ,
X[l](t), fort € (i’l,i’z],

x( =14 @

X (t),  fort € (tm, T,

where x) € C'([0,t41],E), xj1 € C'((t;, tiya], E), x(t), and x(t) exist in E for every
i=1,...,m Forx € PC'([0,T], E), Ax|t—, denotes the jump of x(t) at t = ty,i.e., Ax|i—y, =
x(t) — x(t; ), where x(t;) and x(t, ) represent the right and left limit of x(t) at t = f,
respectively, and Ax|;—; has a similar meaning. In a similar way, we can define the
space PC(]0, T], E) as the space of functions x : [0, T| — E, satisfying Definition (2), with
xp) € C([0, 1], E), x5 € C((t;, tiy1], E), for every i = 1,...,m. The space PC([0, T],E) is a
normed space endowed with the norm

|lx|[pc := sup |[x(¢)]] ®)
te[0,T]

and the space PC!([0, T], E) is a normed space with the norm
[|x[|pc1 := max{|[x[pc, [|%[|pc}- )

Definition 1. A sequence {ey }, of vectors in E is a Schauder basis for E if for every x € E, there
exists a unique sequence of real numbers ay, = a,(x), n € N, such that

—0, asn — oo.

n
X — Z n;e;
i=1

Given a Schauder basis {ey, } , for E, let E, = span{ey, ..., e, } denote the n-dimensional
Banach space generated by the first n vectors of the basis, and let P, : E — E, be the natural
projection of E onto E,,, i.e.,

0 n
P, <2 ockek> = E K.
k=1 k=1

It holds that a, € E* for every n € N (see [37], pp. 18-20) and that the sequence {||P, ||} is
bounded, i.e., there exists K > 1, such that

IPa(x)|| < K||x|| VneN, vxeE ®)

(see [38], (Proposition 1.a.2)). The Schauder basis {e;, }, is said to be monotone if K = 1, i.e.,
if | Py|| = 1, for every n € N.
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Remark 1. Trivially, if E is a separable Hilbert space, every orthonormal system of E is a monotone
Schauder basis. Moreover, if a Banach space admits a Schauder basis, it is separable. On the other
hand, it was proven in [39] that there exists a separable Banach space without a Schauder basis.
Howewver, for every 1 < p < oo and for each bounded subset Q0 C R",LP(Q), R) has a monotone
Schauder basis (see, e.g., [40], (Chap. 1.3 and 1.4)).

Some of the main properties of the projection IP,; are contained in the following lemma
(see [33] (Lemma 2.2), [34] (Lemma 6), and [41] (Proposition 2.4)).

Lemma 1. The projection P, : E — E,, satisfies the following properties:
(a) P, :E“ — E, is continuous;

(b) Ifxn — x, then Py(x,) — x;

() Ifx, — x, then Py(x,) — x;

d) If fo — fin L}([0, T),E), then P, f, — f in L' ([0, T],E),

(e) Forevery x € E, ||Py(x) — x|| = 0.

In the following, the cosine family generated by the operator A will be employed. For
this purpose, its definition and main properties will be discussed now.

A one-parameter family {C(f) };,cg of bounded linear operators mapping the space E
into itself is called a strongly continuous cosine family if:
e C(t+s)+C(s—t)=2C(s)C(t), forallt, s € R;
e C(0)=1
e  Themapt — C(t)x is continuous in R for each fixed x € E.

If {C(f) }1er is a strongly continuous cosine family, then there exist M > 1 and w > 0
such that, forall t € R,

[C)] < Mee! (6)

and moreover, the set

D(A):{xe}sza lim C(t)ﬁ_x}
t—0+ t

is dense in E.
The linear closed operator A : D(A) C E — E defined by

d2

_ a0 C(f)x —x
-~ d?

Ax )

{C(t)x} =2 lim

=0 t—0t

is called the infinitesimal generator of the cosine family.
In what follows, we shall also make use of the following set:

X = {x € E| C(-)x is continuously differentiable}.

The one-parameter family {S(t) };cgr of the bounded linear operators mapping the
space E into itself defined, for all t € R and x € E, by

S(t)x = /Ot C(s)xds (7)

is called the strongly continuous sine family associated with the cosine family.
The families {S(t) };cr and {C(t) };cr possess several important properties; the most
crucial are summarized in the following lemma.

Lemma 2. (see, e.g., [42] (Propositions 2.1, 2.2)) The families {C(t) };cr and {S(t) }er satisfy
the following properties:

(a) C(t) =C(—t), forallt € R;
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(b) S(t) = —S(—t),forall t € R;
(c) Themap t — S(t)x is continuous, for each fixed x € E;
(d) S(s+1t)+S(s—t)=25(s)C(t), forall t,s € R;
(e) S(s+1t)=S(s)C(t)+ S(t)C(s), forallt,s € R;
(f) Forall t,teR,
t
IS(t) — S()| < M‘/ elsl ds, ®)
!

(g) C(s), S(s), C(t), and S(t) commute, forall t, s € R;
(h) S(t)x € X, foreveryt € R, x € E;

(i) S(t)x € D(A),}in%AS(t)x = 0,%C(t)x = AS(t)x and & S(t)x = AS(t)x, for every
%

a2
x € X, teR,; ,
() C(t)x € D(A),%C(t)x = AC(t)x = C(t)Ax, and AS(t)x = S(t)Ax, for every x €
D(A),t € R;

(k) C(t+s)—C(t—s)=2AS(t)S(s), forall s,t € R.

It follows from the definition of S that S(0) = 0. Therefore, using Equation (8), it is
easy to prove that
jeltl 1

ML ifw #0
s < { M7 Hezd ©

In the following, we will use the next lemma.

Lemma 3. Let [a,b] C R be a compact interval and E a Banach space. Then, the map c :
[a,b] X E — E defined as
c(t,x) = C(t)x

is continuous.
Proof. Fix (to, xq), (t,x) € [a,b] x E. Then, it follows from Equation (6) that

IC(t)x — C(to)xall < IC(E)x — C£)xal| + |C(£)xa — C(to)xall

le(t, %) — clto, xa) =
< MM ||x — xgl| + [[C(#)xa — C(to)xall

Since t — C(t)x, is continuous, it is possible to find the constant § > 0 for every € > 0,
such that, if |t — fg| < J, then ||C(t)x; — C(fg)x,|| < €. Thus, assuming without a loss of
generality that 6 < e and taking (¢, x) € [a,b] x E with |t — ty| < dand ||x — x4]| < 6, we
obtain that

lle(t, x) — c(to, x5) || < Mewm@tlo=dlltotolls 4 e < Mew(lhol+ele 4 ¢

which yields the thesis. O

It was proven in [43] that A is the generator of the cosine family {C(t) };c if and only
if set X endowed with the norm

||x[|x = [|x]|g + max [|AS(t)x||g (10)
te[0,1]

is a Banach space, where the maximum is achieved according the compactness of [0, 1], and
the operator valued function
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is a strongly continuous group of bounded linear operators in X x E generated by the operator

0 I
<[4 o]
defined on D(A) x X. Therefore, AS(t) : X — E is a bounded linear operator, and, similar

to Lemma 3 (and recalling Lemma 2 (1)), it easily follows that the map ¢; : [4,b] x X — E
defined by

c1(t,x) = C'(H)x (11)

is continuous as well.
The next result establishes a relationship between the generator of a cosine family and
the generator of a Cy semigroup.

Lemma 4. (see [44] (Theorems 2.5 and 4.9)) Assume that A is the generator of a cosine family
{C(t)}scr. Then, A generates a Cy semigroup {T(t)}s>0. Moreover, {C(t)};cr satisfies Equa-
tion (6) if and only if || T(t)|| < 2Me“’2tfor every t > 0.

We shall now introduce the definitions and notions from the multivalued analysis that
we will need in the sequel. Let X, Y be two metric spaces. We say that H is a multivalued
mapping from X to Y (written H: X —o Y)) if, for every x € X, a nonempty subset H(x) of
Y is given.

A multivalued mapping H: X —o Y is called upper semicontinuous (shortly, u.s.c.) if,
for each open subset U C Y, theset {x € X | H(x) C U} is open in X. Itis called completely
continuous if H(C) is relatively compact for every bounded set C C X. If H is u.s.c. with
convex values, then H has a closed graph (see [45] (Theorem 1.1.4)). If H is u.s.c. and com-
pletely continuous with compact values, then it has a closed graph ([45] (Theorem 1.1.5)).
Conversely, if H is a completely continuous multivalued mapping with compact values
and has a closed graph, then H is u.s.c. (see [46] (Theorem 1.1.5)).

Let | C R be a compact interval. A mapping H : | — Y with closed values, where
Y is a separable metric space, is called measurable if, for each open subset U C Y, the set
{t € J | H(t) C U} belongs to a o-algebra of subsets of |.If Y is separable, the measurability
is indifferent strong and weak measurability (see [47] (Chap. II)).

In the proof of the main result, the measure of non-compactness will be used. For this
purpose, some basic facts concerning this notion will be mentioned now.

Definition 2. Let N be a partially ordered set, E be a Banach space, and P(E) denote the family of
all subsets of E. A function B: P(E) — N is called a measure of non-compactness (m.n.c.) in E if
B(co Q) = B(Q) for all O € P(E), where co Q) denotes the closed convex hull of Q).

Anm.n.c. Bis called:
(i) Monotone if B(Q1) < B(Qn), forall Oy C Oy C E;
(ii) Nonsingular if B({x} UQ) = B(QY), forall x € Eand Q) C E;
(iii) Regular when B(QY) = 0 if and only if Q) is relatively compact.

The typical example of an m.n.c. is the Hausdorff measure of noncompactness 7y
defined, for all ) C E, by

Y(Q) :=inf{e > 0| 3xy,...,x, € E: Q C UL Be(x)) }.
The Hausdorff measure of noncompactness is monotone, nonsingular, and regular.

The notion of a solution will be understood in a mild sense. Namely, given xy € X, by
a mild solution of the non-impulsive problem

¥(t) € Ax(t) + F(t,x(t),%(t)), fora.a.tel0,T],
x(0) = 70, %(0) = % } (2
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we mean a C!-function x: [0, T] — E such that, for all t € [0, T},

x() = C(£) x0 + S(E)%o + /(;tS(t —s)f(s)ds, (13)
where
f €St ={f€LY0,T,E): f(t) € F(t,x(t),x'(t)), foraa. t € [0, T]}.  (14)

Notice that, for every f € L([0, T], E), the function defined in Equation (13) is continuously
differentiable (according to condition (i) in Lemma 2, to [48] (Lemma II.4.1), and since
xp € X), and, for all € [0, T], it holds that

t
() = AS(£) xo + C(H)To + / C(t— 5)f(s) ds.
0
In order to ensure that the S}, « 7 @, an appropriate selection result is needed.

Proposition 1. (see, e.g., [35] [Proposition 2.2]) Let [a,b] C R be a compact interval, E;, E; be
Banach spaces and G: [a, b] x E; —o Ep be a multivalued mapping satisfying:

(A1) G(t,x) is nonempty, convex, and weakly compact, for every t € [a,b] and x € Eq;

(A2) For every x € Eq, G(+, x) has a measurable selection;

(A3) Fora.a. t € [a,b], G(t,-) : E{ —o EY is weakly sequentially closed;

(A4) For each bounded Q) C Ey, there exists o € L([a, b],R) such that, for a.a. t € [a,b],

sup |[G(t, x)[| < n7a(t).
xeQ)

Then, for every q € C([a, b], Ey), there exists f € L([a, b], Ey) such that f(t) € G(t,q(t)) for a.a.
t € [a,b].

Let us note that the previous result was proven in [35] for Banach spaces E; = Ep, but
it is also valid in this more general case.

In the study of the impulsive problem in the sequel, we shall consider the initial
problem starting from t; > 0. In the following proposition, we obtain the mild solution
formula for this case.

Proposition 2. Let x, € X,X, € E,a € (0,T),b € (a,T]. Then, x is a mild solution of
the problem

¥(t) € Ax(t) + F(t,x(t),%(t)), t€[ab]
x(a) = xq, %(a) =%, } (15)
if and only if there exists f € Slrx, such that
x(t) = C(t —a) xg + S(t — a)%a + /t S(t—s)f(s) ds. (16)

Proof. Observe that x : [a,b] — E is a mild solution of Equation (15) if and only if the
function defined as y(r) = x(r + a) is a mild solution of

(r) € Ay(r) + G(r,y(r),y(r)) re€[0,b—a }
¥(0) = x4, y(0) = %,

where G(r,y(r)y(r)) = F(r +a,x(r +a), %(r + a)). According to the definition, there exists
g €St , such that Equation (13) holds for every r € [0,b — a]. Thus,

y(r) = C(r)y(0) + S(r)y(0) + /O S(r—p)g(p)dp.
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Define f(s) = g(s — a) for every s € [a,b]. Trivially, f € S}  and

C(if—a)xa—}—S(t—a)@—l-fot_'Z S(t—a—p)g(p)dp
C(t—a)x, —O—S(t—a)fa—i—fotﬁ S(t—a—p)f(p+a)dp
C(t—a)xg + S(t— )%, + [} S(t —s)f(s)ds,

x(t) = y(t — a)

which proves the thesis. [J

Remark 2. Notice that the explicit formula for the mild solution of Equation (15) can be obtained
also as restriction to [a, b of a mild solution defined in [0, T|. In fact, assume that x : [0, T| — E
is a mild solution of Equation (12). Then, according to the definition, there exists f € Sk such
that Equation (13) holds for every t € [0, T|. In particular, ’

xa = C(a)xg + S(a)xo + /Ou S(a—s)f(s)ds

and .
T, = AS(a) xo + C(a)%o + /0 Cla—s)f(s) ds.

Now, exploiting the definition of the cosine family and Lemma 2.2 (e), (j), and (k), we obtain
C(t—a)C(a) +S(t —a)AS(a) = C(t —a)C(a) + AS(t —a)S(a) = C(t —a+a) = C(t),

C(t—a)S(a)+S(t—a)C(a) =S(t—a+a) =S(t),

and
C(t—a)S(a—s)+S(t—a)C(a—s)=8S(t—a+a—s)=S(t—s)

which imply

x(t) = C(t)xo+S(t) xo—l—fo (t—s)f(s)ds
= C(t)xo+S()To+ [7 S(t—s)f(s)ds + [} S(t—s)f(s)ds
= [C(t—a)C(a)+ S(t—a)AS(a)]xo+ [C(t—a)S(a )+S(t—a)C(a)}Yo+
JolC(t—a)S(a—s) + S(t —a)C(a—s)|f(s) ds—l—f S(t—s)f(s)ds
= C(t—a)[C(a)xo +S(a)%o + [y S(a —s)f(s)ds]+
S(t — a)[AS(a) xo + C(a x0+f0 (a—s)f(s)ds] + [1S(t—s)f(s)ds
= C(t—a)x,+S(t— xﬁ—fas t—s)f(s)ds.

3. Existence of a Mild Solution for the Cauchy Problem without Impulses

In this section, with fixed a,b € [0, T] with b > 4, the existence of a mild solution to the
Cauchy problem in [4, b] will be discussed.At first, we will use the natural projections of the
space E onto the finite-dimensional spaces generated by the first n vectors of the Schauder
basis to introduce a sequence of finite-dimensional approximating problems. Then, we will
apply the Kakutani fixed point theorem, obtaining a solution for each finite-dimensional
problem. Our technique will allow obtaining the localization of each solution in a given
bounded set of C! functions. Finally, we will apply a limiting procedure based on the usage
of the weak topology to obtain a solution to the original problem.

Since both the finite-dimensional spaces and the weak topology in a reflexive Ba-
nach space enjoy natural compactness properties, we will avoid any requirements for
compactness within the assumptions.

In the next section, the obtained results for non-impulsive problems will be used to
study the impulse problem on the interval [0, T].

Theorem 1. Consider the Cauchy problem (15), where x, € X, and assume that F : [a,b] X E X
E —o E satisfies the following assumptions:

(F1) F(t,x,y) is nonempty, convex, closed, and bounded for every t € [a,b] and x,y € E;



Mathematics 2022, 10, 672 10 of 25
(F2) Forevery (x,y) € E X E, F(-,x,y) has a measurable selection;
(F3) Foraa. t € [a,b], F(t,,-) : E¥ x E¥ —o E" is weakly u.s.c.;
(F4) For every n € N, there exists ¢, € L'([a, b], R) with
liming 1221 _ g
n—oo n
and such that
[I2]] < @n(t),
for a.a. t € [a,b], every (x,y) € nB x nB and every z € F(t,x,y), where B = {x €

E|lx[| <1}
Then, the Cauchy problem (15) has a solution.
Proof. For the sake of simplicity, we will assume all along with the proof that space E has
a monotone Schauder basis, i.e., that | Py, || <1, for every m € N. Let us note that the proof

also works in the general case with little changes.
Since the proof consists of several parts, it will be split into the relevant steps from now on.

Step 1. Introduction of a sequence of approximating operators

To prove the existence of a solution to the problem (15), we will use the approximation
solvability method. Thus, for each m € N, consider the multimap Gy, : [a,b] X E X E — Ej,
defined as G, = P, o F and the operator =, : C!([a, b], Eyy) — C*([a, ], E;y) defined as

Zm(q)(t) = {PmC(t) Xq + P S(4)%, + /ﬂtpms(t —s)f(s)ds: f € S%;m,q}. (17)

Let us note that, since P, is a bounded and linear operator with || P,|| < 1, the mapping Gy,
satisfies properties (F1) — (F4) as well. Therefore, for every g € C!([a, b], E;), the existence
of a selection f € Sém, 4 is guaranteed by Proposition 1 taking 770 = ¢, with O C nB x nB.
We stress that, since the natural projection is bounded and since the function

y(t) = C(t — a) xa +S(tfa)§g+/at5(tfs)f(s) ds
is continuously differentiable and
() = AS(t — a)xa + C(t — a)%a + /at C(t—s) f(s)ds,
Y, is well defined and
h(t) = PpAS(t — a)xq + PuC(t — a)%a + /at P C(t—s)f(s) ds,
for every g € C!([a, b], E;,) and every h € Z,,(q).
In order to show that X, has a fixed point, we will prove that it satisfies all assumptions

of the Kakutani fixed point theorem ([49] (Theorem 1)). For this purpose, given n € N, we
use the following notation

1By = {q € C'([a,b]; Ew) : [q(D)]l, [4()| < n, foreveryt € [a,b]}.

(a) Proving that the solution mapping X, has convex values.
Letq € C'([a,b], E;y) and let iy, hy € Z,,(q). Then, there exist f1, fo € S%?m,q such that

hi(t) = PuC(t — @) Xo + PS(t — a)Ta + /t]P’mS(t —8)fils)ds, i =1,2.
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Leta € [0,1]. Then, for each t € [a,b], we obtain that

(ahi + (1 —a)hp)(t) = PuC(t—a) xa+ PuS(t —a)¥,
+ [T PuS(t—s)(afi(s) + (1 — @) fa(s)) ds.

Since G, has convex values and P, is linear, it holds that
ahy + (1 — a)]’lz € Zm(q)

(b) Proving that X.,, has a closed graph.

Assume that (g, hy) — (g, h) in C'([a, b, E;y) x C'([a, b], Exy), where hy € (i), for
all k € N, and let us prove that h € X,,(q).

Since, for all k € N, I, € 2,,(qx), there exists, for allk € N, f; € Slcm, 0" such that

hi(t) = PpC(t — a)xg + P S(t — a)X, + /thS(t —5)fx(s)ds, foraa.t € [a,b].

Since every converging sequence is bounded, there exists n € N such that, for every
k € Nand every s € [a,b], ||qx(s)|| < n,]|4x(s)|| < n. Then, (F4) and the monotonicity of
the Schauder basis yield that the sequence { f; }x C L'([a, b], E;) is bounded and uniformly
integrable, and, for a.a. s € [a,b], the sequence {f(s) } is bounded in E,,. Since E,, is
finite-dimensional, according to the Dunford-Pettis Theorem (see [50], p. 294), we have the
existence of a subsequence, denoted as the sequence, and a function f such that fy — f in
L'([a,b), Ep).

Let us now prove that f € S¢, - ;- First of all, notice that the sequence {||f(s) — f(s) |}
is bounded, and thus relatively compact, because E,, is finite-dimensional. Therefore, [46]
(Theorem 4.2.3) implies that

o[ 1) = reas) < [Ta(lics) — o) lhas =o

The regularity of the Hausdorff measure of noncompactness -y then implies that { fy — f }¢
is relatively compact in L!([a, b], E;;), which, recalling that fy — f in L!([a, b], E;;) yields
fi — fin L([a, b], Ex), possibly passing to a subsequence. It consequently guarantees the
existence of a subsequence (for the sake of simplicity still denoted as the sequence) such
that fi(s) — f(s) for almost every s € [a,b]. Since the norm convergence implies weak
convergence, it follows that gx(s) — q(s), 4x(s) — 4(s) and fx(s) — f(s) fora.a. s € [a,b]
and, according to (F1) and (F3), we obtain that f(s) € Gy (s,q(s),4(s)) for a.a. s € [a,b].
Hence, f € Sém,q as required.

Now, since S(t — s) is linear and bounded, for every t € [a,b] and almost every
s € lab],

PuS(t —s)fr(s) = PpS(t —s)f(s).

Moreover, the previous convergence is dominated by Equation (9) and the monotonicity of
the Schauder basis. The Lebesgue dominated convergence theorem and the uniqueness of
the limit then imply that

h(t) =P, C(t —a)x, + PS(t —a)xX, + /t]PmS(t —s)f(s)ds, fora.a.t € [a,b].

(¢) Showing that ¥, maps bounded sets into bounded sets.
Let C C C!([a, b], E;) be bounded, g € C,and h € £,,(q). Then, there exists f € Sém,q

such that ,
h(t) :u»mc:(t—a)xu+pm5(t—am+/ PuS(t — s)f(s) ds (18)
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and
, t
h(t) = PpAS(t — a) x4 +PmC(t—am+/ P C(t — 5)f(s) ds. (19)
a
According to Equations (6) and (9), there exists
M=l ifw #£0
0 { Mb ifw=0 (20)
such that for every t € [a,b],
IC(B)]] < Me”
and
IS(£)]| < Ko.
Since x,; € X, denoted by
d
L = —C(¢t 21
max | () @

from Lemma 2 (i), we obtain, for every t € [0, T|, that
[|AS(t)x,4|| < L.

Now, since C is bounded, there exists n € N such that C C nB,,. Thus, the monotonicity of
the Schauder basis and (F4) yield

IROIF < 1IC¢E = a) [ 1xall + St = a)ll[%all + fy ISt =)l £(5)ll s
wb = (22)
< Me??||xa|[ + Ko(|[%all + [l @nll11)

and
(B < [AS(t = a) xal| + |C(t = a) [ [%all + o IC(E—s)[[[I£(s)] ds

‘ 23
< LA+ Me“P(|[%a|| + || @n][11)- ()

Therefore, ¥, maps bounded sets into bounded sets.

(d) Showing that ., maps bounded sets into relatively compact sets.

Let C C C([a,b],Ex) be bounded, g € C, and h € %,(q). Then, h fulfills
Equations (18) and (19) for some f € S%Em,q‘

Fix ty € [a,b]. According to point (c), Equation (23), and (F4), for all t € [a,b], we
obtain that

|mw—MmmsL£nMMMss(L+MWWmuuwwmﬂov—m

which implies the equicontinuity of %, (C).
Moreover, for all t € [a, b], applying Lemma 2 (i) and Equation (6) and introducing the
constant 7 as in point (c¢), we obtain that

lin(t —a) = h(tg — a)|| < |Pw(AS(t —a) — AS(ty — a)) x4
+|[P(C(t — a) — C(to — ))Ta|

+] [ Pw(C(t—5) — Cltg —5))f(s) ds|
+| fy, PuC(t =) f(s) ds|

1(C( — a) — C'(ty — a))xa|
+[(C(t — a) — C(to — a))Fa

H [0 Pu[C(t—5) — C(to — 5)]f(s) ds |
+Me“T| [ @u(s) ds|.

(24)

IN

Let us now prove that all four summands in Equation (24) are uniformly continuous.
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Notice that to,t € [a,b] C [0, T] imply that ty —a,t —a € [0, T]. Since x, € X, the
map t — C'(t)x, is continuous and hence, uniformly continuous in the compact set [0, T].
Similarly, the map t — C()X, is uniformly continuous in [0, T] as well. Thus, the first two
summands are uniformly continuous.

Applying the properties listed in Lemma 2, we obtain that

Clt—s) — Cltg—5) = c<t+t°—s+t_t°) —c(”to —s—t_t‘))

2 2 2 2

. t+t0_ t—to
(e e(5)
. t—tg t+i’0_

= 2AS > S > s

- zAs(t_ztO)[s<t+2t° C(—s)+5(—s)c<t“;t°>]
t4 £ +

C
t—ty t+1o t—ty t+1p
A[s( o )+s( o )}S(s)

Therefore,

< ||[C(t) — C(to)] [ C(s)f (s) ds]|
HI[C () — C' (k)] [0 S(s) f(s) ds|-

[t =)~ Clto = 9)5(s) s

Consider now the set
t
L = {/ 0 C(s)f(s)ds:q € nBy, f € S%Zm,q}' (25)
a

According to (F4), and since E,, is finite-dimensional, we obtain that, for every s € [a, 1],
the set

{f(s) :qenBy, f € Sle,q} CEn,CE
is bounded and hence relatively compact. Since C(s) is linear and bounded, for every
s € [a, b], the set
D(s) = {C(s)f(s) : 9 € nBu, f € 8L, }

is relatively compact as well. Therefore, the separability of E (see Remark 1) and [46]
(Theorem 4.2.3) imply that

7)< [ D) =0

The regularity of the Hausdorff measure of noncompactness y then implies that I is
relatively compact in E.

Consider now a sequence { / ;0 C(s) fk(s)ds}k C I;. With reasoning similar to (b), it
is possible to prove that there exists f € S};m q and a subsequence (still denoted as the

sequence) such that fato C(s) fx(s)ds — fato C(s)f(s)ds in E. Thus, I; is compact.
According to Lemma 3, the map (t,x) — C(t)x is continuous and hence uniformly
continuous in the compact set [a,b] x I.
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Since also S(s) is linear and bounded, for every s € [a,b], we obtain by the same
reasoning that

L = {/fﬂ S(s)f(s)ds:q € nBy, f € sgmq} (26)

a

is compact in E.
Let us now prove that I; is compact in X. For this purpose, consider the sequence

{L“swvu@w}ka.

Similarly to I, there exists f € SlG,,, and a subsequence still denoted as the sequence such

q
that fp — fin L'([a,b], Ex) and f;o S(s) fr(s)ds — f;o S(s)f(s)ds in E. To conclude the
compactness of I in X, it is then sufficient, according to Equation (10), to show that

max
te[0,1]

c'w)| [ s s [ s

a

’—>0

in E. Let, for every k € N, t; € [0,1] be the point where the maximum is achieved. Then, by
Lemma 2 (h) and (i) and Equation (6), we obtain that

/Hto [C(tk + S) — C(fk — S)] [fk(s) _ f(S)]ds

[ As(SO)ids) ~ £(s))ds

a

C'w)| [ s sl [ s)rs)as

1

2

< 3 [ 1€+ 5) — Clte— ) ids) — £ s
't
< M [ fi(s) = £s)lds = 0

when k — +o0.

According to Equation (11), the map (t, x) — C’(t)x is continuous and hence uniformly
continuous in the compact set [4, b] x L. Thus, we also obtained the uniform continuity of
the third term in Equation (24). The equicontinuity of the set {i’ : h € ¥,,(q),q € C} then
follows from the absolute continuity of the integral contained in the last term of Equation (24).

Subsequently, it follows from the Arzela-Ascoli theorem that X,,(C) is relatively
compact in C'([a,b], Epy) for every bounded C C C'([a, b], Em).

(e) Showing that there exists N € N independent of m such that £,,,(NB,;) C NBy,
By Equations (22) and (23), we have that there exist two constants

K = max{Me“’b||xa|| + Kol|%a||, L +Me“’b||xa||}

and
K, = max{Ko, Me? } (27)

such that, for every n,m € N,q € nB,,, and every h € ¥,,(q),
Ihflcr < Ky + Kall@n| - (28)
According to (F4), there exists a subsequence, still denoted as the sequence, such that

K K
lim Kt 2||@ull 1

n—oo n

=0.
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Therefore, there exists N > 0 such that

K1 + Kz lonll 1

1
N <L

which, combined with Equation (28), implies that
1
N 1hller <1,

i.e., thath € NBy, forevery t € [a,b],m € N,q € NBy, h € £,,(q), and the claim is proven.

Since ¥, is closed and maps bounded sets into relatively compact sets, it has compact
values; hence, it is u.s.c. Thus, %, : NB;, —o NBy;, is a u.s.c. compact map with convex and
closed values. Applying the Kakutani fixed point theorem, we obtain that, for all m € N,
the operator X, has a fixed point g,,. Because of the technique used, we are also able to
localize the fixed point in the set

NB = {q S Cl([a, bl,E) : |lg(£)],114(t)|| < N, for every t € [a,b]}.

Step 2. Limiting procedure.

Let us now prove that the sequence {q,},, found in Step 1 admits a subsequence
pointwise weakly converging to a solution g of Problem (15).

The sequence {q, },, satisfies, forallm € Nand t € [a,b],

G (£) = PuC(t — ) o + PpS(t — a)T, + /at PuS(t — ) fun(s) ds,

where f,, € Sémﬂm’ for every m € N. Thus, there exists g, € S},qm such that f, = Pygm-
Since g,; € NB for every m, we then obtain from (F4) that

18m ()l < on(s),

for a.e. s € [a,b]. Therefore, {gm }m is bounded and uniformly integrable and { g (s) }m
is bounded for a.a s € [a,b]. Since E is reflexive, according the Dunford—Pettis Theorem,
we obtain the existence of a subsequence, denoted as the sequence, and of a function f
such that g, — f in L'([a,b], E). From Lemma 1 (d), we then also obtain that f,, — f in
LY([a,b], E).

Given ¢ € E* and t € [a, b], consider the operator ® : L!([a, t], E) — R defined by

@(p) = o [ s o)p(s)as).

According to Equation (9), ® is clearly linear and bounded. Moreover, f,, — f also in
L'([a,t], E), and hence, we have that

@) = p( [ S =u0)85) = o( [ S -9)1c) a5 ) = (1)

By the arbitrariness of ¢, we conclude that S(t — -) f;, — S(t — ) f in L'([a, t], E) for every
t € [a,b] and, by applying Lemma 1 (d) again, that P, S(t — -) fu — S(t — ) f in L'([a, t], E).
In particular,

[ Bus(e = )puls) ds — [ s(e-s)f(s) ds

and therefore,

G (t) — q(t) = C(t — a) 2y + S(t — a)Ta + /at S(t —s)f(s) ds.
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Similarly, it is possible to prove that 4, (t) — §(t) for every t € [a, b].

It remains to be proven that f € S%{ ;- Due to Mazur’s convexity theorem, for each
m € N, there exist p;, € N and positive numbers 8,,;,i = 0,..., py, such that Zf;”o Bmi=1
and ry = Zf:'”o Bumigmii — f in L([a,b],E). From the sequence {ry }m, we extract a
subsequence, denoted as the sequence as usual, such that r,, (t) — f(t), forallt € [a,b]\ Ny,
with A(Nj) = 0. Since F is convex valued, 1, (t) € F(t,qu(t),4m(t)) for every t € [a,b].

Moreover, for all t € [a,b] \ Np, with A(Np) = 0, F(¢,-,-) is weakly u.s.c. Put N = N; U
N, and consider ty € [a,b] \ N. Then, for every weak neighborhood V of F(ty,q(to),q(to)),
there exists a weak neighbourhood W of (4(ty),4(to)) such that F(t,x,y) C V when
(x,y) € W.Since g, (tg) — q(tp) and g (tg) — G(to), there exists 7 such that, for all m >
1, (qm(to), gm(to)) € W, yielding that gw(to) € F(to, qm(to),4m(to)) C V. Since gm(to) —
f (o), it follows that f () € V for every weak neighborhood V of F(ty,q(ty),q(to)), and
since F is closed valued, the proof is complete. [

The following theorem shows that it is possible to prove the result when assuming
the growth condition (F4') instead of (F4) in Theorem 1. For a comparison between these
conditions, we refer to [41]. The sketch of the proof is a generalization of the technique
used in [51] for second-order inclusions, where the nonlinear term does not depend on the
first derivative.

Theorem 2. Consider the Cauchy problem (15), where x, € X, and F : [a,b] X EXE — E
satisfies conditions (F1) — (F3). Moreover, let the following assumption hold:

(F4') There exist a, p € L(|a, b, E) such that, for a.a. t € [a,b] and all x, y € E,

[[ECt,x, )| < a(t) max{|[x|], [[y[|} + B(E)- (29)

Then, the Cauchy problem (15) has a solution.

Proof. The result can be proven similarly to Theorem 1 when replacing ¢, (t) by na(t) +
B(t) and consequently modifying the proof. More concretely, the most difficult point is
showing that there exists a bounded and convex set Hy,, such that %, (H,,) C Hy, for all
m € N.

For this purpose, for every fixed j € N, define

b .
= max [ ra O 8

whose existence is guaranteed by the continuity. For every j € N, let ¢; be the point
where the maximum is achieved. Since {t;}; C [a,b], there exists f such that (eventually

passing to a subsequence) t; — f. Thus, the sequence {¢;}; C L'([a, V], E) defined as
Pi(s) = e 1t=s) Xia ;) (s)a(s) converges pointwise to 0. The convergence is dominated,
which implies that ¢; — 0 in L'([a,b], E). In particular, there exists a subsequence, still
denoted as the sequence, such that g; — 0. Take j € Nand R € Rsuch that1— Kaq; >0, and

e [max{Me“® [x,], L} + Ka(|1%a]| + 18]1)]

R > ,
1= Kag;

where Kj is the constant introduced in Equation (27). Moreover, let us consider the bounded
and convex set

o = {3 & C1(la b B s max (e max{ (1) (1)) < R},

%



Mathematics 2022, 10, 672 17 of 25

Now, with reasoning like in Equations (22) and (23), we have that, for every q € Hy,, h €
Zm(q),t € |a,b],

()| < e T M x|
+e 1Ko | %al| + €T Ko [, (a(s) max{|[x(s)I|, | £(s) ]|} + B(s))ds
<e” ]tMe“’be |+ e 7Kol[%all + e 7' KolIB1
+e 1Ky [ Pa(s)e ™ max{[|x(s)||, | £(s)[}ds
< e M Me?|1xa | + Ko([[%all + [|B]11)] + KoR [ e = a(s)ds
= e '[Me“?||xq | + Ko(|[Zall + [IB]l1)
< e 1 [Me“” | xal| + Ko([[%all + [1BII1)
< R(l — quﬂ + K()Rq]f
< R(l — qu;) + KzRq]* <R

|+ KoR [ e 1)y, 4 (s)ax(s)ds

and similarly

TN < L+ Moy | 4+ e M [ (a(s) max{[lx(s)]], [%(5)II} + B(s))ds
< eIt L+ Me(|[%al| + |Bll)] + Me<"Rq; < R.

Therefore, h € Hy,. Since Hy;, is a subset of the bounded set

H={x€C([a,b]E): tren[aa;](ff_ﬁ max{[lx(5) [, [[x(t)[|}) < R},

the conclusion then follows like in the proof of Theorem 1. O

4. Existence of a Mild Solution for the Impulsive Problem

In this section, the existence of a mild solution to the impulsive problem (1) will be
discussed. The solution will be found in the class of piecewise continuously differentiable
functions. We will firstly apply, in each interval of continuous differentiability, the theorems
that were proven in the previous section for the problems without impulses. Then, we
will glue the particular solutions, exploiting Formula (2). The gluing technique will enable
obtaining the conclusions under no compactness requirements on the impulsive terms.

Theorem 3. Consider the Cauchy impulsive problem (1), where xo € X, It(y,e) € X for every
ye X,ec Eand F:[0,T] x E x E —o E satisfies conditions (F1) — (F4) or (F1) — (F4) for
[a,b] = [0, T]. Then, the Cauchy impulsive problem (1) has a mild solution x € PC'([0, T],E)
satisfying, for all t € [0, T),

x(t) = C( )XO+S Xo+f0 t—s f(S) B (30)
+ Lo<t<t [C(E— ti)Li(x(t), (1)) + S(t — ti) Li(x(8:), x(£:))],
where f € S}t,x
Proof. The proof will be given in three steps.
Step 1. Let us consider the problem on the interval [0, t1]:
¥(t) € Ax(t) + F(t,x(t),%(t)), foraa.te[0,t], (31)
x(0) = xg, %(0) = Xp.
According to Theorems 1 or 2 with [a,b] = [0, t;], this problem has a solution x| (f) €

CY([0, t1], E) verifying

X[O] (t) = C(t) Xp + S(f)fo + /Ot S(t - S)f[(]} (S) ds, (32)
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and

X[O] (t) = AS(t) xo + C(t)Xp + ‘/Ot C(t— S)f[O] (s)ds, (33)

where fig € L'([0,t1], E) and fio) (t) € F(t, x[5)(t), %[g) (t)), for every ¢ € [0, ].
Step 2. Let us consider now the following problem on [t1, f5]:

fora.a. t € [fy, 1],
(34)

By xo € X, we obtain that x|/ (t) € X forevery t € [0, ]. In particular, x| (t1) € X, yielding
that Iy (x(g (1), X[g)(t1)) € X, because I(y,e) € X for every y € X. Since X is a linear
subspace of E, we then obtain that I1 (x(g (t1), X[o)(t1)) + X0 (t1) € X and, analogously to
Step 1, it is possible to obtain that there exists a mild solution x;;(t) € CY([t1,t2], E) of
Problem (34) such that

xpy(8) = C(t =) [h(x0)(t1), ¥y (t1)) + xp0) (1)]
+5(t — t1) [Ty (xp0) (1), X0y (1)) + (o) ()] + i, S(E = 5) fiyy (s) s,

where fj € LY([t1,t2], E) and fry(t) € F(t, xp(t), xpq)(t)), for every t € [t1,to]. Since,
according to Equations (32) and (33),

(1) = Clt) 0+ S()%o + [ S(t1 =) iy (5)

Xp)(t1) = AS(t1) x0 + C(t1)%0 + /Ot1 C(t1 —s)fjo)(s) ds

reasoning like in Proposition 2, and denoted

f(t) _ { f[O](?: fort € [0, tl],

f[l] (t for t € (11, t2],
we obtain that

xp)(t) = C(t—t1) [l (xp)(t1), Xpo)(t1)) + x[0) (£1)]

+5(t — 1) [T (xpgy (1), %0 (1)) + X ()] + JiL S(t—5)f(s) s,

= C(t—t)[L(xp)(t), 3 (1)) + C(t) x0 + S(11)To + [y S(t — ) (s) ds]
+S(t—t) [Tl(x[o] (t1), X (t1)) + AS(t1) xo + C(t1)Xo + [y Clt1 — ) f(s) ds]
+ft (t—s)f(s)ds

= [C(t- t1)c(f1) + S(t —t1)AS(t1)]xo + [C(t — t1)S(t1) + S(t — t1)C(t1)] %o
+C(t —h) 11(x[o}(t1)/ Xo)(t1)) + S(t = t1) I (xo) (t1), H()(t1))
+ Jo' [C(t = t1)S(t —s) + S(t — 1) Clty — 5)|f(s) ds + [, S(t —s)f(s) ds

= C(t )xo +S(t )xo + C(t — t1) i(x(g)(t1), %po)(11)) + S(t — t1) 1 (x (o) (1), Xy (t1))
+ [y S(t—s)f ds—i—fttlS(t—s)f(s)ds

= C(t)xo+ S(t)xo + C(t — t1) I (xqg) (t1), X[g)(t1)) + S(t — t1) In (x[g) (t1), %) (H1))
+ [y S(t—s)f(s)ds.
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Step 3. Repeating this procedure for all k = 1, ..., m, we obtain that x defined by

X[o] (t), fort e [0, tﬂ,
X[l](i’), fort € (tl,tz]/

X[m](i’), fort € (tm, T],
is a mild solution of Problem (1) satisfying Equation (30) because

f[O](t)/ fort € [0, tﬂ,
fuy(t),  fort e (t,ta,

f[m](t)' fort € (tm, T]
belongs to S}E,x. O

Remark 3. We stress that, since X is a linear subspace, the condition Iy(y,e) € X, for every
y € X, e € E, is satisfied whenever Iy is linear in the first variable.

5. An Application

In this section, we apply the theoretical result obtained in the previous section to the
following problem

2= T 00 (8) 52585 + K ()25 + c(x)2 + (8, 1) K, (1, 5)ds),
tel0,T,x€Q

z(t5,x) = z(t, x) + prz(t,x), k=1,2,...,m, xeQ (35)

(b5, x) = z(t,, x) + qez(te, x), k=1,2,...,m, xeQ

z(0,x) = Z() ¢(0, )—Zo(x) x€Q

2(1,0) = 0,Vz(t,0) =0, te[0,T],

where O C R" is abounded domain with smooth boundary and zg € W7 (Q) N Co(Q), 2z €

LP(Q),1 < p < oo . The linear operator in Equation (35) appears frequently in many equa-

tions modeling phenomena, coming from electrostatics, continuum mechanics, and also

other branches. In particular, when the linear operator reduces to the Laplacian and the

integral term is replaced by the first-order time derivative, Equation (35) represents the

multidimensional telegraph equation, which governs both the voltage and current of elec-

trical transmission. Here, we consider a nonlinear Balakrishnan-Taylor-type damping term

like in [52-54], generalizing the results to the case of a strongly elliptic linear part in R".
In order to apply previous results to the problem (35), let us consider the following

assumptions on functions a : O = R, bj,c: Q = R, d: [0,T] xQ - R, f: R — Rand

k:OxO—R:

(a1) ay € C(Q),bj,c € LY(Q), ay(x) = ay(x) for every x € ();

(ay) There exists Co > 0 such that Y3 a (x)sgs; > Cols|? for every s € R", and a.a.
xeQ;

(k) kecC(QxQ);

() f<C®)

(d1) dis measurable;
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(d2) There exists « € L'((0,T),R),y € LP(Q), A : [0, +00) — [0, +00) increasing, with

lim —= =0,
c—+oco  C

such that |d(t,x)| < a(t)y(x), fora.a. t € [0,T], x € Qand |f(c)| < A(|c|), for every

ceER;

(pq) Pr gk € R, forevery k =1, ..., m.

In order to rewrite the problem (35) into the abstract form, as in Problem (1), it is
necessary to define the Banach space E, the operator A, and the nonlinear term F. The
Banach space E is defined as the space L (Q)). Therefore, solution x of the studied problem
will belong to the space PC'([0, T], LP(Q)). Moreover, we identify z and d, respectively,
with functions t — z(t,-) and t — d(t,-).

The mapping F: [0, T] x LP(Q) x LF(Q)) — LP(Q) is defined by

F(t,2,u)(x) == d(t, x)f (/Q k(x,s)u(s)ds).

If we denote B
k := max{|k(x,s)| : x,s € Q},

then, according to (d;) and the Holder inequality, it holds that

IN

‘d(t,x)f(/Q k(x,s)u(s)ds)‘ oc(t)*y(x))&(‘/ﬂk(x,s)u(s)ds )
a(E)y(x)A(fq k(x, s)u(s)|ds) (36)

a(t)v(xm(kmﬁhmu).

IN

IN

Thus, F(t,z,u) € LF(Q) for every t € [0,T] and z,u € LP(Q).

Moreover, by (d;), we obtain that F(-,z,u) is measurable for every z,u € LP(Q)).
Consider now a sequence {u, } weakly converging to u in LP(()). Notice that, for every
x € O, k(x,-) € L1(Q), where g = p—fl Thus,

./(;k(X,S)Mn(S)dS — /Q k(x,s)u(s)ds.

Condition (f) then implies that

£ kwspntsras) = 1 [ kxutsas).

Since every weakly converging sequence is bounded, we obtain the existence of a positive
constant L such that, for every n € N, |[u,|, < L. Hence, recalling Equation (36), we
obtain that

— 1
’d(t,x)f(/ k(x,s)un(s)ds> ’ < ac(t)'y(x)/\(k|0|l_pL).
Q
The convergence is also dominated, which implies that F(t, -, -) is weakly continuous, for

ae tel0,T].
Recalling Equation (36) again, when ||u||, < 1, we have that

1Btz u)]! :/Qd(t,x)f((/gk(x,ps)u(s)ds) pdxg/Q[oc(t)'y(x))\<kg|1—;lzn)rdx

PA(RlQI 7 P
a()PALKIQI Pn ) ly[lp.
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Thus, (dy) implies (F4), with ¢, () = a(t)A <k|Q|1_Fl’n) vl p-
The symmetric strongly elliptic linear operator
AW (Q) W, P (Q) — LP(Q)
is defined as
Au(x) := i akl(x)yiu + i b'(x)a—u + c(x)u.
Ki=1 axkaxl i / ax]-
1= j=
Since there exists a constant D > 0 such that
[ull2,p < D([|Aulo,p + [lulo,p), (37)

for every u € WP (Q) N W&’p (Q)) (see [55] (Theorem 7.3.1)), operator A generates an
analytic semigroup {T(t)}¢>o, with

IT(H)] < D,

for every t > 0 (see [55] (Theorem 7.3.5)), and moreover, it generates a cosine family
{C(t) }1er (see [48] (Section IV.8)). Lemma 4 then yields that

D
lewl < 5. @9)

Clearly, X = WLP(Q) N Cy(Q). Notice finally that the impulse functions I(y,e) = py
depend linearly on y.

The conclusions from previous paragraphs can be summarized in the following result,
which deals with the existence of a mild solution of Problem (35) and which is the direct
consequence of Theorem 3.

Theorem 4. Consider the Cauchy impulsive problem (35), where assumptions (a1) — (pq) are
verified. Assume zg € WP (Q) with compact support. Then, the Cauchy impulsive problem (35)
has a mild solution u € PC'([0, T], LP(Q)).

Remark 4. It is possible to generalize the previous result in the case when the condition f € C(R)
is replaced by the following one:

(f2) There exist ry < ry < ... < ry such that f(-) is continuous, for r # r;, and f(-) has
discontinuities at r;, for i = 1,...,k, with f(r]) := limxf(r) € Rand |f(r)] < A(|r]), for
r=7;
every r # r;, where A is as in (dy).
In this case, it is appropriate to define the multivalued mapping f : R —o R by the formula

£ ifr#1,
FOV= 0 Imindf(r), £67), 0500}, max{ (), £07), £))] fren

In the abstract form F: [0, T] x LP(Q) x LP(Q) —o LP(Q) is defined as the closed, bounded, and
convex valued multimap

F(t, 2 u)(x) := d(t,x)f</0 k(x,s)u(s)ds).
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1"
Zyp =

n

P

k1=

Ifwe fix i = 1, ..k, then for every € > 0, it is possible to find 6 > 0 such that for every r with
0 < |r—r;| <9, it follows that

flri)—e < flr7) —e < f(r) < f(r]) +e < f(ri) +e

and f(r) = f(r), i.e., the function r — min{f(r), f(r~), f(r*)} is lower semicontinuous and
the function r — max{f(r), f(r~), f(r*)} is upper semicontinuous. Therefore, f is an upper
semicontinuous multimap. Moreover, for every r > ry, f(r) = f(r). Thus, f(r) satisfies

e[ < A([r]),

for every ¢ € f(r). Using the same reasoning as in the paragraphs before Theorem 4, it is possible to
prove that F verifies (F3) and (F4). Since all other assumptions hold as well, Theorem 3 yields the
existence of a mild solution for Problem (35).

Remark 5. It is possible to extend the previous result to a nonlinear term satisfying a linear growth
condition. More precisely, instead of the equation contained in Equation (35), consider the equation

ax axl E bj( (X)z+p(t)ze +d(t, x)f </Q k(x,s)zt(t,s)ds>. (39)

=1

In this case, the nonlinear term F reads as

F(t,z,u)(x) = p(t)u+d(t x)f </Q k(x,s)u(t,s)ds).

Assume that condition (dy) is replaced by:

(d}) There exist § € LY((0,T),R),y € LP(Q),I > 0, such that |p(t)| < (t),|d(t x)| <
S(t)y(x), foraa. t € [0,T], x € Q, and |f(c)| < l|c|, for every ¢ € R.

The result can be proven by similarly modifying the proof. More concretely, it is sufficient to
take into account that Equation (36) is replaced by

plo)u(x) + (e, ( [ K s )| < 80) )| + 7 (IFIOP )

Hence, recalling that for every a,b > 0,p > 1, the estimate (a + b)P < 2F(aP + bP) holds,
we obtain

1Btz u)lp < 25()[1+ ([ IRIQL )Pl

Thus, (Fy) holds with B(t) = 0 and a(t) = 25(t)[1 + (||7||plE|Q|17%)P]. The existence of a mild
solution for Equation (39) satisfying the Cauchy and the impulsive conditions from Equation (35)
then follows by applying Theorem 3 again.

Similar equations as Equation (39) were considered in [36,53,56], but all of them were related
to a one-dimensional variable x only.

In [53], the authors considered a constant coefficient p in Equation (39) and a kernel k only
depending on s. The nonlinear term also included a Carathéodory function F, independent of zi,
which was asked to satisfy, at most, a linear growth with an additional constraint. Thus, their
nonlinear term cannot completely be compared with our map, but we stress that we can allow it to
have linear growth without the need for any constraint. Moreover, the linear term A in [53] was
equal to 2V, and the proof of the existence of a mild solution made use of the compactness of the
cosine family generated by A, while our method does not need any compactness and hence can take
into account the possible presence of first-order derivatives.

In [56], the coefficient p was continuous, as well as the kernel k, which again only depended on
s. The function f did not depend on x, and it was allowed to have a linear growth, but again with an
additional constraint.
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In [36], the coefficient p € L®((0, T),R). The nonlinear term consisted of a weakly closed
function F only depending on t and z, which, moreover, is assumed to be strictly sublinear.

6. Conclusions and Future Studies

In this paper, the existence of a mild solution to the Cauchy problem for an impulsive
semilinear second-order differential inclusion in a Banach space is investigated. The results
are obtained by the combination of the Kakutani fixed point theorem with the approxima-
tion solvability method and weak topology. The applied method enables obtaining the
conclusions without any requirement of the compactness of the r.h.s. and/or the cosine fam-
ily generated by the linear term and without the transformation of the studied second-order
problem to the corresponding first-order one. The proved theoretical results are applied
to the generalized telegraph equation with a Balakrishnan-Taylor-type damping term.
The conclusions of the paper generalize several previous results dealing with the Cauchy
problem for semilinear second-order differential equations or inclusions in Banach spaces
since the r.h.s. considered also depends on the first derivative and since the conclusions are
proven under less restrictive conditions.

Some directions for possible future research related to the studied topics are the following:

1. Our theoretical result does not only establish the existence of a solution but also
its localization in a bounded set; from the applications point of view, it could be
very interesting to investigate the existence of a bounded solution in an unbounded
interval, which could be obtained thanks to the localization property;

2. Our theoretical result is based on the application of a fixed point result. Thus, at
most, a linear growth condition on the nonlinear term is allowed; the study of the
abstract inclusion by means of a continuation principle would allow relaxing the
growth condition, thereby enlarging the class of models to which it can be applied;

3. Asstressed in the Introduction, the interest in studying an inclusion mainly comes
from the possibility of dealing with control problems; we think that it would be
interesting to implement our technique for studying the controllability of the system
due to its importance in real-life problems;

4. We investigated the Cauchy problem associated with the inclusion; several more
general boundary conditions could be introduced, such as, e.g., periodic, antiperiodic,
Dirichlet, multipoint, integral, and so on;

5. As the linear term, we considered the generator A of a cosine family; many applica-
tions involve generators A(t) of fundamental systems possibly perturbed by suitable
linear operators; thus, it is worth applying our techniques to more general problems.
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