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Abstract

Contrary to popular assumption, Static RAM (SRAM), the main memory in most modern mi-
crocontrollers, temporarily retains its contents after power is lost. Instead of an immediate erase,
SRAM data progressively degrades over a period (from milliseconds to several minutes at low
temperatures) when power is cut o�. This e�ect, known as data remanence, is exploited by cold
boot attacks, which are hardware-level threads that target encryption keys and other sensitive
data stored in SRAM.

On power-up, SRAM cells spontaneously set to unpredictable 0 or 1-states. These initial SRAM
values describe a unique binary pattern that reveals a physical �ngerprint of the device. Physical
Unclonable Functions (PUFs) take advantage of this inherent process to obtain cryptographic
keys or identi�ers directly out of the chips, o�ering a cost-e�ective solution and a more secure
alternative to conventional key-storage based on non-volatile memories. Moreover, SRAM power-
up states may also be used as a source of randomness for True Random Number Generators
(TRNGs).

This Master's Thesis addresses these two security-related topics regarding SRAM modules in
embedded systems. First, this project aims to investigate the vulnerability against cold-boot
attacks of modern low-power devices, which is directly related to their low-temperature SRAM
data remanence characteristics. Second, to assess the feasibility of implementing a PUF and a
TRNG from SRAM power-up states. Both analyses consider the impact of temperature variations
and are particularized for SRAM modules embedded in PIC18F4520 microcontrollers.

Two sets of experiments are performed to generate the data required by both studies. The
experimental setup and methodology are entirely designed and implemented within this project.
The control of the execution of the experiments and the post-processing of the data are performed
using MATLAB. Then, a set of metrics for characterizing SRAM data remanence are de�ned,
and a general methodology for SRAM-PUF and TRNG evaluation is established.

The characterization of SRAM data remanence reveals that unprotected PIC18F4520 microcon-
trollers could be vulnerable to cold-boot attacks at temperatures below 0 �C and that similar
behaviour could be expected from same-range devices.

The evaluation of the SRAM power-up states characteristics indicates that implementing an
SRAM-PUF in PIC18F4520 microcontrollers could be feasible. In contrast, insu�cient random-
ness appears to be contained in PIC18F4520 SRAM power-up states for a TRNG implementation
to be viable in practice.

This thesis is submitted for the degree of Master in Industrial Engineering, with specialization in
Electronic, from ETSEIB-UPC. The research has been developed within the Electronic Engineer-
ing Department of UPC.





"If people do not believe
that mathematics is simple,
it is only because they do not realize
how complicated life is."
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Chapter 1

Introduction

1.1 Motivation

Our increasingly digitized world relies on intelligent, automated, and data-driven devices. By
2030, the number of IoT connected devices is projected to reach 25.4 billion [1].

Unfortunately, this rapid expansion of IoTs has arisen an equally growing concern on their
privacy and security. From our smart gadgets and laptops to many military, banking, and
medical applications, signi�cant volumes of sensitive data are exchanged continuously between
interconnected devices.

More than 1 billion IoT attacks were reported in 2021 [2], and the number of detected vulnera-
bilities is escalating year by year. As such, lack of encryption was revealed in wireless keyboards
[3], as well as insu�cient authentication in smart watches [4], and personal information could
be retrieved from an Amazon's Alexa [5]. Other reported cases include smart cars [6], industrial
equipment [7], implantable medical devices [8], �tness wristbands [9], smart home kits [10] and
smart light bulbs [11].

Therefore, particularly those systems that are part of the Internet Of Things (IoT), cryptographic
keys to protect data, IP, and operations are required. One major point of vulnerability relates to
this key storage, which traditionally has relied on nonvolatile memory (NVM). However, NVM
is highly vulnerable to hardware attacks [12] [13]. For embedded and mobile low power devices
with a small form factor, the situation is even worse, as adversaries can often gain full access
to the device. Many countermeasures based on adding layers of security to the device, such as
memory encryption, are adopted, but this comes at the expense of increased complexity and cost
[14].

Over the last decade, an alternative approach has therefore emerged. The so-called Physical
Unclonable Functions (PUFs) [15] are based on the inherent and unique disorder of physical
objects. For instance, power-up states of SRAM cells depend on the inherent process variation
mismatches of each chip. Thus, power-up states reveal a physical �ngerprint (SRAM-PUF) that
can be used to generate IDs or keys directly out of the devices, as much as a human �ngerprint
is used for secure identi�cation. In addition, those power-up values that are not stable enough,
may be used as a source of randomness for True Random Number Generators (TRNG), which

13



14 INTRODUCTION

are one of the core building blocks of cryptographic designs. [16].

PUFs exhibit a cost-e�ective solution with a higher resistance to unauthorized accesses and
cloning than the nonvolatile, hardware-based approaches [17]. Accordingly, many research lines
and business ventures [18] are pointing to this area. SRAM-PUFs are being integrated into secure
microcontrollers, such as in Armv8-M architectures [19] and in the CEC173x 32-bit family from
Microchip [20]. Several studies on the feasibility of implementing SRAM-PUFs in commercial
o�-the-shelf microcontrollers are also found [21] [22]. However, in [23] it was proved that not all
devices can be used for this purpose. Particularly, the PIC16 family did not exhibit the desirable
characteristics for PUF and TRNG implementation from its embedded SRAM.

Data protection does not end with the key-storage system. During operation, data being used
is stored necessarily unencrypted in RAM: encryption keys need to be kept available in memory
so that programs can access the disk. Similarly, personal data such as messages, media, bank
details, credentials and passwords are, at some point, stored in RAM. This may be problematic in
those applications that rely on the assumption that volatile memory is erased almost immediately
when power is lost [24].

Contrary to this widespread assumption, both SRAM and DRAM lose their contents gradually
over time after a power loss, within a period that can range from milliseconds to seconds, or even
to several minutes at low temperatures [25]. This phenomenon, known as data remanence, leads
to a possible data recovery by an attacker with physical access to the device performing a cold
boot attack.

Essentially, a cold boot attack is a memory dump achieved by performing a hard reset of the
device. The attacker cuts power, and then reboots the system through a custom boot program
which enables access to remanent data in RAM. A straighter variant involves unsoldering the
RAM chip and transplanting the module to a custom board prepared by the attacker, used to
extract its content.

Cold boot attacks are not anything new. In 2008, the �rst cold boot attack on a laptop was
presented in [25], demonstrating that any sensitive data present in RAM when an attacker gains
physical access to the device could be compromised, even in systems relying on disk encryption.
The researchers could obtain the user's login password from a Mac OS X and unencrypt the
disk of a Windows-based laptop through recovering the BitLocker key. Later in 2013, a similar
attack was performed on a Samsung Galaxy Nexus, retrieving personal data such as pictures,
WhatsApp history, emails, Dropbox synchronized �les, Wi-Fi credentials, Web browsing history
and the AES encryption key [24].

Since then, many protections against cold boot attacks were progressively implemented. The
safeguard created as a response to [25] by the Trusted Computing Group (TCG) � a consortium
whose members include Intel, IBM, Microsoft, and Cisco � was to overwrite the contents of the
RAM before the boot process in case of an abnormal shut down [26]. Similarly, according to
Microsoft (2015), attempting to physically remove the memory from the device is proven to be
extremely unreliable, and not even possible in those devices where memory is soldered directly
to the motherboard [27].

Cold boot attacks seemed to be not anymore for concern until 2018, when two cyber security
consultants found that the �rmware settings governing the overwrite feature were not protected
against physical manipulation [26]. With simple hardware, an attacker could rewrite the non-
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volatile memory chip where these settings are contained and disable memory overwriting.

All protections can be successfully attacked given enough time and resources [28]. Thus, forcing
computers to shut down or hibernate before leaving them unattended and ensuring pre-boot
authentication seems to be the most reliable protection against cold boot attacks.

But ¾what about IoT devices? In general, they are expected to be left powered and unattended
in unsecured environments. Even more, the increasing tendency to edge computing is bringing
computation and data storage closer to the end devices [29]. However, few studies on the topic
of data remanence in microcontrollers are found. As pointed out in [14], more studies should be
conducted to assess whether low temperature data remanence is still an issue in contemporary
devices.

Hence, this project aims to investigate to which extent are modern embedded systems
susceptible to cold boot attacks due to SRAM data remanence. The analysis is extended
to validate that a PUF and a TRNG may be implemented from SRAM power-up
states. The presented research is particularized for PIC18F4520 microcontrollers but the results
may be generalized to other devices.

1.2 Objectives

The general and speci�c objectives of this master's thesis are:

1. To characterize data remanence in a microcontroller-embedded SRAM, as a function of
power-o� time and temperature.

(a) To understand the e�ect of low-temperature data remanence in SRAM and the derived
security implications

(b) To implement an experimental setup for testing data remanence in a microcontroller

(c) To design an experimental methodology for testing data remanence in a microcon-
troller

2. To evaluate the characteristics of SRAM power-up states for implementing a PUF and a
TRNG, considering the impact of temperature variations.

(a) To understand the SRAM-PUF technology and the fundamentals of Random Number
Generators (RNG)

(b) To implement an experimental setup to read power-up states of SRAM cells in a
microcontroller

(c) To design an experimental methodology to read power-up states of SRAM cells in a
microcontroller

(d) To establish a methodology to assess the feasibility of implementing an SRAM-PUF
and to evaluate the SRAM-PUF as randomness source for a TRNG
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1.3 Project scope

This project can be broadly classi�ed into the �eld of hardware security, which is the branch of
cybersecurity that examines the protection of devices from vulnerabilities originating from their
physical implementation, rather than from software-level threads. In particular, two analyses
concerning embedded SRAM modules are covered; the former corresponds to the topic of cold
boot attacks, and the second to the evaluation of a PUF and a TRNG implemented from SRAM
power-up states.

Cold boot attacks are hardware-level threads that target encryption keys and other sensitive
data stored in SRAM by exploiting the e�ect of data remanence. The present study obtains
the SRAM data remanence characteristics of PIC18F4520 microcontrollers, which indicate the
feasibility of performing a cold boot attack. A worst-case attack scenario is considered, as full
access to the device is assumed and no countermeasures such as tamper protections or secure-
boot schemes are included in the analysis. However, the testing of a real attack is outside the
scope of this project.

On the other hand, implementing an SRAM-PUF and an SRAM-PUF-based TRNG requires
a thorough evaluation of speci�c characteristics of SRAM power-up states, e.g. randomness,
to guarantee that the derived applications are compliant with the NIST SP800-22 standard
(or equivalent). This involves conducting sophisticated and resource-demanding statistics tests,
which are outside the scope of this project. Hence, this master's thesis presents an initial assess-
ment of essential properties, which can be regarded as a necessary condition to be passed before
conducting further analyses.

The impact of temperature is examined both in data remanence (�25 �C to 50 �C) and in power-
up states (0 �C to 50 �C). E�ect of aging, supply voltage variations and other second order
factors a�ecting SRAM performance are outside the scope of this project.

1.4 Project outline

This document is organised as follows:

Chapter 1 presents the introduction, objectives and scope of the project.

Chapter 2 initiates with the fundamentals of semiconductor memories and, in particular, SRAM
modules. It follows with a literature review on low-temperature SRAM data remanence and con-
cludes with the state-of-the-art on PUFs and TRNGs implemented from SRAM power-up states.

Chapter 3 describes the experimental design, setup and methodology.

Chapter 4 details the results on SRAM data remanence characteristics of PIC18F4520 micro-
controllers.

Chapter 5 establishes an evaluation methodology for SRAM-PUF and TRNG, which is applied
to the experimental data. Then, the feasibility of implementing an SRAM-PUF and TRNG in
PIC18F4520 microcontrollers is discussed.

The project schedule is detailed inChapter 6, the budget for the project execution inChapter 7
and the assessment of its environmental impact in Chapter 8. Finally, Chapter 9 summarizes
the main �ndings and contributions of this master's thesis, as well as recommendations for future
research.



Chapter 2

Background

Electronic devices store digital data in memory. The most common data storage media are solid-
state (semiconductor-based, e.g. Flash Drives), magnetic (e.g. Hard Disk Drives) and optical
(e.g. CD-ROM), each providing di�erent access times, storage capabilities and cost per bit.
Based on these characteristics, each type of memory is devoted to a speci�c purpose, as shown
in the well-known pyramid of Memory Hierarchy of computer storage Figure 2.1. Due to its
reduced size, memory embedded in microcontrollers is semiconductor-based; thus only this type
of memory is considered in this chapter.
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Figure 2.1: Memory Hierarchy of computer storage. CPU registers, Cache and Main memory
are semiconductor-based [30].

2.1 Semiconductor memories

2.1.1 Semiconductor memories architecture

The fundamental blocks of semiconductor memories are memory cells, which are tiny electronic
circuits that store one bit (0,1) of binary data. Memory cells are organized in two - dimensional
arrays, where each row of data is called a word and is speci�ed by an address. The size of the
memory array is de�ned as depth � width, where depth is the number of rows and width is the
number of columns. A word is the smallest data unit that can be read or written in a memory,
and a 8-bit wide word is called a byte.

Figure 2.2a shows a N -word memory architecture that stores words of M bits. Note that, as the
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18 1. BACKGROUND

size of the memory increases, the number of select lines Si dramatically rises. Thus, a decoder
is inserted to reduce the number of select signals needed to access all data rows. For instance,
consider a memory of 1MB: assuming 8-bit words, if they were stacked subsequently in a linear
fashion as in Figure 2.2a, 1M � 220 � 1, 048, 576 rows would be needed. The decoder reduces
the number of access pins to 20 address lines.
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(a) Basic architecture for a N �M memory

R
ow

 d
ec

od
er

Memory cell

Column decoder

Word line

Bit line

Sense amplifiers / Drivers

2N-K

AK

AK+1

AN-1

A0
AK-1

M·2K

Input-Output
 (M bits)

(b) Array-structured memory architecture to store
N -words of M -bits

Figure 2.2: Architecture in right panel includes row and column decoders, and sense ampli�ers.
Column decoder selects the appropriate word when a row is enabled through the word line. Sense
ampli�ers are used during read operations. Its purpose is to sense the low power signals from
each bit line corresponding to the bit being read, and amplify the voltage swing to interpretable
logic levels [31].

However, a vertical design such as in Figure 2.2a would still be slow and ine�cient for large
memories, as signal delay increases at least linearly with wiring length, and it presents a large
area overhead. Therefore, memory arrays are organized such that the vertical and horizontal
dimensions are of the same order of magnitude (Figure 2.2b). Then, as each row contains multiple
words (M), a column decoder is also needed, so that the address (A0 to AN�1) is partitioned
into a column address (A0 to AK�1) and a row address (AK to AN�1). The row address enables
one row of the memory for R/W, while the column address picks one particular word from the
selected row. The horizontal select line that enable a single row of cells is called the word line,
while the wire that connects the cells in a single column to the input/output circuitry is named
bit line.

2.1.2 Semiconductor memories classi�cation

Semiconductor memories are often classi�ed according to their functionality (read-only or read-
write), access pattern (random-access or serial access), and the nature of their storage mechanism
(volatile or nonvolatile).

The broadest division is between RAM (Random Access Memory) and ROM (Read Only Mem-
ory), although this terminology brings a bit of confusion. The term RAM has historically been
reserved to random-access, read-only units. However, most modern ROMs provide as well
random-access and can be both read and written, even though writing (programming) opera-
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tions take substantially more time than read. Thus, the most relevant distinction is that RAMs
are volatile, whereas ROMs are nonvolatile [32]. Figure 2.3 shows an overview of the mentioned
memory classi�cation.

RAMs store data either in cross-coupled inverters (Static RAM, SRAM) or as the presence or
absence of charge on a capacitor (Dynamic RAM, DRAM). SRAMs retain their data as long
as supply voltage to the inverters is maintained, whereas DRAMs require periodic refreshing to
overcome the charge loss due to leakage. Thus, information is lost if supply voltage is discon-
nected. Because of their more complex circuitry, SRAMs o�er a lower packaging density and
higher costs than DRAMs, but exhibit faster access times and a lower power consumption.

On the other hand, ROMs encode the information into the circuit topology (e.g. by adding or
removing transistors) in a non-volatile manner. Hence, stored data is not lost if supply voltage
is turned o�.

Semiconductor Memories

Random Access Memory Serial Access Memory Content Addressable Memory
(CAM)

Read/Write Memory
(RAM)

(Volatile)

Read Only Memory
(ROM)

(Nonvolatile)

Static RAM
(SRAM)

Dynamic RAM
(DRAM)

Shift Registers Queues

First In
First Out
(FIFO)
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First Out
(LIFO)

Serial In
Parallel Out

(SIPO)

Parallel In
Serial Out

(PISO)

Mask ROM Programmable
ROM

(PROM)

Erasable
Programmable

ROM
(EPROM)

Electrically
Erasable

Programmable
ROM

(EEPROM)

Flash ROM

Figure 2.3: Semiconductor memories classi�cation [31].

In general terms, volatile storage is devoted to store temporary data and for program execution,
while nonvolatile is made for persistent storage such as program code. Most embedded systems
use both DRAM and SRAM for volatile storage. As SRAM is faster, a smaller block is typically
reserved for cache, whereas DRAM has a primary use as main processor memory since it is less
expensive and has a higher density. However, particularly in low-power devices that do not
require large memory blocks, many microcontrollers only use SRAM. In particular, this is the
case of the PIC18F microcontroller family.

2.2 SRAM

The most common implementation of an SRAM memory cell is introduced in Figure 2.4a. It is
often called 6T SRAM cell, as it employs six CMOS transistors to store one bit of data.

The core of the cell are transistors M1-M3 and M4-M6, which form two cross-coupled inverters,
as shown in Figure 2.4b. This means that the output of one inverter is coupled to the input
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(a) Six-transistor CMOS SRAM memory cell.
It consists of two CMOS inverters and two ac-
cess MOSFETs.

WL

   BL

M2
M5

BL

Q
Q

(b) Six-transistor CMOS SRAM memory cell
with transistors M1-M3, M4-M6 represented as
two cross-coupled inverters.

Figure 2.4: Six-transistor CMOS SRAM memory cell (6T SRAM).

of the other inverter and vice versa, establishing a positive feedback loop that retains the value
stored in Q (and its complementary Q̄) as long as VDD is supplied.

Two access transistors, M2 and M5, are controlled by the word line (WL) in order to connect Q
and Q̄ to the input/output circuitry through the bit lines (BL), for read and write operations.
Each word line corresponds to a memory address and enables a row of access transistors (i.e. a
word in memory). Although it is not strictly necessary to have two bit lines, the signal BL and
its complementary BL are typically provided in order to improve noise margins.

Recalling Figure 2.2b, an scheme of an N �M SRAM memory array is shown in Figure 2.5.
Note that column decoder has not been represented for clarity.
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Figure 2.5: Architecture of a for a N �M SRAM memory array.

Other SRAM structures using 4,8,10 transistors or more per bit are also found. In general, the
fewer the transistors per cell, the smaller the cell area. The 4T cell, which is more commonly
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found in standalone SRAM chips, replaces M3 and M6 by pull-up resistors. This design sacri�ces
static power dissipation (due to current constantly �owing through the resistors) in favour of
higher density [33].

2.2.1 SRAM cell operation

SRAM cells present three di�erent modes: hold, read and write. Operating mode is controlled
through the word lines, which enable the access transistors:

� If M2-M5 are enabled, Q and Q̄ are connected to the bit lines (BL and BL) for reading
or writing.

� If M2-M5 are disabled, the cell is isolated from the bit lines and holds its value.

To write, the desired bit value and its complement are imposed on BL and BL. Then, the access
transistors are turned on so that the new value hold by the bit lines overpowers the older, stored
in the cell. As a general rule of design, the access transistors must be large enough to provide
su�cient current to overcome the feedback loop so that the cell can be written.

To read, the access transistors are enabled but no value is imposed at the bit lines, in order
to sense the stored value. As the cell state must remain unaltered when reading, the NMOS
pulldown transistors (M1,M4) must be large enough to prevent the inverters from �ipping. Fur-
thermore, as the cell transistors are weak due to its reduced size, sense ampli�ers are used to
generate a strong output from the attenuated bit value. The symmetric structure of SRAMs also
allows for di�erential signalling, which makes small voltage swings more robust against noise.

2.2.2 SRAM cell bistability

SRAM cells are bistable elements. This means that only two stable states exist, as shown in
Figure 2.6. In the left-side con�guration, the cell is storing a '1', whereas in the right-side
con�guration, it is storing a '0'.

GND
'1' '0'
VDD QQ

Vin,A Vout,A

Vout,B Vin,B

QQ

Vin,A Vout,A

Vout,B Vin,B

GND
'1''0'
VDD

Figure 2.6: Two possible states of a pair of cross-coupled inverters. The value stored in the cell
is de�ned as the value in Q.

This concept is shown in Figure 2.7a, which depicts the generic voltage-transfer characteristics
of two cross-coupled inverters. This curve, which is also known as butter�y diagram, is build by
overlaping the VTCs (Voltage Transfer Characteristics) of the two inverters, that is, Vout versus
Vin. One of the two curves is rotated to account for Vin,A � Vout,B.

The resulting circuit has only three possible operation states: A,B and C, which correspond
to the intersection points between the two VTCs. In points A and B, as long as supply power
is maintained, the stored logical value will be preserved even if there's electrical noise on the
inverter's input. Conversely, Point C is metastable. This means that, although in theory the
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Figure 2.7: SRAM cell bistability.

system could remain on it, in practice every small deviation causes the operating point to switch
unpredictably into A or B. Figure 2.7b illustrates this phenomenon, known as metastability.

2.2.3 E�ect of Process Variations

Although the two cross-coupled inverters of each SRAM cell are designed to be symmetric, PVT
(Process-Temperature-Voltage) variations result in mismatches between the parameters of the
involved transistors. Thus, depending on the temperature and voltage conditions, cell operation
might deviate from nominal.

Process variations refer to intrinsic and uncontrollable deviations in transistor parameters orig-
inated during the manufacturing process. Variation appears largely at four di�erent scales in
time and space: lot-to-lot, wafer-to-wafer, die-to-die, and intra-die (Figure 2.8a).

Lot-to-lot variation refers to the lot mean of a device parameter varying from one lot to another
(e.g. mean channel length computed over the entire lot). Wafer-to-wafer variation may be
either temporal (e.g. caused by drift in equipment operation from one wafer to the next) or
spatial (e.g. due to di�erent positions of wafers in a boat during a batch furnace step). Die-
to-die variation is generally due to other equipment non-uniformities and physical e�ects such
as thermal gradients, and typically exhibits symmetrical properties such as radial patterns or
slanted planes. Hence, neighbouring points are more likely to be correlated with each other.
Lot-to-lot, wafer-to-wafer and die-to-die variation are referred to collectively as inter-die (ID)
variation [34]. As inter-die variation a�ects the performance of all transistors in a die in the same
direction, it is typically modelled as a systematic component.

Intra-die or within-die (WD) variation accounts for di�erences between transistors within the
same die. For instance, deviations in the dimensions of the devices, such as W {L ratios or wiring
widths, mainly due to limited resolution of the photolithographic process. Other e�ects include
non-uniformities in the impurity concentration densities, oxide thicknesses and di�usion depths,
caused by non-uniform conditions during the deposition and/or the difussion processes. Hence,
intra-die variation has two components: systematic and random. Systematic variation results
in spatial correlation, so that nearby transistors tend to share similar properties. In contrast,
random variation presents no spatial correlation [35].

Hence, parameters determining the transistor current such as threshold voltage VTH , oxide thick-
ness tox, and W {L ratio, can vary between transistors of the same wafer or even between transis-
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Figure 2.8: Inter-die (ID) and Intra-die (WD) process variations in semiconductor devices.

tors on the same chip, so that a probability distribution is observed between supposedly identical
devices (Figure 2.8b). Process variation of any P parameter of a transistor can be expressed as
[35]:

∆P � ∆PID �∆PWD � ∆PID �∆PWD,sys �∆PWD,rand (2.1)

where ∆PID corresponds to the variation in parameter P due to inter-die process variation;
and ∆PWD,sys and ∆PWD,rand account for the variation due to the systematic and random
components of intra-die process variations.

2.3 Data remanence in SRAM cells

Data stored in SRAM is not immediately lost when supply power is removed, but slowly decays
over time. Hence, if memory is powered o� long enough that any data previously stored in it
has decayed, cells will reset arbitrarily to a '0' or '1' power-up state. However, if power is cut
o� only for a short time, memory may still hold part of the data that was written to it before
powering o� the device. This e�ect is known as data remanence, and the cut-o� time for which
stored data is still maintained after power is lost is accordingly referred to as data remanence
time.

Data remanence is of a concern for security engineers. This is because long remanence times could
lead to a potential attacker accessing remnant data in SRAM on power-up. Furthermore, it has
to be considered that information could be restored even if part of the memory is corrupted. The
percentage of lost bits required to ensure that data cannot be reconstructed would depend on the
computational resources of the attacker but, below 80-90% of kept bits, information is typically
considered to be completely lost [24] [36]. Hardware attacks exploiting the data remanence e�ect
are known as cold boot attacks, and described in detail in section 2.3.4.

Figure 2.9 illustrates memory decay on a computer DRAM [25]. Note that data remanence not
only a�ects SRAM but other volatile memory types as well, and it has even been observed after
erase operations in non-volatile programmable devices, such as UV EPROM, EEPROM or Flash
[12].
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Figure 2.9: Visualization of memory decay on a computer DRAM presented in [25]. A bitmap
was loaded into memory, then power was cut o� for varying intervals. From left to right: 5 s,
30 s, 60 s and 5min, at room temperature. The degradation shows prominent patterns due to
regions with alternating ground state (horizontal bars) and by physical variations in the chip
(fainter vertical bars).

SRAM data remanence time typically falls in the order of milliseconds to few seconds at room
temperature. This distinction is signi�cant since data remanence is dramatically increased for
temperatures below 0 �C (see section 2.3.2). Furthermore, large di�erences have been observed
between devices from the same manufacturer, and even among samples of the same chip [14]. For
identical devices under the same conditions, process variations are responsible of the detected
dissimilarities.

2.3.1 Principles of data remanence in SRAM cells

When SRAM memory is powered o�, parasitic capacitances prevent the cells from instantaneous
discharge. As these parasitic capacitances discharge gradually over time, voltage levels within
the memory descend accordingly. As a consequence, the butter�y curve of each cell, de�ned
initially by the points (0,VDD)�(VDD,0), reduces its size, as shown in Figure 2.11.

In general, the ability of a particular cell to hold its state depends on noise, process variations
and supply voltage. If electrical noise at the input of the inverters is greater than the Static
Noise Margin, the cell could �ip its stored state.

Static Noise Margin (SNM) is de�ned as the maximum noise voltage that can be tolerated before
changing state, at a given supply voltage. It is measured as the shortest side of the largest box
that can be drawn inside each eye of the butter�y curve of the cross-coupled inverters that form
the cell, as depicted in Figure 2.10 [16]. Note that SNM decreases as the size of the butter�y
curve diminishes when supply voltage is lowered. This is the reason why higher supply voltages
ensure a higher immunity to noise, while at low supply voltages the cell is more susceptible to
noise-induced state changes. The minimum supply voltage at which a cell is able to tolerate
"reasonable" noise while holding its state typically falls in the range of 100mV to 300mV.

If the two inverters in the cell were perfectly symmetric, this e�ect would be represented by Figure
2.11a. However, process variations result in asymmetries between the two inverters, provoking
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Figure 2.10: Static Noise Margin (SNM) de�nition for holding state in SRAM cells. A noise-
immune cell has large and symmetric SNMs.

a di�erence of strength between them that results in each SRAM cell being slightly biased to
state '0' or '1'. This is the case of Figure 2.11b: '1'-state exhibits a signi�cantly lower SNM in
relation to '0'-state when supply voltage is reduced.

Thus, those cells that are particularly biased may exhibit a noise-induced state �ip during mem-
ory decay if the stored value does not match with its "preferred" state. For instance, if a cell
with a voltage characteristic as in Figure 2.11b was initially storing a '1', a transition to a '0'
state due to noise could be observed at an instant much before to the time needed to fully erase
the SRAM. This explains why data is not lost uniformly across all cells.
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VQ
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VDD'
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Figure 2.11: E�ect of supply voltage on SNM. Size of the butter�y curves is reduced when supply
voltage is reduced from VDD to VDD' and thereby SNMs.

Finally, Figure 2.12 schematizes memory decay with increasing power-o� time, for a 3� 3 array.
Note how the butter�y curve corresponding to the indicated cell reduces its size but does not
change its state over the depicted period.

2.3.2 E�ect of temperature in data remanence

In the 1980s, it was realised that low temperatures can increase data remanence time to many
seconds or even minutes [36]. In a sense, parasitic capacitances hold charge for longer times at
low temperatures as leakage currents are reduced. Parasitic capacitances can be represented by
equivalent capacitances Ceq at the output nodes of the two inverters of each cell (Figure 2.13).
Hence, the longer this capacitances take to discharge, the longer the cell will retain its state.

In normal voltage conditions, junction leakage currents that �ow through the reverse-biased
diode junctions of the transistors account for most of the losses which, in general, are negligible
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Figure 2.13: Main sources of static losses in a CMOS inverter [31].

at room temperatures. For temperatures up to 100 �C this junction leakage current is mainly due
to the generation/recombination processes of carriers (electrons and holes) and increases linearly
with temperature.

However, at low voltage conditions, subthreshold current gains importance on leakage. Sub-
threshold conduction refers to the fact that current �owing through the transistors does not
drop abruptly to 0 at VGS � VTH , but actually in an exponential fashion. Observe in Figure
2.14 that subthreshold drain currents (ID) are extremely lower compared to normal operation,
but still responsible for leakage currents. Subthreshold current depends on VTH in such a way
that the lower is VTH , the larger the subthreshold current at VGS � 0V. Moreover, the threshold
voltage decreases with temperature:

VTHpT q � VTHpT0q � κ∆T (2.2)

where κ is a temperature coe�cient, usually around 1-2 mV �C�1. Therefore, subthreshold
current losses are decreased at low temperatures due to an increase in VTH . This can be observed
in Figure 2.14b, which has been obtained through SPICE simulation (with NGSPICE) for a
NMOS transistor in 50 nm CMOS technology, with W {L � 100{50 , VDD = 1V.

There is another phenomenon that has also to be considered. That is, the mobility of the carriers
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Figure 2.14: Subthreshold conduction region in CMOS transistors.

increases at low temperatures:

µpT q � µ0

�
T

300


�m

(2.3)

where m is process-dependent, but usually near 1.5. This phenomenon seems to counteract with
the previous, as ID increases with µ, but each of them dominate at di�erent voltage ranges. In
the subthreshold region, the concentration of carriers is very reduced as the channel is not formed
yet. Hence, an increase in the carriers' mobility does not translate into a signi�cant increase in
ID, so that variations in VTH have a major impact. In the quadratic and linear regions, as the
device is already in conduction, small deviations in VTH do not a�ect ID, whereas an increase in
mobility directly increases ID.

Finally, it should be noted that electrical wirings and surrounding logic circuitry also play a role
in parasitic capacitances. Therefore, SRAM layout is another factor a�ecting data remanence.
However, information about the physical implementation of the memory modules is not accessible
in general.

2.3.3 Previous research on data remanence in SRAM

Many studies give evidence of the feasibility of performing data remanence attacks exploiting the
e�ect of low temperatures (see sections 2.3.4 and 2.4.2). Although the concern for its security
implications, few studies on data remanence in embedded devices are found. In [36], experiments
on data remanence in discrete SRAM cells are conducted for temperatures from �50 �C to 24 �C.
Embedded SRAMs are tested in [14] between �30 �C and 80 �C for a M68HC098 (Freescale) and
a MSP430 (Texas Instruments) microcontroller; and in [17] from �110 �C to 40 �C, for an ARM
Cortex-M4-based board. However, no studies are found for PIC microcontrollers, although being
used in a wide range of embedded systems during the last decades. Table 2.1 summarizes the
presented results.

Observe that comparisons are di�cult to establish, as experimental set-ups, tested conditions
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Table 2.1: Summary of published research on low-temperature data remanence in SRAM.

Ref. Tested device Temperature Data remanence time Observations

[36]

2002

Discrete SRAM
chips

�50 �C to 24 �C 100% of data lost was
reached at times ranging
from 37ms to 13 s @ 24 �C,
depending on the device

Longest remanence times
were exhibited by the chips
with lower power consump-
tion.
Data remanence time is
lowered if power supply is
connected to GND instead
of being left �oating.

[24]

2013

Galaxy Nexus
embedded SRAM

5 �C to 30 �C 5% of data lost was reached
at 2 s @ 10 �C.
50% of data lost was
reached at 2 s @ 25 �C.

Bit error rate decreases
with both lower temper-
ature and shorter times
without power.

[14]

2018

Freescale M68HC08
Texas Instruments
MSP430

�30 �C to 80 �C 10% of data lost was
reached at 5ms for MSP430
and at 550ms for M68HC08
@ 25 �C.
Remanence was extended
from seconds to minutes at
�30 �C, and was reduced to
milliseconds at 80 �C.

In a logarithmic scale,
the temperature depen-
dency of data remanence
appears to be almost lin-
ear.

[17]

2018

Stellaris Board
LM4F120 with
embedded ARM
Cortex-M4F

�110 �C to 40 �C Almost no data remanence
@ 0 �C, 10ms.

25% of data lost reached at
10ms @ �40 �C.

Measures only taken for
10ms and 20ms power-o�
times. Variance of the re-
sults increases with tem-
perature.

and analysed devices highly di�er. In overall, it is evident that data remanence time is depended
on power-o� time, temperature and the device itself, starting at milliseconds and being extended
up to seconds or minutes for temperatures below 0 �C. Moreover, plots of data remanence as
a function of power-o� time in [36],[14] and [25], exhibit an inverted S shape consisting of an
initial slow decay phase, followed by a rapid decay stage and �nal slow phase.

2.3.4 Cold boot attacks

Given its volatile nature, SRAM is devoted to temporary data storage. At some point during
device operation, this may include personal information (media, messages, browsing history, bank
details, passwords) in smartphones and laptops, con�dential business data in IoT devices or any
sensitive information in military applications.

Moreover, most interconnected devices perform cryptographic operations, such as establishing
secure communications or disk encryption. The corresponding cryptographic keys are as well
stored in RAM during execution. In general, data in volatile memory is stored in plain text
form, as it has to be kept accessible for the running CPU.

Traditionally, volatile memories have been considered secure storage systems, assuming any sen-
sitive data would be erased after powering o� the device. Indeed, many applications still rely on
this assumption. However, as described in this chapter, the reality is that memory contents do
not wipe out immediately when the device is powered o� but gradually decay over time. This
e�ect is exploited by cold-boot attacks, which target the recovery of any sensitive data present in
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volatile memory when the attack is performed. The purpose behind this attack may not only be
malicious but also within the discipline of digital forensics, to preserve data as criminal evidence
[37].

The technique consists in �rst using a cooling agent to lower the temperature of the memory
module in order to slow down data degradation (Figure 2.15). Then, the memory chip is physi-
cally extracted and plugged into a di�erent system where its contents are downloaded. Note that
the largest the data remanence time, the wider the window opportunity for an attacker to be
successful. Moreover, it has been proved that partially lost information could be reconstructed.
For instance, an algorithm to recover the AES encryption key allowing up to 5% of data lost was
proposed in [24] and successfully tested in a Samsung Galaxy smartphone.

Figure 2.15: A cold-boot attack on a laptop. Memory module is freezed down to �50 �C through
spraying an upside-down can of multi-purpose gas duster directly onto the chip [25].

Another variant can be performed in those systems where the memory module cannot be phys-
ically removed. Once the attacker believes that sensitive data of interest is stored in memory,
power is suddenly cut o�. Immediately, the system is rebooted with an ad-hoc custom boot-
loader, which copies the memory contents. This approach requires the device to be bootable from
an external USB (e.g. laptops, smartphones) or serial communication (e.g. microcontrollers).

The replug variant is more generic than the reboot variant, as it works irrespectively of BIOS
and boot sequence settings. In fact, since the �rst evidence of this kind of attacks in 2008
[25], modern devices leverage protections such as boot locking mechanisms. However, the locked
option is not activated by default in many models [24].

To give another example, the protections implemented by Microsoft were proven to be vulnerable
in 2018 [26]. In particular, the �rmware implementing the MOR bit (Memory Overwrite Request)
settings, responsible of wiping out the memory in detection of an abnormal shut down, was
succesfully disabled with simple hardware tools. In addition, this feature was optional and
only available for premium versions of Windows, and a Trusted Platform Module (TPM) was
required to be implemented in the device. A TPM is a security chip devoted to key storage and
authentication. For instance, BitLocker binds disk encryption keys with the TPM to protect
them from tampering. Although including a TPM is dependent on the manufacturer's choice,
since 2021 it is a security requirement imposed by Microsoft to update to Windows 11.

In any case, it is explicitly warned in Microsoft support page [38] that all implemented protections
do not protect against physical attacks where an attacker opens the case and attacks the hardware.
Hence, the safest approach is to never leave a powered device untended. Obviously, this is not
possible for remote IoT devices, where an attacker can easily gain full access to the running
device. As cost and power consumption are often very restricted in such systems, adding extra
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layers of protection might not be feasible. In addition, longer data remanence time have been
observed in low-power devices [36]. Although cold boot attacks are not suitable for massive
targets (as opposed to the well-known software attacks), certain devices dealing with crucial
data could be compromised.

Conventional security strategies use tamper-sensing enclosures embedded into memory. On de-
tection of a tampering event (such as the opening of the enclosure, or the lowering of tempera-
ture), the memory is powered o�. However, this protection might fail if data remanence exceeds
the time required by attackers to power up the memory again. Including erase transistors to
eliminate data remanence in memory cells is proposed in [39]. Another countermeasure [40] not
requiring additional circuitry is based on forward back-biasing the cell transistors. Encryption
of main memory has also been proposed, but this merely transfers the problem to the memory
module where the encryption keys are stored and results in signi�cant performance overheads
and computational requirements that may not be achievable in low-power devices [41].

2.4 Power-up states of SRAM cells

When an SRAM is powered-up, its cells unpredictably set to '0' or '1' initial states. Note that it
is being assumed that no software initialization has been performed yet, and that the device has
been powered o� for enough time so that memory has been completely erased. It is observed that
certain cells power-up repeatedly to the same state, whereas others exhibit a random behaviour.
Process variations and noise are the main factors explaining this e�ect.

The skew of a cell is a continuous quantity used to represent the relative e�ect of process variations
(∆PV) and noise (σNOISE) on power-up states. As depicted in Figure 2.16, the skew of each
cell across many power-ups is described by a probability distribution function. The following
distinction is made for illustrative purposes [16]:

Skewed cell: A 0-skewed or 1-skewed cell will power-up to 0 or 1, respectively,
regardless of noise conditions. Partially skewed cells exhibit a weaker tendency, so that noise
could sway its power-up state.

Neutral cell: In a neutral-skewed cell, the in�uence of noise can determine its
power-up state. Neutral-skewed cells do not necessarily consist of perfectly matched devices
but instead present some combination of variations that are approximately o�setting.

'0' '1'

σNOISE

Partially
skewed

Neutral
skewed

Fully
skewed

ΔPV

Figure 2.16: Fundamental classi�cation of cell's power-up behaviour based on the relative im-
pact of process variations (systematic) and noise (random). Fully 0-skewed or 1-skewed provide
stable power-up states; such cells are good for identi�cation. Conversely, neutral-skewed provide
randomness.
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As described in section 2.3.1, process variations provoke an imbalance between the two inverters.
In a sense, the �rst inverter of the cell that builds enough gate voltage to overcome its NMOS
(M1 and M4 in Figure 2.4a) threshold voltage, will pull-down its output (Q or Q), forcing the
other inverter to pull-up, and causing the SRAM cell to settle to '0' or '1'. Hence, the larger the
mismatch between the two NMOS threshold voltages, the stronger the power-up preference of a
cell towards a state, and the smaller the probability to a random power-up due to noise.

Power-up states are also in�uenced by supply voltage variations, temperature and aging. By con-
trolling the ramp-up time of voltage supply it is possible to reduce the randomness of power-up
states [42]. On the other hand, an increase in temperature increases the magnitude of ther-
mal noise, which could increase randomness. Additionally, temperature has a direct impact on
threshold voltages, as described in section 2.3.2. Lastly, aging refers to the degradation of sil-
icon chip over time. The dominant aging e�ect is the Negative Bias Temperature Instability
(NBTI), resulting in a gradual increase of threshold voltages, mostly evident in switched-on
PMOS transistors. For further details on the e�ect of aging refer to [43].

2.4.1 SRAM power-up states as a physical �ngerprint

Fully-skewed cells consistently power-up to the same state and are immune to noise disturbances.
This can be described as a probability of powering-up to '1' (p) across many power-ups equal
to 1 in 1-skewed cells (see Figure 2.17). Equivalently, 0-skewed cells cells have a p equal to 0.
Partially skewed cells will exhibit probabilities close to these extreme values, whereas p � 0.5 for
neutral-skewed cells as both states are equiprobable.

The skew of a cell in a particular position within an SRAM array is intrinsic to each chip due to
process variations. Therefore, the pattern generated by its power-up states varies from device to
device. Hence, as much as human �ngerprints are distinctive to each person, SRAM power-up
states result in a pattern that is unique and unclonable, and thus reveals a physical �ngerprint
of the chip.

p

Figure 2.17: Example of a 64-bit �ngerprint extracted from a larger SRAM �ngerprint, shown in
the background. The lightness of the shading of each cell indicates p, its probability of powering-
up to '1', as measured over 100 trials [16].

Due to the di�erence in skew of its cells, SRAM �ngerprints exhibit a certain amount of ran-
domness in their output. Recalling the human �ngerprint analogy, a priori this e�ect would be
undesirable, as power-up states would not be a reliable identi�er of the chip. Hence, a proposed
approach [16] [23] [44] is to devote stable cells to chip identi�cation or to obtain cryptographic
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keys (section 2.4.2), whereas power-up states of neutral-skewed cells can be used for random
number generation (section 2.4.3).

2.4.2 Physical Unclonable Functions (PUFs)

Identi�cation, authentication and encryption are among the security requirements for digital
infrastructures. Secure storage of such identi�ers and cryptographic keys within the devices
often relies on non-volatile memory (NVM). However, NVMs are highly susceptible to physical
attacks, as data is permanently present in them even when the device is switched o�. This poses
a higher risk on remote IoT applications, where physical access to the device could be easily
gained [21].

Physical Unclonable Functions (PUFs) have been proposed as a more secure alternative to con-
ventional storage based on NVMs. The core concept is to take advantage of the inherent process
variations of the chips to obtain a unique identi�cation tied to a physical instance of the device.
Same approach can be used as well to generate a cryptographic key upon execution (Figure 2.18),
avoiding permanent digital storage in hardware [45].

In particular, SRAM-PUFs are based on the physical �ngerprint revealed by the initial states
of their cells. Hence, the SRAM-PUF response is formed by the concatenation of such start-up
values. The most basic implementation in microcontrollers only requires a modi�cation of the
bootloader for reading the memory states on power-up before initializing the module [46].

As SRAM power-up states exhibit a certain amount of randomness (section 2.4.1), post-processing
through error correction codes is required in most applications. This is even more crucial in key-
generation schemes, as a single-bit mismatch is not acceptable for most encryption protocols
[47].

Figure 2.18: Basic principle of SRAM-PUFs for key generation [18].

SRAM-PUFs are the most used memory-based PUFs due to their availability (most microcon-
trollers embed an SRAM module), reliability and cost-e�ciency, as no extra-circuitry is required,
as opposed to other types [48], such as PUFs based on Flip-Flops [49], Ring Oscillator (RO-PUF)
[50] or DRAM (Decay-based PUF) [51].

Its promising potential is evident as they are progressively being incorporated into several secure
products by companies such as Microsemi, Altera and NXP [47]. However, there is also a growing
concern about their potential security vulnerabilities. Hardware attacks exploiting SRAM data
remanence have been reported [52], as well as side-channel attacks [53] [54] [55] and machine
learning attacks targeting cloning [56]. Regarding the latter, careful evaluation of SRAM power-
up states is required to detect randomness �aws such as correlations between bits.

Not all SRAMs are suitable to be used as a PUF [23], as speci�c properties such as reliabil-
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ity, uniqueness and unpredictability have to be ful�lled. An SRAM-PUF response must
di�er across devices (for each key or identi�er to be unique) but be consistent along instances
of the same device (to be reliable when used in authentication or encryption protocols), and
unpredictable in order to prevent cloning and to ensure the strength of the generated keys.

However, there is still a lack of a standard for PUF evaluation. This results in a wide range of
metrics with many overlaps, as well as misunderstandings concerning certain often-overlooked
assumptions. Moreover, the employed terminology to de�ne its properties varies across studies.
The �rst in-depth review of the so far proposed metrics for PUF evaluation is presented in [57].
Section 5.1 describes the evaluation method adopted by the present project, which is limited to
an initial assessment.

2.4.3 True Random Number Generators (TRNGs)

The security of most cryptographic protocols holds onto the strength of a random number gen-
erator (RNG). Random numbers are de�ned so that the following two conditions are met [58]:

1. The values are independent and uniformly distributed over a �nite range.

2. Future values are not predictable based on past or present ones i.e. cannot be predicted
better than guessing.

The approaches to obtaining random numbers can be broadly classi�ed into two categories:
True Random Number Generators (TRNGs) and Pseudo Random Number Generation (PRNGs).
TRNG use dedicated hardware to harvest the randomness of some unpredictable physical phe-
nomena, such as temperature �uctuations, radioactive decay, atmospheric noise, random pho-
ton behaviour, hard disk access times, or user interactions with the PC. TRNGs have limited
throughput, determined by that of the underlying phenomena.

On the other hand, PRNGs are based on deterministic algorithms that produce a sequence
of random numbers taking a seed as an initial value, so the same sequence is produced for a
�xed seed. As PRNGs are software-based, they exhibit a higher output bit rate at lower cost
compared to TRNGs. However, while statistical randomness is ful�lled by most PRNGs, its
intrinsic deterministic behaviour makes the unpredictability requirement di�cult to assure.

The strength of a cryptographic system integrating a PRNG stands on the randomness of the
used seed. Predictable seeds signi�cantly reduce the number of guesses an attacker would need
to attempt in order to predict earlier or later values generated by the PRNG. For this reason,
PRNGs are often combined with TRNGs, which provide a pool of true random seeds to be used
by the algorithm. Serious security �aws have emerged from PRNGs not being seeded by truly
random data, as evidenced by the insecure Debian OpenSSL implementation which lead to weak
keys [59]. Last year, a critical vulnerability a�ecting 35 billion IoT devices worldwide concerning
a similar issue was revealed in [60].

In [16], it was �rst proved that is possible to extract su�cient entropy from the intrinsic noise
of SRAM power-up states to obtain a cost-e�ective TRNG. Hence, the randomness exhibited
by neutral-skewed cells, prior-undesired for PUFs, may be exploited to generate true random
numbers (Figure 2.19). Moreover, its use to generate random seeds for PRNGs is of special
interest for IoT devices, where cost and power limitations di�cult the implementation of a
dedicated TRNG hardware component [23] [44].
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Figure 2.19: SRAM power-up states as a source of true random numbers for PRNG [18].

However, the randomness of SRAM power-up states must be thoroughly evaluated to guarantee
the required properties of a TRNG. NIST SP800-22 Statistical Test Suite is the most widespread
standard for this purpose. It consists of 15 hypothesis tests that seek to detect deviations of a
binary sequence from randomness and works over samples of 1000000-bit length.

NIST Test Suite builds upon the common null hypothesis that the tested source is indeed
memory-less and follows a Bernoulli distribution B � p1, p � 0.5q. Since a statistical hypothesis
test can only reject the null hypothesis, each test checks a di�erent and ideally orthogonal facet
of what is to be expected under the common null hypothesis.

The test series starts from the most basic while necessary condition, which is that the overall
number of 1s and 0s to be encountered in the response should be approximately equal. If there
are only very few 1s or 0s in the output, it can already be justi�ed to reject the null hypothesis.
If otherwise, the test has been passed, it might still have been because the source produced an
equal number of 1s and 0s, such as a 11110000 sequence. Therefore, it continues with a block
frequency test, which does the same calculation after cutting the sequence into equally sized
blocks. This later test could be passed by a sequence of alternating bits such as 010101, so
another more-sophisticated test would be necessary, and so on [57].



Chapter 3

Experimental setup and methodology

This chapter describes the experimental setup and methodology designed and implemented in
this project. Two experiments have been performed in order to address the two main objectives
initially established in section 1.2:

� Data remanence experiment: The characterization of SRAM data remanence involves
the measurement of the degradation of the memory content as a function of power-o� time
and temperature. For this purpose, a pattern is loaded into SRAM, power is cut o� for
a controlled interval and then data is read back when power is restored (Figure 3.1a).
This experiment aims to reproduce the conditions of the "replug variant" of the cold boot
attack, as described in previous section 2.3.4.

� Power-up experiment: The evaluation of the PUF and TRNG properties of SRAM
power-up states requires the collection of enough data samples from various devices in
order to conduct a signi�cant statistics. For this purpose, SRAM memory is read on
power-up over many cycles and at di�erent temperatures (Figure 3.1b).
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Figure 3.1: Basic representation of the experiments.

Both experiments are performed on PIC18F4520 microcontrollers. The experimental setup is
described in section 3.1, and the experimental methodology is detailed in section 3.2. The post-
processing and analysis of the experimental data is found in Chapter 4 (SRAM data remanence
in PIC18F4520) and in Chapter 5 (Evaluation of SRAM power-up states in PIC18F4520).

35
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3.1 Experimental setup

The experimental setup comprises the experimental board, the laboratory equipment and a
computer. The tested microcontroller is placed into the experimental board, which allows for
the control of the device's supply power on-o� time in the region of milliseconds. The board is
allocated into a climatic chamber in order to regulate the environmental temperature.

The experimental setup is shown outside the climatic chamber and described in Figure 3.2.
This layout is initially used for testing and validating the experimental setup and methodology.
Figure 3.5 displays a picture of the experimental setup when the board is �nally placed inside
the climatic chamber.

Multimeter

Oscilloscope

Function generator

PC

DC power supply

Experimental board

ICD3

Figure 3.2: An overview of the experimental setup outside the climatic chamber. Starting from
the left, one sees the oscilloscope (Keysight In�niivision DSOX2002A). Right next, the function
generator (Agilent 33522A), the multimeter (Agilent 34401) and the DC Power Supply (Agilent
U8031A) are stacked on top of each other. On the table there is the experimental board, which
allocates the tested microcontroller. The microcontrollers are programmed from the PC using
the MPLAB ICD3 In-Circuit Debugger module. The execution of the experiments is controlled
from the PC, in the rightmost position, which also serves to store the experimental data

The connections between all the setup elements are depicted in the scheme from Figure 3.3. The
function generator is connected to the PC via USB and communication is established through
VISA interface. The oscilloscope is used to visualize the primary board signals in order to verify
the correct operation of the function generator during the experiments.

The microcontroller is programmed to read out its SRAM data after a power-up. Data is trans-
mitted from the microcontroller to the PC through UART serial communication using an USB-
to-TTL UART module. This module is placed onto the experimental board and connected to
the COM3 Port of the computer. A picture of the experimental board is included in Figure 3.6.
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Figure 3.3: Scheme of the connections between the experimental setup components.

Three main circuits are distinguished in the experimental board, which are indicated in the
scheme from Figure 3.3 and described as follows:

� The POWER CUT-OFF CIRCUIT cuts supply power to the microcontroller. The BJT-pnp
transistor leaves the VDD microcontroller pin �oating or connected to 5V and is controlled
by the PULSE signal.

� The CLK-MCLR CIRCUIT forces a MCLR Reset to the device when the CLK signal is
stopped. This ensures that the microcontroller program execution restarts even for short
power-o� intervals.

� The UART CIRCUIT connects the I/O pin RB0 of the microcontroller to the UART
module. The BJT-npn transistor forces the signal to 0V when supply voltage is cut o� in
order to prevent the microcontroller from drawing current through the I/O port.

The capacitors in the CLK-MCLR CIRCUIT and in the POWER CUT-OFF CIRCUIT act as
�lters for spurious transients that were detected in the CLK and PULSE signals (Figure 3.4).

CLK

Figure 3.4: Visualization of the initial spurious transient (� 400 µs) detected in the CLK signal
when it is set to a square signal of 4MHz. The picture corresponds to an oscilloscope snapshot
with the vertical scale being set to 5V per division and the horizontal scale to 50 µs per division.
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Figure 3.5: A picture of the experimental setup taken during the experiments. The climate
chamber (DYCOMETAL CCK 81) is on the left, and the laboratory equipment is reallocated on
top of it. The second laptop in the middle-right displays in real-time the temperature measured
by the internal sensor of the chamber.

Figure 3.6: Experimental board. The primary circuits are indicated using the same colours as
those in the scheme from Figure 3.3. On the middle-right, the black cable corresponds to the
USB-to-TTL UART module (CP2102). Just above, the on-board circuitry for connecting to the
ICD3 module.
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3.2 Experimental methodology

The experiments are performed on PIC18F4520 microcontrollers, which belong to the PIC18F
family of 8-bit low-power, high-performance microcontrollers for general-purpose embedded ap-
plications, manufactured by Microchip. The memory architecture of PIC18F4520 is brie�y
described hereafter, focusing on its embedded SRAM. Further details on PIC18F4520 features
can be consulted in the datasheet [61].

Memory architecture of PIC18F4520

PIC18F4520 microcontrollers incorporate three types of memory: 32 kB of Flash Program Mem-
ory (PM), 1536 bytes of SRAM Data Memory (DM) and a smaller EEPROM block of 256 bytes
devoted to nonvolatile long-term storage.

Flash Program Memory is organized in 8-bit registers, each of them associated to a 21-bit address
(0x 00 00 00 to 0x 1FFFFF), allowing up to 2MB of addressable memory although only 32 kB are
implemented in PIC18F4520. The program memory space is 16-bit wide, as most instructions
are encoded as 16-bit words. Thus, the Program Counter (PC), which stores the address of the
instruction to fetch for execution, is incremented in multiples of 2. The program memory map
is shown in Figure B.2 of Appendix B.

SRAM Data Memory is organized in 8-bit registers, each of them associated to a 12-bit address
(0x 0 00 to 0xFFF) allowing up to 4096 bytes of data memory. The data memory map is shown
in Figure B.1 of Appendix B.

The data memory space is divided into 16 contiguous banks (named from 0 to 15) of 256 bytes
each. Registers in Bank 0 to 5 are General Purpose Registers (GPRs), which equate to 1536
bytes available for data storage and operations within the user's application. Bank 6 to 14 are
left Unused (read '0'), as well as the �rst half of bank 15. Second half of bank 15 is reserved to
Special Function Registers (SFRs), which are used for control and status of the controller and
peripheral functions.

General Purpose Registers are not initialized on power-up, and remain unchanged on a Master
Clear Reset. A Master Clear Reset is the method provided for triggering an external reset of the
device and it is achieved by holding the MCLR pin low.

Each location in the data memory can be directly addressed by its full 12-bit address, or an
8-bit low order address (00h to FFh) and a 4-bit Bank Pointer, which indicates a speci�c bank.
Registers can also be indirectly accessed without giving a �xed address, but using pointers (File
Select Registers, FSRs) to the memory locations.

3.2.1 Experimental design

The variables considered in the experiments are the following:

1. Temperature (T): The environmental temperature in �C. It is measured through the
internal sensor of the climatic chamber.

2. Device (ID): The two digits (01, 02, . . .) label that identi�es the tested device.

3. Sample (S): The number of times a particular experiment is repeated in (ideally) identical
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conditions.

4. Power-o� time (∆tOFF): The duration of power-o� time in ms.

5. Image (IMG): The pattern written to SRAM for the data remanence experiment. The
binary images in Figure 3.7 are used for this purpose. Experiments are performed with the
positive image (pos) and with the negative image (neg), in order to test the remanence of
both '0' (black) and '1' (white) values in each cell.

(a) RGB image (b) Positive binary image (c) Negative binary image

Figure 3.7: Binary images used as the pattern to be loaded into SRAM for testing data
remanence. The binary images are obtained from the RGB image using the MATLAB
Image Processing Toolbox and sliced into 8-bit words to be stored consecutively in memory.

Table 3.1 and Table 3.2 describe the design of the data remanence experiment and of the power-
up experiment, respectively. The column Ntests corresponds to the total number of tests (i.e.
collected data samples) resulting from each row.

In the data remanence experiment, ∆tOFF corresponds to a vector of increasing power-o� times
(named as ∆tOFF,T), which are listed for each temperature in Table B.1 of Appendix B. Hence,
the number of tests corresponding to each row depends on the length of ∆tOFF,T.

Table 3.1: Design of the data remanence experiment.

T ID S ∆tOFF IMG Ntests

�25 �C 01 to 10 1 ∆tOFF,�25 = {∆t0,. . .,∆tN�25} pos, neg 20�N�25

0 �C 01 to 10 1 ∆tOFF,0 = {∆t0,. . .,∆tN0} pos, neg 20�N0

25 �C 01 to 10 1 ∆tOFF,25 = {∆t0,. . .,∆tN25} pos, neg 20�N25

50 �C 01 to 10 1 ∆tOFF,50 = {∆t0,. . .,∆tN50} pos, neg 20�N50

Table 3.2: Design of the power-up experiment.

T ID S ∆tOFF IMG Ntests

0 �C 01 to 10 1 to 100 2000ms - 1000
25 �C 01 to 10 1 to 100 500ms - 1000
50 �C 01 to 10 1 to 100 100ms - 1000
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3.2.2 Experimental procedure

Algorithm 1 and Algorithm 2 summarize the procedure to carry out the data remanence and
the power-up experiment, respectively. The steps listed in these algorithms are common to both
experiments and detailed below.

The execution of the steps 2, 3 and 4 is automatized and controlled from MATLAB using the
following programs:

� For the data remanence experiment: main_drem.m in Listing A.4 of Appendix A.

� For the power-up experiment: main_pup.m in Listing A.7 of Appendix A.

Although the two experiments are described in separate algorithms to facilitate understanding,
all the tests corresponding to a particular temperature level (both from data remanence and
power-up experiments) are performed sequentially. This is done in order to optimize the time
required for achieving the desired temperature in the climatic chamber.

Algorithm 1:Work�ow for the data remanence experiment.

for T P t�25, 0, 25, 50u do
0. Set temperature to T

for ID P t0, . . . , 10u do
1. Program ID-device

for ∆tOFF P ∆tOFF,T do
2. Cut supply power during ∆tOFF

3. Read SRAM contents on power-up

4. Store read data in Excel �le

Algorithm 2: Work�ow for the power-up experiment.

for T P t0, 25, 50u do
0. Set temperature to T

for ID P t0, . . . , 10u do
1. Program ID-device

for S P t1, . . . , 100u do
2. Cut supply power during ∆tOFF

3. Read SRAM contents on power-up

4. Store read data in Excel �le

0. Set temperature
First, the target microcontroller is placed into the experimental board. Then, the desired tem-
perature level is set from the control panel of the climatic chamber. The measured temperature
is displayed in the panel and monitored in real-time with the second computer. It is considered
that the set temperature value is reached when the �uctuations in its measure are lower than
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�0,5 �C. Then, an interval of 10min is waited to let the temperature of the microcontroller
stabilize.

1. Program device
The microcontroller is programmed from the computer using MPLAB X, which is the Integrated
Development Environment (IDE) that Microchip provides for their microcontrollers.

The program is entirely written in Assembly Language to allow for the explicit control over the
SRAM data memory contents. The transcription of the code can be found in Listing A.1 and
Listing A.2 of Appendix A, for the data remanence and the power-up experiment, respectively.
The �owchart in Figure 3.8 describes the fundamental steps of the microcontroller program,
which are detailed as follows.

Serial transmission of 
SRAM contents

¿Experiment 
case?

Reload binary image
into SRAM

Wait for next power 
off-on cycle

START

END

data remanence

power-up

Figure 3.8: Work�ow of the microcontroller main program.

� Serial transmission of SRAM contents: On power-up, the microcontroller transmits
SRAM contents through serial communication. The serial transmission is implemented
following the RS-232 standard protocol without parity bit. Figure 3.9 illustrates how a
8-bit word is framed in the RS-232 protocol.

IDLE IDLE

1 1 1 1 10 0

Start bit Stop bit

Bit time
= 1/BR

D0 D1 D2 D3 D4 D6D5

Parity bit
(optional)

D7
(LSB) (MSB)

0 0

Figure 3.9: Frame format in RS-232 serial communica-
tion protocol. The serialized data corresponds to the
8-bit word '01010111'.
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The implementation of the serial data transmission in assembly is based on the File Select
Registers (FSR) and the corresponding POSTINC operands, which operate on data mem-
ory. The program loads the �rst memory address into FSR0, reads its content using the
POSTINC0 register and then transmits the serialized bits through the I/O pin RB0. The
POSTINC0 operator increments by 1 the address in FSR0 so that the subsequent memory
location is accessed, and so on until the end of the Bank 5 is reached.

The Baud Rate (BR) of the serial communication is 9600 bit s�1. It is achieved through a
delay of 1{BR between each single bit transmission. In assembly, this is implemented as a
CALL to a DELAY subroutine. A code snippet using the DELAY subroutine is included
here as an example of assembly programming:

Listing 3.1: A code snippet implementing a 100 µs delay.

1 PROCESSOR 18F4520

2 #include "ConfigBits.inc"

3 PSECT resetVect ,class=CODE ,reloc=2

4 resetVect:

5 goto MAIN ;Start program at MAIN

6

7 COUNT EQU 0x00 ;Set 0x000 address in DM as

counter

8 DELAY:

9 MOVLW 0x19

10 MOVWF COUNT ,0

11 DELAYloop:

12 DECFSZ COUNT ,1,0

13 GOTO DELAYloop

14 RETURN 0

15

16 MAIN:

17 CALL DELAY ;A CALL to DELAY counts 100us

The value of COUNT in Listing 3.1 determines the duration of the delay. In particular, it
is calculated from the following equation:

TDELAY

4/fCLK

= 2   +   2   +   2   +  3·COUNT 

{ { { {

CALL RETURN DECFSZMOVLW
MOWF GOTO{

 NCYCLES  (3.1)

where Tdelay corresponds to the duration of the delay in seconds and fCLK is the microcon-
troller clock frequency in Hz. NCYCLES is the number of instruction cycles equivalent to
Tdelay. In the example from Listing 3.1, a TDELAY of 100 µs requires setting the value of
COUNT to 31 (0x 19).

� Reload binary image into SRAM: In the case of the data remanence experiment,
the binary image is initially loaded into program memory through an Include File. Once
the SRAM data content has been transmitted, the image is transferred again into data
memory to prepare the device for the following data remanence test. The MATLAB script
that generates the Include File from the raw binary image is found in Listing A.3 of
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Appendix A.

This step is not performed in the case of the power up experiment, as data previously
stored in SRAM is not of concern because memory is completely erased on power-o�.

The data transfer from program memory to data memory is implemented in assembly
through the TBLPTR registers and the TBLRD instruction, which would be the equiva-
lent of FSR and POSTINC but for program memory. The program loads the �rst program
memory address into the TBLPTR register, reads its content through the TBLRD instruc-
tion and stores the corresponding byte into the TABLAT register, which is used to hold
8-bit data during data transfers between program memory and data RAM. The content of
TABLAT is copied into data memory following a similar scheme as for serial data transmis-
sion. The program memory addresses are read sequentially until data transfer to SRAM is
complete.

� Wait for next power o�-on cycle: The program execution enters an in�nite loop,
which is implemented as a recursive call, and no further operations are performed by the
microcontroller.

In order to facilitate understanding, Figure 3.10 illustrates the waveforms of the main microcon-
troller signals during the overall execution of the step 2 (Cut supply power during ∆tOFF) and
step 3 (Read SRAM contents on power-up) of Algorithm 1 and Algorithm 2, which are described
as follows.

CLK

CLK OFF CLK ON

time

time

MCLR

VDD

RB0

PULSE

START bit of 
serial transmission

time

time

wait 1,5 s wait > 3s  

ΔtOFF

1,18 s  

t0 t1 t2

μC starts
execution

(UART)

t3

Figure 3.10: Scheme of the sequence of operations performed in Steps 2 and 3 of Algorithm 1
and 2. At t0 the microcontroller stops program execution as CLK is turned OFF. A period of
1,5 s is waited to ensure MCLR reaches the low level (0V). At t1, supply power is cut for ∆tOFF.
The duration of the second "wait period" must be larger than ∆tOFF. At t2 CLK is turned ON,
and then the microcontroller resets when MCLR reaches the high level (5V) at t3. The SRAM
data serial transmission starts after 1,18 s.

2. Cut supply power during ∆tOFF
Figure 3.11 describes the operations that are performed in order to reproduce a physical discon-
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nection of power supply to the device.

First, the microcontroller program execution is stopped by disconnecting the function generator
output corresponding to the CLK signal. Then, supply power to the microcontroller is cut by
triggering the signal PULSE with a single pulse of width equal to ∆tOFF. Finally, the CLK
signal is restored so that the microcontroller restarts the program execution from the top.

Stop microcontroller 
program execution

Cut supply power to  the 
microcontroller during ΔtOFF 

 

START

END

Start microcontroller 
program execution

Figure 3.11: Work�ow of a power o�-on cycle to the microcontroller.

The function generator is controlled from MATLAB using the Instrument Control Toolbox. The
code extract in Listing 3.2 is included here to give an example of how the function generator
is con�gured from MATLAB commands. In particular, the output of the listed commands is a
single 120ms pulse of 5V. The e�ect such a pulse (when is set to PULSE) has on supply voltage
is shown in Figure 3.12.

Listing 3.2: Con�guring the function generator from MATLAB to output a pulse signal.

1 % Configure Chanel 2 of function generator to output a PULSE signal

2 % set PARAMETERS

3 period_sec = 1e6; % generate a single pulse

4 pulseWidth_sec = 120e-3; %power -off time

5 ampl_volt = 5; %in volts

6
7 %set WAVEFORM to channel 2

8 %fgen is the function generator VISA -USB object

9 fprintf(fgen ,'SOUR2:FUNCTION PULS');

10
11 %set PERIOD and PULSE WIDTH [s]

12 fprintf(fgen , ['SOUR2:FUNCTION:PULS:PER ',num2str(period_sec)]);

13 fprintf(fgen , ['SOUR2:FUNCTION:PULS:WIDT ',num2str(pulseWidth_sec)]);

14
15 %set AMPLITUDE

16 fprintf(fgen , ['SOUR2:VOLT ',num2str(ampl_volt)]);

17 fprintf(fgen , ['SOUR2:VOLT:OFFSET ',num2str(ampl_volt /2)]);

The complete MATLAB code implemented to control the function generator is found in section
9 of Appendix A. The IVI Instrument Driver can be downloaded from the Keysight website [62].
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VDD

CLK

Figure 3.12: Visualization of CLK and VDD during a power-o� of 120ms. Note that the CLK
remains disconnected while the supply voltage is cut o�.

3. Read SRAM contents on power-up
The serial data transmitted by the microcontroller on power-up is read from the computer us-
ing MATLAB. In particular, the MATLAB Instrument Control Toolbox includes the functions
serialport (to create a connection to a serial port device) and read (to read data from serial
port). The output of the serial data read is a one-dimensional binary vector of length equal to
PIC18F4520 SRAM size (1536 bytes).

4. Store read data in Excel �le
In order to store the experimental data in a format that facilitates the further analysis, the
binary vector resulting from the serial data read is reshaped to a 96� 128 bits array.

For this purpose, the binary vector is sliced into bytes, which are stored sequentially in 16-byte
rows as illustrated by Figure 3.13. In this way, the position of each byte within the array indicates
to which SRAM memory address corresponds (recall from section 3.2 that each address points
to a byte of data). For instance, �rst row of bits corresponds to the memory addresses from
0x000 to 0x00F, second row corresponds to the memory addresses from 0x010 to 0x01F, and so
on. The resulting binary array is �nally stored in an Excel datasheet.

00X
01X

0 1 2 3 4 5 6 7 8 9 A B C D E F

5FX

8-bit data in SRAM
 address 0x00B 

Figure 3.13: Data read from serial port is stored in a 96� 16 bytes array. The SRAM memory
addresses are denoted as 00X to 5FX (with X from 0 to F).



Chapter 4

SRAM data remanence in PIC18F4520

This chapter presents the characterization of SRAM data remanence in PIC18F4520. A quali-
tative analysis of the experimental results is initially conducted, in order to obtain a �rst insight
into the data remanence characteristics exhibited by the tested microcontrollers (section 4.1).

Next, the metrics used to quantify data remanence are de�ned and evaluated (section 4.2),
which requires a prior cleaning of the experimental data. The last section (section 4.3) presents
a discussion of the obtained results, including a comparison with those in similar studies found
in the literature, and an examination of the derived security implications.

Before conducting any analysis, the raw experimental data has to be transformed into the ap-
propriate format for further processing. First, the Excel �les storing the array of SRAM data
read after each of the conducted tests (de�ned in Table 3.1) are opened in MATLAB. Then,
its contents are compared bit-wise with the binary image that corresponds to each experiment.
The number of correct bits after each power-o� time value is computed as a measure of data
remanence (DR).

The resulting data is stored in a table with the structure shown in Table 4.1 (the displayed rows
have been randomly selected). The total number of rows is equal to 3874, corresponding to the
total number of data samples collected from the data remanence experiments:

Table 4.1: An extract of the table used to store the results of the data remanence experiment.

T [�C] ID IMG ∆tOFF [ms] DR [%]

�25 �C 01 pos 100 100
�25 �C 01 neg 6300 63,07
0 �C 07 pos 200 98,357
50 �C 08 neg 20 99,264

All the further data processing required to obtain the results is entirely performed with MATLAB.
In particular, the group statistics tools o�ered by the Statistics and Machine Learning Toolbox
are used to perform the analysis presented in section 4.2.

47
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4.1 Qualitative analysis

Firstly, a visual inspection of the experimental data is conducted. For this purpose, the degra-
dation of the image written into SRAM is visualized for increasing power-o� times. In a bitmap
representation, cells that read '0'-state are correspond to a black pixel, and cells with a read
'1'-state to a white pixel. Figures 4.1 and 4.2 display the data decay for the positive and the
negative image, respectively, for one of the tested devices at 25 �C.

It is observed that after 40ms the loaded pattern can be entirely recovered, and that at 70ms
the image can still be identi�ed. Above 100ms, written data seems to be completely lost, and
the read values correspond to the power-up states of the cells.

40 ms 50 ms 60 ms 70 ms 100 ms 120 ms80 ms

Figure 4.1: Data degradation for increasing power-o� time at 25 �C (IMG=pos, ID=03).

40 ms 50 ms 60 ms 70 ms 100 ms 120 ms80 ms

Figure 4.2: Data degradation for increasing power-o� time at 25 �C (IMG=neg, ID=03).

The vertical black bars that can be identi�ed in both �gures might be due to either the e�ect
of the electric paths in the SRAM layout or to process variations in the chip. These regions do
not appear consistently neither uniformly in all tests. Moreover, they grow abruptly in certain
cases, as it can be observed in Figure 4.3 between 240ms and 280ms.

Further examination of the origin of such patterns would require information about the physical
layout, which generally does not match the linear structure described by the memory map of the
datasheet.

90 ms 140 ms 190 ms 240 ms 280 ms 340 ms250 ms

Figure 4.3: Data degradation for increasing power-o� time at 0 �C (IMG=pos, ID=02).
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Secondly, Data remanence (DR) is calculated for each data sample as the rate of correct bits.
The following equation is used:

DRr%s � p1� 1

N

Ņ

i�1

ri ` wiq � 100 � p1� ERq � 100 (4.1)

where ri is the i-th bit of the array of read values, and wi the i-th bit of the binary image, both
of size N bits. ER corresponds to the Error Rate i.e. the rate of bit mismatches between the
read values and the written pattern.

Data remanence versus Power-o� time is shown in Figure 4.4 for the cases previously visualised
in Figure 4.1 and 4.2. The markers indicate the values of DR computed from the data samples
at each power-o� time, and the curves are merely smooth unions between the data points. From
Figure 4.4, it is clearly veri�ed that memory contents are not immediately erased, but exhibit a
gradual decay over time.

In particular, both curves present an (inverted) S-shape consisting of an initial period of slow
decay (20ms to 60ms), which is followed by an intermediate period of rapid decay (60ms to
80ms), and then a �nal period of slow decay (80ms to 140ms).
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Figure 4.4: Data remanence at 25 �C (ID=03).

It is observed in Figure 4.4 that the data pairs do not coincide between both curves. For instance,
the decay in Figure 4.4a starts a little before than in Figure 4.4b, and stabilizes to a lower �nal
value (around 40%). This is reasonable, as the percentage of 1s and 0s in the image is not
equal to 50%. Data remanence would be expected to tend to 50% only for either a full 1s or 0s
pattern.

Moreover, note that the positive image contains more white than black areas. In particular, the
white areas fall into the regions of the vertical black bars. As the bits in those areas are the �rst
to �ip to '0' (black), the positive image degrades more than the negative. This is clearly observed
if the memory decay is compared between Figure 4.1 and Figure 4.2 at 50ms: the degradation
of the positive image is evident, whereas for the negative image it is almost imperceptible.

Hence, a di�erent image would result in other data remanence values for the positive and negative
pattern. Therefore, the average value between the 'IMG=pos' and 'IMG=neg' data samples is a
better choice for a pattern-independent measure of data remanence.
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Lastly, Figure 4.5 shows the Data remanence vs. Power-o� time plots for all devices and temper-
atures. The data points correspond to the mentioned average value, and the curves accordingly
decay towards 50%. The horizontal axis is in logarithmic scale to facilitate the visualization.
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Figure 4.5: Data remanence at the four tested temperatures (ID = 01 to 10, IMG = average).

From Figure 4.5 it is con�rmed that data remanence of SRAM cells is increased as temperature
is reduced. The S-shape is maintained across temperatures and devices, but the three identi�ed
slope-regions are enlarged. In particular, the initial slow decay period grows substantially at low
temperatures as a consequence of a higher data remanence.

On the other hand, it is also observed in Figure 4.5 that the variability across devices seems to
increase as temperature is reduced. Recall from section 2.3.2 that the data remanence e�ect is
reduced at high temperatures as the leakage currents are higher. Hence, the devices might show
similar results at high temperatures because the decay occurs faster. In contrast, the magnitude
of the impact of low temperatures in data remanence depends on the inherent process variations
of each device. This could explain why a higher divergence across devices is observed at �25 �C.

The uniformities observed in some of the curves in Figure 4.5 are due to the previously described
unstable behaviour exhibited by the vertical bars.

4.2 Quantitative analysis

The following two metrics are used to characterize data remanence:

� Data remanence time (tDR), de�ned as the power-o� time after which 90% of the written
bits are still retained at a given temperature. It is considered that information could be
recovered even if 10% of the bits are lost.

� Erase time (tER), de�ned as the power-o� time after which only 60% of the written bits
are retained, at a given temperature. It is considered that below 60% of correct bits,
information is lost.

According to their de�nitions, tDR is obtained as the power-o� time that corresponds to a value
of DR equal to 90% for each device and temperature. Similarly, tER as the power-o� time that
corresponds to value of DR equal to 60%. For this purpose, a linear interpolation is performed
with the closest data points of average data remanence, one above and one below.
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Such a computation assumes that the Data remanence vs Power-o� time curves decrease mono-
tonically. Regarding Figure 4.5, it is noted that this condition is not satis�ed in certain tests. A
data cleaning is therefore required before evaluating the proposed metrics.

Figure 4.6 illustrates the encountered cases of spurious values. The highlighted points are associ-
ated with instabilities of the vertical bars, which are observed to grow and shrink in certain tests,
so that the apparent increase of data remanence is actually due to random matches. Indeed, data
remanence is a decay phenomenon that cannot be reversed. Therefore, the data points exhibiting
such behaviour are excluded.

(a) ID = 02 (b) ID = 07

Figure 4.6: Data remanence at 0 �C (IMG = average). The indicated data points are considered
as erroneous in the quantitative analysis.

Table 4.2 and Table 4.3 summarize the results of tDR and tER at each temperature, respectively.
The mean (av), the maximum (max) and the minimum (min) values at each temperature level
are indicated. The value of IQR{med (iqr{med), which is calculated as the Interquartile Range
divided by the Median, is included to provide a standardized measure of variability. The statistics
at each temperature are computed on a sample size of 10 devices.

To obtain further insight into the distribution of the values in Table 4.2 and Table 4.3, the
Boxplot of Data remanence time by Temperature is represented in Figure 4.7. Similarly, Figure
4.8 depicts the Boxplot of Erase time by Temperature. The graphs on the right display the log10
transformation of tDR and tER in order to facilitate the comparison between temperature levels.
As has been previously observed in Figure 4.5, the variability of data remanence across devices
is higher at low temperatures. Accordingly, the value of IQR{med in both Table 4.2 and Table
4.3 is almost doubled from 50 �C to �25 �C.

Table 4.2: Summary of statistics for Data remanence time (tDR).

tDR,av tDR,min tDR,max tDR,iqr{med

T = �25 �C 6,739 s 3,307 s 10,05 s 0,423
T = 0 �C 385,2ms 205,6ms 512,5ms 0,461
T = 25 �C 56,68ms 44,71ms 67,95ms 0,160
T = 50 �C 18,81ms 16,52ms 22,55ms 0,139
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Figure 4.7: Boxplot of Data remanence time (tDR) by Temperature.
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Figure 4.8: Boxplot of Erase time (tER) by Temperature.

Table 4.3: Summary of statistics for Erase time (tER).

tER,av tER,min tER,max tER,iqr{med

T = �25 �C 11,94 s 6,758 s 17,07 s 0,395
T = 0 �C 621,5ms 416,3ms 810,56ms 0,369
T = 25 �C 75,21ms 57,66ms 92,76ms 0,191
T = 50 �C 23,00ms 19,94ms 27,40ms 0,136
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Finally, Figure 4.9 depicts the Data remanence time (tDR) and Erase time (tER) by devices (ID).
Such a representation allows to identify the behaviour of data remanence across temperature for
each speci�c device.

It is observed in both Figure 4.9a and 4.9b that the curves do not cross each other, meaning
that the tendency of each device is maintained. For instance, the microcontroller with ID=08
consistently exhibits the lowest data remanence values.

Moreover, it is noted in the logarithmic scale of Figure 4.9 that the relation between data
remanence and temperature is almost linear.
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Figure 4.9: Data remanence time (tDR) and Erase time (tER) vs. Temperature by device (ID).

4.3 Discussion

The presented results on SRAM data remanence in PIC18F4520 are in agreement with those
found in the literature for other devices, previously summarized in Table 2.1.

First, the S-shape exhibited by SRAM memory decay has also been described by these studies,
as well as in the analogous research for DRAM in [25]. The prominent decay regions were also
detected in [24] and [25], which are the only studies that present as well the visualization of data
degradation.

Second, it was stated in [17] that the variability of data remanence increases with temperature,
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which seems to counteract with the present results. However, the statement in [17] refers to the
variance in the data remanence characteristic of a single device across multiple samples (intra-
die variation). In contrast, the present study analyses the variance across individual samples
of multiple devices in identical conditions (inter-die variation). Hence, both observations are
compatible.

Ultimately, the purpose of characterizing data remanence is to obtain an insight on the expected
tendency of a family of devices, rather than accurate results for a particular device. For this
reason, most previous studies focus on comparing single samples of multiple devices, with the
mentioned exception of [17]. No research is found considering multiple samples of multiple
devices, although it would be interesting for future work in order to assess the impact of intra-
die process variations in data remanence.

Third, it has been veri�ed that data remanence can be signi�cantly increased by freezing the
SRAM module of the target device. Regarding the results on tDR in Table 4.2, the 90% of the
data is preserved up to 7 s on average at �25 �C, and up to 10 s in the worst case (corresponding
to ID = 01 in Figure 4.9). At 0 �C the remanence is reduced by slightly more than an order of
magnitude (half of a second in the worst case). Note that in terms of security, the maximum
values are more conservative indicators than the average.

Similarly, from the results on tER in Table 4.3, it is detected that SRAM data is not completely
erased until 17 s of power-o� (worst case) at �25 �C, which is reduced to almost 1 s 0 �C.

On the other hand, it is di�cult to establish comparisons with the values of Data remanence
time presented by the studies in Table 2.1 due to the di�erent experimental conditions and tested
devices. In particular, only [14] and [17] are performed on embedded SRAMs in microcontrollers.
In [14], the tDR is around 550ms for the 8-bit microcontroller M68HC08, which is one order of
magnitude higher than that for the PIC18F4520.

Regarding the security implications of data remanence, even the 3 s of 90% of retention corre-
sponding to the most favourable case (ID = 08 in Figure 4.9) could leave enough margin for
an attacker to transplant the (previously unsoldered) device to a custom board. Such a low-
temperature cold be easily achieved, for instance, by spraying an upside-down can of gas duster
into the microcontroller, as described in section 2.3.4. Therefore, performing a cold boot attack
on a device embedding a PIC18F4520 microcontroller and given no other protections is feasible.

It should be noted that the 90-60% thresholds are merely orienting. In the window of time de�ned
by the values of tDR and tER , the rate of success of a cold boot attack would rely on the attacker's
resources. Moreover, a 60% of lost bits do not ensure that memory content is unrecoverable, as
this ultimately depends on the computational capabilities of the attacker. However, as stated in
[36], the retrieving of the underlying information is almost infeasible below 80% of retained bits.

Forth, it has been derived from Figure 4.9 that the Data remanence time (i.e., Erase time) ap-
pears to increase exponentially as temperature is reduced. A similar statement was made by
the research in [14]. In addition, this exponential behaviour is in concordance with the theo-
retical background on SRAM data remanence presented in section 2.3.2 (recall the exponential
characteristic of subthreshold conduction).

Lastly, although the presented results on SRAM data remanence are particularized for PIC18F4520
microcontrollers, the overall tendency can be extrapolated to other devices. A worst-case reason-
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ing is as follows: if data remanence may be extended to several seconds for a particular device,
at least the same phenomenon could be expected from other devices. Moreover, SRAM modules
are not speci�cally designed for each application, but standard designs based on IPs and libraries
are typically used. Hence, same-range devices from di�erent manufacturers could exhibit closely
related data remanence characteristics of their embedded SRAMs.
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Chapter 5

Evaluation of SRAM power-up states in

PIC18F4520

This chapter presents the evaluation of the SRAM power-up states characteristics in order to
assess the feasibility of implementing an SRAM-PUF and its use as a randomness source for a
TRNG in PIC18F4520 microcontrollers.

Notation: From now on, the term SRAM-PUF and TRNG is employed for referring to this
dual implementation. The analysis and discussion are restricted to SRAM-PUFs and the terms
PUF and SRAM-PUF are used indistinctly in the text. However, it has been intended to reserve
PUF for the general terminology and de�nitions that hold for most types of PUFs. Similarly,
the use of the term TRNG implicitly refers to the implementation of a TRNG based on an
SRAM-PUF.

The properties demanded by an SRAM-PUF and TRNG are �rstly de�ned in section 5.1.1, and
the associated metrics are described in section 5.1.2. The methodology used in this project for
evaluating the proposed metrics is established in section 5.1.2. Then, the methodology is applied
to the data samples collected from the power-up experiment. Finally, the results are presented
and discussed in section 5.2.

5.1 Evaluation methodology for an SRAM-PUF and TRNG

As previously introduced in section 2.4.2, there are certain requirements that have to be ful�lled
in order to implement an SRAM-PUF. Similarly, randomness contained in the PUF response
must be quanti�ed in order to evaluate its use for a TRNG.

Recall from section 2.4.2 that a large number of properties and metrics for PUF evaluation have
been proposed in the literature. In contrast, most of the research is limited to PUFs, and few
studies are found de�ning a combined methodology that considers as well its secondary use for
true random number generation [16] [44] [63].

The SRAM-PUF and TRNG properties de�ned in the following section are based on the stan-
dards proposed in [57]. To avoid unnecessary repetitions, an authentication scheme is assumed
without loss of generality.

57



58 5. EVALUATION OF POWER-UP STATES

The selection of the metrics in section 5.1.2 has been performed though reviewing the choices
made by similar studies. The structure of the methodology is inspired by the research presented
in [15] and [44].

5.1.1 De�nition of SRAM-PUF and TRNG properties

Given an SRAM of N -bits, its PUF response is de�ned as the binary vector

r � rr1, . . . , rls (5.1)

where each response bit ri corresponds to the power-up value of the i-th memory cell, for i P r1, ls
with l ¤ N .

Note that each response bit is therefore tied to a physical location within the memory array.
However, as the description of the SRAM layout implementation is in general not available, the
actual position of each cell within the memory array is unknown.

Recall from section 2.4.2 that reliability, uniqueness and unpredictability are the properties
required for a PUF. Regarding the de�nition of reliability, observe that a TRNG holds for
the opposite requirement, i.e. it is not expected to be reliable across instances but random.
Uniqueness and unpredictability conditions can be applied as well to a TRNG.

These three properties are evaluated along three measurement dimensions: sample, device and
response, as depicted in Figure 5.1. Then, rj,k is the PUF response of the j-th sample of the
k-th device for j P r1,ms and k P r1, ns. The individual response bits are accordingly denoted as
ri,j,k.
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Figure 5.1: Dimensions of PUF evaluation.

� The sample axis corresponds with reliability. PUF response is expected to be consistent
across m repeated measurements of the same device. Conversely, those response bits ex-
hibiting low reliability may be exploited as a source of randomness. Hence, reliability is
the property that conceptually di�erentiates a PUF from a TRNG.

The de�nition of reliability is extended in [64] to account for the e�ect of varying environ-
mental conditions (supply voltage, noise and temperature) and aging. The PUF response
must be reproducible with a limited amount of bit error rate in the whole region of opera-
tion. According to [57], this analysis corresponds to a fourth measurement dimension. Such
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a study is outside this project's scope, but results are compared at di�erent temperatures
to get an insight into the tendency.

The present study restricts the de�nition of reliability to (ideally) identical conditions.
The captured noise is therefore considered to be originated from the random component
of intra-die process variations (section 2.2.3).

� The device axis corresponds with uniqueness. For a population size of n devices, n
di�erent PUF responses should be obtained so that each chip could be uniquely identi�ed.
Similarly, correlated responses would fail to provide enough randomness for TRNGs.

Systematic correlation between responses of di�erent devices is tightly related to inter-die
process variations. Moreover, architecture and layout similarities between devices from the
same manufacturer may also result in correlated responses.

� The response axis corresponds with unpredictability. This dimension examines the dis-
tribution of the l bits within a single PUF response sample in order to detect deterministic,
and therefore easier to predict, output patterns.

According to [57], the unpredictability of a PUF (and, of course, of a TRNG) is founded on
randomness. This implies an independent and uniform random distribution of the response
bits. Note that randomness in terms of reliability referred to the consistency exhibited by
each individual response bit ri across multiple PUF response samples.

The main factor a�ecting randomness within a PUF response is spatial correlation due
to the systematic component of intra-die process variations. Figure 5.1 maintains the bi-
dimensional array representation to emphasize this e�ect, but note that the evaluation is
performed on a single spatial dimension as the actual memory layout is unknown.

Moreover, consider that spatial correlation can also arise due to SRAM layout or the
in�uence of neighbouring cells. Hence, closely located cells or at distances multiples of the
word size are more likely to be correlated [65].

The three properties together support unclonability, which is broadly interpreted as infeasibility
to produce an equivalent of a PUF. For further details on PUFs properties and metrics refer to
[57].

5.1.2 De�nition of metrics and evaluation methodology

The presented methodology follows a sequential approach. Unpredictability is the �rst property
evaluated, as randomness is a necessary condition that both PUFs and TRNGs must attain.
Secondly, uniqueness evaluation allows for the detection of systematic correlations between de-
vices. Finally, the reliability of the individual response bits quanti�es the overall consistency of
the PUF response as well as the noise contained in it.

Step 1: De�nition of PUF response

The �rst step is to visually inspect the SRAM power-up data in order to spot strong spatial
correlations, such as systematic o�sets and process gradients. If possible, those regions where
correlations are clearly identi�ed are excluded. Hence, the PUF response is formed by selecting
l ¤ N bit locations.
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Note that this corresponds to an initial selection for a �rst evaluation of the SRAM power-up
states characteristics. The actual implementation of an SRAM-PUF and TRNG would require
further processing to determine the most suitable bit locations for each application. Algorithms
for SRAM-PUF bit selection have been proposed in the literature [65] [66] but are not considered
within this project.

Step 2: Unpredictability evaluation

The most sophisticated methods to evaluate unpredictability directly assess the randomness of
the PUF response through statistical test suites for RNGs, such as NIST SP800-22 (previously
described in section 2.4.3). Its application is outside the scope of this project due to the large
number of required samples.

Moreover, particular caution is required when such tests are applied to PUF evaluation. SRAM
modules are implemented as multidimensional arrays, whereas NIST tests work with one-dimensional
binary sequences. Thus, the way that response data is �attened into a vector strongly determines
the outcome of the tests, which could lead to misleading results, as evidenced by [67].

Unpredictability is also commonly assessed from entropy-based metrics, such as the min-entropy
measured over all PUF response samples [44] [63]. Other entropy-based metrics consist in ap-
plying compression algorithms and measuring the compression rate of the PUF response [57].

Min-entropy is associated with the probability of guessing the PUF response bits in a single trial
and provides a lower bound of the total entropy contained in the source. However, its calculation
relies on the often overlooked assumption that the response bits are independent binary sources,
which has been proved to fail in certain cases due to spatial correlations [67] [68] [69]. These
studies propose applying statistical tests to evaluate spatial autocorrelation such as Geary's C,
Moran's I , and Join Count Statistic. Such analysis is also outside this project's scope.

Based on the described approaches, two metrics are here proposed to evaluate the unpredictability
of a PUF response:

1. Mean Value (µ), which is de�ned as the proportion of 0s and 1s in the response bits and
equals 50% in a truly random, unbiased PUF response:

µ � 1

l

ļ

i�1

ri (5.2)

This metric is also referred to as Uniformity [63] and corresponds to the �rst condition
evaluated by the NIST Test Suite.

2. Autocorrelation along bit positions (rxx), which aims to detect spatial correlations
along single bit locations. This metric is calculated as the unbiased sample autocorrelation
[70]:

rxxpbq � 1

l � b

l�b̧

i�1

ri � ri�b b � 1, 2, . . . , B � 1 (5.3)

where b denotes the value of the lag i.e. the amount of shift introduced when the response
is compared to itself. The data is normalized and mapped from t0, 1u Ñ t�1, 1u so that
rxx � 1 and rxx � �1 denote that that the bits are totally correlated (positive and
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negative correlation, respectively) and rxx � 0 means that the bits at distance b are totally
uncorrelated.

The maximum lag (B) should satisfy B ! l in order to have enough products at the
highest lag that a reasonably accurate average is obtained. A value of B � ?

l is chosen as
suggested by [70].

Both metrics are computed from the so-called true response r�k, de�ned as the reference re-
sponse of a k-device in prede�ned environmental conditions. It can be obtained from the mean
of a su�cient number of accesses under identical environmental conditions, or by choosing an
arbitrary measurement taken at reference conditions. The latter is the selected approach so that
the �rst sample (j � 1) of each device is used as reference.

Step 3: Uniqueness evaluation.

Uniqueness represents the ability of a PUF to uniquely identify a particular chip among a group
of similar devices and it is measured using the Inter-chip Hamming Distance (HDinter). This
metric corresponds to the average fractional Hamming Distance between the true responses of
the n di�erent devices and is de�ned as [63]:

HDinter � 2

npn� 1q
n�1̧

x�1

ņ

y�x�1

FHDpr�x, r�yq (5.4)

where FHD(r�x,r
�
y) is the fractional Hamming Distance between the true responses of devices x

and y (x � y). It is calculated as the fraction of di�ering bits as:

FHDpr�x, r�yq �
1

l

ļ

i�1

ri,1,x ` ri,1,y (5.5)

HDinter is indeed a measure of the systematic correlation due to inter-die process variation. Note
that correlated responses between devices are as well undesirable for a TRNG, so that this metric
is also valid for assessing the source randomness. HDinter should be around 50%.

Step 4: Reliability evaluation.

The reliability of the PUF response is assessed for each k-device through the Intra-chip Ham-
ming Distance (HDintra). The true response of the device is compared to the other m � 1
samples using fractional Hamming Distance as:

HDintra � 1

m� 1

m̧

j�2

FHDpr�k, rj,kq (5.6)

where

FHDpr�k, rj,kq �
1

l

ļ

i�1

ri,1,k ` ri,j,k (5.7)

Ideally, HDintra should be 0 i.e. the PUF always returns the same bit stream. However, due to
the inherent randomness of SRAM power-up states, common SRAM-PUFs have HDintra from
5% to 20% [15].

Finally, two more metrics are introduced in order to evaluate the percentage of randomness
contained in the evaluated PUF response:
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1. Ratio of Stable cells is calculated for each k-device as the percentage of response bits
that consistently power-up to state 0 or 1 across all samples. Recall from section 2.4.1 that
fully-skewed cells are good for identi�cation or key generation (PUF), whereas neutral-
skewed cells provide randomness (TRNG).

The probability of powering-up to '1' (p), already introduced in section 2.4.1, is de�ned as:

p :� Ppri,j,k � 1q (5.8)

Stable cells have a p equal to one or zero over multiple power-ups. However, this de�nition
may be relaxed depending on the bit error rate tolerated by the employed error correction
code, for instance to p   0,1 and p ¡ 0,9.

2. Ratio of Random cells is equivalently calculated as the percentage of response bits that
power-up randomly. Hence, random cells have a p equal to 0,5. A less restrictive range
e.g. 0,4   p   0,6 may be considered to achieve a higher throughput, at the expense of
decreased entropy.

Hence, if all the previous metrics exhibit appropriate values, the overall percentages of stable
cells and random cells are indicators of the feasibility of implementing an SRAM-PUF and of
using the PUF response as a source of randomness for a TRNG, respectively.

To conclude, a summary of the introduced notation is included:

r is a PUF response

rj,k is the PUF response of the j-th sample of the k-device

r�k is the true PUF response of the k-device

ri,j,k is the ith response bit of j-th sample of k-th device, with i P r1, ls, j P r1,ms
and k P r1, ns

l is the size of a PUF response in bits

m is the total number of devices

n is the total number of samples per device

5.2 Evaluation of SRAM power-up states in PIC18F4520

This section applies the presented methodology for SRAM-PUF and TRNG evaluation (estab-
lished in previous section 5.1.2) to the experimental data. The proposed metrics are calculated
at each tested temperature level, and the obtained values are sequentially presented following
the described steps. Finally, the overall results are discussed to evaluate the feasibility of imple-
menting an SRAM-PUF and TRNG in a PIC18F4520 microcontroller.

First of all, recall the description of the experimental design from section 3.2.1. Temperature (T),
Device (ID) and Sample (S) are the experimental variables related to the environmental tem-
perature, the microcontroller identi�er and the number of repeated measurements, respectively.
From Table 3.2, the tested values of these variables are:

� Temperature (T) is set to 0 �C, 25 �C and 50 �C

� Device (ID) ranges from 01 to 10

� Sample (S) ranges from 0 to 100
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In total, 3000 data samples of 1536 bytes have been collected from the power-up experiment (1000
at each temperature level). In the notation employed for the methodology, the total number of
devices corresponds to m � 10, and the total number of samples per device to n � 100. The
presented analysis is entirely performed using MATLAB.

5.2.1 Step 1: De�nition of PUF response

The �rst step of the methodology consists in the visual inspection of the raw data to detect
anomalies or obvious correlations. The SRAM power-up states data samples are visualized as
binary images in the 96� 128 format previously described in Figure 3.13.

Figure 5.2 shows three of the collected samples from two di�erent devices at 0 �C. The left-
most case (Figure 5.2a) corresponds to the expected appearance of SRAM power-up states. No
prominent patterns can be distinguished, and the data seems randomly generated.

However, the two other depicted samples (Figure 5.2b and Figure 5.2c) exhibit a di�erent ten-
dency. The black vertical bars that were already detected in the qualitative analysis of SRAM
data remanence (section 4.1) are observed. Similarly, these regions appear unpredictably in cer-
tain samples in varying sizes but over the same locations. Note that case (b) and (c) correspond
to di�erent samples of the same device, which would be expected to be almost identical.

(a) ID=01, S=41 (b) ID=07, S=41 (c) ID=07, S=12

Figure 5.2: Visualization of three data samples of SRAM power-up states (T=0 �C).

The selection of bit locations to be included in the PUF response should exclude these patterned
areas. Otherwise, generated PUF responses would exhibit strong inter and intra-device correla-
tions and �awed randomness. As the evaluation methodology considers the same PUF response
de�nition for all devices, a worst-case approach is followed.

The 300 data samples corresponding to each device (100 at each temperature) are overlaid in
a single binary image. Each device de�nes a set of invalid memory locations, corresponding to
the areas that recurrently exhibit the pattern. Therefore, the most restrictive of the 10 possible
PUF response de�nitions is selected.

This process is illustrated by Figure 5.3. The device with ID=02 (Figure 5.3b) corresponds to
the most restrictive case and therefore has been used to delimit the memory locations suitable
for PUF. In contrast, the bars are not detected in the device with ID=01 (Figure 5.3a) and are
narrower in the device with ID=07 (Figure 5.3c).

Finally, the PUF response is de�ned graphically in Figure 5.4. The three regions that are
distinguished in Figure 5.3b can be delimited by vertical boxes, depicted in red. The width
of these boxes measured in bits is a multiple of a byte, which suggests that the patterns are
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(a) ID=01 (b) ID=02 (c) ID=07

Figure 5.3: Superposition of the 300 data samples of each device (S=all, T=all).

originated from the SRAM layout implementation. Hence, the SRAM memory locations that
are suitable for the PUF response correspond to the areas outside the indicated boxes.

00X
0 1 2 3 4 5 6 78 9 ABCDE F

5FX

Figure 5.4: De�nition of the PUF response. The regions enclosed by the boxes are excluded.

The resulting size of the PUF response is 933 bytes i.e. 7464 response bits (l � 7464). Figure
5.5 displays the PUF response corresponding to the same sample from Figure 5.2b for illustra-
tive purposes. The bitmap has been reshaped after discarding the mentioned areas merely for
visualization.

Figure 5.5: Visualization of PUF response (ID=07, S=41, T=0 �C).

5.2.2 Step 2: Unpredictability evaluation

The average of Mean Value (µ) between the 10 devices at each temperature level is reported in
Table 5.1. The speci�c results by Device are not included as their variability is minor, so the
average value is considered representative. From the results in Table 5.1, it is concluded that the
PUF response is biased towards the '0'-state, as the average values of µ are notably lower than
the ideal of 50% corresponding to a perfectly unbiased response.

Regarding the impact of temperature, µ seems to increase with T. This tendency may be ex-
plained by the thermal noise causing the �ip towards '1'-state of partially skewed cells. However,
the statistical signi�cance of this increment cannot be veri�ed from the available data.

Figure 5.6 shows the Autocorrelation along bit positions (rxx) as de�ned in (5.3) with B � 87.
Results for all devices are shown together at each temperature level. From Figure 5.6, no cor-
relation between single response bits is identi�ed, as rxx remains within the range �0,05 at all
temperatures and the data points appear centered in 0.
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However, a stronger negative autocorrelation is detected at b � 80 as all devices seem to deviate
from the global tendency. Note that 80 is indeed a multiple of a byte, which suggests that this
potential correlation between bit positions is due to the SRAM layout structure.

Table 5.1: Average of Mean Value (µ) between devices by Temperature.

µ [%]

T = 0 �C 27,16%
T = 25 �C 27,27%
T = 50 �C 28,42%
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Figure 5.6: Autocorrelation (rxx) as a function of lag between bit positions (b) by Temperature.
The plots display the results of rxx for all devices.
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5.2.3 Step 3: Uniqueness evaluation

Table 5.2 displays the results of HDinter obtained at each temperature level. The values are
remarkably below the ideal of 0,5, meaning that the PUF responses from di�erent devices are
not perfectly unique but exhibit a certain degree of correlation.

Table 5.2: Inter-chip Hamming Distance (HDinter) by Temperature.

HDinter

T = 0 �C 0,391
T = 25 �C 0,392
T = 50 �C 0,402

5.2.4 Step 4: Reliability evaluation

Table 5.3 displays the results of HDintra obtained at each temperature level. The average value
is again reported as the variability between devices is minor.

The obtained values of HDintra are notably close to 0, which indicates that the PUF responses are
highly consistent across samples of the same device. In other words, most memory cells power
up to the same initial values within each tested device. However, this consistency also implies
that the PUF response contains a low amount of randomness to be exploited for a TRNG, which
is con�rmed by the Ratio of Stable Cells and the Ratio of Random cells results from Table 5.4.

Table 5.3: Average of Intra-chip Hamming Distance (HDintra) between devices by Temperature.

HDintra

T = 0 �C 0,018
T = 25 �C 0,020
T = 50 �C 0,026

In particular, the Ratio of Stable cells indicates the percentage of response bits with p � 1 (or
with p � 0) i.e. that powered-up to a '1'-state (or to a '0'-state) across the 100 samples of each
device. On the other hand, Random cells were de�ned as those cells with 0,4   p   0,6 i.e. that
do not exhibit a preferred power-up state. Table 5.4 displays the corresponding average values
between the 10 tested devices at each temperature level, expressed in percentage and in bits.

Table 5.4: Average of Ratio of Stable Cells and average of Ratio of Random cells between devices
by Temperature.

Stable cells Random cells
[%] [bits] [%] [bits]

T = 0 �C 91,94% 6863 0,807% 60,20
T = 25 �C 91,15% 6804 0,809% 60,40
T = 50 �C 89,32% 6667 0,934% 69,70

Note that the percentage of Stable cells in Table 5.4 is maintained around 90% at the three
tested temperatures, which denotes good reliability. In contrast, only 60�70 bits from the the
PUF response could be devoted to random number generation.
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Regarding the impact of temperature, the values of HDintra from Table 5.3 slightly increase with
temperature, and a similar e�ect is observed in the Ratio of Random bits from Table 5.4. This
tendency agrees again with the expected increment of randomness due to thermal noise.

5.2.5 Discussion

The power-up states evaluation presented in the previous section precises a more detailed exam-
ination, given that several metrics deviate from their theoretically ideal values.

Unpredictability. rxx in Figure 5.6 shows good results for autocorrelation along bit positions,
which is satisfactory for an initial evaluation of PUF response randomness.

In contrast, the values of µ in Table 5.1 are around 27%. This denotes a biasing (µ ! 50%),
which is undesirable for both PUF and TRNG implementations. However, current debiasing
solutions can deal with 25%/75% bias [71]. Therefore, the SRAM-PUF could be still capable of
providing su�cient security strength although not being perfectly unbiased.

The results for µ indicate that the evaluated PUF responses include a higher proportion of bits
that consistently power-up to '0'-state. This leads to the question whether these systematic 0s
occur at the same locations across devices (inter-die correlation) or at di�erent bit positions.
Although rxx examines the intra-die correlation, the stronger negative correlation exhibited by
most devices at b � 80 denotes a potential inter-device correlation between 0-skewed cells.

Note that the patterned black-areas excluded in Step 1 are an example of such systematic 0s
across devices. Hence, both the 0-biasing and the outlier in rxx could be explained by simi-
lar zeroed-regions that have been undetected with the chosen arrangement for SRAM layout
representation.

Further spatial correlation analysis considering other data arrangements (for instance, 32-bit and
64-bit rows) should be conducted to understand the origin of these correlated '0'-states. Once
identi�ed, the corresponding bit positions should be excluded from the PUF response. Applying
such correction could improve the value of µ. Future studies should also perform statistical tests
for a more accurate randomness veri�cation, including block frequency tests and higher lags.

Therefore, it is concluded that the unpredictability of the PUF response could be feasibly guar-
anteed, but further correlation analysis is required.

Uniqueness. HDinter in Table 5.2 is around 0,4 at the three tested temperatures. The fact that
this metric is below the ideal of 0,5 might be explained by the mentioned inter-device undetected
correlations. If certain memory locations systematically power up to a '0'-state in all devices,
those bits do not describe a unique pattern and therefore do not serve for identifying the chips.
However, note that these bits are indeed reliable. Consequently, the exceptionally good reliability
denoted by HDintra results around 0,02 could be masking such correlations.

Figure 5.7 gives further insight into the uniqueness and reliability evaluation. The histogram
displays the distribution of HDintra together with the distribution of HDinter. This combined
representation, which is commonly found in the literature, allows to visualize the separability of
both classes: if the distributions do not overlap, all tested devices can be correctly identi�ed i.e.
no device produces PUF responses due to noise that are closer to the true response of another
device than its own true response (good uniqueness and reliability) [57].
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In order to perform such analysis, HDinter must be computed through comparing the 100 samples
of each device (instead of just the true response as in (5.5)) with the true responses of all other
devices. Then, the combined histogram with HDintra (obtained as in (5.7)) contains the fractional
Hamming Distance between the response of every single access to every device and every true
response.
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Figure 5.7: Distribution of HDintra and HDinter by Temperature.

From Figure 5.7, it is veri�ed that the two distributions do not overlap, which is a promising
result regarding the SRAM-PUF implementation. The expected increase of variability associated
to temperature is detected as well.

It is accordingly observed in Figure 5.7 that HDintra is distributed close to zero, whereas HDinter

distribution lies between 35% and 45%. Future studies addressing the mentioned correlation
issues should improve these results.

Reliability. The HDintra results from Table 5.3 clearly denote the appropriate characteristics
for implementing a PUF (idem from Figure 5.7). However, these results should be revisited
after addressing the described correlations, to ensure that this high reliability is not built upon
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correlated bit locations.

In contrast, the implementation of a TRNG from the SRAM-PUF appears infeasible in practice,
as not enough randomness is contained in the evaluated PUF responses. Such application would
expect at least around 128 random bits with full-entropy [16], which is obviously unattainable
with the 60 bits of Random Cells described in Table 5.4.

To illustrate this, Figure 5.8 depicts a 256-bit extract of the '1'-probability (p) distribution
across memory cells for one of the tested devices. A prominence of black regions (systematic 0s)
is clearly observed, followed by white regions (systematic 1s). Gray regions with p close to 0,5
(random cells) are seldom detected.

p

Figure 5.8: A 256-bit extract of the '1'-probability matrix for device with ID=10. The lightness
of the shading of each cell indicates p, its Probability of powering-up to '1', as calculated over the
100 PUF response samples. This representation replicates the analogous in Figure 2.17 extracted
from [16].

A �nal remark is that the impact of temperature on the variance of the overall results seems of
minor relevance. This e�ect is desirable as it denotes robustness against environmental variations.
Similarly, the mentioned low variability between devices indicates that the results are device-
independent and thus generalisable to the PIC18F4520 family.

In summary, the SRAM power-up states evaluation indicates that implementing an SRAM-
PUF in PIC18F4520 microcontrollers is feasible. This conclusion agrees with the state-of-the-art
research presented in section 2.4.

By contrast, insu�cient randomness appears to be contained in the PUF responses in order to
implement a TRNG in PIC18F4520 microcontrollers. A similar �nding was described in [21] for
PIC16 microcontrollers, as opposed to other families that exhibited better properties. Therefore,
a TRNG implementation in PIC18F4520 microcontrollers would require adding a dedicated
hardware module.

Future work should address the mentioned in-depth correlation analysis to clarify the origin of
the '0'-state bias. Such studies should improve unpredictability and uniqueness but might reduce
reliability. Additional recommendations include obtaining enough data samples to analyse the
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statistical signi�cance of the results. In particular, unpredictability should be assessed through
the NIST Test Suite or similar.

Moreover, the e�ect of temperature could be examined in more detail. It has been veri�ed that
thermal noise slightly increases the randomness (noise) of the PUF responses i.e. decreases their
reliability. Hence, a worst-case approach should consider the results obtained at high temper-
atures for SRAM-PUF evaluation, whereas randomness (regarding the TRNG implementation)
should be quanti�ed at low temperatures. The e�ect of supply voltage and aging into SRAM-
PUF properties could also be considered in a future analysis.



Chapter 6

Project schedule

The present project is carried out from February to September 2022, with a total duration of
30 weeks from the registration until the thesis delivery by mid-September. The de�nition of the
main project tasks and their schedule are represented in the Gantt chart from Figure 6.1.

This master's thesis corresponds to an academic load of 12 ECTS, which approximately equates
to 360 h (with 1 ECTS � 25-30h), plus 180 h considered for the extension of the project until
September, resulting in a total of 540 h. The 30-week planning in Figure 6.1 assumes a dedication
of 20 h per week and excludes the summer holiday period.

The �rst three months are devoted to designing, implementing, and validating the experimental
setup and methodology. This schedule assumes a strong background in assembly programming
and MATLAB, as well as prior experience with PIC18F4520 microcontrollers and basic knowl-
edge of analog circuit design.

Subsequently, the experiments are performed in one month, plus an additional month to generate
and analyse the results. It is roughly estimated that the experiments require a minimum dedi-
cation of 20 h to be completed. This lower bound accounts for the total sum of power-o� time
values, the expected computing time, and the time needed to set the climatic chamber temper-
ature. However, an entire month is scheduled in order to give enough margin for readjustments
in the setup and methodology or failed tests.

It should be noted that both implementing an electronic circuit and performing experiments
are tasks whose duration is inherently di�cult to estimate due to the uncertainty about the
possibility of encountering problems that cause an unexpected delay in the schedule. For this
reason, the planning in Figure 6.1 is a priori conservative.

The literature review and writing of the thesis start two months after the beginning of the
project and are performed in parallel with the other tasks. This organization is possible because
no speci�c in-depth research is priorly required for starting with the experimental design, which
is the most time-consuming stage. Finally, the last two weeks are entirely devoted to the �nal
drafting and revision of the present document.

Besides the tasks described in Figure 6.1, follow-up meetings are arranged weekly with the
supervisors depending on the support demanded by each project stage.
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Chapter 7

Budget

The expenses associated with the present project are classi�ed into the following categories:

� Human resources, which account for the salary of a junior engineer and of a senior
engineer in charge of the project supervision.. The considered salaries are 30e/hand 60e/h,
respectively, and the dedication of the senior engineer is estimated as 10% of the total
duration of the project (from previous chapter, 540 h). Table 7.1 summarizes the associated
costs.

� Technological resources, which comprises the depreciation of the employed equipment,
as well as the costs derived from the software licenses and the electronic components of
the experimental board. The overall costs associated with the technological resources are
detailed in Table 7.2.

In Table 7.2, the deprectiation (Cdepr) is calculated as:

Cdeprres � Cinitres � tprojectrhs
tusefulrhs (7.1)

where Cinit is the initial cost of the asset, tproject is the duration of the project and tuseful
the considered useful life of the asset. The conversion from hours to years assumes 1800
working hours per year.

The prices of the electronic components are reference values taken from Farnell website but
may vary depending on the chosen supplier and the ordered quantity.

� Indirect costs and consumables, which include the electrical consumption associated
with the main laboratory equipment and the o�ce supplies, as described in Table 7.3. The
operating hours of the devices is estimated from the project schedule from Figure 6.1, and
the reference value used to calculate the cost of the electricity is 0.28 e/kWh [72].
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Human resources
Junior engineer

Task Cost [e/h] Time [h] Total [e]
Training 30 20 600
Project execution 30 370 11100
Thesis writing 30 150 4500
Subtotal junior engineer 540 16200

Senior engineer
Task Cost [e/h] Time [h] Total [e]
Project supervision 60 54 3240
Subtotal senior engineer 54 3240
Total 19.440,0

Table 7.1: Human resources expenses.

Technological resources
Depreciation

Asset Cinit [e] tuseful [years] Cdepr [e]
Laptop 980 5 58,8
Oscilloscope Keysight DSOX2002A 2500 10 75,0
Function generator Agilent 33522A 2500 10 75,0
DC Power supply Agilent U8031A 1200 10 36,0
Multimeter Agilent 34401 1100 10 33,0
ICD3 205 10 6,2
Climatic chamber CCK 81 5700 10 171,0
Subtotal depreciation 455,0

Software and electronic components
Concept Cost [e{u] Quantity [u] Total [e]
MATLAB R2021b 0 (academic license) 1 0
Microsoft O�ce 0 (academic license) 1 0
MPLAB X IDE 0 (free download) 1 0
Keysight Instrument Drivers 0 (free download) 1 0
LATEXeditor 0 (free download) 1 0
Breadboard 12 1 12,0
PIC18F4520 microcontroller 8,4 10 84,0
BC557B PNP transistor 0,7 1 0,7
BC547 NPN transistor 0,7 1 0,7
Resistors 0,1 5 0,5
Diode 0,1 1 0,1
Capacitors 0,8 3 2,4
Cable 22 AWG 2 (per metre) 1 2,0
Subtotal software and electronic components 102,4
Total 557,4

Table 7.2: Technological resources expenses.
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Indirect costs and consumables
Electricity consumption

Device Power [W] Time [h] Energy [kWh] Total [e]
Laptop 80 540 43,2 12,1
Oscilloscope Keysight DSOX2002A 100 300 30 8,4
Function generator Agilent 33522A 50 200 10 2,8
Climatic chamber CCK 81 4300 80 344 96,3
Subtotal electricity consumption 427,2 119,6

O�ce supplies
Concept Cost re{100us Quantity [u] Total [e]
Paper consumption 2,4 100 2,4
Subtotal o�ce supplies 2,4
Total 524,0

Table 7.3: Indirect costs and consumables.

Finally, the total costs derived from the present project rises up to 20 119e, as it is summarized
in Table 7.4. The budget for the execution of the project is 54 965e, including IVA. It is assumed
that the project would be carried out in Spain so that the VAT and the budget structure are in
accordance with the national legislation [73].

Concept Cost [e]
Human resources 19 440

Technological resources 557,4
Indirect costs and consumables 524,0
Basic subtotal 20 119

General expenses (+13 %) 2616

Industrial pro�t (+6 %) 2571

Subtotal excluding IVA 45 426

+21 % IVA 9539

Total 54 965

Table 7.4: Summary of the project's budget.
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Chapter 8

Environmental impact

This chapter reviews the environmental impact derived from the development of the presented
research. It should be noted that this project has a minor environmental impact, as most of the
activities have been performed with a laptop and common electronics laboratory equipment.

Firstly, the electricity consumption associated with the operation of the employed laboratory
devices is 427,2 kWh (Table 7.3). This value nearly doubles the average electricity consumption
of an Spanish home per month, which is estimated by REE as 270 kWh [72]. Hence, it would
be desirable to optimize as possible the experimentation time in order to minimize the operation
of the climatic chamber, which involves the major energy consumption. For this purpose, it is
recommended to perform all the experiments associated with each temperature level at once.

Secondly, the components employed for the experimental board are compliant with the directive
2011/65/EU RoHS (Restriction of Hazardous Substaces), which regulates the use of toxic mate-
rials in the manufacture of electrical and electronic equipment to protect the environment and
public health [74]. Such substances include heavy metals, �ame retardants or plasticizers.

Thirdly, the thermal insulation of the climatic chamber (DYCOMETAL CCK 81) is exempt of
�uorocarbons, asbestos, lead dioxide and mercury as established by the environmental regula-
tions, according to the manufacturer. The water consumption associated with its operation is
considered to be of minor relevance.

The climatic chamber uses R-404A, which is a hydro�uorocarbon (HFC) refrigerant. From 2020
it is no longer allowed in new devices, but its use for maintenance purposes is permitted until
the end of 2030. The periodically checks for refrigerant leaks demanded to such equipments by
the European regulation on �uorinated greenhouse gases (EU 517/2014) have been accordingly
performed.

Finally, no activities that could lead to death, personal injury or environmental damage have
been performed. No hazardous substances have been generated, and the recyclable waste has
been properly collected.
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Chapter 9

Conclusions

This �nal chapter reviews the objectives of the project and summarizes the key �ndings. The
main implications of the results are presented as well as recommendations for future research.

This master's thesis had a double aim within the �eld of hardware security and, in particular,
concerning SRAM modules in embedded systems. First, to examine the phenomenon of SRAM
data remanence, which is closely associated with cold boot attacks. Second, to investigate the
feasibility of implementing a PUF and TRNG from SRAM power-up states. For these purposes,
experiments have been performed with PIC18F4520 microcontrollers.

SRAM data remanence is a well-known e�ect since its �rst evidences back in the 1980s.
Despite their volatile nature, SRAM modules are observed to temporarily retain their stored
data once are powered-o�, for a period that can range from milliseconds to several minutes
at temperatures below 0 �C. SRAM data remanence in microcontrollers has been found to be
dependent on the device family and power consumption.

Cold-boot attacks exploit this remanence phenomenon in order to recover any sensitive data
stored in SRAM, which in general is not encrypted. Last decade, the feasibility of performing such
attacks was reported in commercial laptops, leading to the development of many countermeasures
by Microsoft and other companies. However, the vulnerability of modern IoT devices to cold-boot
attacks is still under-investigated.

The �ndings of the conducted experiments demonstrate that a cold-boot attack is feasible in
PIC18F4520 microcontrollers, assuming that no protections are implemented. In particular,
SRAM data remanence time could be enlarged up to 10 s at �25 �C and to 0,5 s at 0 �C. Similar
results may be expected for same-range devices, as SRAM modules are not speci�cally designed
for each application but mostly based on standard libraries.

These results should raise awareness considering IoT devices in remote applications, where full
access to the device could be easily gained. Cold-boot attacks are not suitable for massive targets,
but unprotected devices could be easily compromised.

Further studies should consider obtaining multiple data samples from each device to achieve an
accurate characterization of data remanence and to ensure statistical signi�cance of the results.
Testing other families of modern microcontrollers and power ranges would be also of interest.

PUFs have emerged during the last decade as cost-e�ective solutions to generate cryptographic
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keys and identi�ers directly out of the devices by exploiting their inherent manufacturing mis-
matches. In particular, SRAM-PUFs are based on the unique pattern described by the power-up
values of SRAM cells.

SRAM-PUFs are proven to be implementable in modern microcontrollers, although post-
processing based on error-correcting codes is required. A secondary use is to extract the random-
ness exhibited by SRAM-PUFs for generating true random numbers. However, previous research
has shown that not all devices exhibit the proper properties required by such applications.

A �rst assessment of the power-up states characteristics for implementing an SRAM-PUF and
TRNG has been performed from experimental data, using an ad-hoc methodology. Unpre-
dictability, uniqueness and reliability properties have been assessed at three temperature levels.

Although the values deviate from the theoretically expected, overall results indicate that imple-
menting an SRAM-PUF in a PIC18F4520 microcontroller is feasible in practice:

� The unpredictability evaluation does not show autocorrelation along single bit positions.
The percentage of zero-bits is around 27% (ideal 50%), which denotes a bias (within the
acceptable range of 25%/75%).

� The uniqueness evaluation exhibit an inter-chip hamming distance around 39% (ideal 50%).

� The reliability evaluation demonstrate an intra-chip hamming distance close to 2% (ideal
0%) and about 90% of cells that consistently power-up to the same state.

� No overlaps are detected in the combined histogram of the inter-chip and intra-chip ham-
ming distance distributions. Hence, correct identi�cation for all devices is achievable.

� Temperature increases the SRAM-PUF noise, but has a minor impact on the results.

The biasing could be partially due to an inter-device correlation, undetected in the 16-byte rows
arrangement for layout representation. Thus, a more in-depth spatial correlation analysis is
required. Future work should also guarantee that the derived SRAM-PUF is NIST SP800-22
compliant, which involves a larger dataset.

Moreover, a more accurate statistical analysis of the impact of temperature would be of inter-
est. In particular, the properties should be veri�ed at higher temperatures in order to consider
potential attacks targeting malfunctioning by modulating the device's temperature.

The feasibility of implementing SRAM-PUF in PIC18F4520 microcontrollers, together with
their identi�ed potential vulnerability against cold-boot attacks, suggests the development of a
software-based countermeasure using the SRAM-PUF to detect abnormal resets to the device.

In contrast, the implementation of a TRNG from SRAM power-up states is not rea-
sonable in PIC18F4520. The results show that not enough entropy can be extracted from its
SRAM power-up states, as only random 60 bits were identi�ed. Hence, implementing a TRNG
in PIC18F4520 microcontrollers would require adding a dedicated hardware module.

Finally, a notable contribution of this thesis is the de�nition of clear and explicitly formulated
metrics for assessing SRAM data remanence that may be applicable by similar research. Sim-
ilarly, the evaluation methodology for an SRAM-PUF and TRNG established in Chapter 5
constitutes a base for a �rst assessment of other devices. Moreover, the experimental setup and
methodology have been described in detail in order to facilitate future analyses.
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A. Transcription of source code

A.1 Assembly programs for PIC18F4520

Listing A.1: main_drem.asm

1 ; -----------------------------------------------------------------------

2 ; Author: Elia Mateu Barriendos

3 ; Date: 28 -03 -2022

4 ;

5 ; main\_drem.asm transmits DM content through serial communication

6 ; using PORTB <0> and then loads IMAGE from PM to DM

7 ; ----------------------------------------------------------------------

8

9 PROCESSOR 18F4520

10 #include "ConfigBits.inc"

11

12 PSECT resetVect ,class=CODE ,reloc =2

13 resetVect:

14 goto MAIN

15

16 ;Store IMAGE data from 0x20 up to 0x061B

17 PSECT image ,space=0,class=CONST

18 #include "image_neg.inc"

19

20 ;Start program after IMAGE at 0x061C

21 PSECT transmitAndLoad ,class=CODE

22 ; Set DM-addresses for counters (in 5 first addresses of Access RAM)

23 D0 EQU 0x00 ;0x000

24 COUNT7BITS EQU 0x01 ;0x001

25 D1 EQU 0x02 ;0x002

26 D2 EQU 0x03 ;0x003

27

28 DELAY:

29 MOVLW 0x20

30 MOVWF D0 ,0

31 DELAYloop:

32 DECFSZ D0 ,1,0

33 GOTO DELAYloop

34 RETURN 0

35

36 DELAY_774us:

37 MOVLW 0xFF

38 MOVWF D0 ,0

39 DELAY_774us_loop:

40 DECFSZ D0 ,1,0

41 GOTO DELAY_774us_loop

42 RETURN 0
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43

44 MAIN:

45

46 ;SERIAL TRANSMISION

47 MOVLW 0x01

48 MOVWF LATB ,0 ;Set RB0 to IDLE

49

50 MOVLW 0x00

51 MOVWF TRISB ,0 ;Set RB0 as OUTPUT

52

53 MOVLW 0x01

54 MOVWF LATB ,0 ;Set RB0 to IDLE

55

56 ;Count 1.19s = count 6 times x 256 times up to 256 (774us)

57 MOVLW 0x06 ;Set D2 counter to 6

58 MOVWF D2 ,0

59 Count200ms:

60 MOVLW 0xFF ;Set D1 counter to 256

61 MOVWF D1 ,0

62 Count774us:

63 CALL DELAY_774us

64 DECFSZ D1 ,1,0

65 GOTO Count774us

66 DECFSZ D2 ,1,0

67 GOTO Count200ms

68

69 LFSR 0, 005h ;Load to FSR0 first IMAGE DM -address

70

71 nextTrans:

72 MOVLW 0x00 ;START -bit

73 MOVWF LATB ,0

74 CALL DELAY

75

76 MOVFF POSTINC0 , LATB ;Transmit RB0 <0>

77 CALL DELAY

78

79 MOVLW 0x7

80 MOVWF COUNT7BITS , 0 ;Initialize counter for bits <7:1>

81

82 transBit:

83 RRNCF LATB ,1,0

84 CALL DELAY

85 DECFSZ COUNT7BITS ,1,0

86 BRA transBit

87

88 MOVLW 01h ;STOP -bit

89 MOVWF LATB ,0

90 CALL DELAY

91

92 ;check if end of Bank 5 has ben reached yet

93 BTFSS FSR0H ,2,0 ;set when start of Bank 4 is reached

94 BRA nextTrans

95 BTFSS FSR0H ,1,0 ;set when start of Bank 6 is reached

96 BRA nextTrans

97

98

99 ;LOAD DATA MEMORY FROM PROGRAM MEMORY

100 ;Load starting address of IMAGE into TBLPTR

101 MOVLW low highword IMAGE

102 MOVWF TBLPTRU ,0
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103 MOVLW high IMAGE

104 MOVWF TBLPTRH ,0

105 MOVLW low IMAGE

106 MOVWF TBLPTRL ,0

107

108 ;Initialitze FSR0 to first DM address to be used as destination pointer in

DM

109 LFSR 0, 005h

110

111 LOOP_LOAD_DM:

112

113 ;Read data from PM into TABLAT (8 bits) and then increment TBLPTR by 1

114 TBLRD*+

115 MOVF TABLAT ,0,0 ;Move TABLAT into WREG

116 MOVWF POSTINC0 ,0 ;Move WREG into DM pointed to by FSR0 and then increment

FSR0 by 1

117

118 ;check if end of Bank 5 has ben reached yet

119 BTFSS FSR0H ,2,0 ;set when start of Bank 4 is reached

120 BRA LOOP_LOAD_DM

121 BTFSS FSR0H ,1,0 ;set when start of Bank 6 is reached

122 BRA LOOP_LOAD_DM

123

124

125 infiniteLoop:

126 BRA infiniteLoop

127 END resetVect

Listing A.2: main_pup.asm

1 ; -----------------------------------------------------------------------

2 ; Author: Elia Mateu Barriendos

3 ; Date: 28 -03 -2022

4 ;

5 ; main\_pup.asm transmits DM content through serial communication

6 ; using PORTB <0>

7 ; ----------------------------------------------------------------------

8 PROCESSOR 18F4520

9 #include "ConfigBits.inc"

10

11 PSECT resetVect ,class=CODE ,reloc =2

12 resetVect:

13 goto MAIN

14

15 ;Store IMAGE data from 0x20 up to 0x061B

16 PSECT image ,space=0,class=CONST

17

18 ;Start program after IMAGE at 0x061C

19 PSECT transmitAndLoad ,class=CODE

20 ;Set DM -addresses for counters (in 5 first addresses of Access RAM)

21 D0 EQU 0x00 ;0x000

22 COUNT7BITS EQU 0x01 ;0x001

23 D1 EQU 0x02 ;0x002

24 D2 EQU 0x03 ;0x003

25

26 DELAY:

27 MOVLW 0x20

28 MOVWF D0 ,0

29 DELAYloop:

30 DECFSZ D0 ,1,0
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31 GOTO DELAYloop

32 RETURN 0

33

34 DELAY_774us:

35 MOVLW 0xFF

36 MOVWF D0 ,0

37 DELAY_774us_loop:

38 DECFSZ D0 ,1,0

39 GOTO DELAY_774us_loop

40 RETURN 0

41

42 MAIN:

43

44 ;SERIAL TRANSMISION

45 MOVLW 0x01

46 MOVWF LATB ,0 ;Set RB0 to IDLE

47

48 MOVLW 0x00

49 MOVWF TRISB ,0 ;Set RB0 as OUTPUT

50

51 MOVLW 0x01

52 MOVWF LATB ,0 ;Set RB0 to IDLE

53

54

55 ; Count 1.19s = count 6 times x 256 times up to 256 (774us)

56 MOVLW 0x06 ;Set D2 counter to 6

57 MOVWF D2 ,0

58 Count200ms:

59 MOVLW 0xFF ;Set D1 counter to 256

60 MOVWF D1 ,0

61 Count774us:

62 CALL DELAY_774us

63 DECFSZ D1 ,1,0

64 GOTO Count774us

65 DECFSZ D2 ,1,0

66 GOTO Count200ms

67

68 LFSR 0, 000h ;Load to FSR0 first IMAGE DM-address

69

70 nextTrans:

71 MOVLW 0x00 ;START -bit

72 MOVWF LATB ,0

73 CALL DELAY

74

75 MOVFF POSTINC0 , LATB ;Transmit RB0 <0>

76 CALL DELAY

77

78 MOVLW 0x7

79 MOVWF COUNT7BITS , 0 ;Initialize counter for bits <7:1>

80

81 transBit:

82 RRNCF LATB ,1,0

83 CALL DELAY

84 DECFSZ COUNT7BITS ,1,0

85 BRA transBit

86

87 MOVLW 01h ;STOP -bit

88 MOVWF LATB ,0

89 CALL DELAY

90
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91 ;check if end of Bank 5 has ben reached yet

92 BTFSS FSR0H ,2,0 ;set when start of Bank 4 is reached

93 BRA nextTrans

94 BTFSS FSR0H ,1,0 ;set when start of Bank 6 is reached

95 BRA nextTrans

96

97

98 infiniteLoop:

99 BRA infiniteLoop

100 END resetVect

A.2 MATLAB code

Listing A.3: binarize.m

1 % binarize.m obtains a binary image from a RGB image

2 % and generates the include file .inc for the assembly program

3
4 % FROM GRAYSCALE IMAGE

5 % I = imread('etseib.png ');

6 % BW = imbinarize(I);

7 % figure

8 % imshowpair(I,BW,'montage ')

9
10 % FROM RGB IMAGE

11 I = imread('images/etseib.png');

12 I = im2gray(I);

13 BW = imbinarize(I);

14 figure

15 imshowpair(I,BW,'montage ')

16
17 %% OBTAIN ASM INCLUDE FILE CODE and IMAGE IN HEX FORMAT IN FILE

18
19 fileID = fopen('image.inc','w');

20
21 % image is sliced in 8-bit wide columns

22 nBytes = size(BW ,1)*(size(BW ,2) /8);

23 ColumnIdx = 1:8: size(BW ,2);

24 lastColumnIdx = ColumnIdx(end);

25 fprintf( fileID , 'IMAGE: ');

26
27 % create table to store HEX values

28 sz = [ceil(nBytes /16) 17];

29 varTypes = {'string ','string ','string ','string ','string ','string ','string ','

string ',...

30 'string ','string ','string ','string ','string ','string ','string ','

string ','string '};

31 varNames = {'Daddress ','00','01','02','03','04','05','06','07','08','09','0A

','0B','0C','0D','0E','0F'};

32 T_HEX = table('Size',sz,'VariableTypes ',varTypes ,'VariableNames ', varNames);

33
34 rowHex = 1;

35 colHex = 1; %counter from 1 to 16

36 cellRow = cell (1,17); %cell to store each table row

37
38 for column = 1:8: size(BW ,2)

39 for row = 1:size(BW ,1)

40 % generate .inc file

41 getByte = BW(row , column :( column +7));
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42 byteToStr = strrep( join(['0b' num2str(getByte)]),' ','');

43 formatStr = join(['DB ' byteToStr '\n']);

44 fprintf( fileID , formatStr );

45
46 % generate image in hex format file

47 cellRow{1,colHex +1} = binaryVectorToHex(double(getByte));

48 colHex = colHex +1;

49 if (colHex > 16)

50 cellRow {1} = join([ dec2hex(rowHex -1,7) '0']); %edit address

name

51 T_HEX(rowHex ,:) = cellRow; %store row in table

52 colHex = 1; %reset counter

53 rowHex = rowHex +1; %new row

54 end

55 end

56 end

57
58 writetable(T_HEX ,'imageHEX.txt','Delimiter ',' ');

59 fclose(fileID);

A.2.1 Execution of the experiments

Data remanence: main �le and functions

Listing A.4: main_drem.m

1 %% CLEAR WORKING ENVIRONMENT and SET DIRECTORIES

2 clearvars -except fgen device

3 clc

4 addpath(genpath(pwd));

5 addpath(genpath('../ functions '))

6 path_res = 'data/results/';

7
8 %% SETTINGS

9
10 % Sizes of uart buffer

11 nrows_rxd = 96;

12 ncols_rxd = 16;

13 serialCount = 1531;

14
15 % READ EXCEL FILE

16 excel = 'reset.xlsx';

17 sheet = 'T_ -25';

18 image = 'pos';

19 id = '08';

20
21 cutOff_time = readmatrix(excel ,'Sheet',sheet);

22
23 % READ IMAGE

24 I = im2gray(imread('images/etseib.png'));

25 if strcmp(image ,'pos')

26 BW = imbinarize(I);

27 elseif strcmp(image ,'neg')

28 BW = not(imbinarize(I));

29 end

30 nBytes = size(BW ,1)*(size(BW ,2)/8);

31
32 % create folders to store results

33 test_id = join([ image '_' id]);

34 folder_res = join([ sheet '_' test_id ]);
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35 if ~isfolder(join([ path_res folder_res ]))

36 mkdir (path_res ,folder_res);

37 else

38 ME = MException('Files:FileAlreadyDefined ', 'Folder %s already exists ',

folder_res);

39 throw(ME)

40 end

41
42 %% INSTRUMENT CONNECTION

43
44 % Connect to GF

45 fgen = gf_connect ();

46 % Connect to serial port

47 device = serialport ("COM3 " ,9600);

48
49 %% Check GF operation before START

50
51 gf_idle(fgen)

52 disp('CHECK:: GF errors (?) and PRESS any key to START')

53 % pause

54
55 %% RESET LOOP

56
57 try

58 idx = 1;

59 while idx < length(cutOff_time)+1

60 fprintf('Performing test %u of %u :: %.2f ms \n',idx , length(cutOff_time

),cutOff_time(idx))

61
62 uart_rxd = gf_reset(fgen , device , cutOff_time(idx),serialCount);

63 [T_rxd , BW_rxd] = processSerial_drem(uart_rxd ,nrows_rxd ,ncols_rxd ,BW ,

nBytes);

64 keptBits = visualize_drem(cutOff_time(idx),BW ,BW_rxd ,path_res ,

folder_res);

65
66 fprintf('The percentage of correct bits is %.4f \n',sum(keptBits ,'all')/

numel(keptBits)*100)

67
68 close all

69 idx = idx+1;

70 m = input('Do you want to:: continue OR repeat current test OR stop , y/

r/s [y]:','s');

71 close all

72 if m == 's'

73 cutOff_time = cutOff_time(idx:end ,:);

74 fprintf('CHECK:: if GF ERROR wait and RUN section again \n')

75 break

76 elseif m == 'r'

77 fprintf('Repeating test \n')

78 elseif m == 'y'

79 idx = idx+1;

80 end

81
82 % % Automatize repetiton

83 % if sum(keptBits ,'all ')/numel(keptBits) == 1

84 % pause (60)

85 % fprintf('Repeating test \n')

86 % else

87 % idx = idx+1;

88 % end
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89 end

90 catch

91 gf_idle(fgen)

92 end

93
94 %% to read excel file again (?)

95 cutOff_time = readmatrix(excel ,'Sheet',sheet);

96
97 %% PROCESS RESULTS

98 [T_results] = results_drem(path_res ,folder_res);

99
100 %% Disconnect and Clean Up

101 % Disconnect all objects.

102 fclose(fgen);

103 % Clean up all objects.

104 delete(fgen);

105 clear fgen;

Listing A.5: processSerial_drem.m

1 function [T_rxd , BW_rxd] = processSerial_drem(uart_rxd ,nrows ,ncols ,BW ,nBytes)

2 % This function processes UART read data

3
4 %% Read out.txt as a table

5
6 % Reshape to matrix

7 tempArray_long = [uart_rxd zeros (1,5)];

8 row_rsh = 1;

9 for idx = 1:16: numel(tempArray_long)

10 tempArray_rsh(row_rsh ,1:16) = tempArray_long (1,idx:idx +15);

11 row_rsh = row_rsh +1;

12 end

13
14 T_raw (:,:) = array2table(tempArray_rsh);

15
16 % create table to store HEX values

17 sz = [nrows ncols +1];

18 varTypes = {'string ','string ','string ','string ','string ','string ','string ','

string ',...

19 'string ','string ','string ','string ','string ','string ','string ','

string ','string '};

20 varNames = {'Daddress ','00','01','02','03','04','05','06','07','08','09','0A','0

B','0C','0D','0E','0F'};

21 T_rxd = table('Size',sz,'VariableTypes ',varTypes ,'VariableNames ', varNames);

22 T_rxd (:,2:end) = T_raw;

23
24 for row_rxd = 1: height(T_rxd)

25 T_rxd.Daddress(row_rxd) = join([ dec2hex(row_rxd -1,7) '0']); %edit address

name

26 end

27
28 T_rxd_dec = T_rxd;

29
30 for row_rxd = 1: height(T_rxd)

31 for col_rxd = 2: width(T_rxd)

32 T_rxd{row_rxd ,col_rxd} = string(dec2hex(str2double(T_rxd{row_rxd ,col_rxd

})));

33 end

34 end

35
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36 %% Convert HEX data to BINARY

37
38 % Create matrix to store read values

39 BW_rxd = nan(size(BW));

40 row_dest = 1;

41 col_dest = 1;

42 counter = 1;

43
44 for row_rxd = 1: height(T_rxd)

45 for col_rxd = 2: width(T_rxd)

46 % get hex byte and transform to binary

47 byteHex = T_rxd{row_rxd ,col_rxd };

48 byteBin = hexToBinaryVector(byteHex ,8);

49 % store in BW_rxd matrix

50 BW_rxd(row_dest , col_dest:col_dest +7) = byteBin;

51 row_dest = row_dest +1;

52 if row_dest > size(BW ,1)

53 col_dest = col_dest +8;

54 row_dest = 1;

55 end

56 counter = counter +1;

57 if counter > nBytes; break; end

58 end

59 if counter > nBytes; break; end

60 end

61
62 end

Listing A.6: visualize_drem.m

1 function [keptBits] = visualize_drem(off_time ,BW ,BW_rxd ,path ,folder)

2 % Process data to visualize bit degradation

3 caseID = num2str(off_time);

4 if contains(caseID ,'.')

5 caseID = strrep(caseID ,'.','_');

6 else

7 caseID = join([ caseID '_0']);

8 end

9 caseID = join([ caseID 'ms']);

10
11
12 figure

13 imshowpair(BW,BW_rxd ,'montage ')

14 exportgraphics(gcf ,join([path folder '/' caseID '_compare ' '.png']))

15 exportgraphics(gcf ,join([path folder '/' caseID '_compare ' '.pdf']))

16
17 keptBits = double(BW== BW_rxd);

18 writematrix(keptBits , join([path folder '/' caseID '_keptBits ' '.xls']))

19
20 figure

21 imshow(keptBits);

22 exportgraphics(gcf ,join(['data/results/' folder '/' caseID '_keptBits ' '.png

']))

23 exportgraphics(gcf ,join(['data/results/' folder '/' caseID '_keptBits ' '.pdf

']))

24 end
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Power-up: main �le and functions

Listing A.7: main_pup.m

1 %% CLEAR WORKING ENVIRONMENT and SET DIRECTORIES

2 clearvars -except fgen device

3 clc

4 addpath(genpath(pwd));

5 addpath(genpath('../ functions '))

6 path_res = 'data/results/';

7
8 %% SETTINGS

9
10 % Number of tests for each case

11 nTests = 100;

12
13 % Sizes of uart buffer

14 nrows_rxd = 96;

15 ncols_rxd = 16;

16 serialCount = 1536;

17 BIN_DM = zeros(nrows_rxd ,ncols_rxd *8); %memory size in bits

18 BIN_old = BIN_DM; %store last test power -up value to check correct cut -off

19
20 % READ EXCEL FILE

21 excel = 'powerup.xlsx';

22 sheet = 'T_0';

23 test_id = '08';

24 cutOff_time = readmatrix(excel ,'Sheet',sheet);

25
26 % set folders to store results

27 folder_res = join([ sheet '_' test_id ]);

28 if ~isfolder(join([ path_res folder_res ]))

29 mkdir (path_res ,folder_res);

30 else

31 ME = MException('Files:FileAlreadyDefined ', 'Folder %s already exists ',

folder_res);

32 throw(ME)

33 end

34
35 %% INSTRUMENT CONNECTION

36
37 % Connect to GF

38 fgen = gf_connect ();

39 % Connect to serial port

40 device = serialport ("COM3 " ,9600);

41
42 %% Check GF operation before START

43
44 gf_idle(fgen)

45 disp('CHECK:: GF errors (?) and PRESS any key to START')

46 % pause

47
48 %% POWER -UP LOOP

49
50 try

51 idx = 1;

52 while idx < nTests +1

53 fprintf('Performing test %u of %u. Cut -off time: %.2f ms \n',idx , nTests

, cutOff_time)

54
55 uart_rxd = gf_reset(fgen , device , cutOff_time ,serialCount);
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56 [HEX_rxd , BIN_rxd] = processSerial_pup(uart_rxd ,nrows_rxd ,ncols_rxd ,

BIN_DM ,serialCount);

57 keptBits = export_pup(idx ,HEX_rxd , BIN_rxd , BIN_old ,path_res ,folder_res)

;

58
59 fprintf('The percentage of kept bits in relation to last test is %.4f \n

',sum(keptBits ,'all')/numel(keptBits)*100)

60
61 % Automatize repetiton

62 if sum(keptBits ,'all')/numel(keptBits) == 1

63 pause (60)

64 fprintf('Repeating test \n')

65 else

66 BIN_old = BIN_rxd;

67 idx = idx+1;

68 end

69 end

70 catch

71 gf_idle(fgen)

72 end

73
74 %% Disconnect and Clean Up

75 % Disconnect all objects.

76 fclose(fgen);

77 % Clean up all objects.

78 delete(fgen);

79 clear fgen;

Listing A.8: processSerial_pup.m

1 function [T_rxd , BW_rxd] = processSerial_pup(uart_rxd ,nrows ,ncols ,BW ,nBytes)

2 % This function processes UART read data

3
4 %% Read out.txt as a table

5
6 % Reshape to matrix

7 row_rsh = 1;

8 for idx = 1:16: numel(uart_rxd)

9 tempArray_rsh(row_rsh ,1:16) = uart_rxd(1,idx:idx +15);

10 row_rsh = row_rsh +1;

11 end

12
13 T_raw (:,:) = array2table(tempArray_rsh);

14
15 % create table to store HEX values

16 sz = [nrows ncols +1];

17 varTypes = {'string ','string ','string ','string ','string ','string ','string ','

string ',...

18 'string ','string ','string ','string ','string ','string ','string ','

string ','string '};

19 varNames = {'Daddress ','00','01','02','03','04','05','06','07','08','09','0A','0

B','0C','0D','0E','0F'};

20 T_rxd = table('Size',sz,'VariableTypes ',varTypes ,'VariableNames ', varNames);

21 T_rxd (:,2:end) = T_raw;

22
23 for row_rxd = 1: height(T_rxd)

24 T_rxd.Daddress(row_rxd) = join([ dec2hex(row_rxd -1,7) '0']); %edit address

name

25 end

26
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27 T_rxd_dec = T_rxd;

28
29 for row_rxd = 1: height(T_rxd)

30 for col_rxd = 2: width(T_rxd)

31 T_rxd{row_rxd ,col_rxd} = string(dec2hex(str2double(T_rxd{row_rxd ,col_rxd

})));

32 end

33 end

34
35 %% Convert HEX data to BINARY

36
37 % Create matrix to store read values

38 BW_rxd = nan(size(BW));

39 row_dest = 1;

40 col_dest = 1;

41 counter = 1;

42
43 for row_rxd = 1: height(T_rxd)

44 for col_rxd = 2: width(T_rxd)

45 % get hex byte and transform to binary

46 byteHex = T_rxd{row_rxd ,col_rxd };

47 byteBin = hexToBinaryVector(byteHex ,8);

48 % store in BW_rxd matrix

49 BW_rxd(row_dest , col_dest:col_dest +7) = byteBin;

50 row_dest = row_dest +1;

51 if row_dest > size(BW ,1)

52 col_dest = col_dest +8;

53 row_dest = 1;

54 end

55 counter = counter +1;

56 if counter > nBytes; break; end

57 end

58 if counter > nBytes; break; end

59 end

60
61 end

Listing A.9: export_pup.m

1 function [keptBits] = export_pup(idx ,HEX_rxd , BIN_rxd , BIN_old ,path ,folder)

2
3 keptBits = double(BIN_old == BIN_rxd);

4
5 % Store power -up data

6 caseID = join(['test_' num2str(idx)]);

7 writetable(HEX_rxd , join([path folder '/' caseID '_HEX' '.xls']))

8 writematrix(BIN_rxd , join([path folder '/' caseID '_BIN' '.xls']))

9
10 end
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Control of the Function Generator

Listing A.10: gf_reset.m

1 function uart_rxd = gf_reset(fgen , device , off_time ,serialCount)

2
3 % CUTS POWER & READS SERIAL DATA

4
5 fprintf(fgen ,'OUTPUT1 OFF'); %stop clk

6 disp('STATUS ::CLK turned OFF')

7 pause (1.5)

8
9 % CHANNEL 2: reset (si nomes volem 1 reset posar period_sec = 1e6)

10 period_sec = 180;

11 pulseWidth_sec = (off_time +0.25) *1e-3;

12 ampl_volt = 5;

13 periodBurs_sec = 6000;

14 fgen_BURST(fgen , period_sec , pulseWidth_sec , ampl_volt ,periodBurs_sec);

15
16 pause(max(3,off_time /1000+0.5))

17 fprintf(fgen ,'OUTPUT1 ON'); %restart clk

18 disp('STATUS ::CLK turned ON')

19
20 pause (0.8)

21 disp('STATUS :: starting serial port RXD')

22 flush(device)

23 uart_rxd = read(device ,serialCount ,"uint8");

24
25 pause (3)

26 % back to idle

27 gf_idle(fgen)

28
29 end

Listing A.11: gf_idle.m

1 function gf_idle(fgen)

2
3 % CHANNEL 1: CLK 4MHz 0-5V

4 freq_Hz = 4E6;

5 fgen_CLK(fgen ,freq_Hz);

6 fprintf(fgen ,'OUTPUT1 ON');

7
8 % CHANNEL 2: DC = 0V

9 fprintf(fgen , 'OUTP2:LOAD INF');

10 fprintf(fgen ,'SOUR2:BURS:STAT OFF');

11 pulseWidth_sec = 16e-9;

12 period_sec = 6000;

13 ampl_volt = 2e-3;

14 fgen_PULSE(fgen , period_sec , pulseWidth_sec , ampl_volt);

15 fprintf(fgen ,'OUTPUT2 ON');

16
17 disp('STATUS ::IDLE')

18
19 end

Listing A.12: gf_connect.m

1 function fgen = gf_connect ()

2
3 % Find a VISA -USB object.
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4 fgen = instrfind('Type', 'visa -usb', 'RsrcName ', 'USB0 ::0 x0957 ::0 x2307::

MY50003735 ::0:: INSTR ', 'Tag', '');

5
6 % Create the VISA -USB object if it does not exist , otherwise use the object

that was found.

7 if isempty(fgen)

8 fgen = visa('KEYSIGHT ', 'USB0 ::0 x0957 ::0 x2307:: MY50003735 ::0:: INSTR');

9 else

10 fclose(fgen);

11 fgen = fgen (1);

12 end

13
14 % Connect to instrument object , fgen.

15 fopen(fgen);

16 % Query Idendity string and report

17 fprintf (fgen , '*IDN?');

18 idn = fscanf (fgen);

19 fprintf (idn)

20 fprintf ('\n\n')

21 %Clear and reset instrument

22 fprintf (fgen , '*RST');

23 fprintf (fgen , '*CLS');

24
25 end

Listing A.13: fgen_BURST.m

1 function fgen_BURST(fgen ,period_sec , pulseWidth_sec , ampl_volt ,periodBurs_sec)

2 fprintf(fgen ,'SOUR2:BURS:MODE TRIG');

3 fprintf(fgen ,'TRIG2:SOUR IMM');

4
5 fprintf(fgen ,join(['TRIG2:DELAY ', num2str (50e-3)]));

6
7 fprintf(fgen , join(['SOUR2:BURS:NCYC ', num2str (1)]));

8 fprintf(fgen , join(['SOUR2:BURS:INT:PER ', num2str(periodBurs_sec)]));

9
10 fprintf(fgen ,'SOUR2:BURS:STAT ON');

11 fgen_PULSE(fgen , period_sec , pulseWidth_sec , ampl_volt)

12
13 end

Listing A.14: fgen_CLK.m

1 function fgen_CLK(fgen ,freq_Hz)

2 %set waveform

3 fprintf(fgen ,'SOUR1:FUNCTION SQU');

4
5 %set FREQUENCY [Hz]

6 fprintf(fgen , join(['SOUR1:FREQUENCY ', num2str(freq_Hz)]));

7
8 %set AMPLITUDE

9 fprintf(fgen ,'SOUR1:VOLT:LOW 0');

10 fprintf(fgen ,'SOUR1:VOLT:HIGH 5');

11 end

Listing A.15: fgen_PULSE.m

1 function fgen_PULSE(fgen , period_sec , pulseWidth_sec , ampl_volt)

2 %set waveform

3 fprintf(fgen ,'SOUR2:FUNCTION PULS');
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4
5 %set PERIOD and PULSE WIDTH [s]

6 fprintf(fgen , join(['SOUR2:FUNCTION:PULS:PER ', num2str(period_sec)]));

7 fprintf(fgen , join(['SOUR2:FUNCTION:PULS:WIDT ', num2str(pulseWidth_sec)]));

8
9 %set AMPLITUDE

10 fprintf(fgen , join(['SOUR2:VOLT ', num2str(ampl_volt)]));

11 fprintf(fgen , join(['SOUR2:VOLT:OFFSET ', num2str(max([1e-3 ampl_volt /2]))

]));

12 end
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B. Figures and Tables

Table B.1: Data remanence experiment: values of ∆tOFF tested at each temperature.

∆tOFF,�25 [ms] ∆tOFF,0 [ms] ∆tOFF,25 [ms] ∆tOFF,50 [ms]

100 50 20 5
200 70 25 10
300 90 30 12,5
800 140 35 15
1300 190 40 16,5
2300 240 45 17,5
3300 290 50 18,5
4300 340 55 20
5300 390 60 22,5
6300 440 65 25
7300 490 70 27,5
8300 540 75 30
9300 590 80 35
10300 640 85 40
11300 690 90 45
12300 740 95 50
13300 790 100 55
14300 840 105 60
15300 890 110 65
16300 940 115 70
17300 990 120
18300 1040 125
19300 1090 130
20300 1140 135
21300 1190 140
22300 1240
23300 1290
24300 1340
25300 1390
26300 1440
27300 1490
28300 1540

101
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Bank 0

Bank 1

Bank 14

Bank 15

Data Memory MapBSR<3:0>

= 0000

= 0001

= 1111

080h
07Fh

F80h
FFFh

00h

7Fh
80h

FFh

Access Bank

When ‘a’ = 0: 

The BSR is ignored and the
Access Bank is used.

The first 128 bytes are 
general purpose RAM 
(from Bank 0). 

The second 128 bytes are
Special Function Registers
(from Bank 15).

When ‘a’ = 1: 

The BSR specifies the Bank
used by the instruction. 

F7Fh
F00h
EFFh

1FFh

100h
0FFh

000hAccess RAM

FFh

00h

FFh

00h

FFh

00h

GPR

GPR

SFR

Access RAM High

Access RAM Low
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= 0110
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(SFRs)

2FFh

200h

3FFh

300h

4FFh

400h
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500h
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600h
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700h
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800h

9FFh

900h

AFFh

A00h

BFFh

B00h

CFFh

C00h

DFFh

D00h

E00h

Bank 3

Bank 4

Bank 5

Bank 6

Bank 7

Bank 8

Bank 9

Bank 10

Bank 11

Bank 12

Bank 13

FFh

00h

FFh

00h

FFh

00h

FFh

00h

FFh

00h

FFh

00h

FFh

00h

FFh

00h

FFh

00h

FFh

00h

FFh

00h

FFh

00h

GPR

FFh

00h

= 0011

= 0100

= 0101

= 0111

= 1000

= 1001

= 1010

= 1011

= 1100

= 1101

= 1110
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Read 00h

Unused

GPR

GPR

GPR

Figure B.1: Data memory map for PIC18F2520/4520 devices [61].
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PC<20:0>

Stack Level 1
�

Stack Level 31

Reset Vector

Low-Priority Interrupt Vector

�
�

CALL,RCALL,RETURN
RETFIE,RETLW

21
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0018h

On-Chip
Program Memory

High-Priority Interrupt Vector 0008h

U
se

r 
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y 
S

pa
ce

1FFFFFh

4000h
3FFFh

Read ‘0’

200000h

8000h
7FFFh

On-Chip
Program Memory

Read ‘0’

PIC18F2420/4420

PIC18F2520/4520

Figure B.2: Program memory map and stack for PIC18FXX devices [61].
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