
Received 20 August 2022, accepted 11 October 2022, date of publication 19 October 2022, date of current version 26 October 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3215434

Microgrid Power Sharing Framework for
Software Defined Networking and
Cybersecurity Analysis
RICARDO E. PÉREZ GUZMÁN 1, (Member, IEEE),
MARCO RIVERA 2, (Senior Member, IEEE), PATRICK W. WHEELER 3, (Fellow, IEEE),
GALINA MIRZAEVA 4, (Senior Member, IEEE), EDUARDO E. ESPINOSA 5, (Member, IEEE),
AND JAIME A. ROHTEN 6, (Senior Member, IEEE)
1Department of Computer Science, Faculty of Engineering, Universidad de Talca, Curicó 3460000, Chile
2Technological Center for Energy Conversion, Faculty of Engineering, Universidad de Talca, Curicó 3460000, Chile
3Department of Electrical and Electronic Engineering, Faculty of Science and Engineering, University of Nottingham, NG7 2RD Nottingham, U.K.
4School of Electrical Engineering and Computer Science, University of Newcastle, Callaghan, NSW 2308, Australia
5Department of Electrical Engineering, Faculty of Engineering, Universidad Católica de la Santísima Concepción, Concepción, 4090541, Chile
6Department of Electrical and Electronic Engineering, Universidad del Bío-Bío, Concepción 4051381, Chile

Corresponding author: Marco Rivera (marcoriv@utalca.cl)

This work was supported in part by the National Doctorate Scholarship Agencia Nacional de Investigación y Desarrollo (ANID) 2019,
in part by the Fondo Nacional de Desarrollo Científico y Tecnológico (FONDECYT) Regular Research under Project 1220556, in part by
the Fondo de Financiamiento de Centros de Investigación en Áreas Prioritarias (FONDAP) Solar Energy Research Center (SERC) Chile
under Grant 15110019, in part by the ANID Climat AMSUD210001, in part by the Dirección de Investigación of Universidad de Talca,
and in part by the Project MEC80190074.

ABSTRACT Hierarchical control is a widely used strategy that can increase resilience and improve the
reliability of the electrical network based on microgrid global variables. The large amounts of data required
during transitions prompt the use of more reliable and flexible communications to achieve the control
objectives. Such communications can involve potential cyber vulnerabilities and latency restrictions, which
cannot be always addressed in real-time. To accurately capture the system’s overall operation, this paper
proposes a co-simulation framework driven by flexible communications and a resilient control algorithm to
regulate the frequency and voltage deviations in a networked microgrid. Model-based predictive control has
been implemented, to avoid slow transient response associated with linear hierarchical control. Software-
Defined Networking (SDN) is responsible for increasing the communication intelligence during the power-
sharing process. The effects of critical communications and overall system performance are reviewed
and compared for different co-simulation scenarios. Graphical Network Simulator (GNS3) is used in
combination with model-based predictive control and SDN, to provide latency below 100 ms, as defined in
IEC 61850. Testing of the proposed system under different cyber attack scenarios demonstrate its excellent
performance. The novel control architecture presented in the paper provides a reference framework for future
cloud computing-based microgrids.

INDEX TERMS Co-simulation, GNS3, hierarchical control, MATLAB, model-based predictive control.

NOMENCLATURE
INDEX AND SETS
(·)∗ Nominal value
(·)p Predicted value
αβ Loops in αβ frames
1 Input error
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abc, dq Loops in abc and dq frames
i Index of participating DERs
o Index of output measured variable
ref Reference value

PARAMETERS
β Weight factor for the measurements of DGi
λd Weight factor of derivative cost function
b(k) Data transmitted by secondary control
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Cf Filter capacitance
gder , ginv Derivative and DG cost functions
kpV , k iV Controller PI parameters for voltage
kpω , k iω PI controller parameters for frequency
li Last data received by DGi
mp Frequency droop coefficient
N Number of DG
nq Voltage droop coefficient
R Resistance
Zo Output impedance for each inverter
1vvirtual Virtual impedance

VARIABLES
1vvirtual Virtual impedance
δω, δV Secondary control frequency and voltage
ωi Frequency amplitude of DER i
a(k) Global consensus average for all DGs
ai(k) Local consensus average at DGi
DGk Broadcasted variable for all DGs
Pi,Qi Active and reactive power

Other notations are defined in the text

I. INTRODUCTION
One of the most significant challenges for modern soci-
ety is the transition process from fossil fuels to renewable
energy, as it is essential to mitigate the effects of climate
change and the negative impact of electricity generation.
Microgrids (MGs) can be utilized to integrate distributed
energy resources (DERs), such as photovoltaic systems (PV)
or wind turbines and to reduce emissions or improve energy
efficiency [1], [2].

Microgrids employ different technologies including power
electronics, distributed generators (DGs), energy storage sys-
tems, loads and communications, as described in [3] and [4].
The positive effects of using MGs include: 1) reduction of
transmission and distribution losses, 2) increased availability
of power supply despite failures of individual units; and
3) the possibility to include additional management or control
services to solve intermittent DERs problems.

Despite these benefits, variability of renewable resources
and energy losses during transmission/distribution raise new
challenges associated with frequency and voltage regula-
tion [5]. A common approach to solve this problem and to
achieve the microgrid operation within given standards is to
use a three level hierarchical control [6]. The primary level
uses the MG frequency and voltage to control power sharing
between DGs. In doing so, droop control causes the bus volt-
age and frequency deviation from their nominal values [7].

The main drawbacks of the droop control include: 1) active
and reactive coupling errors due to the impedance differ-
ences between DGs; 2) quality degradation of the shared
current caused by deviations of the voltage and frequency;
3) the presence of circulating currents; 4) potential errors
in active or reactive power sharing; and 5) the lack of the
global measures that consider all the constraints within the

architecture [8]. Another critical issue with the traditional
droop control is the slow dynamic response. To improve the
system’s dynamic response, alternatives to droop control have
been proposed in the recent research, including Finite Control
Set Model-based Predictive Control (FCS-MPC) [9], [10].

To regulate voltage and frequency deviations generated
by virtual inertia and virtual impedance in the primary con-
trollers, secondary control (SC) is typically employed [11].
Secondary control includes a communication system to regu-
late active/reactive power sharing and coordinate the nominal
values used by DERs at the primary level [12], [13], [14].
Additionally, communications between local controllers may
be used to achieve a global consensus of DERs and increase
the resilience of the MG.

The communication infrastructure must provide reliable,
low-latency data transmission and react quickly to dynamic
network conditions (such as link failures or congestion).
Fig. 1 illustrates critical challenges in networked microgrids.
As follows from Fig 1, the design of scalable and resilient
communications (Cx) and control infrastructure continues to
be a challenge [15], [16], [17]. Furthermore, it is essential to
establish an architecture that allows reconfiguration without
significant modifications to the communications or control
layers. Additionally, changes in the control system should not
affect the communication strategy in the networkedmicrogrid
(NMG).

To prevent cascading failures and security issues in micro-
grids a platform capable of simulating power systems and
the associated communications is essential. The use of such
a platform would allow the error detection and increase inter-
operability of the power system. Analysis of power sharing
and networked microgrid reconfiguration based on using
co-simulation tools received recent attention in the published
literature [6], [15], [31]. However, the existing power simu-
lators lack the necessary detail to realistically emulate com-
munication protocols, security issues and power devices [35],
[36]. These drawbacks arise from the lack of synchronization
between different subsystems. Namely, the power system
simulation tools is usually proposed at fixed steps, while the
communications are event-driven and take place at random
time points. Also, the latency introduced by co-simulation
tools affects efficiency and accuracy.

Additionally, it is very difficult to physically integrate
an electrical system with communications, especially for
large-scale network infrastructures. For these reasons, inves-
tigations are typically limited to studying each domain sepa-
rately, without utilizing the full capacity of a global analysis.

Transmission of large amounts of data required by net-
worked control must be secure, robust, reliable and scal-
able [33]. Routing protocols such as Routing Information
Protocol (RIP), Open Shortest Path First (OSPF), Enhanced
Interior Gateway Routing Protocol (EIGRP), and Border
Gateway Protocol (BGP), limit the topology scalability and
make failure detection and recovery a complex task [30].
The emergence of software-defined networks (SDN) pro-
vides an opportunity to add intelligence to the communication
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FIGURE 1. Networked microgrid challenges.

TABLE 1. Smart Grid/Microgid co-simulation testbed.

infrastructure, separating the physical layer from applications
and control [17]. Unlike conventional routing protocols (like
RIP, OSPF, and EIGRP), SDN includes a series of open
switch protocols to simplify the deployment and increase the
network’s resilience and efficiency. For example, after a link
failure, the SDN controller recalculates the most convenient
route, instructing the affected switches to use this new path.
The switches will only forward data in the form of packages,

which reduces reaction times of the local controllers and
improves their collaborative work.

A. CONTRIBUTION
This paper reviews the co-simulation tools, use cases and the
most promising features such as resilience and scalability,
presented in the published literature. Compared with the
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existing literature and overcoming the reported constraints,
the essential contributions of this paper are as follows:
• The paper proposes a novel co-simulation framework for
hierarchical control of networkedMGs, which combines
the attractive transient capabilities of the FCS-MPCwith
the decentralized droop methodology.

• The paper proposes a novel control strategy based on
SDN communications that increases the overall intelli-
gence level of the system.

• The paper present a model for deploying accurate and
resilient communications as an alternative to the tra-
ditional hierarchical control, power sharing and cyber-
security approaches.

• Under the proposed methodology, each DG attempts to
capture the broadcast packets from other DGs, updates
its local record based on the average of the references
and derives the local control signal accordingly. Unlike
with the conventional strategies [37], communications
and control layers are not separated. Rather than waiting
for a series of local data, the control signal is locally
updated after each sampling period, forcing the DG
towards the desired operating point.

• Cooperation between different DGs, the use of SDN
technology and integration of the resilient control
strategy with intelligent communications, mitigate the
effects of cyberattacks and isolate the compromised
nodes.

The remainder of the paper is organized as follows.
Section II reviews co-simulation alternatives from the pub-
lished literature, their contributions and use cases. Section III
describes the architecture of the proposed co-simulation
framework. Section IV presents the proposed communica-
tion algorithm. Sections V and VI detail the primary control
methodology under droop control and FCS-MPC, respec-
tively. Section VII describes the adopted secondary con-
trol strategy. The results and discussion are presented in
Section VIII. The security issues and mitigation strategy are
presented in Section IX. Section X concludes this paper and
outlines the future research directions.

II. LITERATURE REVIEW
Various power simulation tools are available to evaluate the
performance of control algorithms, power exchangemethods,
fault reduction strategies and to study economic power dis-
patch. Themost common simulators areMATLAB/Simulink,
OpenDSS, PowerWorld, PSLF (Positive Sequence Load
Flow), PSS/E and Modelica. To evaluate new communi-
cations architectures and protocols in power systems, net-
work simulators such as NS2, NS3, OMNet++, NeSSi and
OPNETModeler have been used [15]. Table 1 shows themost
recent developments on co-simulation platforms for smart
grids and microgrids.

Only a limited number of papers [20], [23], [27], [33]
include elements of security in a simulation environment.
The emergence of new security threats and the economic
impact on the utility system shifts the research attention to

alternatives that improve network performance and reduce
microgrid vulnerabilities [38], [39], [40]. It is then imperative
to evaluate the effects of these types of threats and the ability
of the microgrid to cope with these security breaches.

An alternative approach is to use testing platform based
on hardware in the loop (HIL), as a tool for real-time micro-
grid emulation. The testing platforms, such as OPAL-RT or
dSPACE, are known for their high cost. They have limitations
with respect to analyzing security issues, for which they
require additional software licenses [41]. The above limita-
tions reduce their value for relatively small research centers.
This further highlights the importance of a global framework
to enable power-sharing, communications architecture design
and security evaluation, at a reduced cost.

In [37], a distributed averaging proportional-integral
(DAPI) control strategy is proposed for frequency and voltage
regulation in a hierarchical microgrid. This strategy imple-
ments power exchange using low communication bandwidth
and provides the infrastructure’s plug-and-play capability.
However, the system has high latency and cannot compensate
for packet loss due to failure of one of the communication
devices.

Model-based Predictive Control (MPC) is a possible solu-
tion to the problem of packet loss and high latency. In [42]
and [43] a distributed predictive control scheme (DMPC) is
proposed that includes the latency and packet loss constraints
within the optimization problem. Although very promising,
this proposal assumes that the communication protocol is
ideal and leaves out of the scope other types of failures, such
as those caused by path loss or cyberattacks. In addition, vari-
ability of the network topology needs to be further addressed
at the secondary control level. Therefore, a strategy that adds
resilience, intelligence and scalability to the communication
infrastructure remains as open issue.

III. CO-SIMULATION ARCHITECTURE
Considering previous research [6], [17], [36], [37], the study
presented in this paper is based on the use of the hier-
archical control strategy, which increases the microgrid’s
resilience and reconfiguration capacity. The proposed archi-
tecture is shown in Fig. 2. This architecture utilizes MAT-
LAB/Simulink to implement the electrical system and GNS3
as a networking simulation tool.

The electrical system and model-based predictive control
are developed in MATLAB/Simulink (step 1© of Fig. 2),
which is well-suited to the requirements of control strategies
and power electronics devices. The example presented in this
work includes four Voltage Source inverters (VSI), intercon-
nected through line impedances. Each inverter is controlled
by FCS-MPC, which improves dynamic response [44] and
adds the capacity to send/receive information in real-time
from/to GNS3 (steps 2© and 3© of Fig. 2).

GNS3 [45] is an open-source network simulation tool
that emulates a complex communication network through a
graphical user interface. It is based on Dynamips / Dynagen
emulator [46]. The most important features of GNS3 are the
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FIGURE 2. Proposed architecture for co-simulation framework. Dashed lines between DGs represent communication links.

ability to run Docker containers inside the communication
architecture and to include virtual machines in the runtime
environment. These features allow complex communication
devices such as open-flow switches, SDN controllers, or con-
ventional routers, to be included within the topology without
the need for additional resources. Also, this tool enables
packet capture in real-time, analyzes the traffic, allows to
introduce jitter and packet losses, and to simulate different
disturbances, such as link/device failures or congestion.

Another SDN simulation alternative is Mininet [47], which
has become increasingly popular in recent years. However,
it is mainly focused on SDN networks, which decreases the
versatility of the communication architecture under study.
The topology implementation in Mininet is relatively com-
plex and requires Linux. Another prominent disadvantage
of Mininet is that it cannot natively run Docker containers
or virtual machines. The above limitations of Mininet, plus
the lack of scalability options, especially those required by
cybersecurity, makes GNS3 a preferred candidate.

The GNS3 topology comprises four OpenFlow Switches
(OFS), supervised by an OpenDaylight SDN controller,
implemented in a Docker container [48]. The advantages
of using the Docker are in reducing the deployment
time and packaging of the applications. Secondary con-
trollers are deployed at each Docker container. Furthermore,
a Python application running inside another container coor-
dinates MATLAB dynamic simulations and data exchange
through the SDN network in GNS3. This Python applica-
tion aims to calculate the voltage and frequency references
for the global power sharing and reconfiguration signals
for the inverters. The block on the right hand side of
Fig. 2 shows the communication architecture. The MATLAB
and GNS3 parts are interconnected by a synchronization
mechanism.

Synchronization is performed through User Datagram Pro-
tocol (UDP) socket at each sampling period of MATLAB

(steps 4© and 11© of Fig. 2). It is preferred to use UDP instead
of Transmission Control Protocol (TCP), to take advantage
of the connection-less protocols, referring to high speed and
lower transmission rate in case of errors. In this way, if a
failure occurs when receiving a message, the references will
be set to the previous values until the next sampling period.
The sampling error is minimized by using a default buffer
connected to UDP Block at each local controller, according
to the logic proposed in [49].

The reference and reconfiguration values are sent over
the SDN network, which is controlled by OpenDay-
light [50] in GNS3 (steps 6© and 7© of Fig. 2). The
Python application (steps 8©) recalculates the voltage refer-
ence for power-sharing and sends the result back to MAT-
LAB/Simulink (steps 9© and 10© of Fig. 2). Upon receiving the
new settings, Simulink reconfigures the microgrid, forcing it
to modify the current conditions if necessary (steps 11© and 12©

of Fig. 2).
The OSPF communication protocol is compared with SDN

to evaluate the performance of the microgrid communication
strategy. The goal is to estimate the routing convergence
time for both protocols without bandwidth limitations or
link delays. The communication starts in Simulink and is
established between DG1 and DG4 by firing a continuous
message over the main path. The route is detected using the
traceroute command. A link and device failure is simulated
for 10 seconds and then the simulation waits until reconnec-
tion via an alternate route is achieved. The next step is to
determine the convergence time and the number of packet
losses. As shown in Fig. 3, SDN has lower convergence
time and significantly fewer packet losses during failure and
reconnection than OSPF.

To test critical scenarios, Fig. 4 compares typical responses
of OSPF and SDN to a failure. The plot on the right hand
side illustrates the worst case scenario with a 10 ms delay
and 10 ms jitter. As can be seen, even near the maximum
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FIGURE 3. Routing convergence delay and packet loss when link failure
and device failure for OSPF and SDN.

FIGURE 4. Measured latency during OSPF and SDN communication. At
10 seconds on the left side, communication device failure occurred. The
performance for 10 ms delay and 10 ms jitter is on the right side.

value of jitter allowed in communications networks [51], the
framework’s performance remains stable.

The main drawback of using GNS3 is its high demand for
computational resources. According to [52], computational
requirements of Mininet and GNS3 are similar, especially
when they run in Linux environments. The co-simulation
results in this work are obtained in Linux environment with
an i5 processor and 32 GB of RAM.

IV. PROPOSED COMMUNICATION ALGORITHM
The communication strategy is based on a gossip broadcast
algorithm for achieving consensus [53]. Gossip algorithms
have received the research attention due to their ability to
compute global statistics (like average methods) using local
pair-wise communications [54].

Here, for simplicity, it is assumed that all DGs are con-
nected. The distributed averaging algorithm uses a global
variable δx, representing a secondary control objective (for
example, voltage or frequency). At each sampling time k , the
measurements δxi(k) are made, and the global average a(k)
is calculated by the Python application for theDGi. The signal
transmitted at each sample k can be calculated as described
in [55], where N means the DG number:

b(k) = ai(k), i = 1, 2, . . .N (1)

The local estimate values ai(k) of all DGs, including the
broadcasting one, are updated as follows [56]:

ai(k) = βδxi(k)+ (1− βi)bi(k), i = 0, 1, . . . ,N − 1 (2)

where bi(k) is the local record of the received broadcast data:

bi(k) = b(li), li < k (3)

FIGURE 5. Implemented gossip broadcast algorithm. Modified from [55].

Variable li represents the last data correctly received by
the DGi. If the communication takes place in an environ-
ment without packet losses then bi(k) = bi(k − 1), i =
0, 1, . . . ,N − 1. The value β is included as a weighting
factor to limit the gainmeasurements made byDGi. Choosing
βi = 1/N , i = 0, 1, . . . ,N−1, simplifies the communication
strategy. Fig. 5 shows the communication flowchart for one
DG.

In a typical co-simulation networked MG, the propagation
latency can be neglected, and the dominant contributor to the
delay is the protocol stack processing [17]. For these reasons,
the delay is only considered during the reception, average
estimation and the data broadcasting. Next, the voltage and
frequency reference, generated by the communications strat-
egy, is passed to the primary control. The primary and sec-
ondary control algorithms have been developed, to evaluate
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FIGURE 6. Proposed topology of the secondary distributed control
strategy.

the overall performance of distributed microgrid control and
the impacts of communications, as described below.

V. BUILDING DROOP WITHIN PRIMARY CONTROL
The adopted microgrid topology includes parallel inverters
and multiple loads connected to the common AC bus (see
the Electrical System shown in Fig. 6). The droop control
strategy is used to regulate the MG power sharing. The main
goal of the primary droop control is to set an equitable load
sharing amongst the DGs, based on a well known P-Q droop
method [37]. Each inverter has an external droop control loop,
to establish decentralized control. The Primary Control block
shown in Fig. 6 details the adopted strategy used in this work
to regulate frequency and voltage.

Using the droop principles, the frequency and voltage
amplitude of each inverter is given by, respectively:

ωi = ω
∗
− mp(P− P∗) = ω∗ − mp1P (4)

Vi = V ∗ − nq(Q− Q∗) = V ∗ − nq1Q (5)

where ω∗ and V ∗ are the nominal frequency and voltage, P
and Q are the measured active and reactive power injections
and 1P and 1Q are the corresponding power inputs errors
for the droop controller. Coefficients mp and nq regulate
maximum deviations allowed within the MG [36].

Different lengths of transmission lines make the output
impedances of the the voltage source inverters unequal, caus-
ing unbalanced power sharing under droop control. The vir-
tual impedance concept is then used to achieve a fixed output
impedance value and to decouple the control of active and

reactive powers [9]. The virtual impedance helps to keep the
voltage within the defined limits. Additionally, it provides
harmonics compensation and improves the system stability.

A. VIRTUAL IMPEDANCE
The idea of virtual impedance is to emulate the behavior of
a real impedance without introducing the associated losses.
Fig. 6 shows the input and output signals in the Virtual
Impedance block. In this work, the Virtual Impedance block
is implemented based on the ideas presented in [36], consid-
ering the distribution lines as inductive:

Vref = V ∗ − Zv · io (6)

where Zv is the inductive virtual impedance,V ∗ is the nominal
voltage measured across the LCL filter capacitor, and Vref is
the voltage reference provided by the outer droop control. The
LCL filter is designed according to [57] and is intended to
keep the voltage drop caused by the virtual impedance within
the desired limits.

The virtual impedance values is then selected such as to
achieve equal equivalent output impedances across all the
inverters. A positive impedance Zv is added to the inverter
with a lower physical output impedance and adds a negative
virtual impedance to the inverter with a higher physical output
impedance.

Equation (7) shows how virtual impedances are added for
the two adjacent DGs. In each case, two virtual impedances
are added. The combination of the two virtual impedances
results in the same power-sharing performance as with the
conventional single virtual impedance, but the voltage drops
across the virtual impedances are significantly reduced [57]:

Zo,1 + Zv,1 = Zo,2 + Zv,2 (7)

where Zo,i denotes the output impedance of inverter i and is
the sum of all impedances between the inverter’s output and
the load; and Zv,i is half the value required to equalize the
output impedances.

Virtual impedance loops (1vvirtual,abc) are impelmented in
a synchronous reference frame using per unit values. This
provides compatibility of the different control levels with
each other:

1vvirtual,abc = RL
diabc
dt

(8)

Applying Park transformations, equations (9) and (10) for
the synchronous reference frame can be obtained as:

1vvirtual,dq = Ri,dqL
didq
dt
+ jωLidq (9)[

1vvirtual,d
1vvirtual,q

]
= R

[
id
iq

]
+ L · s

[
id
iq

]
+

[
0 −ωL
ωL 0

] [
id
iq

]
(10)

In the published literature, droop control is widely used
for both the inner and the outer control loops. However, this
approach suffers from severe practical limitations due to the
fact that the outer loop needs to be designed with a smaller

VOLUME 10, 2022 111395



R. E. Pérez Guzmán et al.: Microgrid Power Sharing Framework for SDN and Cybersecurity Analysis

FIGURE 7. Current iabc and voltage Vabc regulation, when DG 1 is disconnected at 4s.

bandwidth than the inner control loop [9]. Additionally, active
and reactive coupling errors and the potential phase shifts
under such a control may result in slow transient response.

These problems can be addressed by using Finite Control
SetModel Predictive Control (FCS-MPC), as discussed in the
next section.

VI. PRIMARY CONTROL BASED ON FCS-MPC
FCS-MPC is based on a discrete-time model used to predict
the future behaviour of a controlled variable. In each cycle,
it implements a single optimal switching state, without the
use of modulation [9]. The optimal state is selected, from a
finite control set, so as to minimize a given cost function.

As is common in the literature [44], it is assumed that
each DG interfaces with the MG loads via a Voltage Source
Inverter (VSI). A cost function considering the currents in
coordinates α, β, is obtained through equation (11). For
simplicity, it is assumed that the reference voltage does not
significantly change over a sampling interval, so V ∗(k+1) =
V ∗(k). This assumption can introduce a sample delay, which
is not a problem when using high sampling frequencies.
A quadratic cost function is then defined as follows:

ginv = (V ∗α − V
p
α )

2
+ (V ∗β − V

p
β )

2 (11)

where voltages Vα and Vβ are calculated based on Clark
transformation for nominal (∗) and predicted values (p).

The reference voltage as function of time is given by:

V ∗(t) = Vref sin(ωref t)︸ ︷︷ ︸
V ∗α (t)

+ jVref cos(ωref t)︸ ︷︷ ︸
V ∗β (t)

(12)

where Vref and ωref are the voltage amplitude and the angular
frequency (ωref = 2π fref ) of the reference signal at time t .
The derivative of the voltage reference can be obtained as:

dV ∗(t)
dt
= ωref Vref cos(ωref t)︸ ︷︷ ︸

ωref V ∗β (t)

+ jωref Vref sin(ωref t)︸ ︷︷ ︸
ωref V ∗α (t)

(13)

To track V ∗(t), equations (12) and (13) are converted to
the α, β frame. The predicted current if and the measured
current io are calculated as explained in [9], to predict the

capacitor voltage derivative as:

dV ∗(t)
dt
=
if α(t)− ioα(t)

Cf︸ ︷︷ ︸
dV∗α (t)
dt

+ j
if β (t)− ioβ (t)

Cf︸ ︷︷ ︸
dV∗
β
(t)

dt

(14)

where if (t) and io(t) are the current measured in the LCL
filter, and the output current of the DG, respectively.

From equation (14) it follows that the derivative part of the
voltage, can be tracked if the error between the predicted and
the measured currents is minimized. Then the corresponding
cost function can be formulated as:

gder= (Cf ωref V ∗β − if α+ioα)
2
+ (Cf ωref V ∗α + if β − ioβ )

2

(15)

Building on the the above discussion, the total cost function
can be defined as a sum of the conventional cost function (11)
and the cost function (14) for the voltage derivative across the
capacitors. The weighting factor λd in the total cost function
allows for adjusting the effect of the derivative term:

g = ginv + λdgder (16)

Fig. 7 shows the results of the model-based predictive
control during a microgrid reconfiguration. It can be seen
that the proposed control algorithm provides fast dynamic
response, which adds to the MG’s resilience. The voltage
and frequency deviations caused by the droop control are
eliminated by the secondary control, which is discussed next.

VII. SECONDARY CONTROL
Secondary control allows for regulating the microgrid volt-
age and frequency altered by the primary control. In this
paper, a local secondary controller is implemented at each
DG, as opposed to using a centralized secondary control
strategy [17].

1) FREQUENCY CONTROL
EachDGmeasures its own frequency at each sampling instant
(ωDGi ), averages the received information from other units
(ωDGk ) and then broadcasts its calculated average frequency
(δωDGk ) to the DGs. Then, the average is compared with the
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TABLE 2. Electrical and control parameters of the MG.

nominal frequency ofMG (ω∗) and sent to the secondaryDGi
controller, to restore the frequency as follows:

ωDGi (t) = ωo + mpPi(t)+ δωDGk (17)

ωDGk =

∑N
i=1 ωDGi

N
(18)

δωDGk = kpω (ω
∗
− ωDGk )+ k iω

∫
(ω∗ − ωDGk )dt (19)

where kpω and k iω are the PI controller parameters; δωDGk
is the compensation signal for the primary control (see to
Distributed Secondary Control block shown in Fig. 6); ωDGk
is the average frequency determined by DGk ; and ω∗ is the
nominal frequency of the MG.

2) VOLTAGE CONTROL
After calculating the voltage average (VMG) received from the
communication network, the local controller determines the
error between this value and the reference output voltage V ∗.
This error δVDGk is then sent to the primary control (FCS-
MPC) to compensate for the voltage deviation. Fig. 6 shows
the described strategy in the Distributed Secondary Control
block.

VDGi (t) = ωo + nqQi(t)+ δVDGk (20)

VDGk =

∑N
i=1 VDGi
N

(21)

δVDGk = kpv (V
∗
− VDGk )+ k iv

∫
(V ∗ − VDGk )dt (22)

where VDGk is the average of voltages broadcasted from all
DGs. Small signal representations of frequency and voltage
for secondary control are detailed [36].

VIII. RESULTS AND DISCUSSION
Performance of the proposed framework, control strategy,
and the intelligent communication system was validated on a
modified IEEE 5 bus system [11]. To perform the evaluation,
a MATLAB simulation was implemented using the param-
eters detailed in Table 2. Different test cases were consid-
ered including droop control, virtual impedance, secondary

control and communications cybersecurity analysis. In each
case, voltage and frequency comparisons were performed.
Each simulation length is 10 seconds. The distributed con-
trol strategy uses SDN as an alternative to the conventional
communication strategy and the associated protocols.

As is common for a small scale microgrid, the distribu-
tion lines are assumed to have inductive behavior [57]. The
lengths of these lines are 500 meters for inverters one and
three (Z1,Z3) and 800 meters for inverters two and four
(Z2,Z4). The microgrid includes two linear loads, and four
identical VSIs with equal shares. The loads are resistive-
inductive, which enables studying the active and reactive
power sharing. The loads are modeled as constant impedance
and their size is chosen to represent the residential loads.

CASE 1 (DROOP CONTROL WITHOUT COMMUNICATION)
During the time between 0 and 1 second, only droop control
with virtual impedance is implemented, with no communica-
tion links between the DGs. Figs. 8, 9 show the simulation
results. The output voltage and current are regulated around
the nominal values. However, power sharing, frequency and
voltage amplitude (Fig. 9) deviate from the nominal values.
Depending on the initial conditions and controller gains,
frequenciesωimay converge to different values and shift their
respective droop curves by different amounts. This unwanted
degree of freedom causes unequal active power sharing,
as seen in Fig. 8 between 0 to 1 second.

CASE 2 (ADDING SECONDARY CONTROL)
At the time 1s and up to the end of the simulation, the com-
munication links and average estimation algorithm are added.
The averaging algorithm minimizes the frequency error at
the primary control level and provides equal power sharing
between DGs. As shown in Fig. 9, the proposed strategy
restores frequency and voltage faster than the strategy with
only primary control.

CASE 3 (CHANGING THE AC LOAD)
Starting at 2 seconds and until 5 seconds, an additional 25%
load is added to the MG bus. This leads to an increased active
power supplied by the inverters. Furthermore, between 5 and
10 seconds, the load-shedding of the biggest impedance is
simulated. Figs. 8, 9, show the results.

CASE 4 (ADDING OR REMOVING DGs)
At the time 8s and up to the end of the simulation, the Python
script in GNS3 sends a disconnection signal for DG1. As can
be seen in Figs. 8, 9, the removal of the DG1 from the MG is
successful and the SDN communication strategy performs as
expected.

Plug and play capability in a microgrid is essential to
ensure its resilience. To illustrate this, the Fig. 10 shows a
comparison between the primary control and the proposed
strategy under simulated disconnection and reconnection of
a DG. In this case, at time 2 seconds the DG1 is discon-
nected and then reconnected again at 4 seconds. During the
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FIGURE 8. Performance of active and reactive power sharing strategy.

FIGURE 9. Comparison of frequency and voltage restoration for primary control, OSPF and proposed distributed secondary
control.

FIGURE 10. Performance distributed strategy with DG switching off/on. For 0 < t < 2s, all DGs are connected.
At 2 < t < 4, the DG1 is disconnected, simulating a failure. When 4 < t < ends, DG1 is reconnected to the microgrid.

reconnection, deviations of voltage and frequency are pro-
duced, which are then eliminated approximately 1 second
later. This behaviour is acceptable according to [58]. Also,
as shown in Fig. 10, the proposed strategy performsmuch bet-
ter than the primary control alone. The frequency deviations
are within the limits defined by the standards IEEE 1574 and
IEC 61727 [36].

It is worth noting that the response time of the secondary
control can be reduced by increasing the gains of PI con-
trollers. However, the achievable bandwidth is limited by the
communication network and the bandwidth of the primary
control. The current and voltage calculated by FCS-MPC dur-
ing the step changes validate the performance of the primary
control. As can be seen in Figs. 7 and Fig. 10, the current and

voltage of the MG Bus are appropriately regulated during the
disconnection of the DG1 at 4 seconds.

According to the presented simulation results, in all cases
it is possible to regulate the voltage and frequency towards
their nominal values. In the first part of the simulation
(0 < t < 1s), with only droop control and virtual impedance,
reaching steady state for frequency has some limitations.
When secondary control kicks in (1 < t < end), a more
accurate frequency regulation is achieved. The proposed
secondary control algorithm allows for regulation of both
frequency and voltage, despite rapid changes in the load.
Therefore, the combination of the Python application in
GNS3, consensus algorithm and FCS-MPC results in a recon-
figurable microgrid resilient against disturbances in the load
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FIGURE 11. Frequency and voltage restoration for 50% of the packet losses and 100 ms delay. For 0 < t < 1s, only
primary control are considered, at 1 < t < end , the secondary control is activated. When 2 < t < 5s, load is added and
5 < t < end higher load is disconnected. Finally at 8s, DG1 is turned off.

FIGURE 12. Comparison of microgrid frequency response for Distributed
Average PI control (DAPI), Distributed Model-based Predictive Control
(DMPC) and this proposal.

or distributed generators. As can be seen in Fig. 9 the
SDN-based strategy performs better than its competitors and
achieves a steady state faster.

A. COMMUNICATIONS LINK FAILURES
The impact of packet loss due to poor communication system
performance is further evaluated. Fig. 11 shows results for
a 50% of packet loss and a 100 ms communication delay.
When this happens, a high frequency deviation is initially
observed. After less than a second the frequency is stabilized
to its nominal value. Amemory block is introduced within the
secondary control to minimize the effect of packet loss [49].
This allows the system to feed the PI controllers with the last
value received by the gossip algorithm if the communication
system fails.

IX. STABILITY
Stability analysis in networked microgrids is vital to guaran-
tee the electrical system’s reliability in the face of DERs vari-
ability or load changes. In [59], a comparative analysis under
different disturbances of a networkedmicrogrid is performed.
Similarly, in [36], it is shown that when using load frequency
analysis and safe switching sequence the frequency/voltage
deviations are eliminated faster thanwith the traditional linear
control approach. To limit the switching effort and to decrease
the total harmonic distortion (THD) the corresponding terms
can be added to the primary control cost function. A detailed

analysis of stability and harmonic distortion can be found in
[60] and is out of scope of the current paper.

Here, to illustrate stability, the frequency control results
for the proposed strategy is compared with two well-cited
distributed control strategies [37], [42]. Under this scenario,
an additional load is connected to the power system at t = 1.
After 2 seconds, the simulation disconnects one of the DGs
involved in the microgrid power exchange. As can be seen
in Fig. 12, the dynamic performance of the proposed control
is superior to both DAPI [37] and DMPC. The effort of
the DMPC predictive control strategies and this proposal is
similar and less than that required by the DAPI control, which
looks near to the unstable conditions. However, the steady
state is reached in approximately 1 second in all cases.

The use of the proposed strategy is particularly advan-
tageous in the situation of load increase or disconnection.
This is due to the high bandwidth, and the use of intelligent
communications system. In this sense, to improve the per-
formance of optimal frequency control, the researches [61],
[62] propose the application of imperialist competitive algo-
rithm (ICA) and dual-stage fractional order PID to enhance
frequency control in an NMG. From the comparative point
of view, both strategies minimize the frequency deviation
through classical PI control modifications. These parame-
ters include ICA, to minimize a cost function and improve
the system’s dynamic response to disturbances. An exciting
alternative to adding more intelligence to the above control
systems is presented in [63], where fuzzification and filtering
strategies are applied to optimize coefficients and improve
frequency control.

FCS-MPC improves the dynamic response of the primary
control. As discussed in the literature [36], [64], FCS-MPC
demonstrates faster frequency and voltage regulation than the
conventional PI primary control. Also, the VSC switching
harmonics can be effectively suppressed.

Stability under cyberattacks presents challenges that
have not been sufficiently addressed in the literature [65].
For example, synchronization of multiple DERs [66],
as well as minimization of stability times, especially dur-
ing transitions/failures [67], still require further work. Some
researchers [68], [69], [70], have demonstrated asymptotical
stability of their control architectures using Lyapunov’s the-
ory [71]. Also, in [36], a stability analysis of the primary
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FIGURE 13. Injection and DOS attacks in IEEE 5 Bus testbed architecture.

frequency and voltage control is performed by using the
describing functions.

Attacks aimed at inducing errors in the frequency control
seek to degrade the stability of the electrical system through
the injection of control errors. Some recent suggestions to
mitigate these threats consider using energy storage systems
to ensure transient stability [72].

X. SECURITY ANALYSIS OVER NMG
Cybersecurity is one of the most critical challenges of today’s
networked microgrid [38]. The data availability, integrity and
reliability are essential in avoiding negative economic and
physical impacts. In addition to improving reliability, increas-
ing resilience and adding intelligence to the communica-
tions system, SDN can also detect cyber-attacks and improve
the security. In [73] a model to mitigate power bot attacks
through a series of detection rules on the SDN controller is
presented. However, it is only focused on hijacking attacks,
leaving out other common scenarios. In [74], a programmable
SDN controller is presented to detect complex cyber-attacks.
In [75] a resilient control against false data injection in NM
is discussed, that is based on Weighted Mean Subsequence
Reduced (W-MSR).

However, the above strategies cannot integrate SDN, to dis-
tinguish between different threats. The minimum bandwidth
utilization, denial of service attacks (DoS), false data injec-
tion techniques (FDI) and controller hijacking are the most
important risks in NM [68], [76]. False data injection (FDI)
and hijacking attacks can affect the inverter’s data integrity
(and modify control strategy), while DoS attacks harm the
availability of the communications service.

This paper proposes a new intelligent strategy to detect
and mitigate DoS and FDI attacks embedded in the proposed
framework. Fig. 13 shows a scenario, in which a virtual
machine in GNS3 with ParrotOS performs a DoS attack
and FDI attack. To illustrate the worst case scenario, the
DoS attack is carried out on the communication device that
connects the SDNwithMATLAB. The DoS attack targets the

FIGURE 14. Flow chart of the strategy against cyber attacks in the
proposed SDN framework.

communications device closest to DG4, while the FDI attack
aims at the DSP controller within DG1.
The algorithm applied in this case is shown in Fig. 14,

where a series of small control signals and decision rules are
implemented in the SDN controller. The proposed approach
increases resilience of NM with minimal intervention of the
SDN controller and bandwidth utilization and allows for the
deployment of different cybersecurity test scenarios.

As Figs 15, 16, 17, 18 show, the distributed control strategy
without considering cyber attacks is highly vulnerable to FDI
and DoS attacks. The control variables such as frequency
and voltage under attack become unstable, causing the MG
to collapse. The simulations evaluate the power exchange
under FDI and DoS attacks and demonstrate that it is essential
to include the cyber attack mitigation within the microgrid
control strategy. In the literature various intrusion detection
systems are proposed, to alert or prevent cyberattacks [77].
However, when operating under a distributed control strategy,
nodes are only able to identify threats locally, without a global
perspective of collaborative work.

Another technology offering clear benefit to smart grid
and microgrid security applications is blockchain technology.
Unlike intrusion detection systems, it involves a peer-to-peer
communication based on a cryptographic transaction [78],
[79]. This alternative is ideal for distributed system applica-
tions, such as electrical systems. In addition, to improving
reliability and security, the blockchain technology can pro-
vide data integrity.

A. MITIGATION OF INTEGRITY-ORIENTED ATTACKS
The most critical risks for the data integrity in the inverter
control applications are FDI and hijacking attacks. Based on
the procedure presented in [73], it is proposed here to use
a host tracking service (HTS) to prevent corruption of the
inverter control parameters by an attacker. The HTS service
uses the HostStatus_Checker flag on the incoming packets,
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FIGURE 15. Frequency and voltage with and without the proposed mitigation strategy.

FIGURE 16. Voltage and current measured during FDI attacks.

FIGURE 17. Defense step against DoS attacks on the SDN proposal and without mitigation algorithm.

to indicate that a device needs to migrate to a new host.
In this way, if the HTS service receives a message from a new
locationwithout first obtaining a port-downmessage from the
previous device, the SDN controller will automatically block
traffic from that host and the port will become unavailable.
Even if the MAC or IPs are spoofed, the attacking host will
be isolated from the rest of the system.

An algorithm proposed to avoid the impact of FDI and
hijacking attacks is shown on the next page as Algorithm 1.
The corresponding Fig. 15 and Fig. 16 show the microgrid’s
performance under an FDI attack, initiated at 2 seconds.
As can be seen in those figures, the system behavior without
FDI consideration is unacceptable, which is evident from the
frequency and voltage collapse.

When applying the proposed algorithm based on SDN, the
system performance resembles the behavior of hierarchical
control under normal conditions (as shown by blue line in
Fig. 15). Small deviations from the setpoint observed in
Fig. 15 are due to propagation delay in the control imple-
mentation and limitations of the SDN controller processing

capacity. However, these deviations are within the acceptable
limits according to IEC 61850.

B. MITIGATION OF AVAILABILITY-ORIENTED ATTACKS
A DoS attack aims to overload the communications devices’
routing table (or flows). Fig. 14 has previously shown the
strategy proposed to mitigate DoS attacks. The input values
are the frequency and the voltage that are passed to the sec-
ondary control. Additionally, if the total bandwidth utilization
(set at 1Gbps as an example) exceeds 85%, the communica-
tion speed of each switch is then limited to half the nominal
speed until the workload of the switches decreases.

Fig. 17 illustrates the performance of the proposed algo-
rithm under this attack. For comparison, Fig. 18 represents
the consequences in terms of voltage and current without
the security considerations. It is clear that without the SDN
security restrictions the MG is unstable.

When applying the mitigation strategy, the behavior of the
network is practically the same as under normal conditions.
To summarize, different vulnerabilities have been analyzed

VOLUME 10, 2022 111401



R. E. Pérez Guzmán et al.: Microgrid Power Sharing Framework for SDN and Cybersecurity Analysis

FIGURE 18. Voltage and current measured during DoS attacks.

Algorithm 1 Proposed Algorithm for FDI Mitigation
Input: Frequency and voltage of DGi at k
Output: δω and δV (consensus frequency/voltage)
for i in normal DG do

S← sort (values received from DGi)
N ← total of DGs in S
if DGi value ≥ S(1) then

discard the smallest value of ω,V received;

end if
else if DGi value ≤ S(N) then

discard the largest value of ω,V received;

end if
else

discards received ω,V values farthest from the
median of S;

end if
for ω and V in remaining neighbors do

ω(k + 1)← average ω(N − 1);
V (k + 1)← average V (N − 1);
δω← ω(k + 1); δV ← V (k + 1);

end for
return δω; δV
end for

through the integration of virtual machines. Also, security
leaks is possible within the GNS3 virtual machine.

XI. CONCLUSION
This paper has proposed a co-simulation framework for a
distributed secondary control strategy to regulate frequency
and voltage in a networked MG. The integration of MAT-
LAB/Simulink and GNS3 tools allowed to simulate the elec-
trical system and communications within the same runtime
environment. Power sharing in the MG is controlled based
on P - f and Q - V droop characteristics. The proposed
FCS-MPC strategy combined with SDN has been shown to
increase the system’s reliability and improve power sharing.
The paper has demonstrated that the ability to exchange
control information between DGs over the SDN network
improves the dynamic response of the system to load vari-
ations and allows to quickly reach a steady state.

The results presented in this paper have shown that
resilience of a power network can be significantly improved
by using sophisticated control strategies and programmable
communications networks like SDN. Various test scenarios
have been proposed in the paper to analyze the performance
of the framework, of the control strategies, and the micro-
grid’s behaviour under FDI, DoS and hijacking cyber attacks.
The limitations regarding to device data storage in the flow
tables that exploit DoS attacks are solved thanks to SDN
technology. The proposed framework has been shown to
provide a suitable architecture for cybersecurity analysis. The
proposed mitigation strategies have improved resilience of
the microgrid to cyberattackes by utilizing the benefits of
cooperative control strategies.
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