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Abstract

The Gottesman-Kitaev-Preskill (GKP) error-correcting code uses one or more bosonic

modes to encode a finite-dimensional logical space, allowing a low-error logical qubit

to be encoded in a small number of resonators. In this thesis, I propose new

methods to implement logical gates and measurements with GKP codes and analyse

their performance. The logical gate scheme uses the single-qubit Clifford frame

to greatly reduce the number of gates needed to implement an algorithm without

increasing the hardware requirements. The logical measurement scheme uses one

ancilla mode to achieve a 0.1% logical error rate over a measurement time of 630 ns

when the measurement efficiency is as low as 75%. Finally, I provide a subsystem

decomposition which can be used to analyse GKP codes efficiently even as the Fock

space distribution of the codestates goes to infinity.
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the thesis.
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in sections 3.4 and 3.5 was my idea. In chapter 4, the initial idea of using qubit

subsystem decompositions to inspire a GKP subsystem decomposition was proposed

by Andrew, while the ideas in the remainder of the paper were developed primarily

by me.

Finally, Chapter 5 contains my concluding statements and outlook for future

research.
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Chapter 1

Introduction

Quantum computing is an exciting new information processing technology that has

the potential to solve a number of problems exponentially faster than our current

best classical algorithms [1], with applications ranging from number theory [4] to

chemistry [5, 6]. Moreover, developments in quantum computing could enable the

realisation of related technologies such as quantum cryptography [7, 8] and quantum

astronomy [9]. In a landmark experiment in 2019, a specially-designed algorithm was

run on a quantum computer orders of magnitude faster than possible on a classical

computer [10]. However, to run useful algorithms that offer quantum speed-ups

on a physical device, the error rates of the qubits must be at least eight orders of

magnitude lower than is possible on current devices [11, 12].1

As such, it is widely believed that Quantum Error Correction (QEC) [13] is

required to achieve sufficiently low error rates to run useful algorithms. The most

widely-studied class of QEC code are qubit codes, in which the logical qubits used

to run an algorithm are stored redundantly in a larger number of physical qubits,

allowing the error rate of each encoded logical qubit to be lower than the error rate of

each physical qubit. Recent experiments have been able to realise examples of qubit

codes such as the repetition [14] and surface codes [11, 15, 16, 17], but are yet to reach

the break-even point of the code – the point at which the logical qubits have longer

lifetimes than physical qubits – due to the high levels of noise in the experiment. The

goal of these experiments is to reach, and then surpass, the threshold of the code –

the physical error rate below which one can achieve any target logical error rate given

enough physical qubits. Excitingly, a recent experiment [15] showed a slight decrease

in the logical error rate when the size of the surface code was increased. However,

achieving physical error rates which are one or two orders of magnitude below the

threshold of the code can drastically reduce the overhead number of physical qubits

required to perform a useful algorithm [18, 19, 20], simplifying the requirements

needed to build a powerful quantum computer.

One way to reduce the physical error rate is to encode each “physical” qubit

additionally in a bosonic QEC code [21, 22, 23, 24, 25], forming a code concatenation

1This is estimate is based on a recent superconducting surface-code experiment with a per-cycle
error rate ∼ 10−2, and a target logical error rate to factor a 100-bit number using Shor’s algorithm
of ∼ 10−10.
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between the bosonic and qubit QEC code. Bosonic codes differ from qubit codes in

that the physical state space consists of the formally infinite-dimensional Hilbert space

of a quantum harmonic oscillator. As such, bosonic codes can be implemented with a

single physical unit such as an electromagnetic resonator, a travelling photon, or an

ion trap. Excitingly, the first experiment to surpass the break-even was performed

using a bosonic code called a cat code [22, 26]. However, this thesis will focus instead

on the Gottesman-Kitaev-Preskill (GKP) code [23], whose codestates have been

prepared in superconducting microwave resonators [27, 28] and the motional modes

of trapped ions [29, 30] but are yet to achieve break-even.

GKP codes are exciting for two reasons in particular. First, GKP codes have

been shown to outperform other bosonic codes against a pure loss noise channel,

the dominant noise source in most bosonic systems [31]. Second, GKP state prepa-

ration is the only non-Gaussian resource required to achieve universal quantum

computation [32], in contrast to cat codes which require non-Gaussian resources to

perform Clifford gates. Typically, non-Gaussian resources are harder to implement

experimentally than Gaussian resources, so minimising the use of non-Gaussian

resources reduces the difficulty of building a quantum computer. We do note that

while loss is typically the dominant noise source in bosonic systems, secondary error

sources such as dephasing and measurement inefficiencies have the potential to affect

GKP codes more significantly than other bosonic codes [33].

Currently, there is still work to be done to design practical protocols to implement

universal quantum computing with GKP codes that can guide the next generation of

experiments. In particular, the theoretical work done on practical computation with

GKP codes has largely focussed on Pauli-eigenstate preparation [34, 30, 35], magic

state preparation and injection routines [32, 36], and error-correction schemes [23, 33].

However, work on performing logical gates and measurements in practice has only

been conducted in the context of optical photons [37] (to the best of my knowledge).

Furthermore, simulations of GKP codes have largely been limited to analysing the

random Gaussian displacement noise model, which has been shown to be equivalent

to a pure loss noise channel followed by a quantum-limited amplification channel [38],

but is unable to exactly capture the behaviour of either the pure loss or dephasing

noise channels. Since GKP codes are suspected to be more susceptible to dephasing

and measurement inefficiencies, methods for simulating these sources of noise are of

particular interest in assessing the feasibility of fault-tolerant quantum computation

with GKP codes.

We address each of these issues in the two papers presented in this thesis. In

chapter 3, we present a scheme for performing logical Clifford gates and Pauli mea-
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surements in GKP codes implemented in a superconducting architecture. Our scheme

reduces the overall number of gates required to be performed without increasing

the hardware overhead, thus reducing the possible spread of errors through the

system. As a part of this proposal, we suggest following each performed logical

gate with a modified error-correction scheme that better accounts for errors that

are spread due to the logical gates, reducing the error rates of each gate by up to

two orders of magnitude. Finally, we complement this with an analysis of logical

Pauli measurements in the presence of measurement inefficiencies, and propose a

scheme to reduce the effect of the inefficient measurements on the logical read-out

error rate. This forms the more practical work contained within this thesis, and we

hope it can provide guidance for implementing GKP logical gates and measurements

in near-term superconducting experiments.

However, to analyse the schemes introduced in chapter 3, we need an efficient

method of simulating GKP codes. Traditional Fock space simulations – which

involve truncating the infinite-dimensional Hilbert space of the resonator in the

Fock/number basis – are not an ideal choice since the mean and variance of the Fock

space distribution of GKP codestates increases rapidly as their quality improves [31].

We combat this issue by introducing a new method of simulation of GKP codes

which often becomes computationally less intensive as the quality of the codestates

improves. Our solution, presented in chapter 4, involves defining a logical subsystem

decomposition of the Hilbert space H = L ⊗ S that we call the stabiliser subsystem

decomposition. We define the stabiliser subsystem decomposition such that performing

the partial trace over the non-logical stabiliser subsystem S corresponds to an ideal

GKP decoding operation. This decomposition is also of intrinsic theoretical interest

as it provides a subsystem interpretation of GKP codes that correctly characterises

the logical information stored in GKP, building on a previously proposed modular-

position subsystem decomposition [3, 37, 39, 40, 41]. Thus, chapter 4 provides a

more theoretical approach to GKP codes, and reveals fundamental insights and

simulation techniques that may guide future theoretical proposals.

Finally, we remark on the contribution of our work towards the overall aim of

building a code concatenation of a GKP code with a qubit code, which has been the

subject of much theoretical analysis [42, 43, 44, 45, 46]. The overall performance

of the concatenated code (and thus the overhead required for a given algorithm)

is determined in part by the error rate of the logical gates and measurements

proposed in chapter 3. Our schemes to reduce the error rates of each of these

components thus bring us closer to building a fault-tolerant quantum computer

with GKP codes. In contrast, chapter 4 is best understood in the context of multi-
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mode GKP codes [23, 47, 48], which are a generalisation of single-mode GKP codes

that encompasses concatenated codes as well as other novel code designs. The

stabiliser subsystem decomposition can be defined for multi-mode GKP codes, and

thus provides a novel simulation method for concatenated GKP codes and other

multi-mode GKP codes.

The remainder of this thesis is presented in the following order. We begin in chap-

ter 2 by presenting the technical background information required to understand the

publications which make up the body of the thesis. Then, in chapter 3 we present

and analyse the schemes for logical gates and measurements for superconducting

GKP circuits, with the target audience being a broad audience of both theorists

and experimentalists who may wish to utilise our schemes in their experiments.

Following this, we provide a more theoretical presentation of the stabiliser subsystem

decomposition and how it can be used to simulate GKP codes (chapter 4), with

a focus on the mathematical properties of our decomposition and the theoretical

insights it provides us. Finally, we provide concluding remarks in chapter 5.
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Chapter 2

Background

In this chapter, we provide the background required to understand the main material

presented in the thesis in chapters 3 and 4. We begin by introducing the core concepts

of quantum information theory in section 2.1, which presents the mathematical

formalism of quantum mechanics acting on finite-dimensional, discrete variable

systems. This allows us to discuss precisely what is required to construct a universal

quantum computer in section 2.2. Then, we can turn our attention to continuous

variable systems in section 2.3, which describe the quantum mechanical behaviour of

infinite-dimensional systems such as quantum harmonic oscillators. This section also

provides us with an opportunity to introduce GKP codes at a basic level, leaving

the details to the background sections of chapters 3 and 4. In sections 2.4 and 2.5,

we introduce the theories of open quantum systems, which is used to describe errors

acting on a system, and quantum measurement theory, which is used to describe

measurements in the presence of errors. Finally, in section 2.6, we provide a brief

discussion of superconducting circuits, which is the physical architecture that we

focus on in this thesis, although we do not focus on it here as the details of the

mathematical theory are not used in the remainder of the thesis.

2.1 Discrete Variable Systems

Discrete variable systems are the workhorses of quantum computers, and as such

we must begin by describing the mathematical formalism of quantum mechanics

in the context of quantum information theory (see Ref. [1] for a more detailed

introduction). The basic unit of quantum computing is the qubit, described by a

complex two-dimensional Hilbert space Hqubit
∼= C2 spanned by the orthonormal

computational states
{
|0⟩ , |1⟩

}
. States of the qubit are described by rays in the

Hilbert space – ket vectors |ψ⟩ = α |0⟩+ β |1⟩ ∈ Hqubit where two kets |ψ⟩ and |ϕ⟩
represent the same state if |ψ⟩ = z |ϕ⟩ for some z ∈ C. By convention, we enforce

that all kets have unit norm. Operators acting on Hqubit themselves form a vector
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2.2. UNIVERSAL QUANTUM COMPUTING

space L(Hqubit) spanned by the Pauli basis:

I = σ0 =

[
1 0

0 1

]
Y = σ2 =

[
0 −i
i 0

]

X = σ1 =

[
0 1

1 0

]
Z = σ3 =

[
1 0

0 −1

] (2.1)

(where we do not use hats on operators for simplicity). We denote the ±1-eigenstates

of X and Y as |±⟩ and |±Y ⟩ respectively. Physical operations such as logical gates

are described by unitary operators (U †U = I) acting on states, which preserve the

norm of the state; for example, time-evolution is described by the unitary operator

U(t) = e−iHt (where we have set ℏ = 1), where H is the Hamiltonian (energy)

operator of the system1.

We will describe measurements more generally in section 3.5, but here we briefly

introduce the concept of a projective measurement described by a Hermitian operator

O. When a state |ψ⟩ is measured, it is projected into the λ-eigenspace of the

operator O (for some eigenvalue λ of O) with probability ⟨ψ|Pλ|ψ⟩ (where Pλ is the

corresponding projection operator), and a measurement outcome λ is returned.

The quantum state of two (or more) qubits is described by a composite Hilbert

space which is the tensor product of two (or more) single-qubit Hilbert spaces

Hqubit ⊗Hqubit. The (n-qubit) Pauli group is defined by any tensor product of Pauli

matrices eq. (2.1) multiplied by any power of the scalar i. Finally, we will also make

use of qudits in chapter 4, which are a generalisation of 2-dimensional qubits to a

d-dimensional complex Hilbert space spanned by
{
|µ⟩
}
µ=0,...,d−1

.

2.2 Universal Quantum Computing

With the mathematical formalism described above, we can now describe how to

achieve universal quantum computation – i.e. the operations that a quantum computer

must be able to perform which allow it to execute any given quantum algorithm.

Although there are many ways of achieving universal quantum computing such as

measurement-based [49], fusion-based [50] and circuit-based [1] quantum computing,

we will be focussing on the Clifford gate + magic state model (which fits within the

paradigm of the circuit model) in both chapters 3 and 4. To understand this model,

we first introduce the notion of quantum circuits, which describe the operations that

are applied to a circuit-based quantum computer in a given algorithm. These are as

1Assuming that the Hamiltonian H is time-independent.
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2.2. UNIVERSAL QUANTUM COMPUTING

follows:

• First, we initialise each qubit in a particular state.

• Next, we perform any number of logical gates on the qubits, where the logical

gates can be chosen from some finite set of gates which are implementable on

the quantum computer.

• Finally, we perform a measurement of each qubit in a given basis.

The conventional choice of resources required to achieve quantum computation is

state preparation in the |0⟩ state, a gate set of Clifford + T , and measurement of

the Pauli Z operator. The Clifford group is defined as the group which conjugates

Pauli operators to Pauli operators: APA† = P ′ for any Clifford operator A and

Pauli operators P, P ′. The n-qubit Clifford group is generated by the Hadamard

(H), phase (S) and controlled-Z (CZ) gates acting on any qubits:

H =
1√
2

[
1 1

1 −1

]

S =

[
1 0

0 i

] CZ =


1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 −1

 (2.2)

If we restricted our gate set to only the Clifford group, then any algorithm can be

simulated efficiently (in polynomial time) by a classical computer [51]. However, the

addition of the T = diag(1, eiπ/4) gate (or, in general, any non-Clifford gate) results

in a universal gate set which can implement universal quantum computing.

Despite the simplicity of this model, T gates are often difficult or impossible to

implement in a QEC code without spreading errors [52]. One solution to this problem

is to use magic state injection (fig. 2.1), in which a T gate is applied to the target

state using an ancilla magic state, a Pauli measurement, and Clifford gates (which are

performed adaptively depending on the outcome of the measurement). In this way,

one can achieve universal quantum computation with a gate set consisting of only the

Clifford group, but with state preparation of both the computational |0⟩ state and a

magic state such as the +1 Hadamard eigenstate |H⟩ = cos(π/8) |0⟩+ sin(π/8) |1⟩.
Moreover, magic state distillation routines [53] have been designed which take in

a large number of noisy magic states and return a smaller number of less noisy

magic states, allowing one to ensure that magic states do not jeopardise the fault-

tolerance of the quantum computer. However, we note that this procedure does

require measurements to be performed in the middle of an algorithm, and gates to

be performed adaptively based on the outcomes.
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2.3. CONTINUOUS VARIABLE SYSTEMS AND GKP CODES

X

|ψ⟩ S T |ψ⟩

|H⟩ S†

Figure 2.1: A magic state injection circuit in which a T gate is performed
without using a physical T gate. This scheme uses one ancilla qubit initialised in
the +1 Hadamard eigenstate |H⟩ = cos(π/8) |0⟩+ sin(π/8) |1⟩. Two logical gates,
S† and CZ , are performed, followed by an X measurement of the ancilla qubit. If
the measurement outcome of this gate is −1, an S gate is applied to the original
qubit, otherwise, nothing is done. After this procedure, the final state on the data
qubit is T |ψ⟩.

2.3 Continuous Variable Systems and GKP Codes

Now that we have established the operations required to perform a quantum al-

gorithm, we now turn our attention to continuous variable (CV) systems which

describe the physical Hilbert space that encodes bosonic QEC codes. In contrast

to discrete variable systems, CV systems such as quantum harmonic oscillators are

described by an infinite-dimensional Hilbert space HCV spanned by a countably infi-

nite orthonormal Fock basis
{
|n⟩
}
n∈N. Operators can be written in terms of ladder

operators defined by a |n⟩ = √
n |n− 1⟩ and a† |n⟩ =

√
n+ 1 |n+ 1⟩ and satisfying

[a, a†] = 1, or by position and momentum operators defined by q = (a + a†)/
√
2

and p = (a − a†)/(i
√
2) (respectively) and satisfying [q, p] = i. Although states

can always be described by a superposition of Fock states, we will also frequently

make use of the wavefunction of the state, defined by ψq(x) = q⟨x|ψ⟩, where |x⟩q is
the x-eigenstate of the position operator normalised such that

�∞
−∞dx |x⟩q q⟨x| = I.

Here, the function ψq is a member of L2(R 7→ C), the Hilbert space of smooth,

square-norm-integrable, complex-valued functions on R.
Now we can provide a brief introduction to GKP codes [23], leaving the details to

the background sections of chapters 3 and 4. The simplest example of a GKP code

is the single-mode square GKP qubit code, whose ideal codestates are defined in the

position basis as:

|0̄⟩ =
∑
s∈Z

|2s√π⟩q |1̄⟩ =
∑
s∈Z

|(2s+ 1)
√
π⟩q (2.3)

Immediately we can illustrate the types of errors that this code is designed to

correct. If an ideal codestate |ψ̄⟩ = α |0̄⟩ + β |1̄⟩ is subjected to a small shift in

position – described by the operator e−iδxp – we can correct the error as follows.
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2.3. CONTINUOUS VARIABLE SYSTEMS AND GKP CODES

First, we measure the position of the state modulo
√
π (so as to not reveal the logical

information stored in the state). This will give an outcome of ϵx ≡ δx (mod
√
π),

and thus we can provide a corrective shift in position of −ϵx to return the state back

to the ideal codespace. Such a scheme will work whenever |δx| <
√
π/2, but larger

shifts may induce a logical X̄ error which swaps the logical |0̄⟩ and |1̄⟩ codestates.
Mathematically, we can describe the square GKP code using a set of commut-

ing stabiliser generators SX = e−2i
√
πp and SZ = e2i

√
πq, such that the codespace

corresponds to the simultaneous +1-eigenspace of both SX and SZ . Logical Pauli

operators commute with both stabilisers and are given by the operators X̄ = e−i
√
πp

and Z̄ = ei
√
πq, with Ȳ = iX̄Z̄. Moreover, one can take the Fourier transform of the

position representation of the codestates in eq. (2.3) to write:

|+̄⟩ =
∑
s∈Z

|2s√π⟩p |−̄⟩ =
∑
s∈Z

|(2s+ 1)
√
π⟩p (2.4)

in terms of momentum-eigenstates. Repeating the argument described above for

momentum eigenstates shows that the square GKP code can correct arbitrary shifts

of up to
√
π/2 in position and momentum. In general, realistic noise sources such

as loss and dephasing can always be written as a sum of shifts in position and

momentum. GKP codes will be effective against any noise sources that have small

support on large shifts in position and momentum.

Unfortunately, the codestates in eqs. (2.3) and (2.4) are not physical as they

have infinite norm. As such, we must in practice aim to prepare approximate GKP

codestates that are normalisable and thus can be created in a physical system. While

there are many possible definitions of approximate GKP codestates (many of which

are related by simple transformations [54]), in both papers we focus exclusively on

codestates defined by the envelope operator e−∆2a†a (first appearing in [55]), a non-

unitary operator which reduces the norm of the state. In terms of the wavefunction

of the state:

|µ̄∆⟩ ∝ e−∆2a†a |µ̄⟩ ∝
∑
s∈Z

e−
1
2
tanh(∆2)[(2s+µ)

√
π]2
�
R
dx e−

1
2
coth(∆2)[x−sech(∆2)(2s+µ)

√
π]2 |x⟩q
(2.5)

where µ = 0, 1 and the constant of proportionality in |µ̄∆⟩ is to ensure the state is

normalised. The envelope operator can itself be viewed as a source of noise consisting

of a superposition of shifts in position and momentum, where the support of the

envelope operator on large shifts is suppressed exponentially as the size of the shifts

increases. Although the majority of the errors introduced by the envelope operator

are correctable, there is a chance that a larger shift is applied to the system, causing
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a logical error – an effect that is analysed in detail in both chapters 3 and 4.

2.4 Open Quantum Systems

Although kets can describe any pure quantum state, we must also consider states

which consist of mixtures of quantum states, such as those that arise due to stochastic

noise acting on a quantum system. To do this, we describe states as density operators

ρ ∈ L(H). A general density operator can be written:

ρ =
∑
i

pi |ψi⟩⟨ψi| (2.6)

where {pi} forms a probability distribution and the states |ψi⟩ form an orthonormal

basis of H. Equivalently, the set of density operators is equal to the subset of

operators in L(H) that are Hermitian, positive, and have unit trace. The inner

product of two density matrices ρ and τ is given by the Hilbert-Schmidt inner

product tr(ρτ †), and the expectation value of an operator O is given by tr(Oρ).

Density matrices often arise from considering entanglement between two systems

HA ⊗ HB. If one does not have access to the second Hilbert space HB, then an

effective description of the state in HA is given by the partial trace of the overall

density operator: ρA = trB(ρAB).

Physical operations on density operators are described by quantum channels E ,
which must be completely positive and trace preserving (CPTP) in order to map

density operators to other density operators. Unitary operators act on density

matrices via the equation UρU † = J [U ]ρ, where we introduce the notation J for

simplicity. However, general CPTP quantum channels need not be equivalent to

unitary operators, and instead can be written in three equivalent ways:

• as a Kraus decomposition E(ρ) =∑iEiρE
†
i , where

∑
iE

†
iEi = I,2

• as the partial trace of a unitary operator acting between the system and its

environment: E(ρ) = trenv
(
U(ρ⊗ |0⟩env⟨0|)U †), or

• as a superoperator E =
∑

iEi ⊗ E∗
i acting on vectorised density operators

|ρ⟩ =∑m,n ρmn |m⟩|n⟩ ∈ H⊗H∗, where ρmn = ⟨m|ρ|n⟩ and ∗ denotes complex

conjugation.

The time evolution of (time-independent) open quantum systems can always be

2Note that the Kraus decomposition is not unique.
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written as a master equation in Lindbladian form:

dρ

dt
= −i[H, ρ] +

∑
i

D[ci]ρ, D[ci]ρ = ciρc
†
i −

1

2
{c†ici, ρ} (2.7)

where H is the Hamiltonian of the system, {ci} are the Lindblad operators, and

{A,B} = AB +BA is the anti-commutator between A and B. In general, one can

derive the quantum channel corresponding to evolution under a master equation for

time t by performing a series of time-ordered integrals – see Ref. [2] for more details.

The most common examples of quantum channels considered in this thesis are pure

loss, defined by time evolution under a Lindbladian dρ/dt = κD[a]ρ, and white-noise

dephasing given by dρ/dt = κϕD[a†a]ρ. Both of these channels are dealt with in

more detail in chapter 4.

2.5 Quantum Measurement Theory

Next, we turn our attention to a more detailed description of quantum measurement

theory, which is used extensively in chapter 3 to describe logical measurement

schemes on GKP codes (see [2] for a more detailed introduction). In section 2.1 we

introduced the notion of a projective measurement, in which a state is projected into

the λ-eigenspace of some Hermitian operator O via the projection operator Pλ, with

probability ⟨ψ|Pλ|ψ⟩ and a measurement outcome of λ is recorded. However, many

practical measurement schemes cannot be described by a projective measurement of

a Hermitian operator, and instead must be described as follows.

First, we specify a set of effect operators Mλ for each possible measurement

outcome λ. These operators determine the state of the system after a measurement

via the equation:

ρλ =
MλρM

†
λ

tr(MλρM
†
λ)

(2.8)

where ρ is the pre-measurement state of the system, and ρλ is the normalised post-

measurement state conditioned on the outcome λ. The probability of observing an

outcome λ is thus given by tr(Eλρ) where Eλ =M †
λMλ. We call the set of operators

{Eλ} the POVM (positive operator-valued measure) of the measurement. Indeed, if

one is interested only in the measurement statistics and not the post-measurement

state of the system, one only needs to consider the POVM and not the effect operators

themselves. In order for the POVM to define a valid probability distribution for

every input state, we require that
∑

λEλ =
∑

λM
†
λMλ = I. We can also specify

the unconditional post-measurement state of the system, which is averaged over the
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measurement outcomes (i.e. if we “forget” what measurement outcome was observed):

ρf =
∑
λ

tr(Eλρ)ρλ =
∑
λ

MλρM
†
λ (2.9)

This equation can be viewed as a Kraus decomposition of a quantum channel acting on

ρ, where each Kraus operator corresponds to an effect operator of the measurement.

One simple example of a measurement that can be described by this is a photon

number measurement of a cavity, which is defined by the effect operators Mn = |0⟩⟨n|.
Note that the final state of the system after any measurement is the vacuum state

|0⟩, since any photons that have been detected have leaked out of the cavity and are

destroyed by the detector, and as such, this measurement cannot be described by a

projective measurement of any Hermitian operator.

We will also frequently refer to homodyne detection, which is a measurement of a

quadrature operator q′ = eiθa
†aqe−iθa

†a = q cos θ+ p sin θ, which has POVM elements

Ex = |x⟩q′q′⟨x| for x ∈ R. Finally, we will consider inefficient homodyne detection,

with POVM elements:

Ex =

√
η

π(1− η)

�
R
dx′ exp

(
− η

1− η
(x− x′)2

)
|x′⟩q′q′⟨x′| (2.10)

One can understand this as applying some Gaussian uncertainty to an ideal homodyne

measurement outcome, with η = 1 representing an ideal measurement and η ∈ (0, 1)

representing a non-ideal measurement.

2.6 Superconducting Circuits

Finally, we give a brief background to superconducting circuits, which is the main

experimental platform we consider in chapter 3. Superconducting quantum systems

are made up of mesoscopic electrical circuits (often with length scales on the order of

µm to mm) cooled to their ground state in order to observe the quantum mechanical

behaviour of the circuit. In this regime, the physics of the system is described by

circuit quantum electrodynamics (circuit QED) [56, 57, 58], of which we provide a

brief overview below.

In order to derive the quantum Hamiltonian of a superconducting system using

circuit QED, one must start with a lumped element representation of the circuit.

The lumped element representation approximates the geometry of the circuit as

being comprised of distinct elements, such as capacitors and inductors, connected by

superconducting wires. Once this is done, the quantum Hamiltonian of the system
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can be derived. Key to this description is the identification of conjugate variables

ϕ and n that represent the flux and charge of a node respectively. These variables

obey the canonical commutation relation [ϕ, n] = i, and can also be transformed into

ladder operators [a, a†] = 1.

A simple example of a superconducting quantum circuit is the LC oscillator, which

consists of an in-series capacitor and inductor. The Hamiltonian of this system is

identical to that of a quantum harmonic oscillator:

H = ℏωa†a, ω = (LC)−1/2 (2.11)

where L and C are the inductance and capacitance of the inductor and capacitor

respectively. GKP codestates can be encoded in the rotating frame of a quantum

harmonic oscillator by defining the time-dependent variables q(t) = e−iωta
†aϕeiωta

†a

and p(t) = e−iωta
†aneiωta

†a. The Hamiltonian of the system in this rotating frame is

H = 0, meaning that states described in terms of the rotating quadratures q(t), p(t)

do not evolve in time. This allows GKP codestates to be prepared and stabilised by

simply performing all operations in the rotating frame of the LC oscillator.

The key piece of technology that has enabled the realisation of superconducting

quantum devices is the Josephson junction [59], which consists of two superconducting

regions separated by a thin insulating gap such that Cooper pairs can tunnel from

one side of the gap to the other. This element in effect behaves as a non-linear

inductor, and when combined in parallel with a capacitor gives rise to a system

described by the Hamiltonian:

H = 4ECn
2 − EJ cos(ϕ) (2.12)

where EC = e2/2C, C is the total capacitance of the circuit, and EJ is a parameter

which represents the behaviour of the Josephson junction. This Hamiltonian, in

the regime EJ ≫ EC , describes transmon qubits that form the basis of many of

the current leading experimental quantum computing efforts [10, 11]. In particular,

the non-linearity of the transmon allows one to construct a qubit out of the lowest

two energy levels of the system without significant leakage into the higher energy

levels. However, for the purposes of GKP codes, the non-linearity of the transmon

is instead used to engineer the Hamiltonians required to perform logical gates (as

described in chapter 3). In particular, the leading non-linear term of the transmon

Hamiltonian eq. (2.12) is a quartic term in a, a† that can be used to perform four-

wave mixing (described in chapter 3). In contrast, one can use a SNAIL [60], which

consists of four Josephson junctions in a loop, to create an element with an effective
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contribution to the Hamiltonian proportional to sin(ϕ). As the leading order non-

linearity is third order, this allows three-wave mixing, which we will find has a number

of benefits over its four-wave mixing counterpart.
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Chapter 3

Practical Logical Clifford Gates and Pauli

Measurements in Superconducting Gottesman-

Kitaev-Preskill Qubits

Abstract:

The Gottesman-Kitaev-Preskill code is one of the most exciting routes to

fault-tolerant quantum computing since Gaussian resources and GKP Pauli-

eigenstate preparation are sufficient to achieve universal quantum computing.

Encouraged by the preparation of GKP codewords in recent experiments,

in this work we provide a practical proposal for logical Clifford gates and

state read-out in GKP codes implemented in superconducting circuits. We

present a method of performing logical Clifford circuits without physically

implementing any single-qubit gates, reducing the potential for them to

spread errors in the system. In superconducting circuits, all the required

two-qubit gates can be implemented with a single piece of hardware. We

analyse the error-spreading properties of logical Clifford gates, and describe

how a modification in the decoder following the implementation of each gate

can (in the ideal case, exactly) counteract the errors spread by the gates.

Finally, we consider the problem of homodyne measurement inefficiencies

in the context of logical state read-out, and present a scheme that can

implement a measurement with a 0.1% logical error rate in 630 ns with a

measurement efficiency of just 75%. We hope that these proposals will guide

the next generation of GKP experiments in superconducting devices.

3.1 Introduction

In order to achieve the ambitious goal of constructing a large-scale fault-tolerant

quantum computer, quantum error correction (QEC) is required to achieve the low

error rates needed to run useful algorithms. Bosonic QEC codes [21, 22, 23, 24] are a

promising approach to QEC because they encode logical information in the formally
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infinite dimensional Hilbert space of a quantum harmonic oscillator, allowing for

robust logical qubits to be constructed from a single physical device. Moreover, one

could then use these bosonic codes as the physical “qubits” of a traditional QEC

code such as the surface code [44, 45, 46], using the enhanced error tolerance of the

bosonic code to reduce the overhead required to reach a given overall logical error

rate.

Actively pursued examples of bosonic codes include the cat code [22], binomial

code [24] and Gottesman-Kitaev-Preskill (GKP) code [23], with the first experiment

to reach the break-even point of a QEC code utilising cat codes [26]. However,

GKP codes are particularly interesting since universal quantum computation can be

achieved using only Gaussian resources combined with a supply of either GKP Pauli-

eigenstates [32] or GKP Hadamard-eigenstates [36]. Such GKP Pauli-eigenstates have

been produced in both superconducting microwave cavities [27, 28] and the motional

states of trapped ions [29, 30], but are still below the quality required to surpass the

threshold of the GKP-surface code [28, 46]. Theoretical work into practical logical

gates [37, 61, 39] and error-correction schemes [33] has also recently come into focus.

However, to provide a realistic experimental proposal for a given platform, more

work is required to develop platform-specific schemes that are fault-tolerant to errors,

convenient to implement experimentally, and avoid the leading sources of error in a

given platform.

In this work, we present a proposal to perform logical Clifford gates and state

read-out in circuit QED that is hardware-efficient and reduces the impact of logical

errors and measurement inefficiency. We propose a scheme that removes the need

to physically perform single-qubit Clifford gates, reducing the number of physical

gates (and hence the spread of errors) in a given algorithm. Furthermore, homodyne

detection in microwave circuits is severely limited in practice, with state-of-the-art

experiments achieving efficiencies below 90% [62, 63]. As such, we also propose a

scheme to improve the effective efficiency of logical read-out by coupling each high-Q

GKP mode to a low-Q read-out ancilla. We believe that these schemes provide a

promising route to performing logical gates and state read-out in near-term GKP

experiments in circuit QED.

We make use of a number of recently-developed techniques to analyse the perfor-

mance of our scheme. We analyse the spread of logical errors by logical Clifford gates

using the stabiliser subsystem decomposition (chapter 4), which is an improvement

of the modular-position subsystem decomposition that has been used in previous

analyses [3, 37, 39]. In particular, it is designed such that the partial trace over the

stabiliser subsystem corresponds exactly to an ideal decoding map, thus allowing us
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to use the stabiliser subsystem decomposition to calculate gate fidelities and other

quantities of interest. Using this, we show that the spreading of errors due to the

application of any logical Clifford gate can be exactly counteracted by a modification

of the decoder following the gate, under the assumptions of ideal gate execution

and error correction. To analyse our measurement scheme, we use the theory of

quantum trajectories, and follow closely the methods of Warszawski et al. [64] to

obtain an exact POVM representation of the measurement scheme. This allows us

to present realistic experimental parameters that can be used to execute high fidelity

fast logical read-out of GKP states.

This work focuses on only two of the steps – logical Clifford gates and state

read-out – required to perform a fault-tolerant quantum algorithm using GKP codes.

Therefore our scheme needs to be combined with other work done on Pauli-eigenstate

preparation [34, 35, 27, 28, 30], error correction schemes [23, 33], and implementing

non-Clifford gates either directly [39, 48] or via magic state preparation [32]. Moreover,

in the context of a fault-tolerant algorithm one needs either to concatenate a GKP

code with a qubit code [42, 43, 44, 45, 46] or use a “genuine” multi-mode GKP

code [23, 47, 48].

The remainder of this paper is organised as follows. In section 3.2, we provide an

overview of GKP codes and the notation we will use throughout the manuscript. In

section 3.3, we describe how to remove single-qubit gates from a quantum circuit,

and introduce the generalised controlled gates which must be performed instead,

providing circuits that can implement these gates in a circuit QED experiment. We

move on to quantifying the quality of logical gates in section 3.4, in which we explain

how to minimise the spread of logical errors using a modified decoding scheme.

Finally, we analyse the effect of measurement inefficiencies on logical state read-out

in section 3.5, and present our proposal to use an additional ancilla mode to perform

homodyne detection with an enhanced efficiency. We provide concluding remarks in

section 3.6.

3.2 GKP Codes

We now present a brief overview of the properties of GKP codes [23] and the notation

that we will use in the remainder of this manuscript. GKP codes are a class of

bosonic stabiliser codes in which the codespace is the simultaneous +1-eigenspace

of operators acting on a continuous variable (CV) Hilbert space. The CV system

can be described by ladder operators [a, a†] = 1 or quadrature operators [q, p] = i.

We denote the number states as |n⟩, and position/momentum eigenstates as |x⟩q
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and |y⟩p. We also introduce the translation operator T (v) ≡ e−iv1p+iv2q for v ∈ R2,

which obeys T (v)T (w) = e−i(v1w2−v2w1)T (w)T (v). This definition of the translation

operator also ensures that T
(
λ̂ı
)
|x⟩q = |x+ λ⟩q and T

(
λ̂ȷ
)
|y⟩p = |y + λ⟩p (where

ı̂, ȷ̂ form the standard orthonormal basis of R2).

To define a (single-mode) GKP code, we begin with two vectors α and β that

satisfy α1β2 − β1α2 = π. The stabiliser generators are then given by SX = T (2α)

and SZ = T (2β), which (together with their inverses) generate the stabiliser group.

The logical Pauli operators are given by X̄ = T (α), Ȳ = T (α+ β) and Z̄ = T (β),

where we use bars to indicate logical operators and states. We define the GKP lattice

Lα,β = {mα + nβ | m,n ∈ Z}, and the corresponding Voronoi cell Vα,β =
{
v ∈

R2
∣∣ |v| < |v − l| ∀ l ∈ Lα,β, l ≠ 0

}
which contains the set of points closer to the

origin than any other point in Lα,β.

The simplest example of a GKP code is the square GKP code, given by αsq =
√
π̂ı

and βsq =
√
πȷ̂. In this case, X̄sq = e−i

√
πp and Z̄sq = ei

√
πq. General GKP codes can

be conveniently described by introducing the canonically transformed quadrature

operators Q = 1√
π
(β2q − β1p), P = 1√

π
(α1p − α2q), such that X̄ = e−i

√
πP and

Z̄ = ei
√
πQ. As such, most of the properties of square GKP codes can be mapped

to general GKP codes simply by replacing q, p 7→ Q,P . Of particular interest is

the hexagonal GKP code, given by αhex =
√√

3π
2
ı̂ −

√
π

2
√
3
ȷ̂ and βhex =

√
2π√
3
ȷ̂,

which has been shown to have the lowest logical error rate out of all single-mode

GKP geometries under a pure loss noise model [31]. Note that we have chosen a

rotated definition of the hexagonal code compared to literature, such that β1 = 0

and Q = β2q/
√
π.

In order to aid our discussion of logical Pauli operators in sections 3.3 and 3.4,

we introduce the notation s1 = −P, s2 = Q− P, s3 = Q. Using this, we can write

σ̄i = ei
√
πsi , where σ1,2,3 = X, Y, Z respectively. Each quadrature si can be written

in polar coordinates given by si = ri(q cos θi + p sin θi).

Logical Clifford operators, which map logical Pauli operators to logical Pauli

operators, are given by unitary Gaussian operators Ā acting on the CV space.

Concretely, the logical Clifford group is generated by the operators H̄ = ei
π
4
(Q2+P 2),

S̄ = eiQ
2/2 and C̄Z = eiQ⊗Q. Equivalently, one can describe an arbitrary n-mode

Gaussian operator U with a symplectic matrix ΣU ∈ Sp(2n,R) acting on the vector

of quadrature operators ξ = [q1, . . . , qn, p1, . . . , pn]
T , such that U †ξU = ΣUξ (where

U and U † act component-wise on ξ). For example, a single-mode rotation operator

R(θ) = eiθa
†a can be described as a symplectic operator ΣR(θ) =

[
cos θ − sin θ

sin θ cos θ

]
. In

Page 18



3.2. GKP CODES

the square GKP code, we have:

ΣH̄sq
=

[
0 −1

1 0

]
, ΣS̄sq

=

[
1 0

1 1

]
, ΣC̄Z,sq

=


1 0 0 0

0 1 0 0

0 1 1 0

1 0 0 1

 (3.1)

In general GKP codes, these symplectic matrices can be found by conjugating ΣĀ

with the change of basis matrix Ξ = Mξ (where Ξ = [Q1, . . . , Qn, P1, . . . , Pn]
T ).

This symplectic description of Clifford gates will be used in our discussion of error-

protected logical gates in section 3.4.

The ideal codestates of the GKP code are given by:

|µ̄⟩ =
∑
s∈Z

ei(2s+µ)
2α1α2/2 |(2s+ µ)α1⟩q (3.2)

for µ = 0, 1. The above equation holds for general GKP codes, with the only

restriction that α,β are rotated such that β1 = 0.

However, these ideal codestates are non-normalisable and hence cannot be realised

in any physical system. To construct normalisable codestates, we apply the non-

unitary envelope operator e−∆2a†a to each of the ideal codestates. The envelope

operator can be written in the position basis as:

q⟨x′| e−∆2a†a |x⟩q ∝ exp

(
− 1

2
coth

(
∆2
)(
x′

2
+ x2

)
+ csch

(
∆2
)
x′x

)
(3.3)

with constant of proportionality
√

coth(∆2)+1
2π

. From this, we define approximate GKP

codestates as normalised states |µ̄∆⟩ ∝ e−∆2a†a |µ̄⟩. This approximation, however,

introduces errors into the system as these states are not exact +1 eigenstates of

the stabilisers. The parameter ∆ characterises the quality of the approximate GKP

codestates, where the limit ∆ → 0 approaches the ideal codestates. We will also

commonly quote the average photon number of the GKP states n̄ = 1
2

(
⟨0̄∆|a†a|0̄∆⟩+

⟨1̄∆|a†a|1̄∆⟩
)
≈ 1

2∆2 − 1
2
, and the GKP squeezing parameter ∆dB = −10 log10(∆

2),

both of which tend to infinity as ∆ → 0.

Such codestates have been prepared experimentally in superconducting resonators

with an experimentally-determined squeezing of ∆dB = 9.1 [28]. GKP-surface code

studies have shown that the surface code threshold can be reached using codestates

with ∆dB = 9.9 assuming that the dominant source of noise is due solely to the

approximate GKP codestates. However, in the presence of circuit noise, a larger

squeezing is required to get under the surface code threshold. As such, we use
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Figure 3.1: The ideal error-correction procedure for the square GKP code,
performed over the Voronoi cell of the square GKP lattice. In this case, the
Voronoi cell is a square centred at the origin with side-length

√
π. In green, a

random walk of translation errors results in an overall translation error T (e1)
acting on the ideal codestate. Since both components of T (e1) are less than

√
π/2,

the shortest translation that returns the state to the codespace is T (d1). In red,
the translation error T (e2) translates the position of |0̄⟩ by more than

√
π/2. This

means that the smallest translation that returns the state to the codespace is
T (d2), which has the net result of applying a logical X̄ on the state.

∆dB = 12 as a rough target squeezing for practical quantum computing with GKP

codes. We will also focus on implementations of GKP qubits in the rotating frame

of a microwave resonator with Hamiltonian H = ℏωa†a.
Since the codestates |µ̄∆⟩ are not orthogonal, we define the orthonormalised

GKP codestates |µ̄∆,o⟩, which form an orthonormal basis of the subspace spanned

by {|µ̄∆⟩}µ=0,1. We will use both orthonormalised and non-orthonormalised GKP

codestates at different points throughout this manuscript depending on the application

we are using them for. Note that the difference between |µ̄∆⟩ and |µ̄∆,o⟩ is negligible
for any practical values of ∆.

Next, we discuss error correction for the GKP code, beginning with what we refer

to as ideal error correction, which consists of the following steps. First, we measure

both stabilisers SX = e−2i(α1p−α2q) and SZ = e2i(β2q−β1p), with measurement outcomes

MX ,MZ . We only consider the case where these stabilisers can be measured ideally;

it is in this sense that we use the word “ideal” in the phrase ideal error-correction.

We assign each pair of measurement outcomes with a quasi-position and momentum

k = [kq, kp]
T such that MX = e−2i(α1kp−α2kq) and MZ = e2i(β2kq−β1kp) respectively.

Finally, a translation T (−k) is applied that returns the state to the ideal codespace

of the code.

However, the periodicity of the complex exponential means that the map from

measurement outcomes (MX ,MZ) 7→ k ∈ R2 is not well-defined; in particular, the

vectors k, k+α and k+β all correspond to the same pair of measurement outcomes.

As such, one must specify a correction patch P that uniquely specifies a vector k for
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each pair of measurement outcomes. In general, the best choice of patch depends

on the noise model being applied to the GKP code. If we consider a noise model

defined by a random walk of translation errors, we can write the overall error (up

to an irrelevant overall phase) as T (e), where we can sample e from a mean-zero

Gaussian distribution. In this case, the best patch to decode over is the Voronoi

cell Vα,β of the GKP lattice, see fig. 3.1. This choice ensures that the translation

T (−k) is the shortest translation that returns the state to the codespace, thereby

minimising the chance of a logical error. However, we will consider error correction

over different patches in our discussion of error-protected logical gates in section 3.4.

The above description also remains valid in the case of multi-mode error correction

by increasing the number of stabilisers and the dimension of k.

3.3 Phase-tracked single-qubit Clifford gates

In this section we outline how to perform arbitrary Clifford circuits in GKP codes

without physically implementing any single-qubit Clifford gates, thus reducing the

spread of errors in the computation. To do this, the single-qubit Clifford gates

can be tracked in software, and absorbed into the two-qubit Clifford gates in the

circuit. We call the resulting two-qubit gates that one must perform generalised

controlled gates, and the process is sometimes referred to as the “Clifford frame” [65].

Moreover, all the generalised controlled gates can be implemented using a single piece

of hardware, with each gate differentiated by the phase of a local oscillator. This is

advantageous since it reduces the number of physical gates that must be implemented,

thus reducing the spread of errors in the circuit (as discussed in section 3.4).

We now step through precisely how the single-qubit Clifford gates need to be

tracked in order to implement a general quantum computation. We start with a

universal quantum computing circuit comprising of state preparation in the |0⟩ or |T ⟩
states, Pauli Z-measurements, and adaptive Hadamard, phase and controlled-Z gates.

We do not consider the preparation of GKP magic states in this manuscript as they

have been discussed elsewhere [32]. One can rewrite such a circuit instead consisting

of state preparation in the |0⟩ or |T ⟩ states, Pauli X, Y and Z-measurements,

and generalised controlled gates (which must be performed adaptively). For Pauli

matrices σi, σj (i, j ∈ {1, 2, 3}), we define the σi-controlled-σj gate as:

Cσiσj = I ⊗ I − 1

2
(I − σi)⊗ (I − σj) (3.4)

These gates can be interpreted as applying a σj gate to the target (second) qubit
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if the control (first) qubit is a −1 eigenstate of σi, and otherwise doing nothing.

Note that the Z-controlled-Z gate is what is commonly referred to simply as the

controlled-Z gate, and the Z-controlled-X gate is a controlled-NOT gate.

In order to rewrite a Clifford circuit in terms of generalised controlled gates, we

use the following fact. Given a generalised controlled gate Cσiσj and a single-qubit

Clifford gate A, we have that:

Cσiσj(A⊗ I) = (A⊗ B)Cσi′σj (3.5)

where σi′ is given by calculating A†σiA = (−1)aσi′ (for a = 0, 1), and where B = I

if a = 0 and B = σj if a = 1. This can be used to commute the Hadamard and

phase gates past the controlled-Z gates. Subsequently, the remaining single-qubit

Clifford gates can be commuted past the Z-measurements, leaving X, Y and Z

Pauli measurements (which are discussed in Sec. 3.5) and removing the single-qubit

Clifford gates entirely from the circuit.

To implement a generalised controlled gate Cσiσj between two GKP modes a and

b with a gate time T , we must engineer the Hamiltonian:

Hσiσj = − ℏ
T
si ⊗ sj = −ℏrirj

2T
(e−i(θi+θj)ab+ e−i(θi−θj)ab† + h.c.) (3.6)

where s1 = −P, s2 = Q − P, s3 = Q are the quadratures introduced in sec-

tion 3.2 and ri, θi are their polar coordinates. We can interpret this Hamiltonian as

quadrature-quadrature coupling; or, equivalently, as a phase-coherent superposition

of beamsplitter and two-mode squeezing interactions. We remark that for the square

GKP code, r2 =
√
2 > r1 = r3 = 1, and as such, the Hamiltonian strength or the

gate time must be increased for generalised controlled gates involving Y ; while in

the hexagonal GKP code r1 = r2 = r3.

To implement the Hamiltonian eq. (3.6) we can utilise either four-wave or three-

wave mixing between GKP modes, as depicted in fig. 3.2. These schemes require a

transmon or a SNAIL [60] (respectively) capacitively coupled to each of the microwave

resonators housing the GKP modes. Moreover, two drive tones are required in both

schemes with frequencies (ωa ± ωb)/2 or ωa ± ωb (respectively), where ωa and ωb are

the microwave resonant frequencies. Finally, these tones must be applied with a

relative phase that determines which generalised controlled gate is implemented.

In the following paragraphs we give an intuitive and non-rigorous description

of how to construct the Hamiltonian that results from such a four- or three-wave

mixing circuit, and refer the reader to Ref. [66] for a more thorough derivation.

Four-wave mixing can be understood as adding to the system Hamiltonian any
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non-rotating terms consisting of the product of any four of the operators: a, a†, b, b†

and drive terms Vde
±i(ωdt+ϕd) (where Vd, ωd and ϕd are the strength, frequency and

phase of any of the microwave drive tones). Using this heuristic, one can see that

Kerr and cross-Kerr terms will be added to the Hamiltonian even in the absence of

microwave drives since the terms (a†)2a2, (b†)2b2 and a†ab†b are always non-rotating.

However, adding a drive term with frequency ω1 = (ωa + ωb)/2 ensures that the

term V 2
1 abe

2i(ω1t+ϕ1) (and its Hermitian conjugate) are non-rotating, thus providing a

two-mode squeezing interaction with relative phase 2ϕ1. As the GKP codewords are

encoded in the rotating frame of the resonator, this term acts as V 2
1 abe

2iϕ1 + h.c. in

the rotating frame, which forms half of the interaction required in eq. (3.6). Following

similar logic, one can see that the beamsplitter terms in eq. (3.6) can be engineered

with a second drive with frequency ω2 = (ωa − ωb)/2. The phase difference between

each of the applied microwave tones and the oscillator determines the phase on the

beamsplitter and two-mode squeezing terms, thereby specifying which generalised

controlled gate is implemented. However, the addition of the two drives also adds

the AC Stark shift terms such as V 2
1 a

†a, which alter the resonant frequency of each

cavity depending on the drive strength.

To avoid the unwanted Kerr, cross-Kerr and AC Stark shift terms, we propose

using three-wave mixing, which can be implemented in circuit QED by replacing

the transmon with a SNAIL. Intuitively, three-wave mixing differs from four-wave

mixing by only allowing the addition of non-rotating terms containing products of

three operators each. This avoids the introduction of Kerr, cross-Kerr and AC stark

shift terms, while still allowing simultaneous beamsplitter and two-mode squeezing

interactions provided the drive frequencies are ω1 = ωa + ωb and ω2 = ωa − ωb.

This would allow one to perform generalised controlled gates, and hence all Clifford

circuits, between microwave resonators encoding GKP states, while avoiding Kerr,

cross-Kerr and AC Stark shift terms.

The net effect of implementing circuits in this way is that we have removed the

need to explicitly perform single-qubit Clifford gates, instead accounting for them

by altering the phase of a local oscillator in the three- or four-wave mixing circuit.

We envisage that the generalised controlled gate that must be implemented (or,

equivalently, the phases of the local oscillators in each gate) can be tracked in

software parallel to the quantum computation as the measurement results from magic

state injection gadgets are obtained.
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Figure 3.2: Schematic diagrams of (a) four-wave mixing, and (b) three-wave
mixing between two GKP modes a and b with resonant frequencies ωa and ωb.
By phase coherently driving the non-linear coupling element with two microwave
drives whose frequencies are given in eq. (3.6), one can engineer the Hamiltonian
required to perform each generalised controlled gate by altering the relative phase
between the drives and the gate time. Supplemented with state preparation in
the |0⟩ or |T ⟩ states and measurement in any logical Pauli basis, this is sufficient
to achieve universal quantum computing.
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Figure 3.3: Average Gate Infidelity 1− F̄A,Vα,β,∆ of (a) single-qubit, and (b) two-
qubit logical Clifford gates A = I, S, S2, CZ applied to the square and hexagonal
GKP codes, decoded over the Voronoi cell Vα,β of their respective lattices. The
average gate infidelity of the S, S2 and CZ gates can be reduced to be the same
as that of the identity gate by instead performing ideal error correction over a
modified patch P = ΣĀVα,β immediately following the application of the gate,
where ΣĀ is a symplectic matrix with unitary representation equal to Ā. The
plots labelled opt represent the average gate fidelity of the identity gate F̄I,V,∆
and that of Clifford gates with a modified error correction patch F̄Ā,ΣĀV,∆. Note
that the square and hexagonal CZ gates have similar average gate infidelities and
are overlapping in (b).
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3.4 Error-resistant Clifford gates

We now move our attention to analysing the quality of logical Clifford gates where

the only source of noise is from the approximation of the GKP codewords themselves.

In particular, we present a modification of the error-correction patch immediately

following the application of a Clifford gate that can exactly counteract the spreading

of errors due to the gate, thus reducing the average gate infidelity by up to two

orders of magnitude. To explain this result, we will begin by introducing the metric

we will use to quantify the quality of logical gates. We analyse both single-qubit

and two-qubit Clifford gates in this setting, and find that in general, Clifford gates

will propagate errors already present in the system unless the error correction patch

is modified. Our proposed modification is a generalisation of the error-protected

two-qubit gates described in Ref. [46]. It is beyond the scope of this paper to consider

additional sources of noise such as photon loss, Kerr non-linearities, mistimed gates,

or non-ideal error correction following the gate. However, in the presence of these

additional noise sources, we argue that removing the physical implementation of

single-qubit gates from the computation will reduce the error rate of the computation,

justifying the use of our scheme in section 3.3.

We define the metric as follows. Given a logical gate U (which acts on n qubits)

with implementation on GKP codestates given by Ū (which acts on n approximate

GKP codestates |ψ̄∆⟩), we define a quantum channel:

EU,P,∆ = J [R†] ◦ CP ◦ J [ŪR∆] (3.7)

where J [O]ρ = OρO†. This can be understood as follows. First, R∆ =
(
|0̄∆,o⟩⟨0|+

|1̄∆,o⟩⟨1|
)⊗n

is the encoding operator that maps n-qubit density operators to n-mode

density operators that encode the information in (orthogonalised) approximate GKP

codestates. Once the state is encoded, we apply the logical operator Ū to the state.

Before decoding, a round of ideal error correction over a patch P is performed which

returns the state to the ideal codespace, represented by the map CP . Finally, the

logical information in the state is decoded by the map R† =
(
|0⟩⟨0̄|+ |1⟩⟨1̄|

)⊗n
. With

EU,P,∆, we can calculate the average gate fidelity F̄U,P,∆ of the logical gate U from

the entanglement fidelity of the map J [U †] ◦ EU,P,∆ [67].

In order to compute EU,P,∆ we utilise the GKP stabiliser subsystem decomposition

that we have recently developed (chapter 4), which has the property that taking

the partial trace over a stabiliser subsystem corresponds to the ideal decoding map

J [R†] ◦ CVα,β
. The mathematical details of the decomposition are presented in

chapter 4, so we will instead focus on the main results of our analysis here. One
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advantage to using this technique is that numerical calculation of the gate fidelity

requires fewer computational resources as ∆ → 0, in contrast to traditional Fock

space simulations which require higher truncation dimensions as ∆ → 0. We note

that the analysis presented here differs quantitatively from previous work based

on the modular-position subsystem decomposition [3, 37]; the relationship between

the GKP stabiliser and modular-position subsystem decompositions is explored in

chapter 4.

Before presenting our numerical results, we derive in section 3.A an estimate for

1− F̄I,P,∆. We denote d as twice the length of the shortest vector on the boundary

of P (the “distance” of the patch), and a as the number of vectors with this property

divided by two (representing the number of equally likely logical errors). Then, the

estimate is given by:

1− F̄I,P,∆ ≈ ca
4∆

d
√
π
e−d

2/(4∆2) (3.8)

where c = 1/3 for single-qubit gates and c = 2/5 for two-qubit gates. Here, the only

source of errors are those due to the use of approximate GKP codestates, and the

average gate infidelity of the identity gate is not equal to 0. For a given logical gate

A, the average gate infidelity will be larger than or equal to that of the identity gate,

depending on how Ā propagates the errors due to ∆. We show in chapter 4 that

F̄A,P,∆ = F̄I,Σ−1
Ā

P,∆ (3.9)

for any logical Clifford gate A represented by its symplectic matrix ΣĀ. If error cor-

rection is performed over the Voronoi cell P = Vα,β, then typically the modified patch

Σ−1
Ā
P has a shorter distance than P . Note, however, that any gates implemented by

a rotation – notably the Hadamard gate H̄sq = ei
π
2
a†a in the square GKP code, and

the permutation gate H̄hexS̄
†
hex = ei

π
3
a†a in the hexagonal GKP code – achieve the

same average gate fidelity as the identity gate since they leave the Voronoi cells of

the codes invariant.

In table 3.1, we present the distance and degeneracy of the Voronoi cells of the

square and hexagonal GKP codes, as well as their modification due to the Clifford

gates S̄, S̄2, C̄Z . In fig. 3.3, we present numerically calculated average gate infidelities

1 − FU,Vα,β,∆ of ideal single-qubit and two-qubit Clifford gates for the square and

hexagonal GKP code, decoded over a patch corresponding to the Voronoi cell of the

square/hexagonal lattice. In particular, the average gate infidelity of the identity gate

is roughly two orders of magnitude lower than that of the phase gate for ∆dB = 12 in

both the square and hexagonal codes. In the hexagonal GKP code, each generalised

controlled gate Cσiσj has an average gate infidelity identical to that of CZ , while in
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Code Square Hexagonal

Gate a d/
√
π a d/

√
π

Ī 2 1 3
√
2/
√
3 ≈ 1.07

S̄ 1 1/
√
2 ≈ 0.707 2

√
2
√
3/7 ≈ 0.703

S̄2 1 1/
√
5 ≈ 0.447 1

√
2
√
3/19 ≈ 0.427

Ī ⊗ Ī 4 1 6
√
2/
√
3 ≈ 1.07

C̄Z 2 1/
√
2 ≈ 0.707 2

√
2
√
3/7 ≈ 0.703

Table 3.1: Summary of the distances d and degeneracies a of the patches Σ−1
Ā

Vα,β

corresponding to the logical Clifford gates Ā = Ī , S̄, S̄2, Ī⊗Ī , C̄Z for the square
and hexagonal GKP codes decoded over their Voronoi cells Vα,β. The average
gate fidelity of each gate is estimated by eq. (3.9), but can be improved to the
average gate fidelity of the identity gate by modifying the patch over which error
correction is performed to P = ΣĀVα,β.

the square GKP code the average gate infidelity is larger in gates with i or j = 2.

To counteract the effects of the spreading of errors, one can instead use a modified

error correction patch P that, in the case of ideal error correction, exactly counteracts

the spreading of errors due to the logical Clifford gates. Given the symplectic matrix

ΣĀ that represents the logical Clifford gate Ā, the modified error correction patch is

given by ΣĀVα,β = {ΣĀv | v ∈ Vα,β} (see fig. 3.4). From eq. (3.9), one can see that

such a modification exactly counteracts the spreading of errors due to the logical

gate such that F̄A,ΣĀV,∆ = F̄I,V,∆. Our results show that to achieve a 10−4 error

rate in a CZ gate (even in the absence of gate noise), one would need a squeezing

of ∆dB ≈ 10.5 (for square GKP) with our simplification, compared to a squeezing

of ∆dB ≈ 13 without it. In the context of a full computation, we envisage that

the round of error correction immediately following the implementation of a logical

gate is performed over the corresponding modified patch, while all other rounds are

performed over the Voronoi cell.

This idea is a generalisation of error-protected two-qubit gates, which have already

been applied in GKP-surface code simulations [46]. Since this eliminates the errors

caused by the spreading of errors by the gate, the new leading sources of error will be

from the non-ideal implementation of logical gates, and from performing approximate

error correction over the modified patch, both of which are left to future research.

However, we expect that performing approximate error correction over the modified

patch will result in larger errors than over the Voronoi cell of the lattice. Both of
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Figure 3.4: Diagram of the transformation of the square GKP Voronoi cell
Vsq 7→ ΣS̄sq

Vsq under a logical phase gate S̄sq represented by the symplectic matrix
ΣS̄sq

(eq. (3.1)). If error correction is subsequently performed over Vsq, then pre-
gate translation errors lying in the red shaded regions are mapped to logical errors
by S̄. The shortest such translation is represented by the arrow. Alternatively, if
error correction is performed over the modified patch ΣS̄sq

Vsq, the pre-image of
this patch is Vsq, maximising the distance of the patch.

these considerations make it advantageous to remove single-qubit Clifford gates from

a quantum computation, justifying our scheme in section 3.3.

3.5 Logical Pauli Measurements

In order to implement Clifford circuits using only generalised controlled gates, it

is necessary to also perform single-qubit logical measurements of all three Pauli

operators X, Y, Z. To perform such a read-out at the end of a computation, the

simplest proposal is to use homodyne detection on the GKP mode. However, the

efficiency of homodyne detection in the microwave regime is low, with typical values

ranging between 0.5 and 0.75. As such we will analyse the effect of such inefficient

homodyne detection on the logical readout failure rate of GKP codes.

Moreover, we propose two schemes that can improve the effective efficiency of

logical readout, one scheme based on single-mode squeezing, and the second based

on quadrature-quadrature coupling to a separate read-out mode (which could be

implemented with the circuits shown in fig. 3.2). Both of these schemes can be written

as an effective homodyne read-out of the GKP mode with an effective efficiency ηeff

depending on the parameters used in the scheme. We show how to derive ηeff in each

of these schemes using the theory of quantum trajectories, and propose experimental

parameters that would allow a high-efficiency fast measurement of the GKP mode.

In order to measure a logical Pauli operator σ̄i = ei
√
πsi , we can measure the rotated

quadrature q′ = si/ri = q cos θi + p sin θi, round the result to the nearest multiple of

b =
√
π/ri (which we call the bin size of the measurement), and interpret the result

Page 28



3.5. LOGICAL PAULI MEASUREMENTS

as +1 if it is an even multiple of b and as −1 if it is an odd multiple. In the remainder

of this section, we will (without loss of generality) only consider Z̄ measurements of

GKP codes rotated such that β1 = 0, as all other Pauli measurements are equivalent

up to a re-scaling of the bin size and rotation of the measurement quadrature. This

convention sets the bin size b =
√
π/r3 = α1 and measurement quadrature q′ = q.

Interestingly, applying the above Z̄ measurement to approximate GKP codewords

|µ̄∆⟩ is not equivalent to maximum likelihood decoding of the measurement outcome,

in which a measurement outcome q = x is interpreted as a logical +1 outcome iff∣∣
q⟨x|0̄∆⟩

∣∣2 > ∣∣
q⟨x|1̄∆⟩

∣∣2. Such a maximum likelihood decoder cannot be exactly

represented using a constant bin size as described above; however, it is well approxi-

mated by setting the bin size to b = cosh(∆2)α1, where the correction cosh(∆2) → 1

as ∆ → 0. This correction can be understood qualitatively by noting that the height

of the central q = 0 peak of q⟨x|0̄∆⟩ is larger than the height of the innermost peaks

of q⟨x|1̄∆⟩, which occur at q = ± sech(∆2)α1. As a result, the two wavefunctions

intersect at a value of q greater than sech(∆2)α1/2. We note however that the

differences between using a bin size of b = α1, b = cosh(∆2)α1, and maximum

likelihood decoding, are negligible for any values of ∆ small enough to be useful

in practice. Here, we will use a constant bin size b = cosh(∆2)α1 in all subsequent

results.

Now, we consider inefficient homodyne detection of the position quadrature q,

which can be described by the POVM elements:

Wη(X) = N
�
dx |x⟩q⟨x| exp

(
− η

1− η
(x−X)2

)
(3.10)

where X ∈ R is the recorded outcome of the measurement and N is a normalisation

constant. This POVM already accounts for the rescaling of the measurement outcome

due to loss occurring from the inefficient measurement. We define the measurement

error of the logical readout as Merror =
(
P (1|0) + P (0|1)

)
/2, where P (1|0) is the

probability of recording a −1 measurement outcome given the initial state was |0̄∆⟩.
This can be calculated by evaluating the integral:

P (1|0) =
∑
t∈Z

� (2t+ 3
2
)b

(2t+ 1
2
)b

dX tr
(
Wη(X) |0̄∆⟩⟨0̄∆|

)
(3.11)

After substituting the expression for q⟨x|0̄∆⟩ (which may be obtained from eqs. (3.2)

and (3.3)) and evaluating the integrals over X and x, this gives an exact infinite series

for the error probability P (1|0), which can be evaluated numerically by truncating the

infinite series (see section 3.B). The values obtained using this semi-analytical method
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Figure 3.5: The effect of inefficient homodyne measurements on the readout
errors of approximate square GKP codestates. (a) Logical Z measurement error(
P (0|1)+P (1|0)

)
/2 of approximate GKP codestates (with average photon number

n̄ and squeezing ∆dB) measured by a position measurement with efficiency η. For
finite η, the limiting measurement error as the GKP codestate approaches the
ideal limit (n̄ → ∞) is plotted as a dashed line. (b) The efficiency required to
reach a target logical Z measurement error rate M , as a function of the GKP
squeezing/photon number.
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Figure 3.6: Two alternative position measurement schemes. (a) The initial state
is subjected to phase-sensitive amplification, equivalent to an application of the
squeezing operator S(r) = e

r
2
(a2−a†2), followed by a position measurement with

efficiency η. (b) The initial state (stored in cavity a) is coupled to a read-out mode
initialised in the vacuum state (stored in cavity b) via the Hamiltonian H/ℏ =
−gq1p2, which may be implemented using the circuit QED designs presented in
section 3.3. Simultaneously, the read-out mode’s position quadrature is measured
at a rate κ via homodyne detection with efficiency η. In both schemes, we show
that the whole scheme is equivalent to a single position measurement with an
effective efficiency ηeff, which can be made to be greater than the efficiency of the
physical position measurement η.

are indistinguishable from those obtained using a direct Fock space simulation, but

the semi-analytic results can be used to probe smaller values of ∆ than would be

possible due to the truncation dimension of the numerical simulation. We plot the

measurement error Merror as a function of ∆ and η for the square GKP code in

fig. 3.5(a), and show the efficiency η required to reach various target measurement

error rates in fig. 3.5(b). Additionally, we derive in section 3.B the following

approximation to the measurement error, which holds for small ∆:

Merror ≈ erfc

(
1

2
α1

(
∆2 +

1− η

η

)−1/2
)

(3.12)

where erfc(x) ≈ e−x
2
/x

√
π for large x. These results demonstrate that Merror is

highly sensitive with respect to the measurement efficiency η: even at η = 0.7, which

is close to the current state-of-the-art, the minimum achievable measurement error

rate is Merror ≈ 6.7% as ∆ → ∞. This mirrors results obtained in [33] in their

analysis of teleportation error-correction schemes, and motivates the need to improve

the effective efficiency of homodyne detection for use in GKP codes. Concretely, one

needs a measurement efficiency of η ≈ 0.85 to reach a measurement error of 1%, or

η ≈ 0.92 for 0.1%, using a square GKP code with ∆dB ≈ 12 dB.

To achieve such efficiencies, we consider two alternative schemes (illustrated

in fig. 3.6) for performing homodyne detection to improve the effective efficiency

of the measurement. In the first scheme, we simply consider applying a single-

mode squeezing operator S(r) = exp
(
r(a†2 − a2)/2

)
(where r > 0 corresponds

to squeezing the momentum quadrature and r < 0 corresponds to squeezing the

position quadrature), before performing homodyne detection with efficiency η. We

quote the amount of squeezing in decibels as SdB = (20 log10 e) r. Intuitively,
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amplifying the position quadrature should improve the effective efficiency of the

measurement by improving the separation between different position eigenstates.

We can write the effective POVM elements of the squeezing/measurement sequence

as Vr,η(X
′) = S†(r)Wη(X

′)S(r), where X ′ is the measurement outcome of the

inefficient homodyne measurement eq. (3.10). By defining X = e−rX ′, we obtain

Vr,η(X) = Wηeff(X), where

ηeff =
(
1 + e−2r(η−1 − 1)

)−1
(3.13)

Using this, we can calculate the amount of amplification required to increase the

effective efficiency of the measurement; for example, if the physical efficiency is

η = 0.7, we can achieve ηeff = 0.85 (or a 1% measurement error for ∆dB = 12 dB)

with a squeezing of SdB ≈ 4 dB, and ηeff = 0.92 (0.1% error) with SdB ≈ 7 dB.

Although such levels of amplification are achievable, there are a number of prac-

tical drawbacks to this simple scheme. First, this requires the ability to perform

single-mode squeezing on each GKP mode, reducing the hardware efficiency of the

computation. Second, such amplification is already maximised in the measurement

sequence, so applying additional amplification prior to the measurement may result in

the accumulation of unwanted errors. Finally, such a scheme requires the GKP mode

itself to be directly released into the measurement sequence, which either requires a

change in the quality factor of the GKP mode itself, or requires the coupling to a

second readout mode.

To combat these issues we consider a second more realistic scheme in fig. 3.6(b).

We consider a high Q GKP mode with loss rate γ coupled to a low Q read-out

mode via a Hamiltonian H = −gq1p2 (where 1 refers to the GKP mode and 2 to the

read-out mode). Such a Hamiltonian can be engineered using the circuits discussed

in section 3.3 and is identical to the Hamiltonian for a controlled-X between two

square GKP qubits. Homodyne detection is performed on the position quadrature

of the read-out mode with efficiency η, which we consider to be occurring at a

rate κ simultaneously with the coupling. To analyse this system we consider the

behaviour of the system in short timescales t≪ 1/γ, and so we can neglect the loss

γ occurring on the GKP mode. In this regime, the quantity of interest is the time

required to perform the measurement with a given desired efficiency. Here, we use

quantum trajectories to solve exactly for the POVM of the system using the method

of Ref. [64]. We relegate the details of the derivation of the POVM to section 3.C so

that we can focus on the results of our analysis here.

The experimentally observed measurement outcome is given by the observed

photocurrent I(t) of the detector (see section 3.C for details). We find that the
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Figure 3.7: (main) Effective measurement inefficiency 1 − ηeff of the two-mode
measurement scheme, as a function of the coupling strength g/2π MHz and
measurement time t, for a fixed physical efficiency η = 0.75. The two-mode
measurement scheme consists of coupling the GKP mode to an ancilla initiated in
the vacuum state via the Hamiltonian H = −gq1p2, and performing homodyne
detection for some finite time t on the ancilla mode at a rate κ and efficiency η.
κ is optimised to maximise the effective measurement efficiency. The right axis
shows the corresponding logical measurement error of a GKP state with ∆dB = 12
when measured with homodyne detection of efficiency ηeff. (inset) The optimal
measurement rate κopt/2π MHz as a function of the measurement time t.

resulting POVM depends not on the entire measurement record from time 0 to t, but

only on one integral of the observed photocurrent X = −
√
κ/(8g2τ 2η)

� t
0
dt′ (1 −

e−κt
′/2)I(t′), where τ = t− (1− e−κt/2)(3− e−κt/2)/κ. Given the initial state of the

ancilla mode ρb, we can write a single-mode POVM element corresponding to a

position measurement of X:

Tg,κ,η,t(X) = N
�
dx |x⟩q1⟨x|

�
dx̃ q2⟨x̃|ρb|x̃⟩q2

× exp

{
− 1

c

[
X − x− 1

2gτ

(
1− e−κt/2

)2
x̃
]2}

(3.14)

whereX represents the position measurement outcome, N is a normalisation constant,

and c =
[
κτ − η(1− e−κt/2)4

]
/(4g2τ 2η). Substituting ρb = |0⟩⟨0| results in a POVM

that corresponds to an inefficient homodyne measurement (eq. (3.10)) with effective

efficiency:

ηeff =
4g2τ 2η

4g2τ 2η + κτ − η(1− e−κt/2)4
(3.15)

We analyse this result as follows. First, we optimise the measurement rate κ

to maximise the effective measurement efficiency for fixed g, t, η. Interestingly, the

resulting κopt depends only on the measurement time t and is given approximately by

κopt/2π ≈ 3.79/t (see inset to fig. 3.7). We comment that the dependence of ηeff on

κ is very weak near κopt, so a fine-tuning of κ is not required to achieve competitive
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effective efficiencies. Next, we fix the physical efficiency of the measurement at

η = 0.75, and plot ηeff as a function of t and g in fig. 3.7. The plot demonstrates

that for a coupling strength of g = 10 × 2π MHz, one can achieve ηeff = 0.85 (1%

read-out error for ∆dB = 12 dB) in a measurement time t ≈ 0.45 µs, and ηeff = 0.92

(0.1% error) after t ≈ 0.63 µs.

We are interested in the required measurement time to achieve a given effective

efficiency (and hence logical measurement error rate) for two reasons. First, if the

measurement time is too long, loss on the GKP mode will become significant. Second,

we wish for logical readout to be conducted on a time scale comparable to that

of other superconducting architectures, such as those based on transmon qubits.

In transmon qubits, logical readout typically takes on the order of hundreds of

nanoseconds [15], which is on the same order of magnitude as our estimates for the

time for our measurement scheme. Stronger coupling strengths would help reduce

the measurement time required in our scheme.

We remark that the effect of changing the physical efficiency η does not have a

dramatic effect on the effective efficiency ηeff of the result shown in fig. 3.7. Indeed,

increasing the physical efficiency of the measurement from η = 0.5 to η = 1 only

results in a roughly 30% decrease in the required measurement time to reach a given

effective efficiency. Likewise, initialising the ancilla mode in a squeezed vacuum state

prior to turning on the coupling has an almost negligible effect on ηeff. As such,

the coupling strength g is the most important factor (along with the GKP mode

squeezing ∆) in reducing the logical measurement error in GKP modes.

3.6 Discussion and Conclusions

In this work, we have given a concrete proposal to implement logical Clifford gates

and read-out in superconducting circuits. We began by presenting our scheme for

performing Clifford circuits using generalised controlled gates implemented by four-

or three-wave mixing circuits, where single-qubit Clifford gates are accounted for

by updating the phase of a local oscillator in the implementation of each two-qubit

gate. Next, we presented an average gate fidelity metric for quantifying the quality

of logical Clifford gates, and analysed the performance of ideal logical gates when

subjected to errors due to the approximate GKP codestates. We presented a general

method to mitigate the spreading of errors due to these logical gates and used

the newly developed stabiliser subsystem decomposition (chapter 4) to analyse the

results. Finally, we considered the effects of homodyne detection inefficiencies on the

rate of logical measurement errors. We proposed a scheme that can achieve feasible
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error rates even with a low measurement efficiency, and analysed the system using

quantum trajectories [64].

While our analysis of the performance of logical Clifford gates gave significant

insight into how to mitigate the spreading of errors in the system, we did not consider

the effects of non-ideal gate execution. One could use the theoretical analysis

conducted in [66] to determine the leading sources of error in the implementation of

a given generalised controlled gate. Then, one could include these effects to produce

an estimate of the average gate fidelity of each generalised controlled gate in the

presence of realistic noise sources.

Our scheme for mitigating the effects of errors spreading through logical Clifford

gates works exactly in the case of ideal gate implementation and error correction.

However, including the effects of approximate error correction would likely affect this

result. In particular, the modified error correction patch ΣĀVα,β that must be made

to accommodate the logical gate, would likely reduce the fidelity of an approximate

decoding operation. Moreover, the maximum-likelihood patch for decoding may

be altered by the approximate decoding, and it would be interesting to see how

additional modifications to the patch could be made to balance the errors from before

and after the application of the gate. Alternatively, it may be possible to use an

approximate GKP codestate with a modified envelope (transformed for example by

ΣĀ) to make the errors from the approximate correction consistent with the modified

error correction patch. We leave such considerations to future studies on the topic.

To perform logical read-out of GKP codestates, we presented a scheme utilising

quadrature-quadrature coupling to an ancilla mode to implement fast, high-fidelity

logical read-out. However, this scheme requires the use of a low-Q read-out ancilla

prepared in the vacuum state, increasing the overhead required for computation

with GKP codes. Moreover, the performance of our scheme is highly sensitive to

the strength g of the quadrature-quadrature coupling between the GKP and ancilla

modes, but the values of g that are feasible in GKP experiments remain to be seen.

Finally, the high-Q GKP mode and low-Q readout ancilla must be coupled with a

device with a large on-off ratio to prevent unwanted leakage from the GKP mode to

the ancilla.
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Appendices

3.A Derivation of Gate Error Estimate

In this section, we derive the approximate expression of the average gate infidelity

1− F̄I,P,∆ obtained from decoding an approximate GKP codestate over a patch P .

The approximate expression is valid in the limit ∆ → 0. We will use the recently

developed GKP stabiliser subsystem decomposition formalism in our derivation

(chapter 4). In particular, recall that EI,P,∆ is the CPTP map corresponding to

an orthonormal encoding of ρ into (orthonormalised) approximate GKP codestates

followed by an ideal round of error correction over the patch P , and decoding of the

resultant ideal codestate [eq. (3.7)].

We start with a formula for the average gate fidelity which is given in Ref. [67]:

F̄ (E , I) = 1

d2(d+ 1)

∑
j,k

αjktr
(
U †
j E(ρk)

)
+

1

d+ 1
(3.16)

where E is a CPTP map, d is the dimension of the system, {ρk} forms a basis of

density operators, {Uj} forms an orthogonal basis of L(H), and the coefficients αjk

are such that Uj =
∑

k αjkρk.

Applying eq. (3.16) to EI,P,∆ in the single-qubit case, we set d = 2, ρ0 = I/2,

ρk = |+k⟩⟨+k| for k = 1, 2, 3 (where |+k⟩ is the +1 eigenstate of σk), and Uj = σj

for j = 0, 1, 2, 3 (with σ0 = I), giving:

F̄ (E , I) = 1

6

(
3∑
j=0

tr
(
σjE(ρj)

)
−

3∑
j=1

tr
(
σjE(ρ0)

))
+

1

3
(3.17)

First, we have that tr
(
σ0E(ρ0)

)
= 1 since E is a CPTP map. Now, substituting

E = EI,P,∆, we can approximate tr
(
σjE(ρ0)

)
≈ 0 for j = 1, 2, 3 – in other words, the

expectation value of the approximate maximally mixed state with any of the logical

Pauli operators is 0. This gives an estimate of the average gate infidelity as:

1− F̄I,P,∆ ≈ 1

6

3∑
j=1

(
1− ⟨+̄j,∆|σ̄j,id|+̄j,∆⟩

)
(3.18)

where |+̄j,∆⟩ ∝ e−∆2a†a |+̄j⟩ and σ̄j,id = σj ⊗G I is the “ideal” logical Pauli operator

σj, where ⊗G is across the stabiliser subsystem decomposition of the GKP code

with parameters G = (Σ, 2,P) (see chapter 4 for an introduction to the stabiliser

subsystem decomposition). One can understand this ideal logical Pauli operator σ̄j,id
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by considering its eigenstates: |ϕ⟩ is a +1-eigenstate (respectively, −1-eigenstate)

of σ̄j if (and only if) a round of ideal error correction over P results in the ideal

codestate |+̄j⟩ (|−̄j⟩) with probability 1. Note that this is not equivalent to the

measurement Pauli operators σ̄j,meas defined by a homodyne detection scheme as

in section 3.5. This is also not equivalent to the typical definition of logical Pauli

operators σ̄j as a translation operator, which has eigenvalues eiθ for all θ.

To estimate the expectation value ⟨+̄j,∆|σ̄j,id|+̄j,∆⟩, we use the translation-operator
expansion of the envelope operator e−∆2a†a:

e−∆2a†a =
1

2π(1− e−∆2)

�
R2

d2v e−
|v|2
4

coth
(
∆2

2

)
T (v) (3.19)

and we notate |+̃j,∆⟩ = e−∆2a†a |+̄j⟩ for the un-normalised approximate GKP code-

words.

To continue we must first estimate the norm of |+̃j,∆⟩ as follows:

⟨+̃j|+̃j⟩ = ⟨+̄j|e−2∆2a†a|+̄j⟩ =
1

2π(1− e−2∆2)

�
R2

d2v e−
|v|2
4

coth(∆2)⟨+̄j|T (v)|+̄j⟩
(3.20)

Now, ⟨+̄j|T (v)|+̄j⟩ is only non-zero if T (v) is product of stabilisers and σ̄j logical

operators. Indeed, one can show:

⟨+̄j|T (v)|+̄j⟩ =
∑
s∈Lj

δ2(v − s) (3.21)

where Lj is the lattice of vectors s such that T (s) is a product of stabilisers and logical

σ̄j operators. For example, when j = 3 such that σ3 = Z, L3 = {2mα+ nβ | m,n ∈
Z}. In the limit as ∆ → 0, the prefactor e−|s|2coth(∆2)/4 is exponentially suppressed

as |s| increases. Thus we can approximate the integral in eq. (3.20) to 1 by keeping

only the s = 0 term in the sum in eq. (3.21). With this, eq. (3.20) simplifies to:

⟨+̃j|+̃j⟩ ≈
1

4π∆2
(3.22)

where we have also expanded 1− e−2∆2 ≈ 2∆2 to lowest order.

Now we move on to estimate ⟨+̃j,∆|σ̄j,id|+̃j,∆⟩. Equation (3.19) can be interpreted

as a coherent superposition of translation errors applied to the ideal GKP codestate

|+̄j⟩. In particular, each state T (v) |+̄j⟩ is an eigenstate of the Pauli operator σ̄j,id

since an ideal round of error correction will always result in a state which is equal

to P̄ |+̄j⟩ for some logical Pauli P̄ . Let R± ⊂ R2 be the subset of R2 such that

T (v) |+̄j⟩ is a ±1-eigenstate of σ̄j when v ∈ R±. Then these regions correspond to
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Figure 3.8: Illustration of the regions and quantities used in section 3.A for an
arbitrary GKP code with decoding patch P. R+ (white) is the union of patches
P displaced by any product of stabilisers or σ̄j operators. R− (shaded) is the
remaining region of R2, which can be equally viewed as R+ displaced by either
of the other logical Pauli operators σ̄j′ . R+ consists of the set of vectors v with
the property that T (v) |+̄j⟩ is a +1-eigenstate of the σ̄j operator. Rsmall (dashed)
is the Voronoi cell of the lattice Lj , generated by the vectors corresponding to
stabilisers and logical σ̄j operators. Rsmall has the property that the overlap of
any two states T (v) |+̄j⟩ and T (v′) |+̄j⟩ is 0 whenever v ≠ v′ and v,v′ ∈ Rsmall.
dj , dj′ , dj′′ are the distances of the patch P corresponding to twice the smallest
vector which would cause a σ̄j error when applied to an ideal codestate.
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translated patches (see fig. 3.8):

R+ =
⋃
s∈Lj

s+ P (3.23a)

R− = R2 \ R+ (3.23b)

where P is the patch of the decoder, s+P = {s+ v | v ∈ P}, Lj is the same lattice

of vectors s as in the previous paragraph corresponding to stabilisers and logical

Paulis, and \ is the “setminus” symbol. Based on these definitions, we can write:

|+̃j⟩ = |ϕ+⟩+ |ϕ−⟩ (3.24)

where |ϕ±⟩ is a ±1-eigenstate of σ̄j,id, given by:

|ϕ±⟩ =
1

2π(1− e−∆2)

�
R±

d2v e−
|v|2
4

coth
(

∆2

2

)
T (v) |+̄j⟩ (3.25)

With this, the expectation value can be written:

⟨+̃j,∆|σ̄j,id|+̃j,∆⟩ = ⟨ϕ+|ϕ+⟩ − ⟨ϕ−|ϕ−⟩
= ⟨+̃j,∆|+̃j,∆⟩ − 2 ⟨ϕ−|ϕ−⟩

(3.26)

So we only need to estimate:

⟨ϕ−|ϕ−⟩ =
1

4π2
(
1− e−∆2

)2�
R−

d2v

�
R−

d2v′
(
e−

|v|2+|v′|2
4

coth
(

∆2

2

)
× ⟨+̄j|T (−v)T (v′)|+̄j⟩

)
(3.27)

Again, the inner product ⟨+̄j|T (−v)T (v′)|+̄j⟩ = ei(v1v
′
2−v2v′1)/2 ⟨+̄j|T (v′ − v)|+̄j⟩ is

non-zero only when v′−v ∈ Lj . As ∆ → 0, we can approximate the integrals over R−

as integrals over a much smaller region Rsmall ∪R−, where Rsmall is the Voronoi cell

of the lattice Lj . This region has the convenient property that ⟨+̄j|T (v′ − v)|+̄j⟩ =
δ(v′ − v) for v,v′ ∈ Rsmall, and as such eq. (3.27) simplifies to:

⟨ϕ−|ϕ−⟩ ≈
1

4π2
(
1− e−∆2

)2�
(R−∪Rsmall)

d2v e−
|v|2
2

coth
(

∆2

2

)
(3.28a)

≈ 1

4π2∆4

�
(R−∪Rsmall)

d2v e−|v|2/∆2

(3.28b)

where in the second line we have taken the lowest order expansion of the non-
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linear functions of ∆2. At this point, we find it useful to define three distances dj

corresponding to twice the length of the shortest translation from the origin which

results in a logical Pauli σj error. Note that these distances are in general not equal

simply to the length of the translation σ̄j, and instead depend on the geometry of

the choice of patch P (see fig. 3.8). For small ∆, we can use the circular symmetry

of the integrand to approximate the integral in terms of these distances:

⟨ϕ−|ϕ−⟩ ≈
1

4π2∆4

3∑
j′=1
j′ ̸=j

2

� ∞

dj′/2

dv1

� ∞

−∞
dv2 e

−|v|2/∆2

(3.29)

=
1

4π∆2

3∑
j′=1
j′ ̸=j

erfc

(
dj′

2∆

)
(3.30)

where erfc is the complementary error function defined by:

erfc(x) =
2√
π

� ∞

x

dt e−t
2

(3.31)

For large x, we have that erfc(x) ≈ e−x
2
/(x

√
π), finally giving:

⟨ϕ−|ϕ−⟩ ≈
1

2π3/2∆

3∑
j′=1
j′ ̸=j

e
−d2

j′/(4∆
2)

dj′
(3.32)

With this, we can now estimate the expectation value

⟨+̄j,∆|σ̄j,id|+̄j,∆⟩ = 1− 2 ⟨ϕ−|ϕ−⟩
⟨+̃j|+̃j⟩

(3.33)

≈ 1− 4∆√
π

3∑
j′=1
j′ ̸=j

e
−d2

j′/(4∆
2)

dj′
(3.34)

Substituting this back into eq. (3.18) gives the average gate infidelity:

1− F̄I,P,∆ ≈ 4∆

3
√
π

3∑
j=1

e−d
2
j/(4∆

2)

dj
(3.35)

Now, we define d = maxj(dj) and a as the number of distances with dj = d. We can

neglect the contributions to the infidelity arising from all the distances dj > d and

arrive at:

1− F̄I,P,∆ ≈ a
4∆

3d
√
π
e−d

2/(4∆2) (3.36)
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which is simply eq. (3.8) evaluated for the single-qubit case.

In the two-qubit case, the derivation is much the same but with different combina-

torial factors. Applying eq. (3.16) to EI,P,∆ in the two-qubit case, and again making

the assumption that tr
(
σjE(ρ0)

)
≈ 0 for the maximally mixed state ρ0, we obtain

the approximation:

1− F̄I,P,∆ ≈ 1

20

3∑
j1,j2=0

(j1,j2)̸=(0,0)

(
1− ⟨+̄j1,j2,∆| σ̄j1,j2,id |+̄j1,j2,∆⟩

)
(3.37)

where we have written |+̄j1,j2,∆⟩ as a shorthand for |+̄j1,∆⟩ ⊗ |+̄j2,∆⟩, and σ̄j1,j2,id =

(σj1 ⊗ σj2) ⊗G2 (I ⊗ I) in the two-mode stabiliser subsystem decomposition G2 =(
Σ⊕Σ, (2, 2),P

)
. The intuitive definition of σ̄j1,j2,id still holds in the two-mode case.

However, we note that the patch P , in general, does not need to be a “product” of

two single-mode patches P1 × P2 across the two modes, so σ̄j1,j2,id is not, in general,

a tensor product operator across the two modes.

At this point we introduce the notation j = (j1, j2) and the distances dj corre-

sponding to twice the length of the shortest translation from the origin which results

in a logical Pauli σj1 ⊗ σj2 error. One can follow the methods of the single-mode case

to arrive at an estimate for the expectation value:

⟨+̄j,∆|σ̄j,id|+̄j,∆⟩ ≈ 1− 4∆√
π

∑
j′

e
−d2

j′/(4∆
2)

dj′
(3.38)

where the summation occurs over j′ = (j′1, j
′
2) ̸= (0, 0) such that σj1⊗σj2 and σj′1⊗σj′2

anti-commute. Note that out of the 15 non-identity two-qubit Pauli operators, exactly

8 will anti-commute with any given Pauli. Applying this to eq. (3.37) then results in:

1− F̄I,P,∆ ≈ 8∆

5
√
π

3∑
j1,j2=0

(j1,j2)̸=(0,0)

e−d
2
j/(4∆

2)

dj
(3.39)

Finally, defining d = maxj(dj) and a as the number of distances with dj = d, we

once again recover eq. (3.8) for the two-qubit case.

As a final remark, we note that by keeping track of the combinatorial factors in

the general case of n modes, one finds that the prefactor c in eq. (3.8) can be written:

c =
2n

2(2n + 1)
(3.40)

which reproduces the values of 1/3 and 2/5 in the single- and two-mode cases.
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3.B Derivation of Measurement Error Estimate

In this appendix, we derive the approximate expression of the measurement error

Merror obtained from measuring an approximate GKP codeword |0̄∆⟩ in the Pauli Z

logical basis via a binned measurement with bin size b ≈ α1 and efficiency η. The

approximate expression is valid in the limit ∆ → 0. In this limit, we also approximate

P (0|1) ≈ P (1|0), and so Merror ≈ P (1|0), the probability of obtaining a measurement

outcome of −1 given an initial state |0̄∆⟩. Recall the position wavefunction of the

approximate codestate |0̄∆⟩ is given by:

q⟨x|0̄∆⟩ = N0

∑
s∈Z

e2is
2α1α2e−

1
2
(2sα1)2tanh(∆2)e−

1
2
coth(∆2)[x−2sα1sech(∆2)]2 (3.2′)

where the GKP code is defined by the vectors α = [α1, α2]
T and β = [0, π/α1]

T

which is rotated such that a logical measurement of Z̄ = eiπq/α1 can be done with a

binned position measurement. Recall that a position measurement with efficiency η

is described by the POVM elements:

Wη(X) = Nη

�
dx |x⟩q⟨x| exp

(
− η

1− η
(x−X)2

)
(3.10)

where X ∈ R is the recorded outcome of the measurement and Nη =
√
η/
(
π(1− η)

)
is a normalisation constant such that

�
dX Wη(X) = I. Finally, recall that the

probability of recording a −1 measurement outcome given an initial state |0̄∆⟩ is:

P (1|0) =
∑
t∈Z

� (2t+ 3
2
)b

(2t+ 1
2
)b

dX tr
(
Wη(X) |0̄∆⟩⟨0̄∆|

)
(3.11)

= Nη

∑
t∈Z

� (2t+ 3
2
)b

(2t+ 1
2
)b

dX

�
R
dx e−

η
1−η

(x−X)2
∣∣
q⟨x|0̄∆⟩

∣∣2 (3.41)

To begin, we approximate the modulus squared of the wavefunction eq. (3.2′) as:

∣∣
q⟨x|0̄∆⟩

∣∣2 ≈ N 2
0

∑
s∈Z

e−(2sα1)2tanh(∆2)e−coth(∆2)[x−2sα1sech(∆2)]2 (3.42)

which assumes the cross-terms originating from squaring the sum over s in eq. (3.2′)
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are negligible. Next, we must estimate N0, which we can do as follows:

1 =

�
R
dx
∣∣
q⟨x|0̄∆⟩

∣∣2
≈ N 2

0

∑
s∈Z

e−(2sα1)2tanh(∆2)
√
πtanh(∆2)

(3.43)

⇒ N 2
0

∑
s∈Z

e−(2sα1)2tanh(∆2) ≈
√

coth(∆2)/π (3.44)

One could approximate the sum on the left-hand-side of eq. (3.44) to directly estimate

N0, but we will find that the form given in eq. (3.44) is sufficient for our calculations.

Continuing the calculation from eq. (3.41), we substitute eq. (3.42) and perform

the integral over x:

P (1|0) ≈ N 2
0N ′

η,∆

∑
s∈Z

e−(2sα1)2tanh(∆2)

(∑
t∈Z

� (2t+ 3
2
)b

(2t+ 1
2
)b

dX e−σ
−1
η,∆

(
X−2sα1sech(∆2)

)2)
(3.45)

where we’ve temporarily defined

N ′
η,∆ =

(
1 +

1− η

η
coth(∆2)

)−1/2

(3.46a)

ση,∆ = tanh(∆2) +
1− η

η
(3.46b)

for readability. Now, the sum over t and the integral over X in eq. (3.45) (which

we label Is for simplicity) can be evaluated most simply by first performing the

lowest-order expansions of the non-linear functions of ∆ and setting b = α1:

Is ≈
∑
t∈Z

� (2t+ 3
2
)α1

(2t+ 1
2
)α1

dX e−σ
−1
η,∆

(
X−2sα1

)2
(3.47)

Next, we perform the substitutions X 7→ X ′ = X − 2sα1 and t 7→ t′ = t− s:

Is ≈
∑
t′∈Z

� (2t′+ 3
2
)α1

(2t′+ 1
2
)α1

dX ′ e−X
′2/
(
∆2+(1−η)/η

)
(3.48)

which no longer depends on s. Finally, we can estimate this integral by simplifying
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the domain of integration (which is again valid so long as ∆ is small):

Is ≈ 2

� ∞

α1/2

dX ′ e−X
′2/
(
∆2+(1−η)/η

)
(3.49)

=

√
π
(
∆2 +

1− η

η

)
erfc

(
1

2
α1

(
∆2 +

1− η

η

)−1/2
)

(3.50)

Now, one can substitute this back into eq. (3.45) and use eq. (3.44) to yield the final

result:

Merror ≈ erfc

(
1

2
α1

(
∆2 +

1− η

η

)−1/2
)

(3.12)

3.C Derivation of POVM of the Continuous Mea-

surement Scheme

In this section, we provide the details of the derivations of the POVM eq. (3.14). We

consider a GKP mode (described by ladder operators a, a† and position/momentum

q1, p1) coupled via a Hamiltonian H = −gq1p2 to an ancilla readout mode (described

by b, b†, q2, p2). The ancilla mode is initialised in an arbitrary state ρb, which in the

simplest case is simply the vacuum state |0⟩⟨0|. The ancilla readout mode undergoes

homodyne detection at a rate κ and efficiency η, and data is collected for a total

measurement time T . We assume that the GKP mode experiences loss at a rate

γ ≪ 1/T which we consider negligible for the purposes of the following discussion.

This is justified by the fact that typical T1 times for microwave resonators are two

to three orders of magnitude larger than measurement times that we are interested

in – roughly 1 µs – to be comparable to measurement times currently achieved in

transmon devices.

The ultimate goal of this appendix is to derive the POVM of the above measurement

scheme in terms of the detected photocurrent record I(0, T ) = {I(t)}t∈(0,T ) from time

0 to time T . We follow the methods of Ref. [64], which we summarise here before

presenting the details of the calculations. We begin by writing down the stochastic

master equation (SME) that governs the dynamics of the normalised density matrix

ρc(t) conditioned on the detected photocurrent record I(0, t). Since the evolution of

ρc(t) depends on the measurement current, the SME will contain terms that depend

on the Wiener increment dW (t) = I(t)dt of the observed photocurrent. However,

as ρc(t) is normalised, the corresponding SME is necessarily non-linear in order for

it to be trace-preserving. As such we consider the corresponding linearised SME

which describes the dynamics of the un-normalised density matrix ρ̄c(t). In this
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picture, the probability of obtaining a given measurement outcome I(0, T ) is given

by Tr
(
ρ̄c(T )

)
post
(
I(0, T )

)
, where post is the ostensible distribution of the observed

photocurrent record (see Ref. [68], Chapter 4 of Ref. [2], or Appendix A of Ref. [64]

for details). We can then solve the linearised SME by vectorising the density matrix

ρ̄c(t) 7→ |ρ̄c(t)⟩ and using Lie algebraic techniques to simplify the resultant expression.

We find that the state ρ̄c(t) does not in fact depend on the entire photocurrent

record I(0, t), but only on two integrals of the photocurrent labelled R and S. The

probability of a given measurement outcome R, S can then be determined from the

trace of ρ̄c(T ) and the ostensible distribution of R and S, which can in turn be used

to construct the POVM elements WR,S. Finally, we convert this two-mode POVM

into a single-mode POVM by tracing out the ancilla mode given its initial state ρb is

known.

Proceeding with the derivation, we begin by writing down the stochastic master

equation (SME) of the system:

dρc(t) = −i
[
H, ρc(t)

]
dt+ κD[b]ρc(t) dt+

√
κηH[b]ρc(t) dW (t) (3.51)

whereH = −gq1p2 is the system Hamiltonian, D[b]ρ = bρb†− 1
2

{
b†b, ρ

}
is the Lindblad

dissipator, H[b]ρ = bρ+ ρb† − Tr(bρ+ ρb†) describes the homodyne detection, and

dW (t) is the Wiener increment which is related to the relevant observed photocurrent

I(t) via dW (t) = I(t)dt. We use subscript c to emphasise that ρc(t) is the density

operator conditioned on the record of the observed photocurrent I(0, t) from time 0

to t.

Equation (3.51) is defined such that Tr
(
ρc(t)

)
= 1 for all t; however, this nor-

malisation comes at the cost of the non-linearity in H[b]. Furthermore, to calculate

the measurement statistics, one would need to sample from the actual distribution

of the photocurrent record in any simulation of eq. (3.51). One way to partially

solve this problem is to instead consider the master equation for ρ̃c(t), which is the

non-normalised density operator with norm Tr
(
ρ̃c(t)

)
= p

(
I(0, t)

∣∣ρ(0)). This way,

calculating measurement statistics simply involves calculating the trace of the evolved

density operator, with the measurement outcomes sampled uniformly. However,

this still results in a non-linear SME, and sampling from I(0, t) uniformly results in

the vast majority of states having negligibly small norm. Instead, we can use an

ostensible distribution for I(0, t) to remove the non-linearity in eq. (3.51) while still

resulting in states with a finite norm. In this picture, we track the evolution of a

non-normalised density operator ρ̄c(t), which is defined such that the probability

of obtaining a measurement record I(0, t) is p
(
I(0, t)

∣∣ρ(0)) = Tr
(
ρ̄c(t)

)
post
(
I(0, t)

)
,

where we call post
(
I(0, t)

)
the ostensible distribution of I(0, t). This way, information
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about the measurement statistics is contained both in the norm of the state, and in

the ostensible distribution. If we choose the photocurrent to be distributed such that

dW (t) is a mean-zero Gaussian distribution with variance dt, the SME becomes:

dρ̄c(t) = −i
[
−gq1p2, ρ̄c(t)

]
dt+D[

√
κb]ρ̄c(t)dt+

√
κη
(
bρ̄c(t) + ρ̄c(t)b

†)dW (t) (3.52)

This way, we have both removed the non-linearity in eq. (3.51), and now to reproduce

the measurement statistics of the system average we only need to sample I(t) from

the Gaussian ostensible distribution, since the additional contribution from the state

of the system is now taken into account by the norm of ρ̄c(t). Furthermore, we can

the properties of dW (t) given that I(t) is Gaussian distributed, i.e. dW (t)2 = dt

(see Ref. [69] for more details).

In order to solve this linear SME, we vectorise the density operator by “stacking”

its rows. For an operator ρ ∈ L(H) acting on a Hilbert space H (which in our case

contains two modes), we define the corresponding vectorised operator |ρ⟩ ∈ H ⊗H∗,

where the resultant vector space now has two modes for each mode in H, which we

refer to as the physical mode (with lowering operators a, b, etc.) and the fictitious

mode (ã, b̃, etc.). For simplicity, we first consider H consisting of just a single bosonic

mode. In particular, for an operator ρ =
∑

m,n∈Z ρm,n |m⟩⟨n| ∈ L(H), we define the

corresponding vectorised operator as |ρ⟩ =
∑

m,n∈Z ρm,n |m⟩|n⟩ in the Fock basis.

Alternatively, |ρ⟩ = (ρ⊗I) |0⟩β, where |0⟩β =
∑

n∈Z |n⟩|n⟩ = ea
†ã† |0⟩|0⟩ is the thermo-

entangled ground state between the two modes. |0⟩β is the simultaneous 0-eigenstate

of β̂ = a−ã† and β̂† = a†−ã. For an operator A =
∑

n αna
n+βna

†n written in terms of

ladder operators, we define the corresponding tilde’d operator as Ã =
∑

n α
∗
nã

n+β∗
nã

†n.

With this definition, it can be shown that (A⊗I) |0⟩β = (I⊗Ã†) |0⟩β. These properties
generalise straightforwardly to when H consists of two (or more) modes, and we

write each mode in the order a, ã, b, b̃.

To vectorise the linear SME eq. (3.52) we rearrange d |ρ̄c(t)⟩ = (dρ̄c(t) ⊗ I) |0⟩β
by replacing all the operators acting on the right of ρ with operators acting on the

fictitious modes, giving:

d|ρ̄c(t)⟩ =
(
− i(H − H̃) dt+ κD[b] dt+

√
κη (b+ b̃) dW (t)

)
|ρ̄c(t)⟩ (3.53)

where D[b] = bb̃− 1
2
(b†b+ b̃†b̃). To first order in dt this is equivalent to:

|ρ̄c(t+ dt)⟩ = exp
(√

κη (b+ b̃) dW (t)
)

× exp
(
− i(H − H̃) dt+ κD[b] dt− 1

2
κη (b+ b̃)2 dt

)
|ρ̄c(t)⟩ (3.54)
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where we use dW (t)2 = dt in the exponential Taylor expansion. Equation (3.54)

demonstrates the advantage of writing the SME in a vectorised form: now, the

evolution operator is an exponential that is at most quadratic in the raising and

lowering operators. In particular, the set of terms that are constant, linear or

quadratic in a, a†, ã, ã†, b, b†, b̃, b̃† generate a closed Lie algebra l, allowing us to

utilise Lie algebraic techniques to rearrange the expression. Writing the linear

stochastic terms as dL(t) =
√
κη (b + b̃) dW (t) and the quadratic terms as Q =

−i(H − H̃) + κD[b]− 1
2
κη (b+ b̃)2 for simplicity, we can formally write the solution

to eq. (3.54) as:

|ρ̄c(t)⟩ = lim
δt→0

J∏
j=1

exp
(
dL(jδt)

)
exp

(
Qδt

)
|ρ(0)⟩ (3.55)

where t = Jδt. The first step to simplify this expression is to commute each linear term

dL(jδt) to the right of all the quadratic terms Q, modifying the linear term in the pro-

cess. To commute the jth linear term past the j quadratic terms to its right, we must

calculate dL′(t) such that exp
(
dL(jδt)

)
exp

(
Qjδt

)
= exp

(
Qjδt

)
exp

(
dL′(jδt)

)
. Us-

ing the commutation formula eABe−A =
∑∞

n=0
1
n!
CnA[B], where C0

A[B] = B and

CnA[B] = [A, Cn−1
A [B]] for n ≥ 1, we find that:

dL′(jδt) = e−QjδtdL(jδt)eQjδt (3.56)

=

(
e−κjδt/2

√
κη(b+ b̃)− g

√
2η

κ
(1− e−κjδt/2)(q1 + q̃1)

)
dW (jδt) (3.57)

Since [dL′(t), dL′(t′)] = 0 for all t, t′, we can combine all the linear terms into one

exponential, which becomes an integral in the δt→ 0 limit:

|ρ̄R,S(t)⟩ = exp
(
Qt
)
exp

(
LR,S(t)

)
|ρ(0)⟩ (3.58a)

LR,S(t) =
√
ηR(b+ b̃)− g

√
2η

κ
S(q1 + q̃1) (3.58b)

R =
√
κ

� t

0

dt′ e−κt
′/2 I(t′) (3.58c)

S =
√
κ

� t

0

dt′ (1− e−κt
′/2) I(t′) (3.58d)

Note that we now write subscripts R, S to indicate that the state ρ̄R,S depends

not on the entire measurement record I(0, t), but only on the two integrals of the

photocurrent R and S.

Now, we wish to find the POVM operator WR,S such that p
(
R, S

∣∣ρ(0)) =

Tr
(
WR,Sρ(0)

)
= (β⟨0|β⟨0|) |ρ̄R,S(t)⟩ post(R, S). We will do this initially by instead
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evaluating ΩR,S(x, x
′, β) = q⟨x| c⟨β|WR,S |x′⟩q |β⟩c /π, which can be thought of as a

mixed representation ofWR,S in the position basis of the GKP mode a and the Husimi

Q-function representation in the ancilla mode b. From ΩR,S one can reconstruct

WR,S via the equation:

WR,S =

�
R
dx

�
R
dx′

�
C
d2β

(
ΩR,S(x, x

′, β) |x⟩q q⟨x′| ⊗ D̃(+1)(β)
)

(3.59)

where

D̃(+1)(β) =

�
C

d2α

π
eαb

†
e−α

∗beβα
∗−β∗α (3.60)

is the Fourier transform of the normal-ordered displacement operator, which recon-

structs a given operator from its Q-function representation.

To calculate ΩR,S we begin by evaluating the inner product Tr
(
WR,S |x⟩q |β⟩c q⟨x′| c⟨β|

)
=

β⟨0|β⟨0|eQteLR,S(t) |x⟩q|x′⟩q|β⟩c|β∗⟩c. Noting that β⟨0| = ⟨0|⟨0| eaã, our strategy to

evaluate this inner product is to partially normal order operators acting on the b

and b̃ modes such to remove all b† to the left by annihilating them on the vacuum

state. The remaining exponents written in terms of q1, q̃1, b, b̃ act trivially on the

initial state |ρ(0)⟩ = |x⟩q|x′⟩q|β⟩c|β∗⟩c and thus the inner product can be evaluated.

To do this, we make use of a faithful 10-dimensional matrix representation of the Lie

algebra l given in Table 1 of Ref. [64]. In particular, it can be shown that:

eaã+bb̃eQt = eaãec1(b
†b+b̃†b̃)ec2(q1b

†+q̃1b̃†)ebb̃

× exp
(
c3(q1b+ q̃1b̃) + c4(q̃1b+ q1b̃)

+ c5(q
2
1 + q̃21) + c6q1q̃1 + c7(b+ b̃)2

)
(3.61)

where:

c1 = −κt/2 (3.62a)

c2 = (
√
2g/κ)(1− eκt/2) (3.62b)

c3 = (
√
2g/κ)(1− e−κt/2)(1 + η − ηe−κt/2) (3.62c)

c4 = (
√
2g/κ)(1− e−κt/2)(η − 1− ηe−κt/2) (3.62d)

c5 = (g2/κ2)
(
2(1− e−κt/2)− κt− ηκτ

)
(3.62e)

c6 = (2g2/κ2)
(
−2(1− e−κt/2) + κt− ηκτ

)
(3.62f)

c7 = (η/2)(e−κt − 1) (3.62g)

Page 48



3.C. DERIVATION OF POVM OF THE CONTINUOUS MEASUREMENT
SCHEME

and τ = t− 1
κ
(1− e−κt/2)(3− e−κt/2). We can now evaluate the following:

⟨0| ⟨0| ⟨0| ⟨0| eaãec1(b†b+b̃†b̃)ec2(q1b†+q̃1b̃†)ebb̃ = β⟨0|β⟨0| (3.63)

β⟨0|β⟨0| |x⟩q|x′⟩q|β⟩c|β∗⟩c = δ(x− x′) (3.64)

β⟨0|β⟨0|eQteLR,S(t) |x⟩q|x′⟩q|β⟩c|β∗⟩c = δ(x− x′)ef(x,x,β,β
∗) (3.65)

where f(q, q̃, b, b̃) is equal to the sum of the right exponent in eq. (3.61) and LR,S(t).

This in turn can be evaluated to give:

f(x, x, β, β∗) = −4g2ητ

κ
x2 +

4
√
2gη

κ

(
1− e−κt/2

)2
xRe(β)

− 2η
(
1− e−κt

)
Re(β)2 + 2

√
ηRRe(β)− 2

√
2g
√
η

κ
Sx (3.66)

Now that we have calculated the contribution to ΩR,S from the norm of ρ̄R,S(t),

we must now determine the ostensible distribution post(R, S), given that dW (t)

is a Wiener increment, i.e. independent Gaussian random variables with mean 0

and variance dt. Since this is a Gaussian distribution (as R and S are integrals of

Gaussian distributed random variables), we only need the mean and covariances to

determine the distribution. Using E[dW (t)] = 0 we have that E[R] = E[S] = 0, and

from E[dW (t)dW (t′)] = δ(t− t′)dtdt′, we obtain:

E[R2] = κ

� t

0

� t

0

e−κ(t
′+t′′)/2E[dW (t′)dW (t′′)]

= κ

� t

0

dt′ e−κt
′
= 1− e−κt

(3.67)

And similarly:

E[S2] = κ

� t

0

dt′ (1− e−κt
′/2)2 = κτ (3.68)

E[RS] = κ

� t

0

dt′ (e−κt
′/2 − e−κt

′
) = (1− e−κt/2)2 (3.69)

Defining the covariance matrix

Σ =

[
E[R2] E[RS]

E[RS] E[S2]

]
(3.70)
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we thus obtain the ostensible distribution:

post(R, S) =
1

2π
√
detΣ

exp

(
− 1

2

(
R2Σ−1

11 + 2RSΣ−1
12 + S2Σ−1

22

))
(3.71)

=
1

2π
√
σ
exp

(
− 1

2

(κτR2

σ
+

2RS

4− κt coth(κt/4)
+

S2

κt− 4 tanh(κt/4)

))
(3.72)

where we define σ = detΣ = κt(1− e−κt)− 4(1− e−κt/2)2 for convenience.

Using eqs. (3.59), (3.65), (3.66) and (3.72), we can now write the POVM elements

as:

WR,S = post(R, S)

�
R
dx

�
C

d2β

π

(
ef(x,x,β,β

∗) |x⟩q q⟨x| ⊗ D̃(+1)(β)
)

(3.73)

Next, we wish to turn this two-mode POVM into a single-mode POVM by tracing out

the ancilla mode (initialised in the state ρb) via the equation VR,S,ρb = Trb
(
WR,Sρb

)
.

Given in the position representation ρb(y, y
′) = q⟨y| ρb |y′⟩q, we can formally write

Tr
(
D̃(+1)(β)ρb

)
=

�
R
dx

�
C

d2α

π

(
ρb(x, x−

√
2αR)e

|α|2/2−iαRαI+βα
∗−αβ∗+i

√
2αIx

)
(3.74)

where αR = Re(α) and αI = Im(α). Note however that we cannot practically

evaluate the integral eq. (3.74) on its own due to the divergent e|α|
2/2 term. However,

substituting into eq. (3.73) allows us to perform the resulting integrals and arrives

us at our desired result:

VS,ρb =

�
R
dR Trb

(
WR,Sρb

)
(3.75)

= N
�
dx |x⟩q1⟨x|

�
dx̃ q2⟨x̃|ρb|x̃⟩q2

× exp

{
− 1

c

[
X − x− 1

2gτ

(
1− e−κt/2

)2
x̃
]2}

(3.14)

where

N = 1/
√
2π
(
κτ − η(1− e−κt/2)4

)
(3.76a)

X = − 1

2
√
2gτ

√
η
S (3.76b)

c =
κτ − η

(
1− e−κt/2

)4
4g2τ 2η

(3.76c)
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Chapter 4

Stabiliser subsystem decompositions for

single- and multi-mode Gottesman-Kitaev-

Preskill codes

Abstract:

The Gottesman-Kitaev-Preskill (GKP) error correcting code encodes a

finite-dimensional logical space in one or more bosonic modes, and has

recently been demonstrated in trapped ions and superconducting microwave

cavities. In this work, we introduce a new subsystem decomposition for

GKP codes, analogous to the usual approach to quantum stabiliser codes.

The decomposition has the defining property that a partial trace over the

non-logical stabiliser subsystem is equivalent to ideal decoding of the logical

state. Besides providing a convenient theoretical view on GKP codes, such

a decomposition is also of practical use. We use the stabiliser subsystem

decomposition to efficiently simulate GKP codes subject to noise, and in

contrast to more conventional Fock basis simulations, we are able to consider

essentially arbitrarily large photon numbers for realistic noise channels such

as loss and dephasing.

4.1 Introduction

Bosonic codes encode digital quantum information in continuous variable (CV)

quantum systems, and are an alternative approach to quantum error correction that

has received both theoretical [70, 71, 61] and experimental [26, 72, 73, 74, 75, 76]

attention. The Gottesman-Kitaev-Preskill (GKP) code [23] is one of the most

intensively studied encodings of this type, and has recently been realised in both

trapped ions [29, 30] and superconducting microwave resonators [27, 28].

From a theoretical perspective, bosonic codes can be understood as defining a

logical subspace L of the CV Hilbert space H = L ⊕ L∗, with the remaining infinite

dimensional Hilbert space L∗ providing the redundancy required for error correction.
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However, in the case of GKP codes, the non-normalisability of the codewords [23]

means that the GKP logical “subspace” is formally not in the CV Hilbert space.

An alternative formulation, which can be applied to any error correcting code, is to

consider a decomposition of the Hilbert space such that the logical information in the

error correcting code forms a subsystem H = L⊗S [77, 78]. In such a decomposition,

the partial trace over the non-logical subsystem corresponds to a decoding map

H 7→ L. In Ref. [3], Pantaleoni et al. introduced the concept of a bosonic subsystem

decomposition, and defined a subsystem decomposition for single-mode GKP codes

based on defining a “modular” position (or momentum) quadrature. This subsystem

decomposition has been used in numerical studies of GKP codes [37, 39, 40, 41].

The subsystem decomposition is, however, not unique and there are good mo-

tivations to investigate alternatives. Specifically, the subsystem decomposition of

Ref. [3] has lower symmetry than the GKP code itself: the logical subsystem differs

if one chooses position or momentum as the “modular quadrature.” In either case,

the decomposition does not represent the logical information one would retrieve by

performing noiseless decoding of the GKP code.

In this work, we introduce a subsystem decomposition that resolves these issues.

In particular, this new decomposition has the desirable property that tracing over the

non-logical subsystem S corresponds to a noiseless decoding map for the GKP code.

We refer to this decomposition as the GKP stabiliser subsystem decomposition, as

different stabiliser eigenstates correspond to orthogonal basis states of the non-logical

subsystem S.
The stabiliser subsystem decomposition can be applied to all multi-mode qubit or

qudit GKP codes (including concatenation of GKP and binary stabiliser codes). For

any GKP encoding, we show how to write an arbitrary CV state in the corresponding

stabiliser subsystem decomposition in terms of a Gaussian unitary applied to a Zak

basis [79]. Moreover, we show how to transform between subsystem decompositions –

corresponding to different GKP codes – through three elementary transformations

we call cell, Gaussian, and dimension transformations.

One practical challenge with GKP codes is the difficulty of numerically simulating

GKP codes using a truncated Fock basis since both the mean and variance of the

photon number distribution of physically realisable GKP codestates increases as the

codestates approach the infinitely squeezed “ideal” codewords. Logical gates can

also increase the photon number of the codestates, providing a further need to find

new numerical methods to efficiently store and manipulate GKP states [80].

Using the stabiliser subsystem decomposition and the Zak basis for the CV stabiliser

subsystem S, we are able to study realistic noise channels such as loss and white-noise
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dephasing for essentially arbitrary photon numbers. In the case of the square GKP

code, our treatment is exact. We find that GKP codes are far more resilient against

pure loss than against dephasing: a square single-mode code state with ten decibels

of squeezing achieves an average gate infidelity below 10−3 for a loss rate up to ∼5%,

while it can only tolerate a dephasing rate of ∼0.2% to reach the same fidelity. In

the case of pure-dephasing, i.e. with white-noise dephasing as the only noise channel,

there is a pseudo-threshold value for the GKP squeezing value and dephasing rate for

the GKP code to “break even” in the following sense: the GKP code only performs

better than a qubit defined using Fock states |0⟩ and |1⟩ given the GKP squeezing is

above 10 dB and simultaneously the dephasing rate is below 0.08%. We also find

that for both pure loss and dephasing, there is an optimal finite photon number that

minimises the logical error rate. This optimal photon number is much larger for loss

than for dephasing at the same rate.

Our results are organised as follows. Beginning in section 4.2, we provide an

overview of the established formalism of multi-mode GKP lattices and set up the

notation we will use in the remainder of the manuscript. In section 4.3, we define

the stabiliser subsystem decomposition and show that the partial trace over the

stabiliser subsystem corresponds to noiseless decoding. In section 4.4, we show

how to transform the states of the stabiliser subsystem decomposition of one GKP

code to any other code, and make explicit the connection between states written in

the stabiliser subsystem decomposition and Zak states [79]. Finally, we show how

to write many practical components of GKP codes conveniently in the stabiliser

subsystem decomposition, namely logical Clifford gates (section 4.5), approximate

GKP codewords, and noise channels such as pure loss, Gaussian displacements and

white-noise dephasing (section 4.6). We provide concluding remarks in section 4.7.

4.2 Notation and Preliminaries

We start with a discrete variables system consisting of the tensor product of n

finite-dimensional Hilbert spaces each with dimension dj, j = 1, . . . , n, which we

write as a single vector d = (d1, . . . , dn). We will allow for dj = 1 for any of the

dimensions, which we refer to as a “qunaught” since no logical information can be

stored in the system. The Hilbert space of the total system, Hd =
⊗n

j=1 Cdj , is

spanned by an orthonormal computational basis |µ⟩, where µ ∈ Bd =
⊕n

j=1 Zdj are

dit-string labels. On each qudit, we define the Pauli X̂(d) and Ẑ(d) operators that
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have action

X̂(d) |a⟩ = |a+ 1 (mod d)⟩ , (4.1a)

Ẑ(d) |a⟩ = e2iπa/d |a⟩ . (4.1b)

where from now on we will not explicitly write (d) to indicate the dimension of the

Pauli operators. We define a general Pauli operator acting on this discrete variables

system as

P̂d(s) =
n⊗
j=1

exp

(
iπ

dj
sjsj+n

)
X̂sj Ẑsj+n , (4.2)

where s ∈ Z2n. Note that the Pauli operators of two vectors of integers P̂d(s) and

P̂d(s
′) may be identical even if s ̸= s′.

Next, consider a continuous variables system consisting of n modes with Hilbert

space H. Such a system can be described by position and momentum operators which

we write in a column vector ξ̂ = [q̂1 · · · q̂n p̂1 · · · p̂n]T , with canonical commutation

relations [q̂j, p̂j′ ] = iδjj′ , or more compactly, ξ̂
T
Ω ξ̂ = i, where

Ω =

[
0n In

−In 0n

]
(4.3)

defines the standard symplectic form ω(u,v) = uTΩv in R2n.

We introduce the displacement operators

Ŵ (v) = exp
(√

2πi ξ̂
T
Ωv
)
, (4.4)

for v ∈ R2n, which form an operator basis of L(H), the space of all linear oper-

ators acting on H. The displacement operators obey the commutation relation
q
Ŵ (u), Ŵ (v)

y
= e−2iπuTΩv, where JA,BK = ABA−1B−1 is the group commutator;

and “displace” the position and momentum operators such that Ŵ (v)†ξ̂Ŵ (v) =

ξ̂ +
√
2πv, where on the left-hand-side the displacement operators are acting

component-wise on the vector ξ̂. Note that eq. (4.4) differs by a factor of
√
π

from the more standard definition D̂(α) = eαâ
†−α∗â (in the single-mode case).

A Gaussian unitary operator ÛS is parametrised by a 2n × 2n real symplectic

matrix S, satisfying STΩS = Ω. The action of a Gaussian unitary on the position

and momentum operators is a linear transformation: Û †
S ξ̂ÛS = Sξ̂. For any given

S, ÛS is the unitary metaplectic representation of S [81, 82]. Moreover, every

Gaussian operator ÛS can be written as the product of unitaries generated by

Hamiltonians quadratic in ξ̂. We can alternatively interpret S as defining a canonically
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transformed set of modes Ξ̂ = S−1ξ̂ such that we can write ÛSŴ (v)Û †
S = Ŵ (Sv) =

exp(
√
2πi Ξ̂TΩv).

4.2.1 Multi-mode GKP encodings

We can now introduce multi-mode qudit GKP codes, which encode a discrete

variables system Hd consisting of k qudits and k−n qunaught states into an n-mode

continuous variables system H. To specify the GKP encoding we provide two pieces

of information (Σ,d), where Σ is a 2n× 2n real symplectic matrix, and d a list of

dimensions with positive integer elements and length n. Together, they specify a set

of 2n mutually commuting stabiliser generators

ŜJ = Ŵ (mJ), mJ = d
1/2
J (modn) (Σ)J , (4.5)

where (Σ)J is the J-th column of Σ. Note our index convention of using j when the

index runs from 1 to n, and J when the index runs from 1 to 2n. The codespace is

defined by the simultaneous +1-eigenspace of the stabiliser generators. We define a

set of logical Pauli operators

X̄j = P̄d(ej) = Ŵ (m⊥
j ) (4.6a)

Z̄j = P̄d(ej+n) = Ŵ (m⊥
j+n) (4.6b)

where m⊥
J = mJ/dJ (modn) and eJ is the orthonormal basis vector of R2n with a 1 in

the J-th entry and 0’s elsewhere.

As an illustrative example, consider the case of a single qudit with dimension d

encoded in a single-mode square GKP code. The parameters for this encoding are

(Σsq, d), with Σsq = I2, such that the stabilisers and logical Paulis are simply:

Ŝ1 = Ŵ (
√
d e1) = e−i

√
2πd p̂, (4.7a)

Ŝ2 = Ŵ (
√
d e2) = ei

√
2πd q̂, (4.7b)

X̄ = P̄d(e1) = Ŵ (e1/
√
d) = e−i

√
2π/d p̂, (4.7c)

Z̄ = P̄d(e2) = Ŵ (e2/
√
d) = ei

√
2π/d q̂ (4.7d)

The encoding is called square because of the square lattice generated by m1 =
√
d e1

and m2 =
√
d e2.

One way to understand a general multi-mode GKP encoding defined by arbitrary

(Σ,d) is as follows: as Σ is a symplectic matrix, it defines a new set of canonically

transformed modes, ξ̄ = Σ−1ξ̂, which we refer to as the logical modes. Written in
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Figure 4.1: A circuit representing the encoding of k qudits into an ideal GKP
code described by (Σ,d). On the left-hand side, a state is described in the Hilbert
space Hd consisting of a tensor product k qudit and k − n qunaught states. The
qudits are encoded first into the ideal codespace of independent square GKP codes,
followed by a Gaussian unitary operator ÛΣ.

terms of the logical modes, the stabiliser generators and logical Pauli operators take

the form

Ŝj = e−i
√

2πdj p̄j , Ŝj+n = ei
√

2πdj q̄j , (4.8a)

X̄j = e−i
√

2π/dj p̄j , Z̄j = ei
√

2π/dj q̄j (4.8b)

which we recognise as n independent square-GKP encodings into the logical modes

q̄j, p̄j . This picture is illustrated in fig. 4.1, where k qudits and n−k qunaught states

are first encoded into n square-lattice logical GKP modes, before applying a unitary

Gaussian transformation ÛΣ.

To clarify the role of the qunaught states, note that the corresponding logical mode

is constrained to a unique state that could equivalently be defined as the +1 eigenstate

of Z̄ for a square lattice GKP code with arbitrary d. The qunaught modes thus play

precisely the same role as stabilisers in conventional qudit stabiliser codes [83], and

can be used to provide additional protection against errors beyond that offered by

single-mode GKP encodings. A special case is when ÛΣ can be decomposed into a

tensor product of single-mode Gaussian unitaries, followed by a logical Clifford circuit

acting on the encoded GKP qudits. This case can be understood as a concatenation

of n single-mode GKP codes with a conventional discrete qudit stabiliser code. For

example, the GKP-surface code [44, 45] belongs to this class, where there are n

physical modes, n− 1 logical qunaught modes (corresponding to the surface code

stabiliser generators), leaving a single logical GKP mode encoding a qubit with

d = 2.
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4.2.2 GKP lattices and primitive cell decoding

We define the GKP lattice generator matrix M , which has rows corresponding

to the stabiliser generators mT
J , and generates the GKP lattice Λ(M) =

{
ℓ =∑2n

J=1 sJmJ ; s ∈ Z2n
}

[23, 84, 47, 48]. The symplectic dual lattice Λ⊥(M) ={
ℓ⊥; ℓ⊥TΩℓ ∈ Z, ∀ ℓ ∈ Λ(M)

}
is generated by the vectors m⊥

J and corresponds to

the logical Pauli operators in eq. (4.6).

Conversely, if one starts with a lattice Λ which defines a GKP code, one can always

find the corresponding pair (Σ,d). In particular, for the lattice Λ to define a GKP

code, it must be full-rank and symplectic, i.e. ℓTΩℓ′ ∈ Z, ∀ ℓ, ℓ′ ∈ Λ. There is

freedom in the choice of matrix M that generates the lattice Λ; in particular, left-

multiplication of any integral unimodular matrix N transforms M 7→ NM via row

operations that preserve the lattice. This amounts to a different choice of stabiliser

generators. Using Gaussian elimination, one can always find a generator M written

in standard form such that MT = ΣD1/2 for a symplectic matrix Σ and diagonal

matrix D = diag(d,d), which provide the parameters in our original description

(Σ,d). We note that the standard form of M , and equivalently the choice of Σ, is

not unique for a given lattice Λ. However, specifying Σ fixes the choice of stabiliser

generators ŜJ and the labelling of each logical Pauli operator.

To perform an ideal round of GKP error correction, one first measures the eigen-

values of each stabiliser generator Ŵ (mJ), giving a measurement outcome which we

write as e2iπv
TΩmJ ) for each stabiliser. Here, the choice of v is unique only up to

the addition of vectors in the dual lattice. As such, to uniquely assign a translation

that returns the state to the codespace, one must choose a primitive cell P ⊂ R2n

of Λ⊥, such that any vector v ∈ R2n can be written uniquely as v = ℓ⊥ + {v}P for

ℓ⊥ ∈ L⊥ and {v}P ∈ P . The choice of P defines a decoder, in which we pick the

unique vector v = {v}P ∈ P that reproduces the syndrome e2iπv
TΩmJ ) and perform

the correction Ŵ (−v), returning the state to the ideal codespace.

The canonical choice of P is given by the Voronoi cell V(Λ⊥) of the dual lattice,

which contains the set of points closer to the origin than any other point in the

lattice. However, other choices of P can be made, for example, to account for the

effects of logical Clifford gates (section 4.5) and maximum likelihood decoding [47].

A further generalisation can be made to consider a codespace that is defined by the

simultaneous e2iπv
′TΩmJ )-eigenspace of the stabiliser generators. In this case, the

canonical choice of primitive cell is given by the Voronoi cell of the lattice shifted to

be centred around the codespace V(Λ⊥) + v′, and the corresponding ideal decoder

would apply a correction Ŵ (v′ − v). In the special case that each eigenvalue is ±1,

this reduces to a choice of “gauge” discussed in Ref. [48].

Page 57



4.3. STABILISER SUBSYSTEM DECOMPOSITION

4.3 Stabiliser Subsystem Decomposition

In this section, we describe how to construct the stabiliser subsystem decomposition

for arbitrary multi-mode GKP codes. We do this by first defining the stabiliser states

which are labelled by two variables µ (a ditstring label) and k ∈ R2n, where the

former encodes logical information and the latter the stabiliser values. The stabiliser

states span the Hilbert space H, but are not linearly independent. Instead, we

limit the range of k to a subset of R2n such that the resulting states form a linearly

independent basis, allowing us to define a subsystem decomposition between the

logical and stabiliser labels. We then outline two key features of the decomposition:

the decomposition of stabilisers and logical Paulis as products of operators on each

subsystem, and the correspondence of the partial trace to a noiseless primitive cell

decoding of the GKP code. Finally, we provide a visualisation of the decomposition

and discuss some of its properties in the context of single-mode square and hexagonal

GKP codes.

4.3.1 Stabiliser States

For any pair of parameters (Σ,d), we begin by defining the state |0n,02n⟩(Σ,d) as the
simultaneous +1-eigenstate of the stabiliser group and each logical Pauli Ẑ operator

Z̄j = P̄d(ej+n) for j = 1, . . . , n, which corresponds to the ideal GKP state encoding

the codeword |0⟩⊗n. Next, we define the remaining ideal GKP codewords:

|µ,02n⟩(Σ,d) =
n⊗
j=1

X̄
µj
j |0n,02n⟩(Σ,d) (4.9)

where µ ∈ Bd is a ditstring. Here,
⊗n

j=1 X̄
µj
j = P̄d(µ⊕ 0n) corresponds to a product

of Pauli X operators such that |µ,02n⟩(Σ,d) is the ideal codeword |µ̄⟩. We define the

stabiliser states as:

|µ,k⟩(Σ,d) = Ŵ (k) |µ,02n⟩(Σ,d) (4.10)

where k ∈ R2n. As such, the state |µ,k⟩(Σ,d) can be viewed as an ideal GKP codeword

|µ̄⟩ that has incurred a translation error Ŵ (k). We will also notate

|ψ,k⟩(Σ,d) =
∑
µ∈Bd

cµ |µ,k⟩(Σ,d) (4.11)

where |ψ⟩ =∑µ cµ |µ⟩.
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We call the states defined in eq. (4.10) “stabiliser” states due to the property:

ŜJ |ψ,k⟩(Σ,d) = e2iπk
TΩmJ |ψ,k⟩(Σ,d) , (4.12)

where we recall that ŜJ = Ŵ (mJ) is a displacement by mJ , eq. (4.5). In other

words, the subspace spanned by {|µ,k⟩(Σ,d)}µ∈Bd
corresponds to the simultaneous

eigenspace of the stabilisers with eigenvalues e2iπω(v,mJ ) respectively. The stabiliser

states span the Hilbert space but are overcomplete, obeying the quasi-periodic

boundary conditions:

|µ,k+m⊥
j ⟩(Σ,d) = eiπ kTΩm⊥

j |µ+ ej,k⟩(Σ,d) (4.13a)

|µ,k+m⊥
j+n⟩(Σ,d) = eiπ kTΩm⊥

j+n e2iπµj/dj |µ,k⟩(Σ,d) (4.13b)

where the addition µ + ej is taken mod dj. Intuitively, Equation (4.13a) can be

thought of as applying a logical X̂ to the qudit label µ and a k-dependent phase to the

stabiliser label upon application of the boundary condition, while Equation (4.13b)

can be thought of as applying a logical Ẑ to µ along with a phase, c.f. eq. (4.1).

4.3.2 The Subsystem Decomposition

To obtain a non-overcomplete basis of H from the stabiliser states, we must restrict

k to a primitive cell P of Λ⊥, such that the set of states |µ,k⟩(Σ,d) for k ∈ P forms

a (linearly independent) basis of H. We shall justify this claim in section 4.4.4

by making a direct connection to Zak states, which have already been shown to

form a basis over a given primitive cell [79]. From this we construct a subsystem

decomposition:

H = L ⊗G S (4.14)

where G = (Σ,d,P) represents the three parameters required to specify the decom-

position. We define the tensor product such that:

|ψ⟩L ⊗G |k⟩S = |ψ,k⟩(Σ,d) (4.15)

for k ∈ P . We may also define the stabiliser states eq. (4.10) to be normalised such

that: ( ∑
µ∈Bd

|µ⟩⟨µ|
)
⊗G

( �
P
d2nk |k⟩⟨k|

)
= I. (4.16)

We call L the logical subsystem, which is isomorphic to the discrete-variables

Hilbert space Hd. We call S the stabiliser subsystem, which is isomorphic to the full
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Hilbert space H via the correspondence

|k⟩S ↔ |0n,ΣD1/2Σ−1k⟩(Σ,1n)
(4.17)

where D = diag(d,d) and the right-hand-side is a stabiliser state of a qunaught GKP

code with dimension vector given by 1n = (1, . . . , 1). We will show in section 4.4.4

that the set of qunaught states |0n,ΣD1/2Σ−1k⟩(Σ,1n)
for k ∈ P is related by a

unitary transformation to a basis of Zak states for the full Hilbert space H. In this

sense, one can view the states |k⟩S as a Zak basis for the stabiliser subsystem.

We can here make a connection to the stabiliser-destabiliser formalism of discrete-

variables codes [85]. The set of destabilisers of the decomposition G is given by

DG = {Ŵ (v)}v∈P , which represent the lowest weight displacements that give rise

to a given error syndrome. The full set of displacement operators {Ŵ (v)}v∈R2n is

generated by the destabilisers DG and logical operators Ŵ (m⊥
J ) via the equation

v = ℓ⊥ + {v}P , which in turn forms an operator basis for L(H), the space of linear

operators that take H → H. This is analogous to how qubit stabilisers, destabilisers

and logical operators generate the Pauli group, which in turn forms an operator basis

for the n-qubit Hilbert space.

4.3.3 Stabilisers and Logical Paulis

Next, we define a vector of mutually commuting operators k̂ = (k̂1, . . . , k̂2n) such

that

k̂J
(
|ψ⟩ ⊗G |k⟩

)
= kJ

(
|ψ⟩ ⊗G |k⟩

)
, (4.18)

where k = (k1, . . . , k2n). These operators can be interpreted as modular quadrature

operators k̂ =
{
ξ̂/

√
2π
}
P , where {v}P is the remainder of v in the primitive cell

P such that v = ℓ⊥ + {v}P for some ℓ⊥ ∈ Λ⊥. Using this, we can decompose the

stabiliser generators as:

ŜJ = Ŵ (mJ) = Î ⊗G e
2iπ k̂

T
ΩmJ . (4.19)

Physically, the eigenvalues of k̂, which lie within the primitive cell P , can be measured

simply by measuring each stabiliser generator, which has eigenvalues e2iπ ω(k̂,mJ ). For

logical Pauli operators, we have:

X̄j = Ŵ (m⊥
j ) = X̂j ⊗G e

2iπ k̂
T
Ωm⊥

j (4.20a)

Z̄j = Ŵ (m⊥
j+n) = Ẑj ⊗G e

2iπ k̂
T
Ωm⊥

j+n (4.20b)
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where P̄d(eJ) represents the logical Pauli operator acting on H, while Pd(eJ) rep-

resents the finite-dimensional Pauli operator acting on L. The fact that P̄d(eJ)

can be written as a tensor product of operators acting on L and S ensures that it

perfectly applies the logical gate Pd(eJ) to the logical information of any given state.

The phase acting on S does not affect the logical information nor the probability

distribution of stabiliser measurement outcomes. However, the presence of this phase

ensures that the equation Ŵ (dJ (modn)m
⊥
J ) = Ŵ (mJ) is satisfied. Practically, this

phase affects neither the information stored in the logical subsystem nor the stabiliser

measurement statistics of any state.

4.3.4 The Partial Trace

The central feature of using the stabiliser subsystem decomposition is the property

that the partial trace over the stabiliser subsystem trS corresponds to an ideal

decoding map over a primitive cell P . This holds even when the codespace is defined

by the simultaneous e2iπω(v
′,mJ )-eigenspace of each stabiliser generator Ŵ (mJ), for

some vector v′.

We consider an ideal decoding map composed of a round of ideal error correction

over P, followed by a read-out of the logical information in the resultant ideal

codestate. The round of error correction over P can be described in the subsystem

decomposition first by a measurement of k̂ with some measurement outcome v ∈ P .

The action on the state is to project into the k̂ = v eigenspace via the projection

operator |v⟩S⟨v| (up to normalisation). To return the state to the k̂ = v′ eigenspace

(the ideal codespace), we apply the translation Ŵ (v′ − v). Ideal read-out is then

described by the map ρ̂ ⊗G |v′⟩⟨v′| 7→ ρ̂. Considering these three steps together

and averaging over the possible measurement outcomes results a quantum channel

H 7→ L described by the Kraus operators
{
S⟨v|

}
v∈P , where S⟨v| is an operator

which maps H → L. Thus, the post-decoding state of an arbitrary density operator

ρ̂, unconditional on the stabiliser measurement outcomes, can be found by taking

the partial trace over the S subsystem:

�
P
d2nk S⟨k|ρ̂|k⟩S = trS(ρ̂) (4.21)

This partial trace can in some sense be considered an ideal measure of the logical

information in a state ρ̂.

In some contexts, it is also useful to consider the state ρ̂v ∝ S⟨v|ρ̂|v⟩S , which is the

decoded state conditioned on the measurement outcome v (not averaged over them),

because some stabiliser outcomes can result in decoded states ρ̂v with less noise than
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others. Such considerations have previously been explored in qubit codes [86] and in

GKP magic state distillation [32].

4.3.5 Visualising ⊗G

The subsystem decomposition can be visualised by a primitive cell diagram, which is

a generalisation of the framework presented in Ref. [87]. In this picture, we write an

arbitrary state |ϕ⟩ ∈ H as:

|ϕ⟩ =
�
P
d2nk c(k) |ψ(k)⟩ ⊗G |k⟩ (4.22)

Thus we can imagine the state |ϕ⟩ represented by two functions c(k) ∈ C and

|ψ(k)⟩ ∈ Hd of k ∈ P . If one considers a projective measurement of k̂, then

the probability of obtaining an outcome k is given by |c(k)|2d2nk, and the post-

measurement state is |ψ(k)⟩ ⊗G |k⟩.
This is easiest to depict for single-mode GKP qubit codes such as the square

(sq) and hexagonal (hex) GKP codes, defined by G = (Σ,d,P) with respective

parameters:

Σsq = I2 Σhex =

[
21/2 3−1/4 −2−1/2 3−1/4

0 2−1/2 31/4

]
dsq = (2) dhex = (2)

Psq = Vsq Phex = Vhex

(4.23)

where Vsq =
(
− 1

2
√
2
, 1
2
√
2

]2
and Vhex, illustrated in fig. 4.2(a) and (d), are the Voronoi

cells of the respective lattices.

For illustrative purposes, consider a toy error model consisting of a random walk

of translation errors applied to an ideal codestate of the square GKP code with

logical information |ψ⟩L. The logical information remains unchanged as long as the

random walk keeps the state within Psq without crossing a boundary. Once it crosses

a boundary, applying Equations (4.13a) and (4.13b) causes a logical Pauli operator

to be applied to the logical subsystem, corresponding to a logical error [fig. 4.2(a)].

For the square GKP code, one can consider each boundary of the primitive Voronoi

cell as either an X̂ or a Ẑ boundary, depending on the logical error that it causes.

The hexagonal code has X̂, Ŷ and Ẑ boundaries due to the symmetry of each of

these operators. Meanwhile, the single-mode square GKP qunaught code (defined by

Σ∅,sq = I2, d∅,sq = (1), P∅,sq =
√
2Vsq) has only logical identity Î boundaries, and as

such crossing a boundary only applies an overall phase to the state.
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Figure 4.2: Primitive cell diagrams for (a) the single-mode square GKP qubit code
Gsq, (b) the Zak basis Z2, (c) the Gaussian transform of the square code ΣhexGsq,
and (d) the single-mode hexagonal GKP qubit code Ghex. (a) and (b) are related
by an unfolding operation R; (a) and (c) are related by a Gaussian transformation
Σhex; and (c) and (d) are related by a cell transformation P = ΣhexVsq 7→ P ′ = Vhex,
which is performed by shifting each of the coloured regions Pℓ⊥ by the dual lattice
vector ℓ⊥ to form P ′. In subplots (a), (c) and (d), each point on the plot represents
the two-dimensional simultaneous eigenspace of the GKP stabilisers; while in (b)
each point represents a single state. Applying a random walk of translation
operators to an ideal GKP codestate |ψ⟩L ⊗Gsq |0⟩S does not affect the logical
subsystem until the state reaches one of the quasi-periodic boundaries of the cell;
for example, causing an X̂ error as shown in (a). The corresponding path is
traced out twice in (b) since the codespace of the square GKP code consists of
superpositions of states located at the points (0, 0) and (1/

√
2, 0).
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4.4 Transformations of ⊗G

Now that we have introduced the stabiliser subsystem decomposition, and discussed

some of the insights it can give us, we now turn our attention to transformations

of the subsystem decomposition ⊗G. In particular, we are interested in describing

operations that transform basis states from one subsystem decomposition to another:

|ψ⟩ ⊗G |k⟩ 7→ |ψ′⟩ ⊗G′ |k′⟩. To do so, we must describe three transformations – cell

transformations, Gaussian transformations, and dimension transformations – that

allow one to relate any two arbitrary stabiliser subsystem decompositions G and

G ′ over n modes to each other. Then, we apply these transformations to relate an

arbitrary state in an arbitrary subsystem decomposition to a Zak state [79], allowing

us to decompose arbitrary CV states via their Zak representation. We will also make

use of these transformations in our discussion of logical Clifford gates in section 4.5.

4.4.1 Cell transformations

The first transformation we consider is a primitive cell transformation (Σ,d,P) 7→
(Σ,d,P ′), which can be achieved simply by applying the boundary conditions

eqs. (4.13a) and (4.13b) to regions of P .

To understand how such a transformation can be achieved, consider the example

shown in fig. 4.2(c) and (d), which shows the transformation of a rhombus primitive

cell P = ΣhexVsq to a hexagonal primitive cell P ′ = Vhex (the hexagonal Voronoi cell).

To perform this transformation, the initial rhombus cell P is split into disjoint regions

Pℓ⊥ ⊂ P , each of which will be shifted by the dual GKP hexagonal lattice vector

ℓ⊥ to form the new hexagonal cell. In particular, the yellow, green, blue and red

regions are shifted by +m⊥
1 , −m⊥

1 , +m
⊥
2 and −m⊥

2 respectively; while the unshaded

region is “shifted” by the zero vector 0 ∈ Λ⊥. The basis vectors in each state are

transformed by the boundary conditions eqs. (4.13a) and (4.13b), which apply a

Pauli operator to the logical subsystem and a phase to the stabiliser subsystem. As

we will see shortly, each region Pℓ⊥ can be found explicitly by taking the intersection

of P with P ′ − ℓ⊥ for each ℓ⊥ ∈ Λ⊥.

We can formalise and generalise the cell transformation procedure to allow for

the transformation of arbitrary primitive cells P 7→ P ′. We begin by partitioning

P into a (finite) number of disjoint regions Pℓ⊥ =
(
P ′ − ℓ⊥

)
∩ P , each of which are

labelled by a dual lattice vector ℓ⊥ ∈ Λ⊥. Since P and P ′ are primitive cells, we

have that P =
⋃

ℓ⊥∈Λ⊥Pℓ⊥ and Pℓ⊥1
∩ Pℓ⊥2

= ∅ whenever ℓ⊥1 ̸= ℓ⊥2 . In other words,

each vector k ∈ P is contained within exactly one region Pℓ⊥ . Then, to construct

the new primitive cell P ′, we shift each region Pℓ⊥ by the vector ℓ⊥, such that
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P ′ =
⋃

ℓ⊥∈Λ⊥

(
Pℓ⊥ + ℓ⊥

)
. With such a partitioning, we can specify the action of the

cell transformation P 7→ P ′ by:

|ψ⟩ ⊗G |k⟩ =
(
P̂d(s)

† |ψ⟩
)
⊗G′
(
e−iπω(k,ℓ

⊥) |k+ ℓ⊥⟩
)

(4.24)

for k ∈ Pℓ⊥ , and ℓ⊥ = M⊥T s for s ∈ Z2n. As such, one can always transform the

cell of the subsystem decomposition via the above procedure without altering either

Σ or d.

4.4.2 Gaussian transformations

Applying a Gaussian unitary operator ÛS to each state in the subsystem decomposi-

tion transforms G 7→ S(G) = (SΣ,d, SP) such that:

ÛS
(
|ψ⟩ ⊗G |k⟩

)
= |ψ⟩ ⊗S(G) |Sk⟩ (4.25)

Unlike the cell transformation, a Gaussian transformation affects both the generators

of the lattice Σ 7→ SΣ and the cell P 7→ SP . As such, to obtain a transformation that

only alters the lattice generators in Σ, one must combine a Gaussian transformation

with a cell transformation that restores the original cell P. In the special case

where S = ΣNΣ−1 for some symplectic integral matrix N , then ÛS is the Gaussian

unitary operator which implements the logical Clifford gate with action P̄d(s) →
ÛSP̄d(s)Û

†
S = P̄d(Ns), which we discuss in more detail in section 4.5.

4.4.3 Dimension transformations

Next, we describe how to transform the dimension, d, of the subsystem decomposition.

Central to this description is the unfolding operation, which transforms the dimension

of the j-th mode dj 7→ 1, creating a qunaught mode. The net effect of this operation

is to take the logical information in the j-th mode and instead label it in the stabiliser

mode, thus increasing the size of the primitive cell [see fig. 4.2(b)]. One can then

consider a d-fold folding operation, consisting of the inverse of an unfolding operation,

which turns a qunaught mode back into a qudit mode with dimension dj. Thus, we

can describe arbitrary dimension transformations d 7→ d′ as unfolding and folding

operations on each of the modes.

While there are many possible transformations that map a given mode from a

qudit mode to a qunaught mode, we choose to describe the unfolding operation Rj

(defined below) due to its simple action on the states in G. Intuitively, the unfolding

operation consists of demoting the logical Z̄j = Ŵ (m⊥
j+n) operator on the j-th mode
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to a stabiliser of the new code, and removing the corresponding X̄j = Ŵ (m⊥
j ) from

the logical Pauli group entirely.

We can see how this affects G by considering the generator matrix MT = ΣD1/2

that has mj as its columns. The transformation of the generators mj+n 7→ mj+n/dj

can be described by the transformation dj 7→ 1 and Σ 7→ ΣAj(
√
dj) (while the other

columns are left untouched). Here, Aj(λ) is a diagonal matrix with λ and λ−1 on

the j-th and (j + n)-th positions respectively, and ones elsewhere.

Since Ŵ (m⊥
j+n) is now in the stabiliser group, states related by a translation

Ŵ (m⊥
j ) which previously had identical support in the stabiliser subsystem are now

distinct. As a result, Rj “unfolds” (or copies) the cell P dj times along the vector m⊥
j ,

with the new primitive cell given by Rj(P) =
⋃dj−1
a=0 (P + am⊥

j ). Correspondingly,

the action of R1 (acting on the first mode for simplicity) on states in the subsystem

decomposition is given by:

|µ1⊕µ⟩ ⊗G |k⟩ = eiπω(µm
⊥
1 ,k) |0⊕µ⟩ ⊗R1(G) |k+ µ1m

⊥
1 ⟩ (4.26)

where ⊕ represents the direct sum of two dit-strings µ1 ∈ Zd1 and µ ∈ B(d2,...,dn), and

k ∈ P . Note that the 0 label on the right-hand side is redundant since it represents

a qunaught degree of freedom.

In order to transform a given mode from dimension dj 7→ d′j, we can simply

perform an unfolding operation Rj followed by a folding operation that results in

a code with dimension d′j on mode j. In section 4.4.4 we will also make use of the

all-mode unfolding operation R = R1 ◦ · · · ◦Rn, which results in a trivial subsystem

decomposition R(G) with dimension vector 1n.

4.4.4 Zak states

We can now make explicit the connection between states in a stabiliser subsystem

decomposition G and Zak states [79], which have received recent attention due to

their applicability to GKP codes [87, 88]. We start with the single-mode case. The

Zak basis [79] is a complete basis parametrised by two real numbers, k1 and k2, which

can be written in the position basis

|k1, k2⟩Zd
=

4
√
2πd eiπk1k2

∑
s∈Z

e2iπ
√
dk2s
∣∣√2π(k1 +

√
ds)
〉
q

(4.27)

where |x⟩q is the x-eigenstate of the position operator q̂. Note that compared to

Ref. [79] our definition here is different by a scaling factor.

The relationship between d in eq. (4.27) and the dimension of a GKP code will
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become apparent later; for now, it simply serves as a scaling factor in the definition

of the Zak states. Each state |k⟩Zd
is a simultaneous eigenstate of Ŵ (

√
d e1) and

Ŵ (e2/
√
d). Moreover, {|k⟩Zd

}k∈PZd
forms a orthonormal basis of H satisfying

Zd
⟨k1, k2|k′1, k′2⟩Zd

= δ(k1 − k′1)δ(k2 − k′2) (4.28)

where

PZd
=

(
− 1

2
√
d
,
2d− 1

2
√
d

]
×
(
− 1

2
√
d
,

1

2
√
d

]
(4.29)

As such, one can view the Zak states as a trivial stabiliser subsystem decomposition

with parameters Zd =
(
diag(d1/2, d−1/2), (1),PZd

)
, where we have labelled |0⟩ ⊗Zd

|k⟩ = |k⟩Zd
for simplicity. Finally, in order to generalise to n-modes, we can define

the n-mode Zak states

|k⟩Zd
= |k1, . . . , k2n⟩Zd

=
n⊗
j=1

|kj, kj+n⟩Zdj
(4.30)

With this connection, we can now apply any of the transformations discussed above

in sections 4.4.1 to 4.4.3 to relate arbitrary GKP codes to Zak states. Indeed, the

states |k⟩Zd
are the direct result of applying an unfolding operation to a single-mode

square qudit GKP code. Starting from an arbitrary G, we can apply three transforma-

tions to result in a decomposition described by Zd: We first apply a Gaussian trans-

formation Û †
Σ, followed by a cell transformation Σ−1P 7→

(∏n
j=1

(
− 1

2
√
dj
, 1

2
√
dj

])×2

.

These two steps result in an n-mode square GKP qudit code with dimension d. Fi-

nally, we apply an all-mode unfolding operation R, which results in the decomposition

Zd.

We comment here that it was shown in Ref. [79] that the Zak states |k⟩Zd
form

a basis over the primitive cell PZd
. Moreover, the transformations described in

sections 4.4.1 to 4.4.3 preserve the linear independence and completeness of the

states in each subsystem decomposition. This can be used to justify in the general

case that the restriction of k to a primitive cell P of the dual lattice Λ⊥ does indeed

result in a valid basis
{
|µ,k⟩

}
µ∈Bd,k∈P

of the full Hilbert space H. As such this

procedure provides a practical method of writing arbitrary states |ϕ⟩ ∈ H in terms

of an arbitrary stabiliser subsystem decomposition G.
A specific example is given by the square single-mode GKP code, where we have:

|µ⟩ ⊗Gsq |k⟩ = eiπµk2/
√
2 |k+ µ̂ı/

√
2⟩Z2

(4.31)

It is interesting to compare such a decomposition with the Zak-basis representation
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of the modular-position subsystem decomposition [88]. Once a rescaling of k is taken

into account, the only difference between the two decompositions is the k2-dependent

phase (see section 4.A). In the stabiliser subsystem decomposition, this phase is chosen

specifically so that the logical X̂ and Ẑ operators act as a product of operators

on the logical and stabiliser subsystems. In this sense, the stabiliser subsystem

decomposition for the single-mode square GKP qubit code can be thought of as a

“rephasing” of the modular-position subsystem decomposition that symmetrises the

treatment of position and momentum.

A similar but distinct application of Zak states in the stabiliser subsystem decom-

position formalism is in the basis of the stabiliser subsystem S. Given a state |k⟩S ,
we defined in section 4.3.1 a correspondence

|k⟩S ↔ |0n,ΣD1/2Σ−1k⟩(Σ,1n)
(4.17)

between the stabiliser subsystem S and the full Hilbert space H. The qunaught state

on the right-hand-side can be written in terms of square Zak states

|0n,ΣD1/2Σ−1k⟩(Σ,1n)
= Û †

Σ |D1/2Σ−1k⟩Z1n
(4.32)

When k runs over a primitive cell P of the dual GKP lattice Λ⊥, D1/2Σ−1k runs

over a primitive cell of the square qunaught lattice generated by the vectors eJ . As

such, the set of qunaught states |0n,ΣD1/2Σ−1k⟩(Σ,1n)
form a basis of the full Hilbert

space H, and we can conclude that the stabiliser subsystem is isomorphic to the full

Hilbert space (as a vector space).

4.5 Logical Clifford Gates

One appealing feature of GKP codes is that Gaussian operators, which are often easy

to implement experimentally, are sufficient to generate the logical Clifford group.

Here, to simplify our discussion we consider GKP codes that encode k qubits in

n modes, i.e. d =
(
2, . . . , 2︸ ︷︷ ︸

k

, 1, . . . , 1︸ ︷︷ ︸
n−k

)
. Given a k-qubit Clifford operator Â, we

can write ÂP̂d(s)Â
† = P̂d

(
Ãs
)
, where Ã is an integral symplectic matrix that acts

trivially on the d = 1 modes. An equivalent definition of Ã is that it is the symplectic

representation of the Gaussian operator which applies a logical Â gate on the square

GKP k-qubit code. The logical implementation of such an operator when the qubits

are encoded in an n-mode GKP code is then given by Ā = ÛSA
with SA = ΣÃΣ−1

such that ĀP̄d(s)Ā
† = P̄d(Ãs).
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Before discussing how Ā transforms states in the subsystem decomposition, we

first consider its action only on the stabiliser states:

Ā |ψ,k⟩(Σ,d) = |A(ψ), SAk⟩(Σ,d) (4.33)

where A(ψ) is the qubit label representing the state |A(ψ)⟩ = A |ψ⟩. From a practical

perspective, this makes it clear how logical Clifford gates may cause errors to spread

based on the action of SA. However, one can exactly counteract the effects of such a

spreading if one simply performs a round of error correction over a modified primitive

cell SAP , an idea which was first introduced in Ref. [46] and generalised in chapter 3.

However, an interesting alternative viewpoint is to consider Ā as a Gaussian

transformation of the stabiliser subsystem decomposition G 7→ Ā(G) = (SAΣ,d, SAP)

via eq. (4.25). Here, the right multiplication of Σ by the integral symplectic matrix Ã

can be viewed as a column operation that relabels the generators of the GKP lattice

and dual lattice, which is equivalent to a row operation N acting on the generator

matrix M , while leaving the overall lattice invariant. The relabelling occurs in such

a way that the Clifford operator A is applied to the logical Pauli group labels of Λ⊥:

|ψ⟩ ⊗Ā(G) |ΣÃΣ−1k⟩ =
(
A |ψ⟩

)
⊗(Σ,d,ΣÃΣ−1P) |ΣÃΣ−1k⟩ (4.34)

However, to write the right-hand side of eq. (4.34) in terms of the original subsystem

decomposition G, one must perform a cell transformation ΣÃΣ−1P 7→ P via eq. (4.24),

which in general applies Pauli operators to the logical information conditioned on

the stabiliser subsystem. It is for this reason that we suggest that a solution is to

first perform error correction on the code (Σ,d,ΣÃΣ−1P) to ensure one is in the

ideal codespace, before performing the cell transformation back to G, which acts

trivially on the ideal codespace.

Our formalism also allows for other logical gate proposals such as those using

gauge fixing techniques [89, 48], which could be used to implement code deformation

and lattice surgery schemes in concatenated codes. The key element of lattice surgery

we wish to describe here is the projection into the +1-eigenspace of an arbitrary

logical Pauli operator P . We describe this in the stabiliser subsystem decomposition

as demoting the logical Pauli operator to a stabiliser via an appropriate unfolding

operation, followed by a round of error correction to project into the +1-eigenspace.

This is described by the sequence R1 ◦ Ā, where A is a Clifford operator such that

APA† = Z ⊗ I⊗(n−1). We leave it to future work to apply this formalism to practical

problems involving GKP gauge fixing.
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4.6 Efficient numerical modeling of noise

One appealing feature of subsystem decompositions is that the partial trace operation

provides a straightforward method of extracting qubit-level information from CV

states. Here, we apply the stabiliser subsystem decomposition partial trace to sources

of imperfections in GKP codes, including approximate GKP codestates and noise

sources such as loss and dephasing. To do this, we will consider an arbitrary noise

channel N , and provide a method of evaluating the corresponding logical noise

channel NL = trS
(
N (ρ̂⊗G |0⟩⟨0|)

)
, which represents the transformation of logical

information due to the action of N . From NL, we can then extract various quantities

of interest, such as the average gate fidelity.

We begin by writing the map N in terms of translation operators in its chi -

representation:

N (ρ̂) =

�
R2n

d2nu d2nv c(u,v)Ŵ (u)ρ̂Ŵ (v)† (4.35)

where the coefficients can be evaluated from a Kraus decomposition {Êj} of N :

c(u,v) =
∑

j cj(u)cj(v)
∗, cj(u) = tr(ÊjŴ (u)†). Applying N to an ideal codestate

is straightforward given this representation due to the action of translations on the

stabiliser states [eq. (4.10)]. However since the integral in eq. (4.35) runs over R2n,

one must first apply the boundary conditions [eqs. (4.13a) and (4.13b)] before taking

the partial trace [eq. (4.21)]. Thus the resulting logical noise channel is given by:

NL(ρ̂) =
∑

s,t∈Z2n

( �
P
d2nv cs,t(v,v)

)
P̂d(s)ρ̂P̂d(t) (4.36)

where

cs,t(u,v) = eiπ(ω(u,M
⊥T s)−ω(v,M⊥T t))c(u+M⊥T s,v +M⊥T t) (4.37)

and M⊥T = ΣD−1/2 has the generators m⊥
i of Λ⊥ as its columns.

When the modulus of the chi-representation |c(u,v)| ofN goes to 0 as |u|, |v| → ∞,

eq. (4.36) can be evaluated by truncating the sum over s, t at some finite value.

However, this property is not guaranteed, and as such there are some limitations

to our method. In the following subsections, we apply our methods to four sources

of noise: the envelope operator e−∆2â†â, pure loss, random Gaussian displacements,

and white-noise dephasing, each acting on a single-mode square GKP qubit code,

and discuss our results.
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Figure 4.3: Decoded states trS
(
|ψ̄∆,sq⟩⟨ψ̄∆,sq|

)
for |ψ⟩ = |0⟩ , |1⟩ , |+⟩ , |−⟩ in the

single-mode square GKP code, as a function of ∆ (labelled on the plot) projected
onto the xz-plane of the Bloch sphere (solid outline). As ∆dB → +∞ (∆ → 0),
each state approaches the ideal logical |ψ⟩L state respectively; while as ∆dB → −∞
(∆ → +∞), each state approaches the vacuum state |0⟩, which is outside the
stabiliser octahedron (dotted line) and is thus distillable to a magic state [32].

4.6.1 Envelope Operator

We begin with the (non-unitary) envelope operator e−∆2â†â, which we use to define

the approximate GKP codestates and has been shown to be simply related to most

other choices of approximate GKP codestates [54]. The envelope operator has

chi-representation:

c∆E (u,v) ∝ e−
π
2
coth
(
∆2

2

)
(|u|2+|v|2) (4.38)

∆ is also commonly quoted in decibels as ∆dB = −10 log10(∆
2). Importantly, since the

chi-representation of the envelope operator decreases exponentially as |u|, |v| → ∞,

we can truncate the sum in eq. (4.36) to numerically obtain the logical channel E∆
L .

In this case, the logical channel is not trace-preserving due to the non-unitarity of the

envelope operator. As such we must either normalise the states after applying E∆
L , or

apply an orthonormalisation procedure to obtain a CPTP map E∆
L,o (see section 4.B

for details).

For the square GKP code, we evaluate each integral in eq. (4.36) analytically,

and calculate the truncated sum over s, t numerically. We plot the location on the

Bloch sphere of the normalised states E∆
L (|ψ⟩⟨ψ|)/N∆,ψ for |ψ⟩ = |0⟩ , |1⟩ , |+⟩ , |−⟩ in

fig. 4.3, and the average gate fidelity of E∆
L,o with the identity Î2 in the γ = 0 curve of

fig. 4.4(a). Since c∆E (u,v) becomes sharper around the origin as ∆ → 0, this method

becomes more accurate and less computationally expensive as the approximation

becomes more ideal. Indeed, our technique easily enables the simulation of highly

squeezed states, and there is no in principle limit to the squeezing one could simulate

(see section 4.C).
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4.6.2 Pure Loss

We define loss from the Kraus operators

Lγ(ρ̂) =
∞∑
j=0

L̂γj ρ̂L̂
γ†
j L̂γj =

( γ

1− γ

)j/2 âj√
j!
(1− γ)n̂/2 (4.39)

with chi-representation [90]:

cγL(u,v) ∝
(
e−

π
2
|u−v|2eiπω(u,v)

)(1+√
1−γ)2/γ

(4.40)

Here, γ = 1− e−κt represents the amount of loss applied to a system evolving under

the master equation ˙̂ρ = κD[â]ρ̂ for some time t, where D[â]ρ̂ = âρ̂â† − 1
2
{â†â, ρ̂}

is the Lindblad jump operation and {A,B} = AB + BA is the anticommutator.

Simulating loss acting directly on ideal GKP codestates using our method is not

possible since the modulus |cγL(u,v)| is constant for u = v, even as |u| → ∞.

Instead, we consider a composition of maps Lγ ◦ E∆, whose chi-representation can

be determined from eqs. (4.38) and (4.40).

The average gate fidelity of the orthonormalised logical map (Lγ ◦ E∆)L,o is given

in fig. 4.4, and is compared to the average gate fidelity of loss acting on the trivial

encoding, {|0⟩ , |1⟩}. We find that for any fixed loss rate γ, there is an optimal ∆

that maximises the average gate fidelity. One can understand this intuitively by

noting that loss has a larger effect on states with a large photon number. Since the

average photon number of an approximate GKP codestate is given approximately by

⟨â†â⟩ ≈ 1/(2∆2)− 1/2 [31], one can see that as the GKP codestate becomes more

ideal, the noise due to E∆ decreases while the noise due to Lγ increases, giving rise

to a cross-over point which represents the optimal ∆ that protects against the loss.

Based on experimental parameters used in a recent paper which produced GKP

eigenstates [28], we can provide an order-of-magnitude estimate of the loss rates we

might expect in near-term GKP experiments. Given a cavity T1,c ∼ 500 µs, and

an error-correction cycle time of 1 µs (chapter 3), we can estimate the amount of

loss we can expect during an error correction cycle to be on the order of γ ∼ 0.2%.

At this loss rate, GKP codes perform very well, and the optimal level of squeezing

is far beyond what is experimentally feasible. We note that in the context of a

more complex experiment, such a low T1 time may not be achievable, and the error-

correction cycle may take longer than 1 µs. Nevertheless, the square GKP code still

performs well below the break-even point even for much larger amounts of loss.
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Figure 4.4: Average gate infidelities of the logical noise channels corresponding to
loss acting on approximate single-mode square GKP qubit codestates (Lγ ◦E∆)L,o,
and random Gaussian displacements acting on approximate GKP codestates
(Gσ ◦ E∆)L,o, where σ

2 = γ/(1− γ) is scaled such that the Gaussian displacement
channel is equivalent to loss followed by a quantum-limited amplification: Gσ =
A1/(1−γ) ◦ Lγ . (a) The average gate infidelities plotted as a function of ∆, where
n̄ ≈ 1

2∆2 − 1
2 is the average photon number of the approximate GKP encoded

maximally mixed state. The γ = 0 curve represents the errors solely resulting from
the approximation of the GKP codestates. (b) Average gate fidelity of the loss
channel as a function of γ ≈ κt, which represents the loss of logical information as
approximate GKP codestates evolve in time under loss. This is compared to the
loss of logical information stored in a trivial Fock encoding under the same loss
channel.
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4.6.3 Gaussian Displacements

Finally, we compare this average gate fidelity to that of a Gaussian random displace-

ment noise model Gσ, which is defined by its chi-representation:

cσG(u,v) = σ−2e−π|u|
2/σ2

δ2(u− v) (4.41)

Similarly to loss, σ2 = κGt represents the variance of random displacements applied

to a system evolving under the master equation ˙̂ρ = κG
(
D[â]+D[â†]

)
ρ̂ for some time

t. Gσ can be used as a noise model for GKP codes due to its simplicity, and since

it is equivalent to a loss channel Lγ followed by a quantum-limited amplification

channel A1/(1−γ), where σ2 = γ/(1 − γ) (see Ref. [38] for details). To compare

Gσ = A1/(1−γ) ◦ Lγ to Lγ, we again consider the average gate fidelity of the logical

noise channel (Gσ ◦ E∆)L,o, the average gate fidelity of which is plotted in fig. 4.4(a).

Unsurprisingly, for equivalent values of σ and γ, Gσ introduces more noise into the

system than Lγ in the region of small ∆dB and γ. However, the infidelity of Gσ
overtakes that of Lγ at large values of ∆dB or γ, reflecting the fact that cσG(u,v) tends

to 0 as |u|, |v| → ∞ even when acting on ideal codestates. These results motivate

our analysis of loss exactly as a more accurate representation of the errors that occur

on a system housing a GKP qubit.

The consequences of our results for correcting GKP codes against loss are inter-

esting. In particular, in the large loss/large squeezing regime, it is indeed better to

apply a quantum-limited amplification channel before performing a standard round

of GKP error correction. The fact that this scheme outperforms pure loss followed

by standard error correction is not necessarily surprising, since the amplification

is designed with knowledge of the noise model acting on the system. However,

non-amplified loss does outperform amplified loss in the likely experimental regimes

of interest, leaving open the possibility of other schemes, such as using amplification

levels less than 1/(1− γ), which may optimally correct for these lower levels of loss.

4.6.4 White-noise Dephasing

Finally, we conclude our numerical analysis by considering a white-noise dephasing

channel, which we define by its continuous Kraus decomposition:

Dσ(ρ̂) =
1√
2πσ2

�
R
dϕ e−ϕ

2/(2σ2)eiϕâ
†âρ̂e−iϕâ

†â (4.42)
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Figure 4.5: Average gate infidelities of the logical noise channels corresponding
to dephasing acting on approximate single-mode square GKP qubit codestates
(Dσ ◦ E∆)L,o. (a) The average gate infidelities plotted as a function of ∆, where
n̄ ≈ 1

2∆2 − 1
2 is the average photon number of the approximate GKP encoded

maximally mixed state. (b) Average gate infidelities as a function of σ2 = κϕt,
which represents the loss of logical information as approximate GKP codestates
evolve in time under dephasing. This is compared to the loss of logical information
stored in a trivial Fock encoding under the same pure dephasing channel.
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with chi-representation:

cσD(u,v) =
1√
2πσ2

�
R
dϕ e−ϕ

2/(2σ2)e−
iπ
2
cot(ϕ)

(
|u|2−|v|2

)
(4.43)

This time, σ2 = κϕt represents the amount of dephasing applied to a system evolving

under the master equation ˙̂ρ = κϕD[â†â]ρ̂ for some time t. The term “white noise”

refers to the Gaussian distribution of the Kraus operators and serves as a convenient

analytical tool to analyse general dephasing errors. We note that although our results

should give a general indication of the performance of GKP codes against dephasing,

typical experiments observe dephasing which is far from white noise and instead has

some non-Gaussian distribution.

Again, we precompose the dephasing channel with the envelope operator, and plot

the average gate infidelity of the logical noise channel (Dσ ◦ E∆)L as a function of

both ∆ and σ in fig. 4.5. In this case, we perform the integrals over v analytically

and perform the resulting integral over ϕ numerically. For any given σ, we again

find an optimal ∆ which corrects against the dephasing. This can be understood

intuitively by noting that dephasing applies random rotations to a state in phase

space. As ∆ → 0, the approximate GKP codestate becomes more widely distributed

in phase space and is thus more vulnerable to the effects of dephasing.

Comparing our results to experiments is more difficult in the case of dephasing

since measurements of an effective white-noise dephasing rate are less common.

However, state-of-the-art cavities have been constructed with Tϕ ≈ 1 ms [91]. At

this rate, dephasing acting over a time of 1 µs results in σ2 ≈ 0.1%. In contrast to

loss, this amount of dephasing severely affects GKP codestates, performing below

the break-even point for a pure dephasing channel. Indeed, for a GKP squeezing of

∆dB = 10, one needs to be performing error correction on a timescale of less than

2 µs to remain below an average gate infidelity of 10−3 even with state-of-the-art

dephasing rates. While these results may be discouraging, there are a number of

factors which may mitigate these results. First, realistic dephasing may perform

significantly differently from white-noise dephasing. Second, we are viewing the

system in the paradigm of active error correction cycles in between which noise is

acting unmitigated. However, there are alternative dissipative schemes which may

prevent dephasing from having such an effect on the codestates. Finally, our estimate

of the error correction cycle time is very crude, so realistic experiments may be able

to reduce this time enough for GKP codes to cope with the amount of dephasing.
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4.7 Conclusion

We began the paper by providing an overview of multi-mode GKP codes by describing

the parameters (Σ,d) that specify the lattice generators of a given GKP code. Then

in section 4.3, we introduced the stabiliser subsystem decomposition H = L ⊗G S of

the CV Hilbert space into a logical and stabiliser subspace. We moreover showed

that the partial trace trS corresponds to ideal decoding over the primitive cell P,

justifying our use of the stabiliser subsystem decomposition over previously-developed

alternatives. We then explored the properties of the subsystem decomposition, and

used three transformations (cell, Gaussian and dimension transformations) to connect

states in the stabiliser subsystem decomposition to Zak states (section 4.4) and to

describe logical Clifford gates in our formalism (section 4.5). Finally, in section 4.6 we

introduced a general method to calculate the logical effect of various noise operators

on GKP codes, which we then used to analyse the envelope operator, pure loss

channels, and Gaussian displacement channels in regimes that are unreachable by

Fock space simulations.

In sections 4.5 and 4.6 we provided a number of exciting applications of the stabiliser

subsystem decomposition to implement logical gates and analyse the effects of noise.

However, there is significantly more work that must be done to provide analysis that

is useful for experiments. In particular, one could incorporate other techniques from

fault-tolerant literature, such as gate teleportation, subsystem codes [83] and gauge

fixing [89], into the GKP setting using our formalism. Furthermore, analysing more

realistic noise sources such as non-white-noise dephasing, Kerr non-linearities, and

approximate error correction is required to model the dominant sources of errors in

current experiments. In particular, analysing the dissipative GKP error-correction

schemes used in Ref. [35, 30] in terms of the subsystem decomposition may provide

insights into how the schemes work. We add that our formalism may allow for more

accurate simulations of concatenated GKP codes using the logical action of noise

channels and logical gates defined by the stabiliser decomposition.

Finally, we note that our simulation methods rely on the integration of characteristic

functions over a cell P . In this work, we were able to produce our results by evaluating

these integrals analytically over the single-mode square GKP Voronoi cell. However,

higher-dimensional integrals over non-rectangular and/or multi-mode primitive cells

cannot be evaluated analytically and thus require numerical integration which may

not scale favourably, and as such work can be done to optimise the numerical

integration methods for multi-mode GKP codes.
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Appendices

4.A Comparison to Ref. [3]

In this appendix, we briefly compare the stabiliser subsystem decomposition to

the modular subsystem decomposition [3], for the single-mode square qubit GKP

code Gsq = (I2, 2,Vsq). We show that the stabiliser subsystem decomposition is

not equivalent to the decomposition of Ref. [3] by explicitly decomposing example

states and operators into each subsystem decomposition. We also show explicitly the

different choices of phase in the definitions of each decomposition in the Zak basis

which lead to their different properties. Since the stabiliser subsystem decomposition

is designed to describe ideal GKP codes, it is our opinion that the decompositions of

Ref. [3] define a bosonic code that shares the same ideal codespace as the GKP code,

but has a non-ideal error correction procedure defined by the partial trace operation.

In order to define a modular subsystem decomposition following Ref. [3], one must

choose a quadrature in which to decompose the Hilbert space H. We choose the

position basis for this purpose and refer to this decomposition as the modular-position

subsystem decomposition (Q). Any real number x can be decomposed into a sum

x =
√
π(2s+ µ) + r (4.44)

where s ∈ Z, µ ∈ Z2, and r ∈ (−√
π/2,

√
π/2]. Introducing the modular notation:

x = a⌊x⌉a + {x}a, where ⌊x⌉a ∈ Z and {x}a ∈ (−a/2, a/2], we can write r =

{x}√π, s =
⌊
⌊x⌉√π

⌉
2
and µ =

{
⌊x⌉√π

}
2
. Then, the modular-position subsystem

decomposition is defined on the position eigenstates as:

|x⟩q = |µ⟩ ⊗Q |√πs+ r⟩q (4.45)

where we use the subscript q on the non-logical “gauge” mode to signify that the

state is a position eigenstate of the gauge mode.

Due to this choice, the position and momentum quadratures are not treated

symmetrically, resulting in a number of undesirable properties in the subsystem

decomposition. To make our point explicit, let us give two concrete examples demon-

strating the asymmetries of the modular-position subsystem decomposition. First,

the modular-position subsystem decomposition treats the position and momentum

quadratures asymmetrically, and as such the Fourier transform operator eiπâ
†â/2 does

not have a neat decomposition over the subsystem. In contrast, the Fourier transform

operator can be written in the stabiliser subsystem decomposition as a product of
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CV state Stabiliser partial trace Mod-q partial trace

|ϕ+⟩
1

2
Î +

1

π
X̂

1

2
(Î + X̂)

|ϕ−⟩
1

2
Î +

1

π
X̂

1

2
Î

Table 4.1: The partial trace of the states |ϕ±⟩ = 1√
2

(
|0⟩q + |±√

π⟩q
)
in the

square single-mode stabiliser and modular-position subsystem decompositions.
The stabiliser subsystem decomposition gives the same result for both states, while
the modular-position subsystem decomposition gives different results, revealing
an asymmetry in superpositions of left and right translations of the position
quadrature.

operators acting on L and S:

eiπâ
†â/2 = H̄sq = Ĥ ⊗Gsq R̂(π/2) (4.46)

where R̂(π/2) provides a π/2 anticlockwise rotation to the vector k.

Second, we take the partial trace of the two CV states |ϕ±⟩ =
(
|0⟩q+ |±√

π⟩q
)
/
√
2

(see table 4.1). These states are chosen to reveal an asymmetry between left and right

translations in position in the modular-position subsystem decomposition, since the

partial trace results in a pure final state |+⟩⟨+| for |ϕ+⟩ but the maximally mixed

state ρ̂ = Î/2 for |ϕ−⟩. In contrast, the stabiliser subsystem decomposition gives the

same final state for both initial states.

Now we turn our attention to the Zak basis representation of each decomposition.

Recall our (rescaled) definition of Zak states Z2:

|k⟩Z2
=

√
2 4
√
πeiπk1k2

∑
s∈Z

e2
√
2iπk2s |

√
2πk1 + 2

√
πs⟩q (4.27′)

for k ∈ R2. The set of states {|k⟩Z2
}k∈PZ2

forms a basis, where PZ2 =
(
− 1

2
√
2
, 3
2
√
2

]
×(

− 1
2
√
2
, 1
2
√
2

]
. Next, recall the Zak representation of the Gsq decomposition:

|µ⟩ ⊗Gsq |k⟩ = eiπµk2/
√
2 |k+ µê1/

√
2⟩Z2

(4.31)

for µ ∈ Z2 and k ∈ Vsq =
(
− 1

2
√
2
, 1
2
√
2

]2
.

In recent work [88], a similar equation was developed for the modular-position

subsystem decomposition. Here we provide a similar derivation using our notation in

order to directly compare the two decompositions. One can see from the definition
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in eq. (4.45) that for any gauge mode state |ϕ⟩:

Ŵ
(
ê1/

√
2
)
|0⟩ ⊗Q |ϕ⟩ = |1⟩ ⊗Q |ϕ⟩ (4.47)

Next, consider the “left half” of the Zak states |k⟩Z2
for which k ∈ Vsq. These states

have support only on position eigenstates x with µ = 0, and thus can be decomposed

into a state |0⟩ ⊗Q |ϕ⟩. We can then choose a Zak basis {|k⟩ζ}k∈Vsq of the gauge

mode such that:

|0⟩ ⊗Q |k⟩ζ = |k⟩Z2
= |0⟩ ⊗Gsq |k⟩ (4.48)

Now, we can apply eq. (4.47) to find:

|1⟩ ⊗Q |k⟩ζ = e−iπk2/
√
2 |k+ ê1/

√
2⟩Z2

(4.49)

which differs from eq. (4.27′) only by a e−
√
2iπk2 phase. This in turn can be viewed

as applying a k2-dependent Z-axis rotation of the logical Bloch sphere, thus altering

the properties of the partial trace operation. It is because of this that the stabiliser

subsystem decomposition can be seen as a “rephasing” of the modular-position

subsystem decomposition which symmetrises the treatment of the position and

momentum quadratures.

4.B Orthonormalisation procedure

In this appendix, we present the derivation of the procedure to orthonormalise the

codewords of a single-mode GKP code. In particular, we are interested in a logical

noise channel in which the first noise source is an envelope operator e−∆2â†â:

NL(ρ̂) = trS

(
N2 ◦ J [e−∆2â†â]

(
ρ̂⊗G |0⟩⟨0|

))
(4.50)

where J [Ô]ρ̂ = Ôρ̂Ô† and N2 is the second noise source (such as loss) and is a CPTP

map. Since e−∆2â†â is non-unitary, the overall logical noise channel is CP but not

TP. However, in order to define a valid quantum channel, one can orthogonalise the

approximate codewords e−∆2â†â |0̄⟩ and e−∆2â†â |1̄⟩ (where |ψ̄⟩ = |ψ⟩ ⊗G |0⟩) via the

following equations:

|0̄∆,o⟩ =
R+

2N0

e−∆2â†â |0̄⟩+ e−iϕR−

2N1

e−∆2â†â |1̄⟩ (4.51a)

|1̄∆,o⟩ =
eiϕR−

2N0

e−∆2â†â |0̄⟩+ R+

2N1

e−∆2â†â |1̄⟩ (4.51b)
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where:

Nµ = ∥e−∆2â†â |µ̄⟩∥ (4.52a)

R± =
1√

1 + R
± 1√

1−R
(4.52b)

R =

∣∣⟨0̄| e−2∆2â†â |1̄⟩
∣∣

N0N1

(4.52c)

ϕ = arg
(
⟨0| e−2∆2â†â |1⟩

)
(4.52d)

Conveniently, the inner products ⟨µ̄| e−2∆2â†â |ν̄⟩ which define the orthonormalisa-

tion can be obtained solely from the logical envelope channel E∆
L via:

tr(E∆
L |ν⟩⟨µ|) = trL

(
trS
(
J [e−∆2â†â] |ν̄⟩ ⟨µ̄|

))
= ⟨µ̄| e−2∆2â†â |ν̄⟩ (4.53)

since tracing over the stabiliser subsystem followed by the logical subsystem is

equivalent to the total trace over the entire mode.

To apply this to our original problem, we define the orthonormalisation ma-

trix C(∆) = {cij(∆)} with coefficients given in eq. (4.51) such that |ψ̄∆,o⟩ =

e−∆2â†âC(∆) |ψ̄⟩. Thus, we can define a CPTP map NL,o = NL ◦ J [C(∆)]. This re-

sulting map is identical to the original map but with the codewords orthonormalised,

as required.

4.C Envelope operator simulations as ∆ → 0

In this appendix, we briefly discuss the utility of our simulations in the ideal limit

∆ → 0. In particular, our simulations of the envelope operator, loss, and Gaussian

displacements for the square GKP code are all analytic. As long as the error rate is

sufficiently low, one can truncate each of the sums in eq. (4.36) to si, ti = −1, 0, 1

to retain only the leading order sources of error. Then, the simulations can be run

for arbitrarily squeezed states by simply evaluating each analytic expression for the

integral and adding the relevant terms to the superoperator E∆. Following this, we

again use section 4.B to calculate E∆
o from E∆, and then we can directly extract the

average gate infidelity. The run-time of this procedure is limited only by the analytic

evaluation of the expressions for the superoperator with large enough precision to

reach the extremely low infidelities.

As a proof of principle, in fig. 4.6 we present the average gate infidelities of

an approximate GKP codestate with no other noise, and an approximate GKP

Page 81



4.C. ENVELOPE OPERATOR SIMULATIONS AS ∆ → 0

0 200 400 600n̄

10−400

10−300

10−200

10−100

100

av
er

ag
e

ga
te

in
fi

d
el

it
y

γ = 0

γ = 0.1 %

4 20 24 26 28 30

∆dB

Figure 4.6: Average gate infidelity of the logical noise channel (Lγ ◦ E∆)L,o
corresponding to loss applied to approximate single-mode square GKP qubit
codestates. We show two different values of loss given by γ = 0, 0.1 %, and show
the plot as a function of ∆, where n̄ ≈ 1

2∆2 − 1
2 is the average photon number

of the approximate GKP encoded maximally mixed state. This demonstrates
that our methods can be applied easily to approximate GKP codestates with a
comically large average photon number.

codestate with a loss-rate of γ = 0.1 %, up to an average GKP photon number of

∼ 600 (∆ ≈ 0.029, ∆dB ≈ 30.8). At this level of squeezing, Fock space simulations

would require a truncation dimension which excludes at most ∼ 10−400 of the total

support of the state so that the leading source of error in the simulation is due to

the approximate GKP codestate. Moreover, the variance in the photon number

distribution of the approximate GKP codestate is also roughly 600, rendering Fock

space simulations completely infeasible. While the γ = 0 curve has a well-known

approximate analytic expression which tends to be exact as ∆ → 0, it is less clear

how one would determine a similar analytic expression for the infidelity associated

with γ = 0.1 %, particularly in the regime around n̄ ≈ 600 as the curve reaches the

optimal ∆. Although such photon numbers are unlikely to ever be experimentally

realised, fig. 4.6 demonstrates the efficiency and numerical stability of our simulations

when applied to square GKP codewords with arbitrary amounts of squeezing.
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Chapter 5

Conclusion

In this thesis, we have presented a number of practical and theoretical proposals which

bring fault-tolerant quantum computers with GKP codes closer to reality. We began

with a background of quantum computation with GKP codes in chapter 2. Then in

chapter 3, we presented proposals for performing logical gates and measurements for

GKP codes implemented in superconducting circuits. In particular, we described

a scheme for reducing the number of logical Clifford gates which are needed to

implement arbitrary Clifford circuits. We then presented a modification to the

error-correction scheme which can reduce the error rate of logical Clifford gates by

up to two orders of magnitude. In the last section of chapter 3, we proposed a

scheme to reduce the effect of measurement inefficiency on the read-out error rate of

logical Pauli measurements. Following this, in chapter 4, we presented the stabiliser

subsystem decomposition for GKP codes, and discussed its mathematical properties.

Finally, we used the stabiliser subsystem decomposition to simulate various sources

of noise exactly, and demonstrated that GKP codes perform comparatively poorly

against dephasing compared to against pure loss.

The work in this thesis provides a clear view of both the advantages of quantum

computing with GKP codes and its remaining challenges. Our proposal for performing

logical Clifford gates using only generalised controlled gates, and for modifying the

error-correction patch after each gate, take advantage of the Gaussianity of logical

GKP Clifford gates. Meanwhile, our simulations of GKP codes demonstrate its

ability to convert even relatively large amounts of pure loss into a manageable logical

error rate. In contrast, our analysis of dephasing noise and measurement inefficiency

reveals GKP codes’ relative weakness against correcting both of these types of errors.

The effect of measurement inefficiency may be reduced by using an additional readout

ancilla mode (as discussed in chapter 3), but it remains to be seen whether schemes

can be devised to reduce the effect of dephasing noise on GKP codes. We do note,

however, that we have not considered noise channels consisting of a simultaneous

application of pure loss and dephasing, and it is likely that if loss rates are larger

than dephasing rates, GKP codes will still perform favourably.

Our work also provides interesting insights into the nature of “ideal” decoding. In

chapter 4, for the purposes of constructing the subsystem stabiliser decomposition,
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we defined ideal decoding as consisting of a measurement of the stabilisers followed by

a translation lying within a primitive cell P that returns the state to the codespace.

This framework allows a large set of “decoders”, each of which is defined by a different

primitive cell P . This flexibility allows some level of optimisation, for instance, by

modifying the primitive cell after the application of a logical Clifford gate, or to

implement “maximum likelihood” decoding in multi-mode codes [90]. However, this

formalism excludes decoders that cannot be described as a stabiliser measurement

followed by a translation. If one has knowledge of the noise model acting on the

system, one could design decoders that have error rates that are lower than any

“ideal” decoders discussed in chapter 4. Indeed, one can calculate the optimal decoder

given a set of codestates using semi-definite programming [31]. Concretely, we have

seen that applying quantum-limited amplification following a pure loss noise channel

before applying an “ideal” decoder can improve performance for sufficiently large

amounts of loss. In general, it may be interesting to construct decoders that perform

better than our “ideal” decoders but are still possible to implement experimentally,

and see if they can be usefully described in the stabiliser subsystem decomposition

or a modified version of it.

Finally, we introduced a new method for simulating GKP circuits in chapter 4,

but in this work, we only considered single-mode square GKP codes. It is therefore

of significant interest to find a method of efficiently scaling such simulations up

to multi-mode GKP codes to assess the performance of GKP code concatenations

against pure loss and dephasing acting exactly on the system. Such simulations

would allow a far more precise assessment of the potential capabilities of both GKP

code concatenations and novel multi-mode GKP codes when compared to previous

studies which have relied on a Gaussian random displacement model. The stabiliser

subsystem decomposition more generally may also provide a convenient theoretical

framework for the development and analysis of native-to-GKP fault tolerant gates

and distillation schemes.
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