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ABSTRACT

An abstract of the dissertation of Hongyi Chen for the Doctor of Philosophy in

Systems Science: Engineering Management presented June 12, 2007.

Title: Sensitivity Analysis for Hierarchical Decision Models

In this dissertation, a comprehensive algorithm is developed to analyze the sensitivity
of hierarchical decision models (HDM), which include the well-known analytic
hierarchy process (AHP) and its variants, to single and multiple changes in the local
contribution matrices at any level of the decision hierarchy. The algorithm is
applicable to all HDM that use an additive function to derive the overall contribution
vector. It is independent of pairwise comparison scales, judgment quantification
techniques and group opinion combining methods. The direct impact of changes to a
local contribution value on decision alternatives’ overall contributions, allowable
range/region of perturbations, contribution tolerance, operating point sensitivity
coefficient, total sensitivity coefficient and the most critical decision element at a
certain level are defined by five groups of theorems and corollaries and two groups of
propositions in the HDM SA algorithm. Two examples are presented to demonstrate
the applications of the HDM SA algorithm on technology evaluation and energy
portfolio forecast. Significant insights gained by the two applications demonstrate the
contributions of the algorithm. Theorems and corollaries in the HDM SA algorithm

were verified and validated by data from the two application models.
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1. INTRODUCTION

As the world has become complex, decision problems have followed suit, and must
contend with increasingly complex relationships and interactions among the decision
elements. To assist decision makers and analysts, such problems can be decomposed
into hierarchical levels, and formulated as Hierarchical Decision Models (HDM)
containing several levels of decision elements which are correlated horizontally and
vertically. Among those methods to construct and utilize HDM, AHP (Analytic
Hierarchy Process) developed by Saaty [97] is the best known. Many other methods
that use the basic concept of AHP to deal with multiple decision levels have been
developed by other researchers. These methods offer a variety of ways to derive the
contribution matrices using different pairwise comparison ratio scales and judgment
quantification techniques (e.g., [9] [12] [24] [50] [55] [56] [59] [60] [61] [67]).

In HDM, the local contributions of decision elements at one level to decision
elements on the next higher level are supplied as intermediate input data to the model.
The decision obtained by evalﬁating the final ranking of alternatives is based on the
value of these contributions. Since the value of the contributions is seldom known at
one hundred percent confidence level, the solution of a problem is not complete with
the mere determination of a rank order. It is always helpful to have Sensitivity
Analysis (SA) as a supplement accompanying the current model solution. Sometimes,
SA even gives information more signiﬁcant and useful than simply knowing the rank
order of the alternatives. SA can: 1) help visualize the impact of changes at policy
and strategy levels on decisions at the operational level; 2) indicate how robust a

1



particular decision is under different conditions; 3) provide scenarios of possible
rankings of decision alternatives under different conditions; and 4) offer answers to
“what if” questions.

However, although researchers frequently understand the importance of sensitivity
analysis and considerable literature reports the application of various methods (e.g.
[15][18][42][52][64][85]1[106][113]) and addresses issues such as ranking
irregularities with AHP (e.g. [12][13]), no study has been done to develop an accurate,
comprehensive and general SA algorithm for all HDM. To close this literature gap, a
comprehensive Hierarchical Decision Models Sensitivity Analysis (HDM SA) is
proposed in this dissertation.

This HDM SA algorithm is independent of pair-wise comparison ratio scales and
judgment quantification methods by which the local contribution matrices of decision
elements at each level of the hierarchy are derived and aggregated, thus making it
applicable to all types of HDM. It addresses the situations when variations in the
contribution values at all levels of the decision hierarchy occur either one at a time or
simultaneously. Three conditions are considered in each kind of variation analysis,
namely: 1) when the rank order of a pair of decision alternatives is of concern; 2)
when the rank orders of all the decision alternatives are of concern; and 3) when only
the first-ranked alternative is of concern.

Since mathematical deduction in symbolic form is utilized to develop this
algorithm, a MOGSA model [25] is used to represent a typical HDM model structure.

Thus, notations in the MOGSA model are employed throughout the dissertation,



defining the direct impact of one unit variation of a local contribution to decision
alternatives’ overall contributions, the allowable range/region of perturbations, the
tolerance of contribution values, fotal sensitivity coefficient, operating point
sensitivity coefficient, probability of rank changing, and the critical decision elements.
The MOGSA model structure and its notations are presented in details in the

following section.

1.1 BASIC HDM MODEL STRUCTURE AND NOTATIONS

Figure 1 MOGSA hierarchical decision making model
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J: Number of strategies

I: Number of actions C*: Overall contribution of the i® action A, to the mission
r: The rank of i. A, ranks before A,,, which indicates C,A > C,’l,,

C29 : Contribution of the i action A to the £™ objective O
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C? : Contribution of the £™ objective to the mission

The terms “criteria weights” [93][1071[113][114], “priority” [1]1[6][53][69]1[98][97]
and “performance values” [107] used in previous literature are called “contributions”
in this study because they are actually measurements of the contribution of an
alternative or sub-criterion to a criterion at a higher level. Saaty [97] used “local
priority” and “global priority” to differentiate contributions of decision elements at
one level to decision elements at the next higher level and overall contributions of
decision alternatives to the mission. In this dissertation, the terms “local
contributions” and “overall contributions” are used instead.

The MOGSA model structure was first used by Cleland and Kocaoglu [25]. The

model consists of five levels of decision elements labeled Mission, Objectives, Goals,
4



Strategies, and Actions, as shown in Figure 1. On the lowest level, Actions are the

decision alternatives under evaluation: they are ranked according to their overall

contribution to the Mission, denoted as C}*.
“C/” is calculated by combining the local contribution vector and matrices, which
are vector Cy, and matrices Ci;, ®, C3®, and C;™in the MOGSA model, between

successive levels of the hierarchy M-O, O-G, G-S, and S-A, into a 1xI overall

contribution vector C*:

L K J
Ci=).Ci°xCy = ZZC,;:-chG*’ xC? = ZZZCH XCi®xCg?xCy (1.1)
£=1 £=1 k=1 =] k=l j=l

All the values in the matrices are normalized so that contributions of lower level

decision elements to each decision element on the next higher level sum up to 1:

ZC" =1, ZCG“’ =1, ZCS‘G =1, and Zc“ (1.2)

£=1 i=l
In the application of the MOGSA model, levels of the hierarchy can be extended or

reduced according to the needs of specific problems.

1.2 RESEARCH OBJECTIVES

In HDM, local contributions of decision elements at one level to the decision elements
on the next higher level are supplied as intermediate input data to the model. The
decision obtained by evaluating the final ranking of alternatives is based on the values
of these local contributions. However, the values of these contributions are seldom

known at one hundred percent confidence level. Besides, the social and economic
5



environment of certain decision problems solved by HDM is usually fast changing,
and as a result, causes changes to the local contributions’ values over time. Therefore,
the solution of a practical problem is not complete with the mere determination of a
rank order.

Variations of the local contribution values may or may not change the
recommended decision. In order to develop an overall strategy to meet the various
contingencies, one has to study how the results change due to changes in the local
contributions. In Operations Research, Sensitivity Analysis is called “post-optimality
analysis” because the analysis is conducted after an optimal solution is obtained [86].
The HDM SA proposed in this dissertation bears the same characteristic: after a
conclusion has been reached, HDM SA studies the robustness of the recommended
decision with respect to changes in the intermediate input—Ilocal contributions.

A literature survey was conducted on the current state of knowledge regarding
sensitivity analysis in the field of MCDM (Multi-Criteria Decision Making) with a
focus on hierarchical models. Limitations and gaps were identified in the literature. A
comprehensive HDM SA algorithm is proposed in this dissertation to fill the gaps by
studying sensitivity of HDM results in response to single or multiple perturbations
induced at any level of the decision hierarchy. Three situations with which decision
makers are concerned are addressed: 1) the rank order of a certain pair of decision
alternatives, 2) the rank order of all decision alternatives, and 3) the choice of the best

alternative.



In addition to theoretical algorithm development, practical applications of the
algorithm are also explored. The applications of HDM SA algorithm to previously
reported hierarchical models is done not only to verify and validate the algorithm
itself, but also demonstrate significant insights provided by performing HDM SA. The
two applications shown in this dissertation present the usefulness of HDM SA in

assisting strategic technology planning process and in analyzing energy portfolios.

1.3 OVERVIEW OF RESEARCH METHOD

Since the relationship between local contributions and overall contributions are
known, situations in which the rank order of decision alternatives need to be reserved
are formulated as mathematical expressions. The mathematical expressions, thus lead
to the theorems of the proposed HDM SA algorithm. Then mathematical deduction is
used in proving the theorems. Using analytic methods, HDM SA algorithm is
evaluated by comparing it with other SA methods reported in HDM literature about
their comprehensiveness, accuracy, informativeness, and computational complexity.
The algorithm is verified and validated by applying it to two previously built models.
Significant insights provided by such applications further demonstrate the
contributions of HDM SA in different fields, among which technology planning and
energy portfolio analysis are specifically discussed in this dissertation. Figure 2

depicts the entire research followed in this dissertation.



Figure 2 Research process
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1.4 ORGANIZATION OF THIS DISSERTATION

The rest of the dissertation is organized as follows. Section 2 summarizes literature in
the areas of Hierarchical Decision Models, SA for general MCDM problems
including Linear Programming, specific SA for all HDM methods, and other related
studies in AHP. The purpose of doing SA and the methods employed in doing SA are
also summarized. Limitations and gaps identified in literature are listed.

To close the SA literature gap, research questions are presented at the beginning
of section 3. Then a systems approach is used to develop the HDM SA algorithm.
Direct impact of one unit change to a local contribution value on the decision
alternatives’ overall contributions is first evaluated and presented by theorems 1.1
through 1.3. Then theorems 2 through 4 and their corollaries define the allowable
range/region of perturbations and tolerance of local contribution values that preserve:
1) the current rank order of a pair of decision alternatives, 2) the rank of all decision
alternatives, and 3) that leave the rank order of the best alternative unchanged, when

single and multiple changes occur in a local contribution vector or matrix at any level
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of the decision hierarchy. As an extension of these theorems and corollaries, theorems
5.1 through 5.3 define the allowable region of perturbations simultaneously induced
in different levels of the decision hierarchy. Then, a group of propositions clarify the
total sensitivity coefficient and operating point sensitivity coefficient that measure the
robustness of model results to variations in the local contribution values and
probability of rank changing when certain contribution values vary uniformly within
the feasible region. Critical decision elements make up the last proposition.

Section 4 verifies and illustrates the usefulness of the proposed HMD SA
algorithm by applying it to a hierarchical technology evaluation model reported in a
recent Ph.D. dissertation [52]. Based on a review of literature on planning, which is
summarized in section 4.1 since it is specific to the first case, a strategic technology
planning framework is proposed. HDM SA is employed as a critical step in the
proposed framework in order to link synoptic and adaptive planning modes.
Significant insights regarding scenario analysis and change management are
demonstrated.

In section 5, the HDM S A algorithm is applied to an AHP model built in 1980’s to
forecast a desired energy mix in year 2000 [43]. This application further verifies the
theorems and corollaries of the algorithm. In addition, objective data acquired from
US government website are used to compare model results. Through HDM SA, the
actual ranking of energy consumption in year 2000 was replicated by the model. More
insights, including the rank reversal problem associated with AHP, emerge during the

analysis.



In section 6, theoretical and empirical contributions, limitations and future work of
this dissertation conclude the dissertation. Mathematical details for the deduction of

theorems and corollaries are included in the Appendix.
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2. LITERATURE SURVEY

2.1 INTRODUCTION

A literature search was conducted to identify how sensitivity analysis has been
performed in previous studies with a focus on deterministic MCDM (Multi-Criteria
Decision Making) problems using hierarchical models.

Among the many MCDM models with hierarchical model structure, the Analytic
Hierarchy Process (AHP) developed by Saaty [98][97] is the best known and most
widely used model. AHP has been used to solve problems in many areas including
social, economical, technological, etc. The types of the problems addressed by AHP
include selection, evaluation, resource allocation, benchmarking, quality management,
public policy, health care and strategic planning, as summarized by Forman and Gass
[37]. Several other methods that can be viewed as the variants of AHP were
developed concurrent with and shortly after the introduction of AHP.

‘A‘Hierarchical Decision Models” is a general term used in this dissertation to
describe all the MCDM models that use hierarchical structure, including AHP and its
variants. The basic procedures for hierarchical decision modeling are the same:

1) Decompose the problem into decision elements that are correlated
horizontally and vertically and build a hierarchical model
2) Compare decision elements at the same level regarding their contributions

to certain decision element at the next higher level of the decision model
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3) Calculate the local contribution vector and matrices between successive
levels of hierarchy
4) Aggregate all local contribution vector and matrices to an overall
contribution vector
5) Rank decision alternatives according to their overall contributions to the
top level decision element, the Mission.
In utilizing HDM, the difference between the methods lies in the middle three steps.
Each method has a different computational approach to quantify judgments in
determining the contributions of decision elements to the next higher level.

For pair-wise comparisons at the second step, two types of ratio scale methods are
used: One is the constant sum measurement developed by Comrey [28] and Guilford
[46] and refined by Kocaoglu [59], and the other one is the 1-9 scale with verbal
representation developed by Saaty [97] and used in AHP and some of its variants.

To derive local contribution matrices from pair-wise comparison results at. the
third step, more than fourteen methods are used by different researchers. Ra
summarized these judgment quantification techniques into three basic groups [93]:

1) Column-row orientation methods
2) Eigenvector-based methods
3) Least distance approximation methods

Different approaches are also used to synthesize individuals’ opinions if it is a

group of people who make the judgments, either before or after the local contribution

matrices are derived. Those approaches can be categorized into three basic groups

12



[36]: 1) Mathematical aggregation, such as simple or weighted arithmetic/geometric
mean of different judgments [36][9][52]; 2) Behavioral aggregation with requires
discussion and agreement upon a value by the group, such as consensus [98], majority
rule [48], etc; and 3) A mixture of the previous two, such as Delphi developed by
Norman Dalkey, et al., and “nominal group technique,” or NGT, investigated by
Andre Delbecq, et al. [36]. |

For aggregating local contribution matrices to an overall contribution vector at the
fourth step, all of the methods, except the “row geometric mean method” developed
by Barzilai, et al. [9] and refined by Lootsma [67] that assumes a multiplicative
relationship among local contributions, use additive formulas to calculate the overall
contributions [12][59][60][61][98][93]. The HDM SA algorithm developed in this
dissertation is based on the more generally used additive relationship.

No matter what ratio scales are used to compare decision elements, what judgment
quantification methods are used to calculate the local contribution matrices, or what
methods are used to aggregate local contribution matrices into an overall contribution
vector, as long as the judgments involve subjectivity, the input data will be uncertain.
A sensitivity analysis is therefore a necessity to accompany the results derived by the
model inputs. A good SA should be general enough to be applicable to all HDM with
different underlying algorithms as mentioned above. Besides, different methods of
combining group opinions may result in different outcomes even though the initial
inputs are the same. A sensitivity analysis is then helpful to test the robustness of

current conclusion to different opinion combining methods.
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To deal with the uncertainty involved in the decisions, researchers have replaced
some of the values in the local contribution matrix with probability distributions
[49][19]. Since non-deterministic models employ statistical methods to analyze results,
one might expect that SA for non-deterministic models would also be based on
statistical analysis. The HDM SA algorithm developed in this dissertation is focused
on deterministic HDM, but is also applicable to non-deterministic HDM to a certain
degree.

The literature survey focuses on deterministic hierarchical models, but also
reviews SA for other MCDM models. The following section summarizes the purpose
of SA and the methods employed to perform SA. Limitations of the prior research are

discussed and interpreted as gaps or opportunities.

2.2 PURPOSE OF SENSITIVITY ANALYSIS

Literature survey focuses on Sensitivity Analysis in deterministic MCDM problems
solved by hierarchical models, while some SA studies on other MCDM models
including Linear Programming and Computer Simulations were also reviewed. Based
on the literature, the purpose of conducting sensitivity analysis is summarized as

follows.
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2.2.1 SA in General MCDM Models

Test the robustness of the decision model and its imperviousness to extraneous
factors [2][57]

Assess the stability of an optimal solution under changes in parameters [30]
Assess the positive changes of the optimal solution under changes in input data
[86]

Identify the most influential variables with respect to the rank ordering of the
alternatives [51]

Measure how important a particular input is to the output and determine the need
for precise estimation of parameter values under uncertainty [30][86][57][47][100]
Determine which input variables to model stochastically [57][96]

Assess the impact of the lack of controllability of certain parameters [30]

Assess the influence of an assumption on the validity of a model [47]
Communicate the distinction between plan alternatives and decision-relevant
factors [2]

Assess the significance of the difference between competing proposals regarding
final result [2]

Determine redundant or underweighted variables [2]

2.2.2 SA for HDM

Determine the range in which the value of a paired comparison can change

without altering the resultant ordinal ranking [93]
15



Determine how changes in the local priority matrices affect the global priority

vector with respect to the overall goal [53][69]

Identify the “determinant attribute” that strongly contribute to the choice among

alternatives [6]

Help come up with a possible ranking of decision alternatives at certain

confidence level when the relationship between a pair of entities can only be

described with probability distributions [49][19]

Help people make better decisions by determining how critical each criterion is or

how sensitive the actual ranking of the alternative is to changes on the current

weights of the decision criteria [107]

Characterize scenarios that could affect a change in the ranking of the alternatives

[96]

Help group experts reach consensus by demonstrating trends in the preference

weight of criteria when the comparison matrix is changed [114]

Test the robustness of the model resulting from opinion changes among the

experts [52]

In this group, some of the purposes of conducting SA for HDM are related
specifically to the HDM process, and some of them can be viewed as the subset of the

purposes mentioned in the previous section.
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2.3 METHODS UTILIZED TO CONDUCT SA FOR HDM

2.3.1 Numerical Incremental Analysis

In considerable literature where HDM, especially AHP developed by Saaty [97], were
employed to help solve problems, a basic SA was conducted by manually changing
the parameters’ values to test corresponding changes in the rank orders of the decision
alternatives. The trend of changes is then shown with graphic representations
[85][15][114][113][52]. The method used in those studies is numerical incremental
analysis, which is an iteration-based and data dependent process. The analysis starts
with a current parameter value, increasing or decreasing it by a certain unit at each
iteration. The process stops when the current rank order of the decision alternatives
changes, and the units being changed by then is defined as the threshold of changes on
the parameter value that preserves the current rank order.

The numerical incremental analysis is usually used when no closed form
expression can be found to describe the relationship between inputs and outputs or
when the closed form expression is over-complicated. Each time when an incremental
change is made, the output of the model is recalculated, thus making the analysis
slower then other methods. Of course with the assistance of computer programs, the
time this mefhod takes is no longer a problem. However, as the requirement of
precision increases, the computational complexity also increases.

Expert Choice, a software package based on AHP, has a basic sensitivity
analysis function which recalculates the global priorities of the decision alternatives

when changes occur in the local priorities. Using its “dynamics sensitivity” and
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“Performance sensitivity” functions, the users can alter the weights of the second level
criteria by dragging the value bars and see graphically how the global priorities (C,* in
MOGSA model) of the decision alternatives change. However, the function is limited
to one change at a time in the first level contribution vector (C?) of the decision

hierarchy. It does not offer users the option to change contributions at other levels of
the hierarchy, nor does it allow multiple changes at the same time. In addition, it does
not compare the impacts of changes at input levels on the output, thus does not help
people to understand the sensitivity of current decision to changes in different

contributions.

2.3.2 Simulations Approach

Hauser and Tadikamalla used a simulation approach to address the situation when the
pair-wise comparison result cannot be described by a point estimate but rather an
interval or a distribution [49]. In their model, distributions based on people’s
judgments are embedded in the AHP reciprocal matrix. After simulating the decision
process for a few hundred runs, statistical analysis is used to obtain the probabilities
of possible rank orders. Expected weight is defined as the normalized sum product of
the possible weights and the corresponding probabilities. Then the expected rank is
defined based on the expected weights.

In the example illustrated in their study, a uniform distribution of the point
estimator obtained from people’s judgment +25% is used to substitute a value in a

contribution matrix. After 500 runs of the simulation, a group of conclusions in the
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form like “the third alternative ranks first 90% of the time” are drawn. Then the
expected weights and expected ranks are calculated for all the decision alternatives.

Butler, Jia and Dyer conducted a similar study. However, instead of using
distributions based on people’s judgments, random numbers were generated by the
simulation program to be the weights of criteria, and the decision alternatives’
performance values were fixed in the simulations [19]. The result suggests the
decision alternatives’ ranking under all conditions. The alternatives that are ranked
last in all conditions are suggested to be removed from the analysis.

In these two studies, the probabilistic input of the model introduces stochasticity
to the output, thus making the model a nondeterministic HDM, which is outside the
focus of this dissertation. The HDM SA algorithm developed in this dissertation
addresses the issues raised in the common use of hierarchical models with point
estimates. Since HDM is fundamentally a deterministic model, HDM SA is thus
applied to the analysis of deterministic inputs. Simulation with probabilistic inputs is
used to verify the HDM SA results, but not to conduct the SA.

In the Hauser and Tadikamalla [49] study, since the interval of the contribution
value is given, it is possible to come up with different rankings when the contribution
value varies within such interval. Therefore, it is argued in this dissertation that a
statement such as “the third alternative will rank first when the contribution value is
within ... range, and the first alternative will rank first when the contribution value is
with ... range” gives more information than the expected ranks. Elimination of the

dominated decision alternatives beforehand is helpful in the Butler, Jia and Dyer [19]
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study. However, to show experts possible results before they make any judgments is
not necessarily helpful: the experts may assign greater weights than they would have
to certain criteria in order to have their preferred alternative selected. In addition, the
approach is more useful in problems where one level of contribution matrix is totally
unknown while the others are given at very high confidence level. Otherwise, it makes

less sense to simulate only one contribution matrix while keeping others fixed.

2.3.3 Mathematical Deduction

The third group of methods used in HDM SA is mathematical deduction, either based
on numerical values or using symbolic expressions to represent the relationship
between inputs and outputs. The mathematical deduction in symbolic form is
independent of the numerical values in specific problems. Using this method, an
algorithm is developed to determine the sensitivity of decisions to changes in
parameter values through a series of mathematical deductions. The HDM SA
algorithm proposed in this dissertation belongs to this category of methods. In the
literature surveyed in this section, except the study by Ra [93] which used numerical
values in the deduction, all the other studies used mathematical deduction in symbolic
form.

Armacost and Hosseini studied the determinant attributes in an AHP decision
hierarchy. Their analysis is concerned with the attribute that differentiate the final

ranking of the alternatives most. The “determinance score’” proposed in their study is
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m L
defined as d; = ai[—l-—(H py)"1, where a; is the normalized priority of the it
m j=1

attribute, and p; is the normalized priority of the ™ alternative with respect to the i®
attribute. The greater the d; is, the more difference the attribute makes in the final
priorities of the alternatives. [6]

Masuda proposed a sensitivity coefficient as a measurement of the likelihood that
the ranks will change. He defined the coefficient as the standard deviation of the
“extreme vector” in the judgment matrix. The closer to 0 the coefficient is, the less
likely that a rank reversal among alternatives will occur. [69]

Huang showed Masuda’s work was invalid in certain situations. Based on
Masuda’s work, he proposed a different sensitivity coefficient, also as a measurement
of the likelihood of rank changes [53].

Triantaphyllou and Sanchez defined the sensitivity coefficient of a certain
criterion Cy as:

1 d, ..
= — 8, . =—=Lx100 2.1
Sens(ck) min 5l’r,i.j| ki,j W, ( )

k
1Si< jEM

xij is the threshold of changes on Wy (the weight of Cy, or the contribution of Cy to

decision element on the next higher level) to keep the rank order of decision
alternatives A; and A;. [107]

In the literature on sensitivity analysis for hierarchical decision problems, [107] is
by far the most comprehensive study. However, similar to the Expert Choice software,

this analysis is limited to a single change in the first level contribution vector (C?) in

a decision hierarchy. Further, the authors first induced the perturbation 5,(,,., ; on Wi,
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then normalized the new value of Wy (W; =Wy - kij), and determined the threshold,
which is the smallest value of J, ; ; to alter the rank order of A; and A;. Because the

new normalized value W, is different from the original value, the threshold deducted

as a value of o

«..; Do longer applies to the new set.

For example, in their deduction, Triantaphyllou and Sanchez assumed the

perturbation was induced on W, to alter the rank order of A; and A,, which makes

W," =W, -4, ,, then to preserve the property that the sum of all weights equals to 1,

weights are normalized as follows, with W,'denoting the normalized value:

Aa— (2.2a)
W +W, +..+W,

A (2.2b)
W, +W,+...+W,

' W, (2.2¢)

W,'=—
W +W,+..+W,
If we use 4], , to represent the actual threshold instead of the un-normalized threshold

d,,,, we have:

* W, - W, -
-G =W W*+WW:- W W,-4, 1+‘f’1’1:|2- W& N (22d)
1 2 T e n 1 1,1,2 2 T e n Z‘,Vi _51’1’2
=l
| VA 61*12)X(sz _51,1,2) =W "51,1,2 (2.2¢)

i=1
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VVI X (ZW: - 51,1,2) - é‘1*:1,2 X (ZWz - é‘1,1,2) = W1 - 51,1,2 (2.2f)

i=1 i=1

W1 X (ZVVI - 51,1,2) _W1 + 51,1,2
—_— =l = = m —
ZW: - 51,1,2
i=1

Wl - 51,1,2
ZWi - 51’1,2

i=l

(2.2g)

11,2

As we can see, the actual threshold, &,

.; (shown as &, ,in the above expression) is a

value different from the threshold, J,; ; (shown as &, , in the above expression), in

s
their study. &, is a function of &, ; but not equal to it. For example, if the

contribution values W,’s are 0.4, 0.3, 0.2 and 0.1, and the d;, ,is 0.1, it means before

i
normalization W, can go down to 0.3 and keep the rank ordering of the decision
alternatives. However, after normalization, W, can only go down to 0.33, and the
other contribution values are changed to 0.33, 0.22, and 0.11. The actual threshold of

changes on W,is 0.07 = (0.4 - 0i4 —001'1) instead of 0.1.

Aguaron and Moreno-Jimenez [1] studied the tolerance of local priorities, which
is called the “local stability interval” in [1], to preserve the ranking of current local
priority weights. Based on the tolerance, a stability index is proposed. This study is
not closely related to the research questions in this dissertation. It can be viewed as
the interface between HDM SA for ranking problems and the AHP interval studies
listed in section 2.4.2. However, their deductive logic is similar to what is used in

[107] and in this dissertation, except for the way the perturbations are represented.

23



The application of their method is limited to judgment quantification models utilizing
geometric mean method developed by Barzilai and Lootsma [9][67].

Another related study of sensitivity analysis in HDM using mathematical
deduction is by Ra [93]. He pointed out that sometimes the decision makers are
uncertain of some comparisons, thus, conducted a basic and simple sensitivity
analysis on the pair-wise comparison values for HDM. The analysis determines the
range in which .the scores of a paired comparisons can change without altering the
ranking of the elements when Column-Row Sums method and Logarithmic Least
Squares method are used to derive the weights from pair-wise comparison results. His

method is mathematical deduction based on numerical values.

2.4 OTHER RELATED STUDIES

2.4.1 General sensitivity analysis

Evans [31] pointed out that SA was a fundamental concept in the effective use and
implementation of quantitative decision models. He studied the sensitivity of
parametric changes in probability values and optimal decisions in classical decision-
theoretic problems by utilizing SA concepts in linear programming. According to his
analysis, if the current parametric value is located near the center of P* (allowable
space) then the decision is robust.

Alexander [2] demonstrated the importance and the different roles of sensitivity
analysis in decision models. He pointed out that as the decision models became more
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and more complex; they were not transparent enough for easy sensitivity analysis.
Five sensitivity indicators as measurements of the degree to which a change in a
variable affect outcomes were proposed in his study.

Saltelli defined the “global sensitivity analysis” as the study of “how the
uncertainty in the output of a model can be apportioned to different sources of
uncertainty in the model input.” [100] This definition points out that it is the existence
of uncertainty in the input factor(s) that calls for the study of SA. In his study, Saltelli
presented several “model-free” methods, of which the application does not rely on
special assumptions on the behavior of the model, used generally in sensitivity
analysis. He also pointed out that, according to the European Commission 2002
handbook for extended impact assessment, a good SA should conduct analysis over
the full range of plausible values of key parameters and their interactions, to assess

how impacts change in response to changes in key parameters.

2.4.2 Stable Interval Study for AHP

There is a group of studies which are related to AHP and its sensitivity to judgment
values given in the pairwise comparison. Literature in this group is initiated by Saaty
in his AHP book where he studied the sensitivity of slight changes in the judgment
values to the priorities given by the eigenvector components in AHP [97]. Later, as
the rank reversal problem was brought up by Belton and Gear [12], more studies on

the stable interval of local priorities were conducted.
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Albel and Vargas studied the effect of interval judgments on the AHP and found
that within these ranges, there exist relatively optimal point estimates which best
categorize the intervals. [5]

Moreno-Jimenez and Vargas studied the problem of determining the most
probable ranking of alternatives that one should infer when decision makers use
interval judgments rather than point estimates in the AHP [80]. However, the study is
limited to single reciprocal matrix, while many problem structures are of complex
hierarchies (e.g., [49][25][98][52][113]{114]).

Sugihara and Tanaka proposed a model using linear programming to calculate the
interval of local priority weights under the condition of inconsistent judgment. By
comparing the intervals derived by the proposed model, one can know the possible
ranking of the local priority weights and thus determine whether the judgments satisfy
“strong transitivity” (cardinal consistency), “weak transitivity” (ordinal consistency)
or neither [105].

Farkas, Gyorgy, and Rozsa, studied the spectrum of symmetrically reciprocal
perturbations of transitive matrices of nonzero complex entries. By a series of
complex mathematical deductions, closed forms for all eigenvalues and their pair-
wise comparison matrices are given and explicit intervals for the ranges of possible
rank reversals between decision alternatives are established in their study'[33].

This group of literature is relevant in that they studied the ranges which certain
values in the pair-wise comparison matrix can be placed without reversing the rank of

the decision alternatives. However, the rank reversal problem addressed in these
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studies is specifically related to AHP. No ranking irregularity problem has been

reported for other hierarchical decision modeling algorithm.

2.5 SUMMARY

Sensitivity analysis has been regarded as a fundamental concept in the effective use
A and implementation of quantitative decision models [31]. It has several important
roles, and serves different pin’poses in the MCDM process (e.g., [2][6]). Although the
SA  for AHP and its variants have been studied by several researchers (e.g.,
[85][15][69][1071(53][19][49]), none of them has offered a fast and accurate way to
do a comprehensive SA for HDM.

The methods employed in previous literature to conduct SA for HDM are
categorized into: 1) Numerical incremental analysis, 2) simulation approach, and 3)
mathematical deduction. Limitations and the special conditions applicable to
numerical incremental analysis and simulation approach are discussed. Mathematical
deduction is identified as an effective solution that offers a clqsed—form expression to
describe how variations in the input affect the output of the model. However, previous
studies in this category either proposed a sensitivity coefficient as a likelihood of rank
change or only studied a single change in the first level contribution vector without
normalizing the threshold value. An accurate and comprehensive HDM SA algorithm
in symbolic. form is needed to close this research gap. Table 1 summarizes the

comparisons of those methods/studies.
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Table 1 Comparison of major SA methods and studies, including the present research (last
column)
Mathematical deduction in symbolic form

Numerical | i itation [“Triantaphyll
Incremental Approach n::lntsap )lllou Masuda Huang | HDM
Analysis PP oo | 990) | @002) | sA
(1997)

Judgment
quantification Yes Yes Yes No No Yes
method
independent
Brute force No Yes Yes Yes Yes Yes
not needed
Apphcable o Possible Possible No Yes Yes Yes
different levels
Applicable to
multiple Possible Yes No Yes Yes Yes
changes
simultaneously
Amount of Ve
Information Low Low Medium Very low lovrvy High
given .
Precision / Low Low Medium Low Low High
Accuracy
Computz}tlonal High High Low Low Low Low
complexity
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3. HDM SA ALGORITHM
3.1 OBJECTIVES OF THE STUDY

The HDM SA algorithm developed in this dissertation addresses four major questions
that have been asked in most of the literature:

1. What is the allowable range/region of perturbations induced on local
contribution(s) or what is the tolerance of a local contribution to keep the
decision alternatives’ ranking unchanged?

2. How to measure the sensitivity/robustness of model result to variations of
different decision elements?

3. Which is the most critical decision element at a given level of the decision
hierarchy?

4. How do changes to the local contributions’ values impact the overall

contributions and priorities of specific decision alternatives?

Although as mentioned before, there exist more than fourteen different judgment
quantification techniques that yield the contribution matrices between successive
levels of the hierarchy, sensitivity analysis developed in this dissertation is
independent of those methods, and can be applied to any deterministic hierarchical
decision making model, as long as the contribution matrices are given.

While answering the above research questions, this study considers three

conditions: 1) the current rank order of any two decision alternatives are concerned, 2)
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the current rank orders of all the decision alternatives are concerned, and 3) the

current top ranked decision alternative are concerned.

3.2 RESEARCH METHOD—A SYSTEMS APPROACH

One way to analyze causal influences and their effects is by using traditional
deductive logic to carefully deduce an outcome from assumptions made at the
beginning [98]. Due to the linear relationships and the deterministic characteristics of
HDM, the sensitivity analysis algorithm in this dissertation is developed by logical
mathematical deduction. The details of the deduction process are included in the
Appendix.

The method proposed in this dissertation is a systems approach since the subject it
deals with is a system of correlated decision elements (mission, objectives, goals,
strategies and alternatives), and more importantly, it deals with the algorithm itself,
which is abstract, rather than the empirical data from specific decision problems, This
satisfies the definition of the systems problem given by Klir [58]. The SA algorithm
developed in this dissertation is independent of data and the way people obtain data.
Operating at this higher and novice abstract level gives the method broad and cross-
disciplinary applicability regardless of the judgments people make for the priority
weights, and regardless of the method used to generate the contribution matrices
(either eigenvelue based AHP [98], or the constant sum method [25], or any otherv

method discussed in the literature review). As long as the decision hierarchy is given,
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the algorithm is able to answer the sensitivity analysis questions ésked in this
dissertation.

Another characteristic of the systems approach is that the method developed under
one framework can usually be converted to solve comparable systems problems under
another framework [58]. Since the sensitivity analysis methods under other
frameworks such as Operations Research are more developed, the same deductive
logic behind such methods are used to convert the methods within our framework.
The two applications of the algorithm in section 4 and 5 also show that HDM SA
algorithm can be applied to solve problems in different fields.

In addition, by developing this HDM Sensitivity Analysis algorithm as a solution
to general system problem, we can interpret it to solve specific system problems. This

process is illustrated in Figure 3.

Figure 3 A systematic approach for HDM Sensitivity Analysis

Sensitivity Analysis for Tech.
Technology assessment, Aoolication | Assessment, R&D portfolio,
R&D portfolio, pp Project Selection models, etc.

Project selection, etc.

Solution to specific

Specific system problem system problem
Abstraction
Interpretation
Multi-criteria hierarchical Problem HDM SA Algorithm
decision making problems
solving Solution to general
General system problem system problem
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3.3 ASSUMPTIONS

In this study, all the assumptions that apply to the hierarchical decision making
models are applicable, including:

No dependencies among the decision elements on the same level

No feedback loops in the decision process

Linear, additive relationship among the decision elements

In addition, in order to normalize the new values in the contribution matrices

before any sensitivity analysis is conducted, it is assumed that, when perturbations are
induced on any of the contributions, the values of other related contributions will be
changed passively according to their original ratio scale relationships. “Related
contributions” are the contributions of other decision elements at the same level to the

same decision element at the next higher level as the contribution(s) undergoing

changes. For example, if a perturbation P is induced on a C2, the new value of that
CJ will be:
Cp(new)=C2 +P? (3.12)
~ The new values of other C;’s will be:
_BXxC?
L

2.C7

£=1,0£8%

C? (new)=C? + P2, with P? = (3.1b)

with P, representing the induced perturbation, and P ’s being the changes occurred

passively on the related contributions according to their original ratio scales. This is
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the same assumption as the one used in the sensitivity analysis function of software

Experts Choice [32].

For another example, when M perturbations P.-’ (m=1, 2...M) are induced on

contributions of M goals, G.. ’s, to a specific objective, Ogs, the new values of C,Z:;f’ ’s

will be:
C..7 (new) = C:;O +Pkf;0 (3.2a)

ol

The new values of other CZ,‘ 95 will be:

u c:°
C%(new)= C:° +PS° , with P50 =—) P& x—H — (3.2b)
m=l DI S
k=1t - ke
k#tky .k

(* indicates that perturbation(s) are induced on contribution(s) related to that specific

decision element)

3.4 MEASURING DIRECT IMPACT

First we define the direct impact of changes to a local contribution value on the
decision alternatives’ overall contributions. This measures the amount of change
brought to the decision alternatives’ overall contributions as a result of the changes to

a local contribution value. Three theorems are presented as:
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Theorem 1.1 Let P (-C} < P <1-C7) denote the perturbation induced on

one of theC?’s which is C;f; this will result in a change to the values of C/

L o
equaling to: P?x(C4%- Y C° xLC—lo) (3.3)
Ey>7s C
!:;l* !

Theorem 1.2 Let PZ° (-Cg° < PS° <1-Cg°) denote a perturbation induced
on one of the Ci;®'s, which is C... (contribution of a specific goal Gys to a

specific objective Ogx); this will result in a change to the values of C; equaling to:

K CG—-O
PIOXCIX(CLC =Y Ci® x—e—) (3.4)
k=1 G-0
kK Z?u‘
k=L.k#k

Theorem 1.3 Let P7° (-C° <PIF < 1-C:7 ) denote the perturbation
induced on one of the C;™ ’s, which is C;’ (contribution of a specific action A

to a specific strategy Sj«); this will result in a change to the values of C;* equaling

to
C5 xP*S (when P2 is induced onC2™, soi =i*) (3.52)
J ij i v
A-S
or —C%. xPi.Ast X——1 (when P/Z*is not induced onC;™, soi #i*) (3.5b)
J Z CA_S J
i=l,ini”
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3.5 TOLERANCE ANALYSIS

Tolerance is defined as the allowable range in which a contribution value can vary
without changing the rank order of decision alternatives. To determine the tolerance
of each contribution, the allowable range of perturbations on the contribution is
calculated first. The allowable range of perturbations corresponds to the “slack” or
“allowable increase and decrease,” as used in the sensitivity analysis of linear
programming [86][82].

In an effort to offer a comprehensive algorithm, three groups of theorems and
corollaries are presented in the following subsections, covering situations when
multiple and single perturbations are induced to any local contribution vector/matrix
from the top to the bottom level of the decision hierarchy. Tolerance of the local
contributions at each level is also defined.

The logic behind the deduction of the allowable range of perturbations is: Suppose

originally A, ranks before A,, indicating (C* > C*); the rank order of A; and A, will
be preserved if the new value of C* is still greater than or equal to the new value of
C* . Therefore, the relationships between the perturbation(s) and the contributions can

be found by representing the new values of C*and C/ with an expression containing

the original contributions and the induced perturbation(s). For details of the
mathematical deductions, please refer to the Appendix.

Based on this logic, several theorems and corollaries are deduced in the following
sections regarding sensitivity analysis at different levels of the decision hierarchy. As

noted in the literature [107][1], decision makers may be interested in either the
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ranking of all decision alternatives or only the top choice in different cases. Therefore,
three situations are considered to preserve the current rank order of: (i) a pair of

decision alternatives, (ii) all decision alternatives, and (iii) the best alternative.

3.5.1 First Level Contribution Vector

M M
Theorem 2 Let P (-C <P} <1-Cg, ) PP < 1-2_;0;3 , m=1,2...M) denote

m=1

M perturbations induced on M of the C; ’s, which are C;f ; the original ranking of

A; and A, will not reverse if:

A2 P)x A+ B ) Ay 4. P X g+t By X Ay (3.62)
— A A
Where A=C.-C/,, (3.6b)
) A~0 A-0 & a0 Cf & 40 Cf
Ao = CL0w —CH0 = Y CIAX——+ Y Cox— (3.6¢)
=1 ZCO =1 ZCO
£2£].. Ly , L Y P . ‘
=] =]
2240 L0y Ly,

The top choice will remain at the top rank if the above condition is satisfied for all
r=1 and n=1, 2...I-1. The rank order of all A;’s will remain unchanged if the above
condition is satisfied for all r=1, 2...I-1, and n=1.

Theorem 2 defines an M dimensional allowable region for M perturbations

induced in the first level contribution vector C? . As long as the values of the

perturbations fall into this allowable region, current rank orders will remain
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unchanged. When (M = 1), which means only one C; value is perturbed, the
threshold of the perturbation can be determined by corollary 2.1.

Corollary 2.1 Let P? (~C7 < P? <1-C7) denote the perturbation induced on

one of the Cf ’s, which is C[‘f ; the original ranking of A; and A, will not reverse

if:
A2 P2
(3.7a)
Where A=C*-C%, (3.7b)
O (0 _h0_ % C/ N _C
X =Ch0 -C —lgf,i;‘; X— Ec" +z=§ﬂ*c;;*’ x—zij (3.7¢)
t=§=t‘ ‘ t=§=:te?l

The top choice will remain at the top rank if the above condition is satisfied for all

r=1 and n=1, 2...I-1. The rank order of all A;’s will remain unchanged if the above
condition is satisfied for all r=1, 2...I-1, and n=1.

Thresholds of the single perturbation P , denoted as & (negative) and
&, (positive), to preserve current ranking of interested A;’s can be calculated from
(3.7a) to (3.7c). Combining the feasibility constraint (—C; < P? <1-C7), which
protects any C; value from going below zero or above one, the allowable range of
perturbations  on lef , denoted as [ J72,8) 1, can be derived as
[ Max{-C2,e)},Min{l-C%,0} 1. Then, the tolerance of the corresponding

contribution Cy is [d, +C[,d, +C;]1. As long as the value of C; is within this
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tolerance range, the final ranking of A;’s under consideration will remain unchanged.
To derive the allowable range of perturbations or the tolerance of a Cy , I inequalities

need to be satisfied in both cases: to either preserve the top-ranked alternative only or

to preserve the rank order for all A;’s. I is the number of decision alternatives.

3.5.2 Middle Levels of the Decision Hierarchy

While Theorem 2 and corollary 2.1 deal with perturbation(s) induced in local
contribution vector at the top level of the decision hierarchy, C? in the MOGSA
model, the following theorem and corollaries are applicable to perturbation(s) induced
in contribution matrices at the middle levels, such as Cg,° and CjS,:G in the MOGSA
model. Since the same analysis applies to all the middle levels, notations used in

Theorem 3 and its corollaries are from Cg, © matrix.

Figure 4 Contributions of multiple goals to multlile obJectlves

—-""
- -
-
(o

- b
- -7
- -
- -

Theorem 3 Let BS,° (-CZ2 S B <1-CF2, ZPG‘O <1- ZCG“O
e m=1 m=1

2...M) denote M perturbations induced on M of the C;;°’s (contributions of M

goals G.. to the @ changing objective O,. ), Pk‘.;;;’o (- CG'O _.PG'O <1-C%7,

Kty
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ZPG'O <1- ZCE’;O ,t =1, 2...T) denote T perturbations induced on T of the

=1

Cg;o ’s (contributions of T goals G to the g* changing objective O, ) #

( CG‘°<Pj;" <1- CG“’ ZPG‘O< ZCG‘O, = 1, 2...Q) denote Q

perturbations induced on Q of the CZ;O ’s, (contributions of Q goals G,. to the y*
changing objective O e ); (see Figure 4) the original ranking of A; and Ay, will
not reverse if:

A2 :; (PG“" xﬂG'o )+ Z(PG"’ le‘ o)+ Z(PG;.:’ X zg.;f;

(3.8a)

Where 4 =C*-C%,

(3.8b)
K o0
/'lzz = ng x[Cr‘:ﬁ - CA_G +§(C,’2’G —Cﬁ.ﬁ)x‘—g—%]
k#k,, k=21: kg
k#k,,
(3.8¢c)
. -0
159 = C x[C4C, CA—G + ZCO CA—G —C*%)x Ky ]
k,'l}; rénk, P r+n.k K G-0
keky gl
k#k,
(3.8d)
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K
GO0 _ ~O AG _ 4G 0 (~A-C _ ~AGC
Aoy =CoxIC/ 0. —Cy; +§C,.’ (Cy° -ChSyx—m——

ksk, Pl gl

(3.8¢)
The top choice will remain at the top rank if the above condition is satisfied for all
r=1 and n=1, 2...I-1. The rank order of all A;’s will remain unchanged if the above
condition is satisfied for all r=1, 2...I-1, and n=1.
Theorem 3 deals with a general situation when different numbers (M, T, Q) of the
local contributions to three objectiveé (0& ,0 v, and 01; ) are perturbed (see Figure 4).
It defines a (M+T+Q) dimensional allowable region for the (M+T+Q) perturbations

induced in the local contribution matrix C5,© . When contributions to more than three

objectives need to be changed, (3.8a) can be extended by adding more

X

D(PEe xﬂf:;?)’ s following the same pattern, using x to represent the number of
x~ 0 [

x=1

perturbations induced for each C_.° and 6 to differentiate the new 0,, to which the

x contributions will be perturbed. When there is only one Cg, ° being changed, the
threshold of such change can be determined by corollary 3.1.
G-0 G0 G-0 G-0 .
Corollary 3.1 Let B (-C. 7 <P." <1-C.. ) denote a perturbation
G-01

induced on one of the C, " 's, which is C,ff;.o (contribution of a specific goal Gy to

a specific objective Og+); the original ranking of A; and A, will not reverse if:

A2 PIOXAT (3.92)
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Where A =C*-C%,, (3.9b)

K K Cce0
G-O _ o A-G A-G A~G A-G ket
Ap =CIX[CLC. =Cil + (D C° - Y Oty x—52—] (3.9¢)
k=1‘ k=1‘ CG—O
k#k kzk 17
k=1
k#k"

The top choice will remain at the top rank if the above condition is satisfied for all
r=1 and n=1, 2...1-1. The rank order of all A;’s will remain unchanged if the above

condition is satisfied for all r=1, 2...I-1, and n=1.

The thresholds of PkG;O in both directions, denoted as &g ° and £3,°, can be
derived from (3.9a) to (3.9¢). Then, the allowable range of perturbations on Cy.” is
[85°,65.°1, where (85° = Max{—C%?,e5°}) and (85.° = Min{1-CE°2,e5°}).

| W ke

The tolerance of contribution Ci° is [J " +C2Y, 0, +Co 1.

Figure 5 Contributions of multiple goals Gy« to a specific ob%'ective O+

K M
Corollary 3.2 Let PZ7 (-Ci? <P’ <1-CI7, > Co°-1<) P’

k=Lk#k,, m=1

K
< ZC&.‘O , m=1, 2...M) denote M perturbations induced on M of the Cg°’s,

k=1,k#k,,

which are CkG.;.o (contributions of M specific goals Gx+’s to a specific objective

Oy, see Figure 5); the original ranking of A, and A, will not reverse if:
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G0 G0 G-0 G-0 G-0 G0 G-0 G—-0
A2 B XA, B XAy +et By XAy et Be o x4y (3.102)

Where 4 =C*-C}

rtn

(3.10b)

K cee
A7 =CIXICLE. —Cif+ 3 (C°-Crix——1 (3.100)
™ e T ke ZCG._O

k#k; ..y it ke

kky ..k
The top choice will remain at the top rank if the above condition is satisfied for all
r=1 and n=1, 2...I-1. The rank order of all A;’s will remain unchanged if the above

condition is satisfied for all r=1, 2...I-1, and n=1.

Figure 6 Contributions of sEecific goals Gy« to specific objectives O
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s ce:

Corollary 3.3 Let P70 (-CJ7 <P7?<1-C>7, m=1, 2..M) denote M

e’
perturbations induced on M of the Cg °’s, which are ka;O (contributions of M

specific goals Gy+’s to M specific objectives Og+’s, see Figure 6); the original
ranking of A; and A, will not reverse if:

G0 G-0 G-0 G—-0 G-0 G-0 G0 G0
Z.ZPkI.[; XAy + B XAy, +o+ Pos xﬂ,%zm+...+PW.Mx ., (31la)

Where 4=C* -C}

r+n

(3.11b)
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G0 o A-G A-G & CZ‘—O S Cu‘
—0 _ A-G . 4-G .
Fo =Cp X(Clt —Coi® + 3 Ci o X = 3 G X =)
k=l > CiP > s
k#k;, - *7 . Kk,
k=Lk#k), k=Lk#k,,
(3.11¢)

The top choice will remain at the top rank if the above condition is satisfied for all
r=1 and n=1, 2...I-1.
The rank order of all A;’s will remain unchanged if the above condition is satisfied

for all r=1, 2...I-1, and n=1.

Figure 7 Contributions of a specific goal Gy« to M objectives O

A el
’ A
~

Corollary 34 Let PS.° (-C.° <PI°<1-C27, m=1, 2...M) denote M

ke,
perturbations induced on M of the C5°’s, which are C:f;.o (contributions of a

specific goal Gy«’s to M objectives Ogs’s, see Figure 7); the original ranking of A,

and A, will not reverse if:

G-0 G—0 G-0 G-0 G-0 G-0 G-0 G-0
AZP”; XA, + Py X Aes, ot Pl XA, et B XA, (3.12a)
_ A A
Where A =C/-C3, (3.12b)
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K G-0 K G-0
G-0 _ 0| AA-G _ MA-G AG kf, _ A-G Kt
k=1

renk f: co° & $ Coo
k" N < K,
k=Lk#k k=Lk#k
(3.12¢)

The top choice will remain at the top rank if the above condition is satisfied for all
r=1 and n=1, 2...I-1.
The rank order of all A;’s will remain unchanged if the above condition is satisfied

for all =1, 2...I-1, and n=1.

3.5.3 Bottom Level of the Decision Hierarchy
Theorem 4 and its corollaries deal with perturbations induced in matrix Cg'“s , which is

the bottom level of the decision hierarchy. Since the decision alternatives’ level is
involved in the analysis, it should be noted whether perturbations are induced on the
pair of decision alternatives being compared. Consequently, more complex theorem

and corollaries are developed to address various situations.

Figure 8 Contributions of multiple actions to multiple strate%ies
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: M M
Theorem 4. Let PA° (-C45 < PP <1-C45, E ) e E C*S | m=l,

m=1

2...M) denote M perturbations induced in M of theC,.;.i's ’s (contributions of M
actions A. to the @™ changing strategy S . ), P*° (-C*° <P <1-C4°,
by Ju ijp iJg iijg i Jp
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ZP?TS <1- ZCA'S t =1, 2...T) denote T perturbations induced in T of the

* & g

t=1

C;,” s (contributions of T actions A.to the B" changing strategy S.) PF
1 (2 7

g
(-CiP SP<1-CiF 2335551-510;‘73 q = 1, 2...Q) denote Q
g=1 g=1

Gy
perturbations induced in Q of the Cg;o ’s (contributions of Q actions A.to the ”
changing strategy Sj. ), see Figure 8; the original ranking of A, and A, will not
4

reverse if:

c*s A-§ _ ~A-S
rJa 7 r+ 'j.
Ch=Cl,2=C.(P: +ZP.. X — Ll — )+ CL xZP.. x—2___Th
a-s ? CcAs
> c 2.5
i=1,i#i, =11+,
A-S _ M4-S
£ + ,,'
+C3 sz.. x— LT (3.13a)
S cr
i=Li#i,

(when some perturbations are induced on C;™ s but not on C;,,’;’s)

CAs A-S _ cA-S |
C CA >CS (ZP':" x____'_7.___ Pr:;i )+CS XZP-A:SX rin,jy
% T o
=L, eyt
CA—S _4-§
+C. xZP. , x__l_*S_fL (3.13b)
A

s PR
l=l,)¢lq

(when some perturbations are induced on C;5,;’s butnoton C;;™°’s)
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A—S A—S C A-§

i=L,ii), i=1,i#i;
0 A-S _ ~A-S
_ rj' r+n, j'
+C5 XY P x—t——=r (3.13¢)
PRy o
.0
i=1,ii,

(when no perturbation is induced on C;~* nor C.;’))

A-S _ A~S 0 CA—-S _CA—S
C4-Ch.2C" xZ PSS x4 08 Y pAS T T
2 : CA-S Iroq . CAs
Z. i .Z.‘ i
i=1,ii, =11,
+C. (PS . —P%5) (3.13d)

i, jo Tmla

(when two perturbations are induced on both C;™ and C;;,; to the sameS . )

CA-Ch . 2PXs. cs(1+—-——-CA_ )- P"‘SCS(1+——::"S”"“ )— csz pos
r.— r+n J Ja - mJa

A=S mla Z A-S i. 2 =i}
Z R Cyp C i;,;er,:

il i=L iz,
A-S A-S CAS oS
+1, iy ~S i A=S o 7, r+n,j,
S5 3 s xSt
Y ocaes T PO SR W o/
o x,#r+nm . ’:fp » ij}’
i=1,i#i i=1,i#i, i=1,i¢iq
(when two perturbations are induced on CA =5 and C:;SJ ) (3.13e)

The top choice will remain at the top rank if all the above conditions, (3.13a) to
(3.13e), are satisfied for all r=1 and n=1, 2...I-1. The original ranking for all A;’s

will remain unchanged if all the above conditions, (3.13a) to (3.13e), are satisfied

for all r=1, 2...1I-1, and n=1.

Theorem 4 deals with a general situation when different numbers (M, T, Q) of the

local contributions to three strategies (S, ’Sffs and §.) are perturbed (see Figure 8).
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When contributions to more than three strategies need to be changed, (3.13a) to (3.13c)

X /}‘—s
can be extended by adding more ( C5 XZ pAs xl"’—") following the same
Jo = e Z C A‘—S
i=l i v

pattern, using x to represent the number of perturbations induced for each C;‘,‘s and 6
Ye
to differentiate the new Sj. to which the x contributions will be perturbed. When
e

only one C;~ value is perturbed, the threshold of such a perturbation can be

determined based on corollary 4.1.

Corollary 4.1 Let Pi."j.“s ( —Ci‘.‘j',s < Pi.‘j,fs <1-C;7 ) denote the perturbation
induced on one of the C,.;"S ’s, which is Ci’.‘j“.s (contribution of a specific action A

to a specific strategy S;+); the original ranking of A, and A, will not reverse if:

AZ PR (3.14a)

Where A=C!-C%, (3.14b)
CL(CA°=-CE )
A = ( g rin (3.14¢)
> it
i=1,i#i* 4
(if P is induced on neither ;™ nor C;
A-S

or A =Cix(+—L—) Gf P*isinduced on A7, (3.14d)

Scp

i=1,j#r+n
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A-S

or A =—CSx(I+—22m (if PAFis induced on CA) (3.14¢)
J Z CA-S H
i=1i#r
The top choice will remain at the top rank if all the above conditions are satisfied
for all r=1 and n=1, 2...I-1. The original ranking for all A;’s will remain
unchanged if all the above conditions, (3.14a) to (3.14e), are satisfied for all r=1,

2...1I-1, and n=1.

The thresholds of Pi."jfs in both directions, denoted as &_° and £;,° , can be

derived from (3.14a) to (3.14e). The allowable range of perturbations on C,™ is

[6;-°, 87 1, where (837 = Max{—C; ;")) and (95 =Min{l-C:7 €7 }). The

ij— b - 2 ij..

tolerance of contribution Ci‘?jis is [6,7° + Ci‘fj‘.s,é'g’.‘; S 4 Ci’.‘j'.s 1.

' Figure 9 Contributions of multiple actions A;. to a specific strategy S;«
coee @ o000

......
......

: I M
Corollary 4.2 Let P'* ( -CiP <P <1-Cl°, > CL°-1<) P!’ <
bnd L2 tm] tm] . Y ImJ
i=1, i, m=1
1
Z Cij‘j‘.'s , m=1, 2...M) denote M perturbations induced on M of the C;—s ’s, which
i=1,i#d,
are C,;i:;.s (contributions of M specific actions Aw’s to a specific strategy Sjs, see

Figure 9); the original ranking of A, and A, will not reverse if:
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M CA—S _ A
A A A-S s g ren,j"
C}—C}, 2 ) P X Cl Ll (3.15a)
m=1 A-S
D.Ch
i1, i

Gf P;;Is ’s are induced on neither C;j™* nor C7}))

rin,j

or Ci-C! .>(P** —PA:S)xcj. (3.15b)

rem) = rn), rj

(if P/."’s are induced on both C;™" and C}.),

M A-S CA—S
A _ A A-S s 4 A-S s [
or C!-C2 .2 Zl: P X C XL —+ B XCp () (3.150)
m=] - -
i#r+n Z . Cij. Z . C,'j"
11, i=1,i#

(if one of the R..A]Is ’s, which is P(f::) , in this case, is induced on Ci))

A-§S A-S

crs. s
——#—R?.,SXC;.X(1+—I——'—+-”—) (3.15d)

I

meLitr 3 s " Y s

i=Lizi" il

M
or C4-Ch,2- ) P*°xCix
r md J

r+n

(if one of the Pl,).:,’.s ’s, which is P,f}s in this case, is induced on C;™)

The top choice will remain at the top rank if (3.15a) to (3.15d) are satisfied for all
r=1 and n=1, 2...I-1. The original ranking for all A;’s will remain unchanged if all

the above conditions, (3.15a) to (3.15d), are satisfied for all =1, 2...I-1, and n=1.

Figure 10 Contributions of specific actions A;« to specific strategies S«
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Corollary 4.3 Let P (-C; <P’ <1-C;7 , m=1, 2..M) denote M
perturbations induced on M of the C;™° s (contributions of M specific actions

A;’s to M specific strategies S;+’s, see Figure 10); the original ranking of A, and

A (r<t) will not reverse if:

M 4-S _ 0A-S
C'~Cl2) P XCo x—To I (3.16a)
Ot inim Jm s
Z' i,
i=1,ii,,

(when perturbations are induced on neither C;~° nor C;~)

A-S CA—S
or Ci—C?2CixXPE X (1+—71—) = CL XPES X (14 ——1—) +
m i

4 PP Z CA;S JIm Bndm Z CA'S
i i,

=1, =1,
y 45 _ 0A-S
_ i £
D ICS X PAS x el (3.16b)
Jq tqJq !

q=1, Z CA-S
q#m, ,'j;
a*p i=1,i,

(when perturbations are induced on both C;~ and C;™)

” A-S _ A-S C4s
or C!'-Clz 3 CLxPSx—B— i 4O xPY x(14+—"—)
' '"' g=l,q#m . lede : A-S i L A-S
z N Cij; z N Cij;,
=L =L,
(when the m™ perturbation is induced on ;™) (3.16¢)
M - ;j‘,'s c4s
- T - i
or CL-Clz D CixPx—Te B O xPE x(1+—2—)
" gigem 1 e N ass Im T S as
2. Cp S
il i=Li,
(when the m™ perturbation is induced on C:™) (3.16d)
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The original ranking for all A;’s will remain unchanged if all the above conditions,
(3.16a) to (3.16d), are satisfied for all r = 1, 2...I-1 and t = r+1. The top choice
will remain at the top rank if (3.16a) to (3.16d) are satisfied forallr=1 and t =

r+1, r+2...r+1-1.

Figure 11 Contributions of a specific action A;« to specific strategies S;

Corollary 44 Tet P (-CiP <P <1-CF’, m=l, 2..M) denote M

perturbations induced on M of the C;~’s (contributions of a specific action Ay to M

strategies Sj+’s, see Figure 11); the original ranking of A, and A, will not reverse if:

A=S _ (A-S
ch A (3.17a)
m=1 ZCA‘—S

i

=1

(when perturbations are induced on neither C;™ s nor Cy;..,’s)

M ci
or C/=C/\. 2% Ci P x(1+—2—) (3.17b)
m=1 Z crs
‘ e "

(when perturbations are induced onC;;,’;’s)

CA™.
or C2-C}, 2 —ch X P2 X (14— (3.17¢)
m=1 A-S
Z Ci:
i=li#r
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(when perturbations are induced on C;;™ ’s)

The top choice will remain at the top rank if (3.17a) to (3.17c¢) are satisfied for all
r =1 and t = r+l, r+2...r+I-1. The original ranking for all A;’s will remain
unchanged if all the above conditions, (3.17a) to (3.17c), are satisfied forallr=1,

2...J-1 and t =r+1.

3.5.4 Summary

The above three groups of theorems and corollaries define the allowable region of
perturbations and tolerance of contributions at any level of an additive decision
hierarchy. Table 2 summarizes the level(s) of the contribution vector/matrix and the
number of induced perturbations that each theorem or corollary deals with. The

number of inequalities that have to be satisfied in each situation is also specified.
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Table 2 Summary of theorems and corollaries 2 to 4.4

Theorems(Th) & Level(s) | Number of Number of inequalities *
Corollaries(Co) in HDM perturbations Condition 1 Condition 2 & 3
Th 2 Top M 2+M +M

Co2.1 Top 1 2 I

Th 3 (Figure 4) Middles | M+T+Q M+T+Q+4 H+M+T+Q+2
Co3.1 Middles | 1 2 I

Co 3.2 (Figure 5) Middles | M 2+M I+M

Co 3.3 (Figure 6) Middles | M~ 1+M I+M-1

Co 3.4 (Figure 7) Middles | M 1+M I+M-1

Th 4 (Figure 8) Bottom | M+T+Q M+T+Q+4 H+M+T+Q+2
Co4.1 Bottom | 1 2 |

Co 4.2 (Figure 9) Bottom | M 2+M +M

Co 4.3 (Figure 10) Bottom | M 1+M +M-1

Co 4.4 (Figure 11) Bottom [ M 1+M +M-1

* Condition 1: rank order of a pair of decision alternative is of concern
Condition 2: rank order of all the decision alternatives is of concern

Condition 3: rank order of the top choice is of concern
M, T, and Q are the numbers of perturbations, and I is the number of decision alternatives.

‘When the perturbation number equals two, a two-dimensional allowable region for

Figure 12 The allowable region for perturbations

0.75

1
e
'°~25J'-o.z %2 0.4 0.6
0.18[ \ \

Two-dimensional allowable region
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Three-dimensional allowable region

the two perturbations is defined by the inequalities. When it increases to three, the
allowable region for the three perturbations is a three-dimensional polyhedron, as
shown in Figure 12, with its hyperplanes defined by the inequalities. The origin,

where the values of the three perturbations are all zero, represents no changes.




3.6 ALLOWABLE REGION OF MULTI-LEVEL CHANGES

Theorems and corollaries in section 3.5 cover situations when single and multiple
perturbations are induced to one specific local contribution vector/matrix while
keeping other local contribution matrices unchanged. While there exist a large number
of possible combinations in which multiple perturbations are induced simultaneously
to different levels of a decision hierarchy, only three cases are discussed here. Unlike
the analysis for single level changes addressed by Theorems 2 through 4 and their
Corollaries that aims at comprehensively covering all situations, the purpose of this
section is to demonstrate how to determine the allowable region of perturbations that
are induced simultaneously at different levels of the decision hierarchy.

The first case analyzed is when perturbations are induced in the top level
contribution vector and the second level contribution matrix while keeping the lower

levels unchanged. Theorem 5.1 defines the allowable region of perturbations induced

on the contribution of an objective to the mission, denoted as Cf: and represented by

the solid arrow at the upper level in Figure 13, and the contribution of a goai to the

same objective, denoted as Cl‘.;o and represented by the solid arrow at the lower level

in Figure 13.

Figure 13 Multi-level change case 1: simultaneously change the contributions of an objective to
the mission, and a goal to the same objective
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Theorem 5.1 Let P7 (~C? < P7 <1-CJ) denote the perturbation induced on
one of the C;’s, which is CZ (contribution of an objective O, to mission); and
let Pk‘ifo (—-C:f;:" < PkG;o < l—CkG,;:o) denote the perturbation induced on one of
the CZ:O ’s, which is Cf;o (contribution of a goal Gk. to the same objective 0[.‘ )

see Figure 13; the original ranking of A, and A.., will not reverse if:

A2PJA+PI°4+PIPI°A, (3.18a)
Where A=C*-C%, (3.18b)
& < G-0 Cf A-G A-G & G-0 A-G A-G
A= Z zcke ““i”'o"(crk —Crak) _ZCU: (G —Crax) B.18¢)
=] 0% k=1 C k=1
L=, 00 )
K G-0
= ) (Cy T~ CL)~ (Cf ~CliICy (3.184)
pore k=L Cue
K G:O
A=) (Cy =) (i =Cli) (3.18¢)

k=1,

k#k* k=1 k2k* ke
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The top choice will remain at the top rank if the above condition is satisfied for ail
r=1 and n=1, 2...I-1. The rank order of all A;’s will remain unchanged if the above

condition is satisfied for all r=1, 2...I-1, and n=1.

Similarly, Theorem 5.2 defines the allowable region of perturbations induced on

the contribution of an objective to the mission, denoted as Cz‘f and represented by the

solid arrow at the upper level in Figure 14, and the contribution of a goal to a different

objective, denoted as Cg; ° and represented by the solid arrow at the lower level in

Figure 14.

Figure 14 Multi-level change case 2: simultaneously change the contributions of an objective to
the mission, and a goal to a different objective

Theorem 5.2 Let P; (—~C; < P? <1-C}) denote the perturbation induced on
one of the C;’s, which is C (contribution of an objective O, to mission); and
let P° (—Ci° <PS° <1-CJ°) denote the perturbation induced on one of
the Ci; ° s, which is C;Z;° (contribution of a goal G,. to a different objective O, );

see Figure 14; the original ranking of A, and A, will not reverse if:
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AZPA +PI°A, +PIPI°4, (3.19a)

Where A =C*-C4

r+n

(3.19b)

L K o K
A=Y S CEOChT - )= CEOCAT - CAE (3.19¢)
£=1, k=1 ZCO k=l
y£4 ¢

£=1 L0

K CG—O
A =) ———(Ci° -CA5) - (Cre =CroICy, (3.19d)
k=1,‘ CG—O
ek k=1,k#k* e

Ay =~ Lﬂz (3.19¢)
2.C?
£=1 0#4*
The top choice will remain at the top rank if the above condition is satisfied for all
r=1 and n=1, 2...1-1. The rank order of all A;’s will remain unchanged if the above

condition is satisfied for all r=1, 2...I-1, and n=1,

Figure 15 Multi-level change case 3: simultaneously change the contributions of an objective to
the mission, and an action to a strategy

The third case deals with perturbations that are induced in the top level

contribution vector and the bottom level contribution matrix while keeping the middle
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levels unchanged. Theorem 5.3 defines the allowable region of perturbations induced

on the contribution of an objective to the mission, denoted as Cz‘f and represented by

the solid arrow at the upper level in Figure 15, and the contribution of an action to a

strategy, denoted as Cp.,° and represented by the solid arrow at the lower level in
Figure 15:
Theorem 5.3 Let Pl‘j_s ( —C?j:s < Pl‘j_s < l—Ci’.’;S ) denote the perturbation
induced on one of the C;~*’s, which is Ci’.’;s (contribution of an action A. to a

strategy S, ); and let P? (~C; < P <1-C7) denote the perturbation induced
on one of the C;’s, which is C;f (contributioh of an objective 0, to mission);
see Figure 15; the original ranking of A, and A, will not reverse if:
AZPPA+PI A, +PIPIC A, (3.20-1a)
Where A=C%~C;' (3.20-1b)

$-0 ;1A-S A-s SN COCJSI_O
A=Terc-c- 33

£=1, j=1
[;e[* J Z C!

—(C; S r‘f;s ) (3.20-1¢)

2=100*
CA—S
Ay =~ +D(XCPCE) (3.20-1d)
C i £=1
i=]§¢l*
CA—S

-(Z—-—C“’ CION—L—+1) (3.20-1¢)

ot 1—121;5 i=1,zi=:=i* Ci;t—s

Or
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AZ P23 + PS4, + POPES), (3.20-2a)

Where A=C? -C! (3.20-2b)
3 §-0 A-S A-S b COC;_O A-S§ A-S
h=2C0 CF =C) = ) ———(C5° ~C™)  (3.20-2)
= ER e
£=1 0#4%
CA—S
Iy = Y COCE° () (3.20-2d)
=1 > CcA*
e
S-0 < Czo §-0 C';_S
A=l - 2 —CN——+]) (3.20-2¢)
e 2.C/ ,._?;_* Cy.
=L bt =
Or
AZPlA+P 72, + PP A, (3.20-3a)
Where A=C/-C} (3.20-3b)
7 CO CS—O
A =YCo0C -Cy)- ZZ (€I -Cy%)  (3.20-3¢)
J=1 £=1, j=1 C
v £=§#J
CA—S Czli—S
A= Zc"cf,;"—-,—-——‘;"— (3.20-3d)
£=1 cAs _
i=1,i#i*
L o CA-—S CA—S
A=(Cr = ff 0= (3.20-3¢)
= 2C) Z Ci”
£=1 0#L* i=1,izi*

The top choice will remain at the top rank if (3.20-1a) to (3.20-3e) are satisfied for

all r =1 and t = r+1, r+2...r+I-1. The original ranking for all A;’s will remain
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unchanged if all the above conditions, (3.20-1a) to (3.20-3e), are satisfied for all r

=1,2...I-1 and t = r+1.

3.7 SENSITIVITY COEFFICIENT

Different sensitivity coefficients (SC) for HDM have been proposed in the literature
[69][107}{53]. Masuda defined the SC as the standard deviation of the “extreme
vector” of an AHP model [69]. Huang showed that Masuda’s definition was invalid in
certain situations and defined another SC based on Masuda’s work, also as a
measurement of the likelihood of range changes: the bigger the value of the
coefficient is, the more possible rank reversal among alternatives will occur [53]. This
kind of sensitivity coefficient does not give information about how sensitive the
decision is to changes in the contribution matrices. The SC proposed by
Triantaphyllou and Sanchez is the reciprocal of the smallest percentage by which the
contribution must change to reverse the alternatives’ ranking [107], which gives
limited information. Similar to the sensitivity coefficient concept, a local stability
index is defined by Aguaron and Moreno-Jimenez as the reciprocal of the local
stability interval in multiplicative AHP [1].

To give as complete information as possible, two sensitivity coefficients are
proposed here: the operating point sensitivity coefficient (OPSC) and the total
sensitivity coefficient (TSC). The OPSC is defined as the shortest distance from the
current contribution value to the edges of its tolerance. It is dependent on the

contribution’s current value (the operating point) and directions of the change
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(increasing or decreasing). TSC specifies that the shorter the tolerances of a decision
element’s contributions are, the more sensitive the final decision is to variations of
that decision element. As noted by Evans that if the current parametric value is
located near the center of P* (allowable region), then the decision is robust [31], the
OPSC proposed in this dissertation can be viewed as an indicator of the robustness of
the current decision. On the other hand, TSC reveals more about how flexible the
input values can be without changing the decision. OPSC and TSC complement each
other to give different but equally important information and thus should be used
together.

In addition, since the length of both allowable and feasible range of perturbations
induced on a certain local contribution can be calculated, length of the allowable
range as a percentage of the total feasible range can be regarded as the probability of

rank remaining unchanged when the corresponding contribution values vary

uniformly within the feasible range. For example, if the base value of CC is 0.2 and

the allowable range of perturbations on C is 0 to 0.2, that means only when C.
changes between 0.2 and 0.4, the ranking of decision alternatives will be preserved.
Therefore, when C_ changes uniformly between its feasible range, which is 0 to 1,
there is a 20 percent chance that the ranking will remain unchanged and an 80 percent
chance the ranking will be changed (when C; is between 0.2 to 1).

Since the length of the allowable range of perturbations is measured by total
sensitivity coefficient, the probability of the rank remaining unchanged can be

calculated as TSC divided by the length of the feasible range.
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Proposition 1.1 If the allowable range of perturbations on C; is [ 5,8, ] to
preserve the final ranking of A;’s, the OPSC and TSC of Cf and Oy are:
T

OPSC (Oy) = OPSC (C}) = Min{|2}|o7} (3.21a)

TSC (Og) = TSC (C?) =

52 -82| (3.21b)
The probability of A;’s rank remaining unchanged when a C; value varies

uniformly between zero and one is:

TSC (C} ) / length of feasible range = TSC (C?) (3.22)

Proposition 1.2 If the allowable range of perturbations on Cg, ’is [ 8, °, 55, ] to

preserve the final ranking of A;’s, the OPSC and TSC of C;, ° and Gy are:

OPSC (C5°) =Min{|5§:°|,|5,fj;"

} (3.232) TSC(CSP)=|65:" -] (3.23b)

OPSC (Gy) =Minf|5¢°
IsésL

-0
|0

} (323¢) TSC (Go =AK{£§{|53;0 -85} 3.23)

The probability of A;’s rank remaining unchanged when a Cg° value varies

uniformly between zero and one is:

TSC (C5°) / length of feasible range = TSC (C5 ) » (3.24)

Proposition 1.3 If the allowable range of perturbations on C;is [J,=°,8/° ] to

i- 29+

preserve the final ranking of A;’s, the OPSC and TSC of C;* and A, are:
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A-S
5

OPSC (C;*) = Min{|6;=|,

-

}(325a) TSC(C;)=

04 —&H[ (3.25b)

i+ ij~

OPSC (As) = Min{|5,~5 | o7
1<js7

ij—

} (3.25¢) TSC(A) =Mir}{
1sjs

545 — 5:*-3|} (3.25d)

i+ j-

The probability of A;’s rank remaining unchanged when a C,.;"S value varies

uniformly between zero and one is:

TSC (C; ™) / length of feasible range = TSC(C;™) (3.26)

The smaller the sensitivity coefficients of a decision element are, the less robust
the decision is to variations of that element. If the TSC of a decision element is one,
meaning the tolerance is from zero to one, the decision is not sensitive at all to
changes that occur to the contributions of this element.

The above analysis is based on a “one-way SA” in which the influence of a single
input to the decision is analyzed while keeping other inputs at their base values [26].
Extending the analysis to multiple simultaneous changes, we can study the sensitivity
of a certain decision level in the hierarchy. Recall that in folerance analysis section,
an M-dimensional allowable region is defined for M perturbations induced on any
local contribution vector/matrix to preserve the final ranking of A;’s. Based on the
same logic, the shortest distance from the origin to all hyperplanes of the M-
dimensional polyhedron and the polyhedron’s volume determine the robustness of the
current model regarding changes to the M contribution values. Just like the analysis in
the one-dimensional case, the volume of the M-dimensional allowable region

(polyhedron) as a percentage of volume of the M-dimensional feasible region is also
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the probability of keeping A,’s rank orders unchanged when the M contributions vary

uniformly from zero to one. When M equals two, the probability of rank remaining
unchanged is the area of the allowable region divided by the area of the feasible
region. In every case, TSC measures the length/area/volume of the allowable

range/area/region for single/double/multiple perturbations.

3.8 CRITICAL DECISION ELEMENTS

In several previous studies, researchers tried to identify the most influential variables
with respect to the rank ordering of the alternatives [51] or “determinant attribute”
that strongly contribute to the choice among alternatives [6].

As it is mentioned in [107], one may be misled by the name “criticality” and think
the weights or contribution values determine the criticality of a decision element.
Therefore, it should be noted that the criticality of a decision element to preserve the
current ranking is different from the importance of a decision element to the higher
level decision elements. Criticality is determined by how sensitive the final ranking is
to changes in a decision element’s contributions, and the importance is determined by
how much a decision element contributes to the higher level decision elements.

In this dissertation, the most critical decision element is defined as the one whose
influence on the final decision is most sensitive to perturbations, as defined by
Triantaphyllou and Sanchez [107]. Extending their definition to multiple levels of the

decision hierarchy, we get:
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Proposition 2. The most critical decision element at a given level of the decision

hierarchy in terms of preserving the current ranking of A;’s is the decision element

corresponding to the smallest TSC and OPSC at that level.

In situations when the smallest TSC and OPSC do not occur on the same decision
element, there can be two different decision elements, and each one can be considered
the most critical in different situations. Additional analysis can also be carried out to

determine which one is more critical.

3.9 ADDING NEW DECISION ALTERNATIVES

There are situations where new decision elements need to be added after a hierarchical
decision model has been built. Adding new decision elements to the middle levels of
the decision hierarchy will change all the contribution matrices. In this case, it is
suggested that a new decision hierarchy be constructed and the overall contribution
vector be recalculated. However, introducing new decision alternatives only changes
the bottom level of the decision hierarchy; and SA can be applied to that special case.
With the assistance of Corollary 4.4, the impact of adding a new decision

alternative can be studied by adding the new A; to the model and assuming its current

contributions are zero and its new contributions are Pi.Aj?S_, where i=I+1)and (m =1,

2...J). The currently top-ranked decision alternative will remain unchanged as long as
inequality (3.17b) is satisfied for (r = 1) and (n = I). The current ranking of all
decision alternatives will remain unchanged if (3.17b) is satisfied for (r =1, 2...I) and

(r+n = I+1), with the new decision alternative ranked last. Based on the same logic,
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adding multiple new decision alternatives can be analyzed using Theorem 4. The

entire decision hierarchy does not have to be re-calculated.
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4. APPLICATION 1—APPLYING HDM SA TO STRATEGIC TECHNOLOGY

PLANNING

4.1 GENERAL FRAMEWORK FOR TECHNOLOGY PLANNING

Technology plays a critical role in business. It creates and maintains a firm’s core
competences to outperform its competitors and enables business success [14][40][77].
Technology also alters the rules of competition by changing the business environment.
[52] Having realized the importance of technologies, companies are striving to adopt
technologies and put them in their business processes. However, technologies must be
properly deployed before their economic benefits can be obtained. The fit between
technology and business operation should be understood to ensure a successful
technology implementation [20][27][52][93]. Companies must be able to adapt to the
changes brought by emerging technologies. Therefore, it is critical for management to
understand the implications of the technology changes, and to assure that technology
change is driven by business strategy, and not the other way around [14].

To ensure long-term business survival, a firm’s technology strategy should be
integrated with its business strategy [14][34], and linkages must be established
between business goals and the technologies needed to achieve such a goal [70].
Therefore, a formal set of technology planning procedures, which effectively
facilitates the integration [14] and strives for a good match between the company’s
external environment and internal structures and processes [38], should be an integral

part of the business strategy and planning. Benefits of a deliberate technology plan
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also include the identification of strategic opportunities to combine technology push,
and the coordination of all related activities across the company to build on success
and to avoid redundancies [35].

Although various procedures have been proposed for development of a technology
plan (i.e. [76][34][70]), two critical steps are common to most of them: assessment of
~ the current state of technology, and forecasting of possible changes and future needs.
The assessment helps a company evaluate the degrees to which the technology
alternatives support the business goals, understand the influences of new technologies
" on its strategies, and prioritize the technology investment options [63]; while the
forecasting anticipates changes in the core and pacing technologies of the firm, taking
into consideration the enterprise evolution, new or improvéd capabilities of products,
production and marketing, etc. [76] Technology scenarios can then be generated,
focusing on technological opportunities and their impact on market needs and
business opportunities, in a “what-if”’ mode.

Researchers have employed many different methods to evaluate technologies in
the assessment step, but few of them have offered a systematic approach to link the
technology alternatives to business goals through the alignment of company strategies
[34][52]. To better integrate technology strategies with the business strategy, a
strategic hierarchical technology assessment model has been developed by Ho in his
dissertation [52]. Ho’s model investigates the impacts of emerging technologies on

technology strategies, competitive goals, and overall success of a target industry [52]
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and links these decision elements into a four-level decision hierarchy using the
concept of HDM.

Considering the two types of models pervading the strategic planning literature,
Ho’s model would be considered as a synoptic planning type, since it establishes the
overall mission, assesses the internal and external environment, evaluates alterative
actions (technologies), and develops a plan to achieve the mission [98-101]. However,
synoptic planning mode is noted to be relatively ineffective for organizations in an
unstable environment [38][107][79]. Due to difficulties to foresee and assess future
changes, it is hard to develop a comprehensive plan that covers all possible future
moves. Besides, the high uncertainty involved throughout the technology/product
development life cycle [42][101], especially when the technology is rapidly changing
[81], may cause disagreement among the experts involved to provide judgment; this is
likely to alter the analysis. In addition, the evolution of technological trends may not
follow experts’ forecasts in either direction or pace. Since technological change can
be obscure, it is critical for technology managers to understand the impact of changes
to industry policy or technology performance on business [76]. To make the
technology planning process as complete and effective as possible, especially when a
relatively long time period is concerned, adaptive planning proposed by the other
group of planning literature [38][16][65][66][76][92]1[79] should follow as the next
step.

While researchers have noted that the synoptic planning mode and the adaptive

planning mode fall on polar ends of a planning continuum [38][102], a technology
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planning framework is proposed in this dissertation to include both planning modes
by linking them with HDM SA. As a middle but critical step in the framework,
conducting HDM SA not only improves comprehensiveness of the initial assessment,
the most basic feature of the synoptic planning mode [38], but also improves the:
forecasts of possible future scenarios. It addresses and incorporates uncertain and
unstable factors in the decision model to guide future adaptive changes: Scenarios
forecasted by HDM SA provide a base against which future business and technology
environmental changes will be periodically compared. By paying close attention to
internal and external changes and frequently reevaluating critical decision elements
identified by HDM SA, companies can respond quickly in the unstable environment,
repositioning their strategies, implementing incremental or radical changes, and
continuously improving the technological competitiveness on a timely basis. Figure
16 shows the proposed framework for technology planning using HDM SA.

Ho’s model aggregated the first five steps in the framework into a hierarchical
technology evaluation model. An expert panel was formed to give pair-wise
comparisons regarding the contributions of decision elements (mission, goals,
strategies and technology alternatives) at on level to those at a higher level, and
technology alternatives are evaluated according to their overall contributions to the
mission. Ideally, the sensitivity would be tested on changes to the pair-wise
comparison judgment. However, varying only certain pairs of the comparisons may
result in inconsistency problems and make the process too complex. Since the major

purpose of doing a SA here is to forecast different technology scenarios, the HDM SA
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algorithm developed in this dissertation to test model robustness to changing local

contributions is employed as the sixth step of the technology planning process.

Figure 16 Technology planning framework using HDM SA
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Step seven of the overall framework can be viewed as the final output of the
technology plan since it is at this step that the final choice(s) are determined and
implemented. Based on their available resources, companies can invest in the top-
ranked technology alternative or in a portfolio based on the technology scenarios.
However, as indicated before, the adaptive planning mode should follow step seven to
address and incorporate internal and external changes into the plan on a timely basis.
Thus, an iterative process including steps seven to nine continues until the need for a
radical change is identified, in which case the hierarchical model should be revisited:
companies may need to restate their missions and rebuild the decision hierarchy.

It should be noted that the ninth step in the proposed framework is divided into
three strategic actions: push environment changes to shape favorable contingencies,
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reposition competitive goals and/or shift company strategies, and evaluate newly
emerged technologies. As noted in the real options logic for technology investment, if
a company is able to initiate endogenous changes, it may seek to shape contingencies
in its favor [71]. Performing HDM SA in the sixth step enables a company to be clear
about situations that favor its current strategic action. Therefore, if the company is
able to influence its external environment and push for favorable industry progress, its
current investment can be further justified and benefits can be continuously achieved.
However, if such an option is not available, then a company would want to compare
its current state with other scenarios and adjust its competitive goals or technology
investments accordingly. Also, since new technologies may evolve during the time
frame of the technology plan, in order to stay competitive, companies should pay
close attention to and evaluate the impacts of emerging technologies for future
adoption decisions.

The next section demonstrates the application of the proposed model in detail
through a case study on the technology planning for Taiwan’s semiconductor foundry
companies. The use of HDM SA algorithm' in the planning framework is
demonstrated in detail and data from an existing technology assessment model in [52]

are utilized to verify the HDM SA algorithm.
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4,2 CASE STUDY: TECHNOLOGY PLANNING FOR TAIWAN’S

SEMICONDUCTOR FOUNDRY INDUSTRY

4.2.1 Ho’s Model

Ten experts from industry, research organizations, and government formed the expert
panel for Ho’s model. The hierarchical technology assessment model, depicted in
Figure 17, was presented to the experts. After a series of explanations, question and
answers, discussions, and tests, consensus was reached for the model’s logic,

definitions and measurements of the decision elements and other related issues.

Figure 17 Ho’s hierarchical technology assessment model
Overall
competitive ) - Mission

Competitive
goals (Gy)

_____ Technology
strategies
Sy

_..Technology
alternatives
(A)

The finalized elements in each level are summarized below.
Level I: Overall Competitive Success
The overall competitive success is measured by the return on investment
(ROI). Itis the mission of the foundry business in Taiwan.
Level II: Competitive Goals (G, , k=1, 2... 4)
1) Cost Leadership ( G, ): Keep overall costs low by reducing cycle time,

increasing yield, and utilizing economy of scale.
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2)

3)

4)

Product Leadership (G, ): Develop cutting edge and proprietary IC process
technologies. (For foundry, products are the services of IC manufacturing
processes.)

Customer Leadership (G, ): Maintain intimate customer relationships to reduce
lead time, to improve on-time delivery, and to provide customized processes
and services.

Market Leadership (G, ): Develop new markets and strengfhen the position in

the existing market to influence the market and to benefit from scale of scope.

Level III: Technology Strategies (S,,j =1, 2... 5)

1Y)

2)

3)

4)

Technology Innovation (S, ): use of advanced technology to develop new
products for the market. This strategy leads to developing new technologies
and best performance products for the market.

Technology Imitation (S, ): quick application of a technology to product
development after the product leader has proven the technology successful.
This strategy leads to improving products without a heavy investment in
technology development.

Technology Diversity (S, ): use of technology to support a spectrum of

products at different stages of their life cycles. This strategy leads to
increasing the variety of products.

Technology Efficiency (S,): use of technology to improve the efficiency of

production methods.
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5) Technology Flexibility (S ): use of technology for rapid development of
products in response to changing market demands. This strategy leads to
developing products with flexibility to serve different market segments and
allows for quick adjustments in production volume.

Level IV: Technology Alternatives (A,,i=1,2...5)

1) A Increasing wafer size to 300 mm and beyond (from the current 200 mm)

2) A, Reducing line width to 90 nm and lower

3) A, High k gate dielectrics (with k greater than 25 that replaces oxynitride k =
7)

4) A, Low k intermetallic dielectrics (with k less than 2.5 that replaces silicate
glass)

5) A Factory Integration

For a four-level decision hierarchy, one vector and two matrices of local

contributions between successive levels were acquired through judgment
quantification instruments sent to the experts. The pair-wise comparison results were
collected and calculated to derive the following three local contribution vector and
matrices;

Vector C{ : The relative importance of competitive goals ( G, ) to overall

competitive success, as shown in Table 3.
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Table 3 Contributions of competitive goals to overall competitive success [52]

C° Cost Product | Customer Market
k Leadership | leadership | Leadership | Leadership
Overall competitive
SuCCess 0.36 0.25 0.21 0.18

Matrix C},.© : Relative impacts of technology strategies(S,) on competitive goals

(G, ), as shown in Table 4.

Table 4 Contributions of technology strategies to competitive goals [52]

Cf,:G Innovation | Imitation | Diversity | Efficiency | Flexibility
Cost Leadership 0.02 0.11 0.14 0.43 0.29
Product leadership 0.54 0.14 0.17 0.07 0.08
Customer Leadership 0.11 0.14 0.24 0.27 0.23
Market Leadership 0.16 0.2 0.21 0.18 0.24

Matrix C;™ : Contributions of technology alternatives ( 4, ) to technology

strategies (S ; ), as shown in Table 5.

Table 5 Contributions of technology alternatives to strategies [52]

C,;‘ - I:;;rff;ssl;i Reducing line width | Hi k | Lo k | Factory Integration
Innovation 0.31 0.19 0.13 ] 0.17 0.2
Imitation 0.29 0.24 0.11 | 0.17 0.18
Diversity 0.22 0.27 0.15] 0.21 0.14
Efficiency 0.22 0.21 0.12 | 0.18 0.27
Flexibility 0.09 0.29 0.13]0.22 0.27

Aggregating the local contribution matrices Cy , Cy° and C;™ into an overall

1 J K
contribution vector, C} (C/' =>">">"C¢ C;°C; ), the global contributions of

1
i=l j=1 k=1
technology alternatives to the overall competitive success are calculated. Technology
alternatives are prioritized and ranked based on their C* values, as shown in Table 6.

The bold numbers in parenthesis are the ranks of the technology alternative.
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Table 6 Overall contribution vector C;A

Increasing Reducing . Factory
wafer size line width Hik Lok integration
ct 0.2196 0235 0.132 0.193 02204
Ranking 3) @ G @ )

4.2.2 Sensitivity Analysis and Scenario Forecast

Based on the assessment results from the previous section, sensitivity analysis is
performed to study the influences on the optimal technology portfolio when 1)
changes to the economic climate of the industry cause company to shift its emphasis
among competitive goals; 2) company developments cause changes in technology
stratcgics to align with altered business strategies; 3) actual technology performance
does not reach the expected level or technological advances improve the technology
performance dramatically.

Specific questions being answered by performing HDM SA in this section include:
1) What are the critical decision elements in keeping the current assessment result
valid? 2) What are the probabilities of priority order changes when a certain decision
element varies? 3) What is the optimal technology portfolio or the top investment
choice in a most likely scenario with the least risk? 4) What are other technology

scenarios in response to future changes?
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4.2.2.1 Competitive-Goals Analysis

In the assessment model, four competitive goals have been evaluated according to

their relative importance to overall competitive success, which are denoted as C7 (k =

1...4). Suppose changes to industry dynamics or the economic climate demand that a
company shifts its emphasis to different competitive goals; the company needs to
know whether its originally identified investment choice(s) will still remain optimized.
To prepare potential solutions before hand, HDM SA is performed in order to test
model robustness to varying C¢ values and to generate technology scenarios

corresponding to different C; values. The most critical competitive goal, which

would merit special attention, is also identified.

4.2.2.1.1 One-way SA

How variations of C{ values impact the rank order of all technology alternatives is

first analyzed by a one-way SA. One-way SA determines the influence of changes to a
single input by varying that input within its feasible range while keeping other inputs
fixed at their base values [5, 25]. Corollary 2.1 in the HDM SA algorithm deals with
one-way SA for changes in the top-level contribution vector, and thus is applied here
To use Corollary 2.1, local contribution matrices between competitive goals level

and technology alternatives level are integrated and calculated, as summarized in
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Table 7. This corresponds to global contribution matrix of C;;°in the HDM SA

algorithm.,
Table 7 Global contributions of technologies to competitive goals [52]
AG Increasing | Reducing . Factory
Cie Wafer size | line width Hik | Lok Integration
Cost
Leadership 0.19 0.24 0.13 0.19 0.24
Product 0.27 022 | 013 | 018 | o020
leadership
Customer 0.21 0.24 0.13 | 0.19 0.22
Leadership
Market 0.22 024 | 013 | 019 | o021
Leadership
Based on Corollary 2.1, the allowable range of By is calculated:
-—C,ff SPk? Sl—-Cg —_— —O.36<Plf <0.64 (4.1a)
when r=1, n=1:
A=CA-CA =C!-Cf =0.235-0.2204 = 0.0146
(4.1b)
K
ZCf =C2G +Cf+Cf =0.25+0.21+0.18 =0.64 4.1¢)
k=Lk=k"
G A-G A-G & A-G le; < A-G CI? 4
B =Chri—Cpf = Y CLix——+ 2 Ci x—F— (4.1d)
k=1k2k Z Cf k=1,k#k* Z C f
k=lk#k” k=1 gk
G A-G A-G 4 A-G Cl? 2 A-G CI?
X =Cll-Ci® =Y Ci %~ —+ Ciox— - (4.1e)
k=2 C k=2 C
=0.24-0.24—(0.22x0.25/0.64 +0.24x0.21/0.64 +0.24x0.18/0.64)+
(0.2x0.25/0.64 +0.22x0.22/0.64 +0.21x0.18/0.64) 4.1f)
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=0.0228

A _0.0146 _
200228

0.64 P <0.64 4.1

Repeating the same steps for n=1 and r=2, 3, 4, we get three other inequalities for the

allowable range of PS to keep current ranking of all technology alternatives

unchanged. Then the allowable range for perturbations on C; can be determined by
combining all inequalities.

(~0.36 < PS <0.64

PP <0.64 (whenr=1,n=1)
SP7 2001 (whenr=2,n=1); ———~ -0.01< B¢ <0.466 (4.1h)
P <0.466 (whenr=3,n=1)
|BY 2-4.23 (whenr=4,n=1)]

Therefore, the allowable range of the perturbations on Cg is [-0.01, 0.466] to preserve
the current ranking of all technology alternatives. To verify whether this is true,
different values beyond and within this range are tried for P . In each case, the new
values of the C;’s are recalculated accordingly. Table 8 summarizes the verification

results. The new values of the alternatives whose rank orders have been changed are

shaded in the table. We can see that the ranking of A;’s are changed only when the

value of PS goes beyond the range given above.

According to the definition of tolerance, which is [J, + C;,0,+C;], the
tolerance of C; to keep current rank order of all the technologies unchanged is [0.35,
0.8256]. Applying Proposition 1.1 here, the sensitivity coefficients of C_ are:
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OPSC (G, ) =Min{|67||62)}=0.01 (4.28) TSC (G,)=|d7, - 62|=0.4756 (4.2b)

Table 8 Data verification for Corollary 2.1

Original

Rank (3) 4} (5) (4) (2)
c? | Increasing | Reducing Hik Lok Factory Rank
P wafer size | line width integration | changes?
-0.011 0.2349 0.1321 | 0.1928
-0.010 0.2200 0.2349 0.1321 0.1928 0.2201 No
0 0.2196 0.2350 0.1321 0.1929 0.2204 No
0.200 0.2103 0.2366 0.1314 | 0.1951 0.2265 No
0.465 0.1981 0.2386 0.1306 | 0.1981 0.2346 No
0.2387 0.1306 Yes

Repeating the same steps for G, , G;, and G, , the allowable ranges of

perturbations, tolerances and sensitivity coefficients to keep the ranking of all

technology alternatives can be determined. The results are summarized in Table 9.
“Base value” is the original value assigned to the corresponding C; in Ho’s model
results. “Allowable range of perturbations™ determines the thresholds of changes to
C; values without changing the rank order of technology alternatives, and “tolerance”
is the range in which C? value can change without altering the rank order of
technology alternatives. “Prob. of rank changes” indicates the probability that
technology alternatives’ original ranking will change when corresponding C

changes uniformly between zero and one. OPSC and TSC are the operating sensitivity
coefficient and total sensitivity coefficient of competitive goals. These definitions are

the same for SA at other levels of the hierarchy.

81



Table 9 HDM SA at competitive-goals level to preserve the ranking of all A;

CS (cost) C{ (customer) §

Base values 0.36 0.21
Allowable ranges of

pe rturbatioi s [-0.01,0.47] [-0.25,0.01] [-0.07,0.79] [-0.18, 0.06]

Tolerance (C;’) [0.350, 0.826] [0, 0.258] [0.141, 1] [0, 0.240]

Prob. of rank changes 52.4% 74.2% 14.1% 76%

OPSC (G,) 0.01 0.008 0.069 0.06

TSC(G,) 0476 0.258 0.859 0.24

From Table 9 and Figure 18, we can see that “product leadership” and “market
leadership” are the two most critical competitive goals in terms of preserving the
current ranking of all technology alternatives. They correspond to the smallest

allowable change (OPSC) and the shortest tolerance (TSC).

Figure 18 Criticality of competitive goals to keep the ranking of all technologies
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Suppose the company forms its technology portfolio based on the current priority
order. To keep such choices optimal, “product leadership (G;)” and “market
leadership (Gy4)” are the two critical competitive goals worth special attention. For
“product leadership,” although it is the second most important in terms of its relative
importance to overall success (0.25), its relative importance, Cy , has the smallest
allowable change (0.008) and the second shortest tolerance (0.258) to keep the current

technology ranking unchanged. When Cy value varies uniformly between zero and
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one, there is a 74.2% chance that the rank order of the technology alternatives will be
changed. Market leadership (Gy) is the least important competitive goal: it contributes
the least to the overall competitive success. But its contribution value C¢ has the
shortest tolerance and when C¢ changes between zero and one with a uniform
distribution, there is a 76% chance that the rank order of the technology alternatives
will be changed. Therefore, it is the most critical goal for the current rank order of all
technology alternatives to remain unchanged.

Cost leadership (G;), which has the highest impact on overall success, is the
second critical competitive goal in terms of OPSC to preserve the rank orders of all

technologies: the shortest distance from C{ ’s base value to the edges of its tolerance is

0.01, and C{’s tolerance is 0.476 in length. When C changes uniformly from zero
to one, there is a 52.4% chance that the current rank order of the technology
alternatives will be changed.

Customer leadership (G3) is the second least important and the least critical
competitive goal. There is only a 14.1% chance that the ranking of technology

alternatives will change when its contribution value, CY, varies between zero and one
based on a uniform distribution: When Cy goes below 0.1413 from its base value,

0.21, the rank order between the second- and the third-ranked technologies will be
reversed.

In some situations, the rank orders of all the technology alternatives are of concern,
especially when the top choices are close in their scores, as analyzed above. However,

in other situations, only the top-ranked technology alternative matters, such as when
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limited resources restrict a company to focus on only one emerging technology. In

this case, the technology manager cares mostly about how robust the current top-

ranked technology (“reducing line width” in this case) is at its current rank when the

relative importance of competitive goals shifts.

To test the model’s robustness in such situation where only the top ranked

technology is considered, another calculation is done by applying Corollary 2.1 and

having r take the value of 1, and

n take the values from 1 to 4 in the calculations. In

this case, the allowable ranges for perturbations induced on C; through C; to keep

the top choice as “reducing line width” are determined as follows:

- 0.36 < BS <0.64
BS <0.64(whenr=1,n=1)

BS <12.83(whenr=1,n=3)

(—025<PS <075

¢ >-2.02(whenr=1,n=1)

1B <0.177 (whenr=1,n=2)

BS <15.036 (whenr =1,n=3)

(~0.21< PS <0.79

PS >-2.14(whenr=1,n=1)
{PS >2-0.833(whenr=1,n=2)
BS >2-421(whenr=1,n=3)
| PY 2-28.03(whenr=1,n=4)]

~

Pf >-9275(whenr=1,n=4)

B £5.983(whenr=1,n=4)

<

{BY 2-0285(whenr=1,n=2); _0285< B’ <0.64 (4.3a)

v~

-0.25< PS £0.177 (4.3b)

~-0.21< B <0.79 (4.3c)
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~0.18< PS <0.82
PS>-0.78 (whenr=1,n=1)
1P 2-0239(whenr=1,n=2); -0.18<PJ <0.82 (4.3d)
PS <16.44 (whenr=1,n=3)
\Pﬁ >-11.88 (whenr=1,n= 4)‘

Accordingly, other sensitivity indicators for keeping the top-ranked alternative
unchanged are calculated and summarized in Table 10.

Table 10 HDM SA at competitive-g

erve the ranking of the top A;

CF (cost) C? (customer)  C¢ (market)
Base values 0.360 0.250 0.210 0.180
Allowable ranges
of perturbations [-0.285, 0.640] [-0.250,0.177] [-0.210,0.790] [-0.180, 0.820]
Tolerance [0.075, 1] [0, 0.427] [0, 1] [0, 1]
Prob. of rank changes | - 7.5% 57.3% 0% 0%
OPSC (G,) 0.285 0.177 0.210 0.180
TSC (G,) 0.925 0.427 1 1

As we can see, “reducing line width” technology is very robust at its current top
rank. It will not be replaced unless the relative importance of product leadership to
overall success increases above (.427. Changes to the relative importance of the other
three competitive goals hardly affect the top-ranked technology: the probabilities of
top choice being replaced by other technologies are 7.5%, 0 and 0 in each case. This
also makes “product leadership” the most critical competitive goal in keeping

“reducing line width” as the top choice.
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Figure 19 Criticality of competitive goals to keep the ranking of top technology choice
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An in-depth investigation of how and under what conditions the rank of each

technology alternative will change generated the following technology ranking

scenarios in Table 11. The technology alternatives are ranked from one to five, as

shown by the bold numbers in the parentheses, when the corresponding C; value

changes from one range to another (the brackets in the second column indicate those

ranges). In each scenario, the pair of technology alternatives whose original rank

order will be changed is listed in the last column of Table 11.

Table 11 Scenarios of technology alternatives’ ranking regarding different Cf values

31:;;38525 111{:: l\:vclldnt% Hik Lok InI::;;gm rcl:{vt;ls{e

[0, 0.075] €3] @ & @ 3 1,3

CIG [0.076, 0.349] 2) 1) o) “) R)} 2,3
(cost) [0.350, 0.825] A A o) C)) 2 No
[0.826, 1] (4) 1) 5 3 2) 3,4
G [0, 0.258] Q) Q) ;) @) Q) No

G [0.259, 0.426] 2) @ ) @ A3 2,3

(product)

[0.427, 1] 1) (2) S @ 3) {1, 3)

Cs [0, 0.141] V)] 1) G @ 3) 2,3)
(customer) [0.142, 1] 3) @ (5) @) ) No
c? [0, 0.240] 3) @ e @ )] No
(market) [0.241, 1] 2) ¢)) é @ K)} 2,3
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From an analysis of the scenarios listed in Table 11, we can see that the original

top choice, “reducing line width” technology, will drop to the second when C/
(relative importance of cost leadership) decreases below 0.0752 or when CY (relative

importance of product leadership) increases above 0.427. “Reducing line width”
technology dominates all the other technologies except “increasing wafer size”
technology, which originally ranked third. “Factory Integration” takes either second
or third rank, dominating both “Hi k dielectrics” and “Lo k dielectrics” technologies.
“Increasing wafer size” will be the top choice when “product leadership” is
emphasized or “cost leadership” is deemphasized. However, its ranking is unstable
and sensitive to variations of the competitive goals. Especially when the relative

importance of cost leadership, C{ , increases from zero to one, the ranking of

“Increasing wafer size” would drop from the first to the fourth. As analyzed before,
this again is related to the huge investment risks associated with developing such a
technology. On the other hand, technologies “Hi k dielectrics” and “Lo k dielectrics”
are very stable at the fourth and fifth ranks, except that “Lo k dielectrics” may go to
the third rank in one of scenarios.

In the semiconductor foundry industry, return on investment highly depends on
the equipment utilization rate, and thus is subject to volatile market demands. To
better utilize costly equipment investments during low seasons, foundries may shift
their emphasis to cost leadership. According to Table 11, if the relative importance of
cost leadership to overall success goes up, “reducing line width” and “factory

integration” should be the top two technology choices. Contrasting to industry low
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seasons, when production capacity is short, cost leadership may be considered less
important; in which case “increasing wafer size” will become the second- or even the
top-ranked technology for Taiwan’s semiconductor industry to develop. The SA result
also indicates that if there is more than a 17.7% shift of emphasis to product
leadership, then “increasing wafer size” technology should be the top technology to be
developed.

Another important insight revealed by Table 11 is how to shift company goals
accordingly if the company is not able to adopt the most desirable technologies due to
different reasons. For example, although “reducing linewidth” is identified to be the
most desirable technology for a company to develop if Ho’s model accurately
represents a certain company’s current state, a given company may not be able to
adopt this technology due to limited expertise in its personnel to deploy such
technology. In such a situation, the company may choose either to recruit necessary
human resources, or develop another technology in which the company has made
certain initial investment and has sufficient experts, such as “increasing wafer size”.
Now, by performing HDM SA, the company is aware of situations that maximize the
benefits of such investment (corresponds to scenarios in which the rank of “increasing
wafer size” is second or first in Table 11). Therefore, senior managers in the company
must shift the company goals toward product leadership and avoid competing in low
cost product markets. Accordingly, the company image should be built around “high

quality” “high tech” product leader, instead of something like “low price everyday.”
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For verification purpose, a spot check is performed: new values of C/'’s are

calculated under the condition that an increase of 0.18 (>0.177) is induced on C;, the

relative importance of product leadership. Table 12 shows comparisons of the original
ranking and the new ranking of the technology alternatives. Increasing wafer size

became the top ranked choice as indicated by HDM SA.

Table 12 Comparison of original and new rankings

G G G G
C CS C! C:
Original value 0.36 0.25 0.21 0.18
New value 0.27 0.43 0.16 0.14
Increasing Reducing . Factory
wafer size line width Hik Lok Integration
Original ranking (3) (1) (5) (4) (2)
C,.A 0.2196 0.2350 0.1321 0.1929 0.2204
New ranking (1) (2) (5) (4) (3)
C,.A(new) 0.2317 0.2314 0.1316 0.1898 0.2155

4.2.2.1.2 Two-way SA (two changes)

Among the competitive goals, product leadership (G2) and market leadership (Gy)
represent engineering perspective and market perspective. As the product
performance changes rapidly, marketing continues to be a dynamic activity in the
high-tech industry [76]. Improvements in technologies within and around the product
system will advance the product performance and growth of the market [76]. To
forecast and incorporate such progress, a two-way SA is performed accordingly to
analyze simultaneous changes to the relative importance of G2 and G4.

Theorem 2 in the HDM SA algorithm deals with multiple simultaneous changes in

the top- level contribution vector. Based on the theorem, a two-dimensional allowable
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region is identified for perturbations induced on C; and C; in order to keep the

current ranking of alternatives.

As shown in Figure 20, two lines intersect the square feasible region and separate

it into three parts representing three technology scenarios when two perturbations, P’
and P?, are induced on C? and C?. “Feasible region” for P° and P/ is the area in
which the two values can change without causing C{ and CJ values go below zero or
above one. Therefore, the four sides of the square are defined as (x =—Cy =-0.25, x
=1-Cf=0.75, y = -C¢= -0.18, y =1-CJ = 0.82), where the x axis represents P,
and y axis represents P° . Origin represents the original judgment when Cy and C;
are at their base values and P’ and P are zero. Bold numbers in the parentheses

again represent the ranking of the technologies in each scenario.

Figure 20 Two-way SA on C; and CJ

1 pf
Scenarios of rankings
Infeasible g
region Increasing  Reducing " Factory
9 wafersize  linewidth Hik Lok integration

m @ ©® @ e
o @ o e @
@ o ® @ @

| -0.18 "

From Figure 20 we can tell that the ranking of “increasing wafer size” will either

go up to the first or go down to the third. It is also shown that when the relative

importance of product leadership is increased to a certain point, no matter how the
relative importance of market leadership is shifted, “increasing wafer size” will be the

top technology choice for the semiconductor foundries.
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Among the three scenarios, S1 is the allowable region of perturbations introduced
on CY and C{ to preserve the original ranking of the technology alternatives: As long

as the changes to the relative importance of product leadership and market leadership
are within this region, the current ranking of all the technologies will remain

unchanged.  The  inequalities  defining the sides of S1  are

(0.1053PF +0.0453P¢ <0.0008), (-0.25< P <0.085), and (- 0.18< P <0.599).

Figure 21 Allowable region of P’ and P’

Pg
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As shown in Figure 21, the (x, y) coordinates of important points in S1 can be

identified through trigonometry since equations of the intersecting lines are known.
Therefore, based on the HDM SA algorithm, the two criticality indicators,
TSC(G,&G,), which is the area of S1, and OPSC(G.&Gy), which is the shortest
distance from the origin to the sides of S1, are calculated:

TSC (G2&Gy) = Area (S1) = 0.335x0.779%0.5 =0.13

OPSC (G28G+) = Din = V0.006% +0.00258" = 0.0065
Since the area of the allowable region (S1 = 0.13) is 26% of the feasible region
(S1 + S2 + S3 = 0.5), there is a 74% chance that current ranking of technology

alternatives will be changed when the relative importance of product leadership and
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market leadership simultaneously change in the feasible region based on a uniform
distribution.

The economic situation can affect the relative importance of competitive goals for
a company. For the semiconductor foundry industry, when the industry is in a
situation of oversupply, cost leadership gains the most attention. Conversely, if there
are IC applications demanding advanced foundry processes, product leadership may
top other competitive goals. It has been noted that the uncertainty in the trade-off
between performance and cost in product design may create delays for product
introduction and alter product plans [76]. Reducing cost may help companies gain
competitiveness for awhile, especially in the early stage of a technology’s
development when the average cost is high. However, pure cost reduction without
continuous product improvement may eventually cause the company to lose its
competitiveness. Therefore, the other pair of competitive goals being analyzed

together is cost leadership and product leadership.

(0.0246 PS +0.0046 PS <0.0146 (4.4a)
-0.0497 PS¢ +0.0708 PS <0.0008 (4.4b) A llowable Ret
0.031 PS -0.07 PS <0.0267 (4.4¢) gion
< -0.0108 B +0.0092 PS <0.0608 (4.40) /
—-0.36 < PY <0.64 (4.4e)
~0.25<P; <075 (441 b Feasible Region
. 0.61< PS+Pf <0.39 (4.49) |

Based on Corollary 2.1, (I + M = 5+2 = 7) inequalities, (4.4a) through (4.4g), need
to be satisfied in order for the original ranking of all alternatives to remain unchanged.

Among these inequalities, (4.4b) and (4.4c) define two lines that intersect the feasible

92



region defined by (4.4¢) through (4.4g) and divide it into three parts representing three

scenarios, as shown in Figure 22,
S1 is the allowable region of P° and P° to keep the original ranking of all

technology alternatives unchanged. When the two perturbations fall in the area of S2,
the rank order of “(2) factory integration” and “(3) increasing wafer size” will be
reversed. This means that if the relative importance of “cost leadership” increases
slower or decreases faster than the relative importance of “product leadership” does,
then increasing wafer size will be more desirable than factory integration. When the
two perturbations fall in the area of S3, the rank order of “(3) increasing wafer size”
and “(4) Lo k dielectrics” will be reversed. This indicates that when the importance of
“cost” increases to a certain degree while the importance of “product” decreases to a
certain degree, “increasing wafer size” will become less desirable and drop to the
fourth rank. However, in each case, the top choice remains as reducing linewidth.

Figure 22 Two-way SA on Cf and C;
075|B° \

{-0.0158, 0) (0, 0) ‘0-36— A

Again, for verification purpose, Theorem 2 is tested when (M = 2). Based on the

inequalities, allowable range of sz can be determined when a value is assigned to Plf
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within the range [-0.36, 0.4525]. Thus, a few values around the specified thresholds
for P¢ and Py are tried to see whether the decision alternatives’ rank orders change.
As shown in Table 13, when the values of perturbations go beyond the thresholds,
rank order of some technology alternatives will be changed. New C* value of the

technology alternatives whoée rank order has been changed are shaded in Table 13.

Table 13 Data verification for Theorem 2 (M=2)

CS cs c? C?
Original {1 3¢ 025 | 021 | o018
values
Increasing | Reducing . Factory
wafer size | line width Hik Lok Integration
Original | 55 024 | 013 | 019 0.22
values
Original
s 3 W e | @ @
. G Rank
Allowable range: -0.36< B, <045 Changes?
c* ct | cr | ¢ cA
When B =-0.3 -0.25< Py <-0.197
P;f =-0.24 0.2137 0.2398 10.1350 | 0.1948 0.2167 No
Yes
0.2338 Yes
sz =-0.2 0.1987 0.2390 }0.1310 | 0.1980 0.2333 No
sz =-0.01 0.2092 0.2352 }10.13001 0.1952 0.2304 No

4.2.2.2 Technology-Strategies Analysis

Along the technology planning horizon, companies may get new or improved R&D
capabilities, production capabilities, capitalization and asset capabilities, and
operational capabilities as a result of enterprise evolution [76], or lose some of their

research specialties due to critical personnel leaving or company market direction
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shifts. In addition, the fables design houses, customers of the semiconductor foundries,
may develop new IC applications for a variety of markets. These IC chips need a wide
range of manufacturing processes. Thus, new IC chips, especially those widely
accepted by the market, may cause re-deployment of technologies in a foundry and, as
a result, change the technology strategies. In those cases, the relative impact of the
technology strategies will be altered. From the perspective of synoptic planning, it is
important to anticipate and incorporate the changes into the technology plans.
Therefore, HDM SA is also performed to study how variations at the technology;

strategies level impact technology choices.

42.2.2.1 One-way SA

Again, two conditions are considered when performing the one-way SA: Table 14

summarizes the tolerance of ka'G , the relative impact of the it technology strategy to
the k™ competitive goal, to keep the original ranking of all technologies unchanged;

Table 6 indicates the tolerance of ka"c to keep current top choice the same.

Table 14 Allowable range of Pjsk_G to preserve the ranking of all A;

Innovation Imitation Diversity Efficiency Flexibility
S | G | O | G | G | Ser | G | Gar | G | S
k=1 -0.02 | 0.005 | -0.11 | 0.0046 | -0.14 | 0.0055 | -0.355 | 0.458 | -0.0044 044
Cost - 2,3) - 23 - 23 123 14,2 23 (X))
k=2 -0.54 |1 0.0138 | -0.14 | 0.0259 | -0.17 | 0.1038| -0.009 | 0.85 | -0.0044 0.48
Product - 2,3) - Z,3) - 23 | 2,3 1,2 2.3 3,4
k=3 -0.11 | 0011 | -0.14 | 001 |-0.24; 0012 | -0.025| 0.73 | -0.0063 | 0.718
Customer - (2,3) - 2,3) - 2,3 | 2,3) - 2,3) 3,4
k=4 -0.16 | 0.013 | -0.22 { 0.01 -0.21 |1 0.0177 | -0.024 | 0.82 | -0.0068 0.76
Market - 2,3 - 2,3) - 2,3 | 2,3 - 2,3 -
5;'_6 and 5;16 are the lower and upper bounds of Pﬂf'a *s allowable range. (x, y) is the pair of technologies
whose current rank order will be reversed if the P)f‘c value goes beyond (‘5}";'_6 and/or 5,‘3:0 .
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Table 14 shows that increasing the relative impact of “innovation,” “imitation” and
“diversity” or decreasing that of “efficiency” and “flexibility” will reverse the rank
order of “factory integration” and “increasing wafer size.” “Factory integration” will
be the top-ranked technology when the relative impacts of “efficiency” increase; and

“increasing wafer size” will become the fourth-ranked technology when “flexibility”

. : : : . c°
is deemphasized. “Increasing wafer size” again has the most unstable rank when ~*

values change.

Table 15 Threshold of P]i'G values to preserve the ranking of the top A,

Innovation Imitation Diversity Efficiency Flexibility
Cost 85°=03 | &5 F=0457 ) Onl=0458 | 85°=-0.256
1,3 1,3 1,2 1,3)
S—G
Product - - - Oy, =085 -
14,2
5S-G _
Customer Oz =052 - - - -
L3
5S-G
Market 514+ =061 - - - -
13
o Ji__c and 5}3‘? are the lower and upper bounds of P;:G ’s allowable range. (X, y) is the pair of
technologies whose current rank order will be reversed if the Pji_G value goes beyond
5;—_6 and/or 5;;6 .

Regarding the current top technology choice, “reducing line width,” Table 15
indicates that it is relatively stable at its current rank. The most influential factors at
this level to keep “reducing line width” as the top choice are the relative impacts of

different strategies, especially flexibility, to the competitive goal of cost leadership.
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4.2.2.2.2 Two-way SA

In the technology assessment model, two experts provided judgments regarding the
relative impacts of technology strategies on the competitive goals. Then their opinions
were averaged to derive the model results. As mentioned before, uncertainties may
cause disagreement among the experts. Although averaging experts’ judgment is quite
effective to aggregate different opinions [7][68], it is noted that the average opinion of
a group of experts does not always yield useful results, and sometimes the reality is at
one of the extremes of experts’ judgments [8]. To address this issue, HDM SA is
applied to test the robustness of the model regarding different experts’ opinions.

Among the impacts of technology strategies on competitive goals, “flexibility” to

“market leadership” (CZ, ) and “imitation” to “market leadership” (Cs, °) received
the greatest disagreement from two experts: expert C gave 0.07 to C,° and 0.4
to C5¢, while expert D gave 0.34 to Cy; ¢ and 0.09 to Cy, ©.

Figure 23 Two-way SA on C,, ° and C,°

5S-G
Py

Performing a two-way SA on the two contribution values based on Corollary 3.2,

two scenarios are generated, as shown in Figure 23. S1 is the allowable region for

perturbations induced on C,° and C.,° to keep the current ranking of all the
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technologies unchanged, and the judgment of expert C falls in S1. However, the
judgment of expert D falls in S2, in which the rank order of “increasing wafer size”
and “factory integration” will be reversed. But in either case, the top-ranked

alternative, “reducing line width” technology, will not be affected.

4.2.2.2.3 Verification

A spot check is performed to verify Corollary 3.1: values within and beyond the

$-G

allowable range of P..° to keep current ranking of all technology alternatives are

-G
Po” s

assigned to and new C/ values are calculated. As shown in Table 16, when

P33 goes beyond the specified value, the rank order of “increasing wafer size” and

“factory integration” is reversed, as indicated by HDM SA.
Corollaries 3.2 and 3.3 are tested and verified in the same way that Theorem 2 is
verified when (M=2) in previous section. Table 17 and Table 18 summarize the

verification results.

Table 16 Data verification for Corollary 3.1 on B¢

Increasing | Reducing . Factory
wafer size | line width Hik Lok Integration
Original
Rk @) (1) (5) (4) (2)
A A A A A Rank
) ond ¢ G G C, G changes?
<-0.02 Cip <0 N/A
-0.02 0.2177 0.2381 0.1276 | 0.1902 0.2192 No
0 0.2196 0.2350 0.1321 | 0.1929 0.2204 No
0.2376 0.1276 | 0.1899
0.2376 0.1276 | 0.1899
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Table 17 Data verification for Corollary 3.2

Cor Cow | C” | Ci° Cse”
Original values 0.02 0.11 0.14 | 0430 0.290
| Watersizs | lmewiag | Hik | Lok | ooy
Original values 0.22 0.24 0.13 0.19 0.22
Original ranks (3) ) 5) @) )
Allowable range: -0.02< B5.¢ <0.1146
ct ¢t || o ca Clﬁi‘g“;s?
When BS.°=0.1 0.11< Pi.° < 0.0954
P =-0.096 0.219 0.236 |0.128| 0.190 0.220 No
Pt =-0.095 0.236 |0.128| 0.190
When PJ.¢=-0.01 0.11 < PLE < 0.01456
P5E=0014 | 02187 0238 |[0.128]| 0.19 0.2187 No
P =0.015 02379 |0.128) 0.19 Yes
Pl =-0.1 0.2140 02382 |0.128 | 0.1911 0.2216 No
Table 18 Data verification for Corollary 3.3
Gl | o | C° ] CF° Ci’
Original values |  0.02 0.11 0.14 0.43 0.29
Col | Coi | G’ | C5° | C°
Original values 0.54 0.14 0.17 0.07 0.08
Original values 0.22 0.24 0.13 0.19 0.22
Original ranks (3) (1) (5) 4) 2
Allowable range: 0.02< C.% <0.0268
ct c; C Ci Cs Cl?azrll:;s?

When C;,.° =-0.019

0.14< C;,3<0.1224

Cyrr =0.13 _ 02389 | 0.1269 | 0.1897
C5S=012 | 02185 | 02388 [0.1269 | 0.1898 | 0.2186 No
CiX=-013 | 02169 | 02374 | 0.1284 | 0.1906 | 0.2198 No
When Cp.° = 0.025 0.14 <C5-¢ < -0.1007
Coae=-0139 | 02188 | 02364 | 0.1285| 0.1902 | 02192 No
Core=-011 | 02190 | 02366 | 0.1283 | 0.1901
Crr =-0.1 02367 | 0.1282 | 0.1901
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4.2.2.3 Technology Performance Analysis

As the technologies are being developed, performance may fall short or exceed
expectations. Certain technologies rﬁay be progressing faster than others. In order for
companies to respond quickly in the adaptive planning mode, it is helpful to anticipate
different possibilities and incorporate technological advances into the technology plan,
especially when the companies are in a fast-changing environment like the
semiconductor industry, A good example in this case study is the rapid progress to
reduce line width: when the hierarchical technology assessment model was first
quantified in year 2004, 90 nm was the state of the art in reducing line width
technologies. However, in less than two years, the same technology has reached the

point whefe 65 nm is applied in manufacturing and 35 nm has been achieved in

research labs. This advance may alter the contribution matrix Cg's and generally

increase the contributions of “reducing line width” technology. Applying the HDM
SA algorithm, the impact of technology advances on a semiconductor foundry’s

technology plan is evaluated.

4.2.2.3.1 One-way SA

The allowable ranges of perturbations induced on C,.}"S , contribution of the i®

technology alternative to the jth technology strategy, are calculated and summarized in
Table 19. &.~° and &%° indicate the lower and upper bounds of perturbations on

ij— i+

C;~° to preserve the original ranking of all the technology alternatives.
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Table 19 Allowable range of I}].A's to preserve the ranking of all A;

Increasing Reducing Hik Lok Factory
wafer size line width dielectrics dielectrics integration
o7 | anT | oy | anT | apt | o | our | ouT | ot | ot
j=1 -0.118 | 0.001 | -0.011 | 0.81 | -0.012 | 0.260 | -0.011 | 0.107 | -0.001 | 0.078 |
Innovation | (3,4) | (2,3) | (2,3) - 2,3 4,51 2,3 G4 2,3 12D
j=2 -0.16 | 0.0016 | -0.014 | 0.76 | -0.017 | 0.364 | -0.015 | 0.147 | -0.0015 | 0.101
Imitation (3! 4) (2’ 3) (29 3) - (2’ 3) (4’ 5) (29 3) (3; 4) (23 3) (19 2)
j=3 -0.124 | 00014 | -0.015] 0.73 | -0.017 | 0.275 [ -0.016 | 0.123 | -0.0013 | 0.079
DiVCI'Sity (3! 4) (2 3) (29 3) - (2, 3) (4! 5) (25 3) (3s 4) (2, 3) (1, 2)
j=4 -0.089 -0.054 | 0018 | -0.12 | 0.02 | -0.18 | 0.019 | -0.0009 | 0.056
Efﬁciency (39 4) (2; 3) (1» 2) (2’ 3) - (2’ 3) - (2, 3) (2, 3) (19 2)
j=5 -0.09 | 0.001 | -0.063 | 0.005 | -0.13 | 0.007 | -0.22 | 0.006 | -0.001 | 0.062
F lexibility - (2! 3) (19 2) (2, 3) - (23 3) = (2! 3) (2! 3) (L 2)
5;_' S and 5;; S are the lower and upper bounds of F;;‘"S 's allowable range. (x, y) is the pair of
technologies whose current rank order will be reversed ifthe Pﬁ‘"s goes beyond 5;_' S and/or 5;'3 .

The smallest allowable change to C,;"S to preserve the original ranking of all

technologies happens on C/° , the contribution of “increasing wafer size” to
“efficiency,” making “increasing wafer size” the most critical decision element at the
technology-alternatives level to keep the current ranking of technologies. The
contribution of “factory integration” to “flexibility” is also very critical because if it
decreases by more than 0.0009, it will reverse the rank order of “increasing wafer
size” and “factory integration.”

By comparing the threshold values in Table 19 to Table 9 and Table 16, we can

see that since contribution matrix Cg's is at the bottom level of the decision hierarchy,

the ranking of technologies is more sensitive to changes in this matrix. This means
that in order to determine whether the technology portfolio is optimal along the

planning horizon, advances of technology alternatives are more critical than industry
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policy changes or company strategy shifts. It is worth doing an in-depth analysis at
this level to further investigate technology scenarios when each technology’s
contribution to each strategy changes.

First analyzed is “reducing line width” technology, the current top choice that
advances at the fastest speed. When the advances of “reducing line width” technology
cause its contributions to each strategy to increase, the original ranking of all the
technologies will remain the séme, as shown in Table 20. The rank of “reducing line
width” changes only when its contributions decrease from the original value to a
certain point where it becomes the second, third or even the fourth rank. “Hi k
dielectrics” and “Lo k dielectrics” are again mostly dominated by other technologies.
However, judging from the trend of technology advances, the contribution of
“reducing line width” will be increasing instead of decreasing.

Then the analysis goes to “increasing wafer size” technology, which is among the
top three choices but with the most unstable rank based on the previous analysis.

Table 21 shows the scenarios of different technology ranks, as shown by the bold
numbers in the parentheses, when C;;”, contribution of “increasing wafer size”
technology to the j* strategy, changes from one range to another (the brackets in the
second column indicate those ranges). The bold number beside each C{:.‘S is the base
value assigned to it originally.

As Table 21 shows, only “increasing wafer size” and “reducing line width”

become the top choice when C{}"S varies. However, the rank of “increasing wafer

size” is again very unstable. “Factory integration” is very stable at rank two or three,
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and “Hi k dielectrics” and “Lo k dielectrics” are mostly dominated by other
technologies.

Applying the same analysis to “factory integration” shows that “reducing line
width” technology is the top choice in most cases, but it may drop to the third rank in
one scenario when “factory integration” and “increasing wafer size” rank first and
second respectively. “Factory integration” can become the top choice when its
contributions to strategies are increased to a certain point. “Increasing wafer size”
takes either second or third rank. “Lo k dielectrics” ranks fourth in most cases and

third a few times, and “Hi k dielectrics” remains as the last choice in every scenario.

Table 20 Technology rankings when contributions of “reducing line width” to strategies change

Increasing Reducing Hik Lok Factory
wafer size line width integration

[0.179, 1] (&) a) e @ ¥)]
C/™ 019 [0.12,0.178] ) 60 G @ %)

(Innovation)  [0.113,0.119] @ ) G @ (G
[0, 0.112] A 3) (O] 2)
[0.226, 1] 3 a G @ 2)
CAS 024  [0.144,0.225] ) 1) S @ 3
(Imitation)  [0.134, 0.143] @ 2 ¢ @ 3
[0, 0.133] @ 3 & @ 2
[0.256, 1] &) @™ 6 @ )
ChS gy 1019,0255] 2 () G @ A3
13 T [0.184, 0.189] 1) A3) G @ @
(Diversity) 10,18, 0.183] 1) ) G @ A3
[0.07, 0.179] 1) @) G 3 2)
C* 021 [0.17, 1] A3) @ & @ 2)
14 O [0.154, 0.16] A3 ) G @ 1)
(Efficiency)  [0.061,0.153] %)) 3) 5 @ )
[0, 0.06] 2) @) (O E)) @
[0.295, 1] Q) {1 6 @ (©)]
CA5 gg9  10227,0294] 3 @ G @ (0]
s o [0.211, 0.226] A3) () G @ @)
(Flexibility)  10.121, 0.21] %)) 3 G) @) [§))
[0, 0.12] 2 (C) (O] @
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Table 21 Ranking of technolggies when contributions of “increasing wafer size’” change

Increasin Reducin . Facto

wafer siz§ line widti Hik Lok intggratri)(’)n
[0.387, 1] 6)) ) ) )] )]
C5° 031 [0311,0.386] ) @) (5) @) 3)
(Innovation) [0.193, 0.31] 3) @ (%) @ )
[0, 0.192] “4) @ 5) (&) (¢))
[0.39, 1] 0)) 2 C)) ) 3)
C5° 029 [0.292,038] @) 6)) ®) @) A3)
(Imitation)  [0.131, 0.291] 3 0)) 5) )] V)]
[0,0.13] (O] @ 5) (K)] 2)
[0.837, 1] V)] @ &) )] 3)
C*S 022 [0.298, 0.836] @ 2) ) “) 3)
B T4C10.221,0.297] @) @) 5) @) )
(Diversity) 9,097, 0.22] 3 ® ®) @ @
[0, 0.096] @ @ ) (&) 2
[0.278, 1] @ ) S @ K))
Ci7° 022 [0.221,0277] [7) a) ) @ 3
(Efficiency) [0.131,0.22] 3) @ O] @ 2)
[0, 0.13] ) (¢)) (&) 3) )
C* 009 1015711 ) @) 5) @) A3)
3 10091, 0.156] Q) @ ) @) A3)
(Flexibility) 19, 9.09] 3 ® 6) @ @

The analysis on “Hi k dielectrics” and “Lo k dielectrics” reveals that in most cases

4.2.2.3.2 Two-way SA

wid

”

strategies are increased dramatically.
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“reducing line width” ranks first with “increasing wafer size” and “factory
integration” ranking second, third or fourth in different scenarios. “Hi k dielectrics” or

“Lo k dielectrics” can move up to the first ranking when their contributions to the

Among all the technology alternatives, “increasing wafer size” and “reducing line
are the two technology leadership indicators in the industry and they are
evolving at a relatively higher speed than the other technology alternatives. Therefore,

sensitivity of changes to these two technology alternatives is studied together. Since




“efficiency” and “innovation” are the two most important strategies regarding their
contributions to overall competitive success, a two-way SA is performed on the
contribution of “increasing wafer size” to “efficiency” and the contribution of
“reducing line width” to “innovation”. As shown in Figure 24, six scenarios are

generated as the two perturbations on C,;* and C;;° change in the feasible region.

From the fact that line width of microprocessors was reduced from 90 to 65
nanometers in October 2005 and the 45 nanometer technology is right on track, while
the wafer size stays at 300 mm, it seems that “reducing line width” technology is
advancing at a relatively higher speed than “increasing wafer size.” Therefore, we
conclude that judging from current development trends of the technologies, S2 is the
most likely scenario with “reducing line width” technology advancing faster than
“increasing wafer size” and remaining as the top-ranked technology altefnative under
evaluaﬁon.

Figure 24 Two-way SA on B} and P;}”°
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Table 22 Possible ranking scenarios

. Increasing Reducing . Factory
Scenarios wafer size line width Hik Lok Integration
S1 3 ()] G @ 2
S2 (2) ) S @ 3
S3 @ )] e @ 3
S4 @ 3 & @ @
S5 @ 3 ® @ e))
S6 3 2 G @ ey
4.2.2.3.3 Verification

Corollaries 4.1 through 4.3 are verified in the similar way in which the previous

corollaries are tested and verified. Tables 23 through 25 summarize the verification

results,

Based on Corollary 4.1, when a single perturbation is induced on the contribution

of technology alternative “increasing wafer size” to technology strategy “innovation”,

which is C.°, the allowable range of the perturbations is [-0.118, 0.001] to keep the

current ranking of all technology alternatives unchanged.

Table 23 Data verification for Corollary 4.1
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Original Rank 3) (1) (5) 4) (2)
BL CIA C2A C: C‘f : chI:nagle(s?
-0.12 . . . Yes
-0.118 0.1957 0.2441 | 0.1319 | 0.1956 0.2255 No
-0.09 0.2011 0.2426 | 0.1309 | 0.1943 0.2240 No
0 0.2186 0.2377 | 0.1276 | 0.1900
0.001 0.2188 0.2377 | 0.1276 | 0.1899
0.0012 0.1276 | 0.1899 |




Table 24 Data verification for Corollary 4.2

Coid | G | CF° | CiF° Ci’
Original values 0.31 0.19 0.13 0.17 0.2
watersie | tmewidth | | 10K | tnogranon
Original values 0.22 0.24 0.13 0.19 0.22
Original ranks (3) (1) (5) (4) 2
Allowable range: -0.31< P4° <0.0228
ol R S T T
When P4 =-0.3 0.7489 < P <08
Pr’=074 0.3814 | 0.1054 | 0.1847 Yes
Pif=075 | 0.1604 | 0.3833 | 0.1049 | 0.1603 | 0.1840 No
Bi’=038 0.1604 | 0.3930 | 0.1024 | 0.1570 | 0.1801 No
When Bi.°=0.02 -0.0751 < B4 < -0.0662
P =-0.076 | 02225 0.1305 | 0.1937 Yes
Pi°=-0.07 | 0.2225 0.1302 | 0.1933 No
P’ =-0.06 0.2261 | 0.1296 | 0.1926 Yes

When two perturbations are induced on the contributions of technology
alternatives “increasing wafer size” and “reducing line width” to technology strategy
“innovation,” a group of inequalities derived from Corollary 4.2 will define the
allowable area of the two perturbations, P.° and Py’ , to keep the current ranking of

all technologies unchanged. Different values are assigned to the two perturbations
within and beyond their allowable area to test whether rankings of the technologies
are changed. Results are summarized in Table 24.

When two perturbations are induced on the contributions of technology

alternatives “increasing wafer size” and “reducing line width” to technology strategies
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“innovation” and “imitation” respectively, a group of inequalities derived from
Corollary 4.3 will define the allowable area of the two perturbations, PA°and P45,

to keep current ranking of all technologies unchanged. Different values are assigned
to the two perturbations within and beyond their allowable area to test whether

rankings of the technologies are changed. Results are summarized in Table 25.

Table 25 Data verification for Corollary 4.3

¢ | o e | o | o
Original values 0.31 0.19 0.13 0.17 0.2
Cil | G | G | C&F Co’
Original values 0.29 0.24 0.11 0.17 0.18
Increasing | Reducing Hik Lok Factory
wafer size | line width Integration
Original values 0.22 0.24 0.13 0.19 0.22
Original ranks (3) (1) (5) (4) (2)
Allowable range: -0.128< B;.° <0.065
A A A A A Rank
C G G G, G Changes?
When P4.°=-0.12 -0.104< P <-0.0185
A-S ;
P =-0.11 | 02014 0.1343 | 0.1993
A-S
Py =-0.1 0.2009 | 0.2298 | 0.1341 | 0.1990 0.2291 No
P’ =-0.02 | 01964 | 02413 | 01324 | 0.1964 | 02263 No
P’ =-0.015 0.2420 | 0.1323 0.2262 Yes
When P4 = 0.06 0.699 < P/¥ < 0.76
P =0.69 0.3336 | 01109 | 0.1647 Yes
A-S
P =07 0.19137 | 0.3351 | 0.1107 | 0.1643 | 0.19139 No
A-S
Py =0.75 0.1886 | 0.3422 | 0.1096 | 0.1627 0.1897 No
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4.2.2.3 Multi-Level Analysis

4.2.2.3.1 Scenario One

There are times when contributions at different level of the decision hierarchy change
simultaneously, such as when a competitive goal of the industry gets emphasized, and
at the same time, the technical advancement improves the contribution of certain
technology to strategies, or a certain strategy’s contribution to a competitive goal in a
different aspect, which has been overlooked, is identified and thus increases the
overall contribution of that strategy. Theorem 5.1 to 5.3 in HDM SA algorithm that
deals with multi-level simultaneous changes can be applied to study effect of such
situations.

Generally speaking, pursuing the technology strategy of “innovation” implies high
capital investment in R&D. This leads to a conclusion that innovation contributes
little to “cost leadership.” However, on the other hand, if the innovation strategy aims
at decreasing manufacturing cost in the long run, the contribution of innovation to
cost leadership should be increased. Therefore, in a situation when the technology
alternatives are advanced to a certain degree to reach maturity, the industry is going to
emphasize more on cost leadership and implement an innovation strategy to lower
cost. To help visualize the impact of such kind of situations on Ho’s model, Theorem
5.1 is applied to analyze simultaneous changes to the relative importance of “cost

leadership” (C?) and the contribution of “innovation” to “cost leadership” (C;°). In
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order to keep the current ranking of all technology alternatives, (I+1=6) inequalities

about the two perturbations P;’ and P::° need to be satisfied:

(0.0223P7 +0.005P5.° +0015PS P3-° < 00189 (4.52) )
—0.0748P7 +0.0583P:.° +0162P  P° <0.0003  (4.5b)
{ 0.0495P7 —0.0526P:.° —01461P P;-° 20029  (4.5¢)
—0.0083P +0.0104P57° +0029P°P>7° < 0.0624  (4.5d) )
—002< P3¢ <0.98 (4.5¢)
\-036<P7<0.64 (450

> Allowable Region

} Feasible Region

The inequalities define a two-dimensional allowable region for the perturbations
to keep current ranking of technology alternatives unchanged, as shown in Figure 25.
Inequalities (4.5b) and (4.5c) which prevent the rank reverse of “(2) factory
integration” and “(3) increasing wafer size,” and “(3) increasing wafer size” and “(4)
Lo k dielectrics,” are the two inequalities bound the allowable area. This means that if
the perturbations go above the defined area, the rank order of “(2) factory integration”
and “(3) increasing wafer size” will be reversed; if the perturbations go below this
area, “(3) increasing wafer size” will become the fourth ranked technology, and “(4)
Lo k dielectrics” will be at the third rank.

From Figure 25 we can see that when the relative importance of cost leadership
increases, only when the change to contribution of “innovation” to “cost leadership” is
between the curves defined by (4.5b) and (4.5¢), will the current rank order of all
technology alternatives be unchanged. When both contributions are increased to
extreme values, in which case the two perturbations fall in area S2 in Figure 25, the

currently second ranked alternative “factory integration” will be changed to the top
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rank. However, this is not likely to happen. On the other hand, slightly decreases to
the relative importance of cost leadership will result in a rank change no matter how
the contribution of “innovation” to “cost leadership” changes.

Figure 25 Two-way SA on PI:G and Pli‘ ¢

o :
0.5 53 S2 1

0.0223P¢ +0.005B;° +0015F7 B:° =0.0189

G 5S-G G pS-G
—00748F¢ +0.0583P%° +0162PSP3:° = 00003 \, (640317}

PG
. PR U PP V. NI NPV P 20
P° =-002 (0533, -0.02)

0.0495P¢ —0.0526F::° ~01461P7 P-° = 0029

(-0.0195, -0.02)

With the inequality functions known, the area of the allowable region can be
calculated, which equals to the area of S11 and S12 in Figure 26. Thus, the total
sensitivity coefficient of simultaneous changes to these two contributions can be
determined.

Figure 26 Allowable region of P;’ and P;.°
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TSC ( C° & C5° ) = Area (Allowable region) = Area (S11+S12)

_os1 0.0003+ 0.0748P1.G
~ Jooiss” 0,0583+0.162PF
rm 0.0003+0.0748P7  0.029-0.0495P°
0.

+0.02)dP? +

L )dP®  =0.1077+0.0308 = 0.1385
" 0,0583+0.162P°  ~0.0526—0.1461P;

Therefore, when C| and C;;° change uniformly within their feasible region, there is

an 86 percent chance that the ranking of the technology alternatives will be changed.
To verify Theorem 5.1, different pairs of P and P;.° values (represented by

points “a” through “n” in Table 26) within and beyond the allowable region are tried

and new C;' values are calculated. Table 26 summarizes the verification results.
As it is shown in Figure 27 and Table 26 show, when the PI:G and Pli“ ¢ values fall
into the allowable region, rank order of technology alternatives remains to be the

same; however, when the values are beyond the boundary of the allowable region,

rank order of technology alternatives will be changed. Shaded cells in the table
represent the new C; values of technology alternatives whose rank order is reversed.
The probability of rank remaining unchanged when Cand C; ¢ values change

uniformly within their feasible region, calculated previously (TSC (CS & C5°) =

14%), is verified through Monte Carlo simulation on the original hierarchical decision

model.
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Figure 27 Data verification for Theorem 5.1
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Table 26 Data verification for Theorem 5.1

.. | Original Rank ) (1) {5) (4) (2)
P [ (o6 peayC | Tncrcasing | Reducing | 1z
¢ | (B B3 wafer size | line width
a_ | (-0.018,-0.02) 0.219 0.238 0.128
b | (003,009 0238 | 0128
c [ oLop 0236 | 0127
d | ©.5012) 0235 | 0127
e 0.2,0.16) 0.234 0127
| ©2.018) 0234 | 0128
g | 0302 0233 | 0127
h (0.3,0.22) 0.232 0127
i | (04024 0230 | 0127
i | 04026 0127
kK | _©064,028) 0.126
| | 06403) 0.126
M | (053,000 0.125
N | (©6,00) 0.125

To set the simulation, input C. and C;¢ are defined to follow a uniform
distribution U(0,1), and the output is binary with “0” representing rank changes and
“1” representing no rank changes. Proportions of output being “zero” in the one
thousand simulation trials correspond to sample proportion p, or point estimate for
population proportion p, in statistics. To verify the “86% chance of rank changes”
calculated before, confidence interval for p should include 86%.

Since the sample size, 1000 trials, is sufficiently large, we can assume the
sampling distribution of proportion p is approximately normal with mean p and
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standard deviation ,/ p(1—p)n . This assumption is verified later by testing whether
nP, >5, n(1-P,)>5,nP, >5, and n(1-F,)>5, where P, and F, are the lower

and upper limits of the confidence interval. The lower and upper limits, P, and F,,

are calculated as ptZ —multiplex,/ p(1-p)/n , where p is the point estimate in the
simulation of the true proportion p, and pis the “probability of rank changes” being

calculated based on HDM SA algorithm.
As Figure 28 shows, the mean of one thousand simulation trials is 0.14, meaning
14% of the trails output one and the rest 86% of trials output zero. Here the binary

output “one” represents rank remains unchanged and “zero” represents rank changes.

Figure 28 Monte Carlo simulations of rank change when Clc and CISI_G vary uniformly

Standard Deviation
Variance

Kurtosis

Coeft. of Variability
Range Minimum
Range Maximum
Range Width
Mean Std. Enor

At 99.7% confidence level, Z-multiple value is three. Confidence intervals for p is

calculated as: O.86i3XJO.86(1—0.86)/1000 =(0.86+3%0.011 =[0.83,0.89] . Since

0.86 € [0.83,0.89] , the probability of rank being changed when C and C. ¢ vary

uniformly between zero and one is verified by Monte Carlo simulation.
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4.2.2.3.2 Scenario Two

As the market evolves, customers will be more attracted to more customized products
at Jower cost. In such situation, the emphasis of the industry’s competitive goals will
shift towards cost leadefship; in addition, the strategy of “diversity” will become more
important to meet the mass customization need and thus contributes more to “product
leadership.” Therefore, another pair of multi-level perturbations analyzed is the
relative importance of “cost leadership” vs. the contribution of “diversity” to “product

leadership.” Applying Theorem 5.2, the sensitivity of technology alternatives’ ranking
to perturbations induced on the two contributions C and C;, ° is analyzed.

The allowable region of the two perturbations to keep the current ranking

unchanged is defined by four inequalities that bound the region. Among them,
inequalities (4.6a) and (4.6b) define the feasible region to prevent the new C. and
C>7¢ values go below zero or above one; inequality (4.6¢) prevents the rank reverse of
“(2) factory integration” and “(3) increasing wafer size;” and inequality (d) prevents
the rank reverse of “(3) increasing wafer size” and “(4) Lo k dielectrics.”

( —036< PI:G <0.64 (4.6a)
Feasible Region
-017< };Sl"G <0.83 (4.6b)

—O.O748PL:G + 0.0029P_,’f2':6 —0.0045P1:GI3;f;:G <0.0003 (4.6¢)
Allowable Region

| 0.0495P +0.023P7° —0.036 P P <0.029 (4.64)
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Figure 29 Allowable region of PL.G and P;Z"G Figure 30 Data points for verification

{

$-G
P

0.8

(0,0268, 0,83) (0.4847, 0,83)

0.6

0.4

0.2

S11

{-0.0107, 0,17)

Figure 29 depicts the two-dimensional allowable region of perturbations induced
on CZand C;,¢. As it shows, the model result is very robust to increases to the
relative importance of cost leadership: when C, increases by a value between 0.0268
and 0.4847, no matter how CJ,¢ changes, the current ranking of the technology

alternatives will remain unchanged. However, slight decrease to the relative

importance of cost leadership will cause the ranking of “(2) factory integration” and
“(3) increasing wafer size” to reverse, regardless of changes to CJ, °.
Total sensitivity coefficient of simultaneous changes to C and Cj, “is the area of

the allowable region. With the inequalities known, such area can be calculated:

TSC (CS & C;, ) = Area (Allowable region) = Area (S11+S12+513)

3 J-o.ozss 0.0003+0.0748P1.G
~ hoowr”0,0029 -0.0045P°
!0.5917 0.029—0.04951"1.6

+ ( G
04847 " ().023- 0.036Pl.

+0.17)dPF +(0.505-0.0268)

+ 0.17)dPl.G =0.0184+0.4579+0.0658 = 0.5421 (4.7)
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Therefore, when C[, relative importance of “cost leadership,” and Cs, °, contribution

of “diversity” to “product leadership,” change uniformly within their feasible region,
there is a 45.79 percent chance that the current ranking of technology alternatives will
be changed. The most unstable technology alternative is the currently third ranked
technology “increasing wafer size.” It will become the second ranked technology
when “cost leadership” is deemphasized.

To verify Theorem 5.2, different pairs of PI:G and Pff values (represented as
points “a” through “1” in Figure 30 and Table 27) within and beyond the allowable
region are tried and new C; values are calculated. Table 27 summarizes the

verification results,

Table 27 Data verification for Theorem 5.2

Point |-0nginal Rank 3 @ ® @) 2)
# (PS, p5<) ct Increasi‘ng I‘{educ.ing Hik ok |. Factor.y Rank
A ¥ wafer size | line width integration | changes?

A (-0.01, -0.17) 0.235 0.127 . no
B (-0.02, -0.17) 0.235 0.127

C (0.01, 0.37) 0.243 0.130

D (0.01, 0.4) 0.2437 | 0.1300

E (0.03, 0.83) 0.250 0.132

F (0.01, 0.83) 0.250 0.133

G (0.48,0.83) 0.244 0.127

H (0.5, 0.83) 0.244 0.127

1 (0.55,041) 0.243 0.126

J (0.55, 0.5) 0.2428 1 0.1258

K (0.58, -0.17) 0.242 0.125

L (0.6, -0.17) 0.2419 | 0.1251

As it shows, when the PI:G and P3s2'f values fall into the allowable region, rank

order of technology alternatives remains to be the same; however, when the values are
beyond the boundary of the allowable region, rank order of technology alternatives
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will be changed. Shaded cells in Table 27 represent the new C;' value of technology
alternatives whose rank order is reversed.

The probability of rank remain unchanged when CS and C;,¢ values change

uniformly within their feasible region, calculated as (TSC (C] & CJ,°) = 54.21%)

previously, is verified through Monte Carlo simulation. As Figure 31 shows, mean of
one thousand simulation trials is 0.54, meaning 54% of the trails output one and the
rest 46% of trials output zero. Here the binary output “one” represents rank remains
unchanged and “zero” represents rank changes. Based on the same reasoning, since
0.5421 is included in the confidence interval of proportion estimate by Monte Carlo

simulation at 99.7% confidence level, the probability of rank remain unchanged when

Cfand C;, ¢ values vary uniformly between zero and one is verified.

Figure 31 Monte Carlo simulations of rank change probability when CIG & C;{ ¢ vary uniformly

3 forecast: Prob. of rank unchange 2

Mean
Median

Coef. of Variabity
ange Minimum

Range Maximum

Range Width

Msan Std. £

4,2.2.3.3 Scenario Three

The third scenario analyzes sensitivity of changes to the relative importance of

“product leadership” and the contribution of “reducing linewidth” to “innovation.” As

mentioned in competitive goals’ analysis, when IC applications demand advanced
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foundry processes, product leadership may top other competitive goals. This requires
an increase from the current 0.25 assigned to the relative importance of product
leadership by at least 0.08 to surpass the relative importance of cost leadership. On the
other hand, as one of indicators of technology leadership in the semiconductor
industry, “reducing linewidth” technology is growing rapidly, owing to the fast
advancement of nanotechnologies. The capability to produce transistors of the shorted
linewidth has become a symbol of a company’s innovation capacity. As a result,

contribution of “reducing linewidth” to “innovation” should also be increased.

Based on Theorem 5.3, allowable region of perturbations on Cy , relative
importance of “product leadership,” and C;°, contribution of “reducing linewidth”
to “innovation,” are defined by inequalities (4.8a) to (4.8e):

[ —025<PS <075 (434)

Feasible Region
~019< P45 <0.81 (4.8b)
{ —00049PS —0.242P%° —0575PSPA° 00189 (4.80))

009445 —0.0264PL —00626 PSP <0.0003  (4.8d) p Allowable Region

\ —0.0772P¢ +0.0335P%" +0.0797PS P <0.0286 (4.8¢))

\ —0.0772P7 +0.0335P:"° +0.0797P P <0.0286 (4.8¢))
L1pulc Jaz‘ouuwo Lucl Lauuwau1o L%gulllﬁ UL lJCl.u.uUS.ung PZ:G and Pl.?:-s to keep

current ranking of technology alternatives unchanged. Total sensitivity coefficient of

simultaneous changes to C and C;,“is the area of the allowable region. With the

inequalities known, this area can be calculated:
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TSC (Cy & C/i° ) = Area (Allowable region) = Area (S11+S12+513)

_ ro.1m(0.0286+0.07721’2? 0.0189+0.0049P7
~J025 70,0335+0.0797RF  ~0.242-0575PS T

0186 0.0189+0.0049P° 0.496 0.0003 —-0.0944 P¢
+ 0.81- 2)dPS + 0.81- 2_\dp°
ﬁm ( —0.242-0.575P2?) 7+ Lo —0.0264—0.0626132?) ?
=0.12 + 0.088 + 0.168 = 0.376 4.9)
Figure 32 Allowable region of Pz? and I;f::'s Figure 33 Data points for verification

(-0.116, 0.81)

0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5

{-0. .18)  -0.2

Therefore, when CY and CJ;™ change uniformly within their feasible region, there is a

62.4 percent chance that the current ranking of technology alternatives will be
changed.

To verify Theorem 5.3, different pairs of P and P/ values (represented by

points “a” through “k” in Figure 33 and Table 28) within and beyond the allowable

region are tried and new C/ values are calculated. Table 28 summarizes the

verification results,
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Table 28 Data verification for Theorem 5.3

2 Original Rank 3) 1 o) @) 2
. _ 4 | Increasin Reducin . Facto Rank

Point (PlG ’ Plsl. °) € wafer sizi line Widt%l Hik Lok integratriil)n changes?

A (-0.25, 0.17) 0.207 0.129 | 0.196

B (-0.23, 0.17) 0.209 0.129 | 0.196

C (-0.02, -0.08) 0.2231 0.193

D (-0.015, -0.08) 0.130 | 0.193

E (0.05, 0.15) 0.123 | 0.183
- F (0.05, 0.14) 0.1229 | 0.1830

G (0.49, 0.81) 0.075 | 0.113

H (0.49, 0.75) 0.079 | 0.118

I (0.51, 0.81) 0.0734 | 0.1112

J (0.1, 0.81) 0.166

K (0.2, 0.81) 0.204 yes

As it shows, when the Pf and Pl.’;‘:‘s values fall into the allowable region, rank

order of technology alternatives remains to be the same; however, when the values are

beyond the boundary of the allowable region, rank order of technology alternatives
will be changed. Shaded cells in Table 28 represent the new C; value of technology
alternatives whose ranks are changed.

The probability of rank remaining unchanged when Cy and C}}™ values change

uniformly within their feasible region, calculated as (TSC (Cy & C™°) = 37.6%)
previously, is verified through Monte Carlo simulation. As Figure 34 shows, mean of
one thousand simulation trials is (.38, meaning 38% of the trails output one and the
rest 62% of trials output zero. Here the binary output “one” represents raink remains
unchanged and “zero” represents rank changes. Based on the same reasoning, since

0.376 is included in the confidence interval of proportion estimate by Monte Carlo
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simulation at 99.7% confidence level, the probability of rank remain unchanged when
C? and CS° values vary uniformly between zero and one is verified.

vary uniformly

Figure 34 Monte Carlo simulations of rank change when CS & C,;”°
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Standard Deviation
Vai

ariance
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Kurtosis
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Range Minimum
Range Maximum
Range Width
Mean Std. Erot

4.2.3 Final Steps

Based on results from the hierarchical technology assessment model and its sensitivity
analysis, a general conclusion can be reached: “reducing line width” is the top choice
" to be adopted and should be allocated the most resources; “factory integration” and
“increasing wafer size” rank second and third respectively and are very close in their
overall contributions to the business success. SA results reveal that “increasing wafer
size” gets more chances to become the top choice than “factory integration” does
when the local contributions vary; however, its rank is relatively unstable and can
drop from the first to the fourth in different cases. Companies with a risk-aversion
attitude should consider developing “factory integration” before “increasing wafer
size.” “Hi k dielectrics” and “Lo k dielectrics” are dominated by other technologies in

most cases. Unless their performances can be improved dramatically, resulting in
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improved contributions to the technology strategies to a certain degree, they will
remain as the last choices and should be allocated the least resources.

“Product leadership” and “innovation” are the most critical competitive goals and
the most critical strategies to keep “reducing line width” as the top choice. Changes to
their relative importance have the most impact on technology choices. This provides
the foundries with insights into shaping favorable contingencies and directions in
which they should push industry environment changes.

When “product leadership” is emphasized and/or “cost leadership” is
deemphasized, “increasing wafer size” will move up to be the top-ranked technology,
with “reducing line width” and “factory integration” ranking second and third. When
the relative importance of “product leadership” increases more than 21%, no matter
how the “market leadership” changes, “increasing wafer size” will remain as the top
technology choice. However, if the relative importance of competitive goals is shifted
only to “cost leadership” to a certain degree, “increasing wafer size” will drop from its
current third rank to the fourth rank. “Reducing line width” always dominates “factory
integration,” “Lo k dielectrics” and “Hi k dielectrics” regardless of how the relative
importance of competitive goals changes.

SA at the technology strategies level indicates that “factory integration” will be
the top-ranked technology when the relative impacts of “efficiency” on the
competitive goals are increased, and “increasing wafer size” will drop to the fourth
choice when “flexibility” is deemphasized. “Reducing line width” is insensitive to

variations in the impact of “diversity.” It is also insensitive to changes to “flexibility”
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and “imitation” except that decreasing the relative impact of “flexibility” to “cost
leadership” or increasing the relative impact of “imitation” to “cost leadership” will
reverse the rank order of “increasing wafer size” and “reducing line width.”
Emphasizing the “innovation” strategy to a certain degree will also make “increasing
wafer size” the top choice and “reducing line width” the second. Although the experts
had great disagreement evaluating the relative impacts of “flexibility” on “market
leadership” and “imitation” on “market leadership,” SA results show that they do not
affect the top choice, “reducing line width,” only the rank order of “factory
integration” and “increase wafer size,” which are very close anyway.

Factors at every level of the decision hierarchy all influence the technology
choices; however, the direction and speed of technological advancement are more
critical in determining the optimal technology portfolio than industry policy changes
and company strategy shifts. Judging from current trends of technology developments,
“reducing line width” and “increasing wafer size” are the two technologies that
advance faster. Therefore, in the most likely scenario, the ranking of all the
technologies is “reducing line width” (1), “increasing wafer size” (2), “factory
integration” (3), “Lo k dielectrics” (4), and “Hi k dielectrics” (5). Resources should be
allocated to the top three technologies, with “reducing line width” getting the most.
Unless there is dramatic improvement on the “Lo k dielectrics” and “Hi k dielectrics”
technologies, these two technologies should be the lowest priority for investments.

If a company is only able to develop or acquire technologies that rank lower than

others, or if it wants to justify its previous investments in those technologies, it needs
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to shift its emphasis among competitive goals, alter its strategies, or push for
technological advancement of such technologies based on the HDM SA scenarios to
take full advantages of its investment. It is the same for the development of the
technologies: as indicated in the general framework, the purpose of periodical
reevaluation of the business and technology environment is to redirect company
development in a timely fashion for better utilization of its technology investments.
The company will also identify whether dramatic changes are needed to redo the
whole planning process or if just some strategic modifications based on some HDM
SA scenarios will be adequate.

In addition, new technology options frequently become available in the
semiconductor foundry industry. These technologies are either planned in the
SEMATECH international roadmap or emerge from outside the industry. Emergence
of critical new technologies should be incorporated along the way and be evaluated
together with the original technology alternatives.

Applying Corollary 4.4 in the HDM SA algorithm, the condition that needs to be
satisfied in order for the current top choice, “reducing line width,” to remain at its
rank is:

0.97C5° +0.75C5° +0.97C5° +1.33C47° +1.17C4° <1 4.10)

where C;7° (j =1, 2...5) are the contributions of the new technology alternative, A6,

to the five technology-strategies. The conditions for the current second- and third-
ranked technologies to remain unchanged are:

1.06CA™ +0.77CE +0.94CHS +1.52C4° +1.25CET <1 4.11)
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1.16C5 +0.84C5° +C5° +1.46C57° +1.07C4° <1 4.12)
From inequalities (4.10)-(4.12), we can see that C4~°, the new technology’s

contribution to efficiency, is a relatively more critical value in keeping the current
top-, second- and third-ranked technologies unchanged. For example, if the new
technology performs on an average value, and thus contributes to all the strategies no

more than one sixth, the current top three choices will remain the same. However, it is

the combination of all Cg;° (j=1, 2...5) values that determines whether the new

- technology should be adopted. With the assistance of HDM SA, the stability of
current technology choices can be roughly assessed before determining whether
experts’ judgments are needed for new pairwise comparisons at the technologies level.
For example, System on a Chip (SoC), which is not evaluated in the original model,
may be something the semiconductor foundry industry wants to look at as an

additional technology alternative in the planning process.

4.3 CONCLUSION

In this chapter, HDM SA algorithm is applied in order to propose a strategic
technology planning framework by linking synoptic and adaptive planning modes,
which improves the comprehensiveness of the initial technology assessment by HDM,
and helps to forecast future changes and possible solutions in different technology
scenarios. The planning framework is built upon a previous Ph.D. dissertation by Ho

[52] in which emerging technologies in Taiwan’s semiconductor foundry industry
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were evaluated according to their overall contributions to business success through
alignment of competitive goals and technology strategies. Theorem 2 through 5 and
their corollaries in HDM SA algorithm were verified using data from Ho’s model.
The application of the ﬁroposed strategic technology planning framework as well as
the HDM SA algorithm itself were illustrated in detail through the case study on
Taiwan’s semiconductor foundry industry. Contributions of HDM SA in technology

planning were comprehensively demonstrated.
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5. APPLICATION 2—APPLYING HDM SA TO ENERGY PORTFOLIO

FORECASTING

5.1 INTRODUCTION

Energy resources are increasingly critical issues facing the world. Global warming
. due to the excessive carbon dioxide emission, and vulnerability to hostile regimes and
terrorists resulting from of America’s heavy dependence on oil [115], calls for the U.S.
to adjust its energy consumption portfolio. As a result, numerous research programs
have been launched in different areas to solve the energy problem in every possible
way.

HDM and its sensitivity analysis can be applied to help establish a desired
portfolio of energy resources. In fact, energy issues, though not as serious as they are
today, have been discussed and modeled in 1980’s by academic researchers using
AHP concepts in order to suggest a desired energy portfolio for the U.S [43][44][99].
By performing HDM SA on a previously constructed model [43], new insights are
provided in decision making techniques in the energy industry. The application of
HDM SA on this energy model also verifies the proposed algorithm and demonstrates

its usefulness in different fields.
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5.2 CASE STUDY: ENERGY PORTFOLIO FORECASTING FOR US

5.2.1 Gholamnezhad and Saaty’s Model

In the 1980’s, Gholanmezhad and Saaty (G&S) utilized AHP to forecast a desired
energy mix for the United States in year 2000 [43]. Their model is depicted in Figure
35.

Figure 35 G&S energy portfolio model [43]

Desired
energy mix

The overall mission of this decision problem is to propose a desired energy mix
for the U.S. in year 2000. At the second level of the decision hierarchy are criteria that
influence the future demand and supply of energy. They are used to evaluate different
energy sources. The third level of the decision hierarchy consists of two sub-criteria
that contribute only to the fifth criterion, which is “costs.” This is said to be an
“incomplete” hierarchy since some elements in a given level (the second level) do not
function as criteria for all the elements in the level below [98]. At the bottom level of
the decision hierarchy, decision alternatives are energy sources including coal, nuclear,
solar, oil, natural gas, and other resources. They are pair-wise compared regarding
their contributions to the first four criteria and the two sub-criteria. Among the

decision alternatives, “conservation” is not really an energy resource. It refers to the
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reduction in demand for energy through technological and procedural changes without
affecting productivity [43].

In order to fit the model in the standard MOGSA structure and make it a complete
hierarchy, the first four criteria are replicated in the third level as sub-criteria with
100% contribution to itself and zero contribution to other criteria. Figure 36 shows the

new model.

Figurc 36 Modificd energy mix forecasting model
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The finalized elements in each level are summarized below.
Level I: Mission—A desired energy ﬁﬁx for the U.S. in 2000
The overall mission is to forecast a desired energy mix for the U.S. to make a
smooth transition to more abundant energy sources in year 2000

Level II: Evaluating Criteria (G,,k=1,2... 5)
5) Auvailability (G,): Availability of energy resources and the materials needed

for their production and utilization. (For energy conservation, this is the
potential for increased efficiency and reduced consumption of energy)

6) Social Impacts (G, ): Influence on American lifestyles, standard of living, and

employment rate.
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7) Health, Safety, and Environmental Impacts (G, ): Impacts on air, water, land
and the inhabitants, including accidents due to the utilization of energy.

8) National Security (G, ): Vulnerability to energy-supply interruptions; nuclear
proliferation, and the maintenance of world peace.
9) Costs (G;): Expenditures involved in the provision of energy.
Level III: Sub Evaluating Criteria (§ i j=1,2...6)
Sub criteria one through four are the same as the criteria one through four at level
II since they are replicated to this level. Sub criterion “Initial Cost” (.5) measures

the expenditures of initial exploration and early development of energy resources,

and sub criterion “Cost of Production and Use” ( §,) corresponds to the

expenditure of production, distribution and utilization.

Level IV: Energy Sources (4;,i=1,2...7)
6) A Coal
7) A, Nuclear Power: using uranium to generate electric power
8) A, Oil
9) A, Natura] Gas
10) A; Solar Energy

11) A Conservation: reduction in demand for energy through technological and
procedural changes without affecting productivity.

12) A, Other sources: geothermal, oil shale, and tar sands.
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For a four-level decision hierarchy, one vector and two matrices of local
contributions between successive levels were calculated from the pair-wise
comparison results of Gholamnezhad and Saaty.

Vector Cf : Weights of evaluating criteria (G, ) in forecasting the desired energy

mix for US in 2000, as shown in Table 29.

Table 29 Relative weights of evaluating criteria [43]

G S Social | Environmental | National
Ce Availability impacts impacts security | Cost
Mission 0.362 0.039 0.076 0.161 0.362

Matrix C>.¢: Contributions of sub-criteria (§,) to evaluating criteria (G, ), as
Ik j g &

shown in Table 30.

Table 30 Contributions of technology strategies to competitive goals [52]

C5¢ Availability ‘Somal En\{lronmental Natlopal Cost
Jk impacts impacts security

Availability 1
Social impacts 1
Environmental
impacts 1
National
security 1
Initial cost 0.60
Production
and use cost 0.40

Matrix Cy™ : Contributions of energy sources ( 4,) to sub-criteria (), as shown

in Table 31.
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Table 31 Contributions of energy sources to sub-criteria [43]

- e Social Environmental National Initial Production
Ci? ’ Availability impacts impacts security cost and use cost
Coal 0.297 0.03 0.031 0.249 0.421 0.04
Nuclear 0.054 0.019 0.019 0.066 0.049 0.199
Conservation 0.025 0.069 0.252 0.43 0.11 0.526
Solar 0.458 044 0.381 0.141 0.028 0.02
Oil 0.032 0.192 0.096 0.02 0.116 0.074
Natural Gas 0.045 0.192 0.17 0.027 0.233 0.11
Others 0.09 0.058 0.051 0.066 0.044 0.031

Table 32 Priority and percentage of energy sources proposed by G&S model [43]

Coal Solar Conservation Ng:;a' Nuclear Oil Others
C,.A 0.248 0.244 0.2 0.108 0.072 0.065 0.063
Priority (1) (2 (3) (4) (9 (6) (7)
Percentage | 31% 30.5% -- 13.5% 9% 81% 7.9%

The percentages were calculated by taking the ratio scale of each energy source in
the energy mix except conservation in the overall contribution vector C;* . For
example, the desired percentage of coal in the energy mix is (0.248/(1-0.2)=31%), and
the desired percentage of nuclear is (0.072/(1-0.2)=9%). The results predicted a heavy
dependence on coal and solar energy in year 2000. Energy sources such as natural gas,
nuclear, oil and others only account for 8% to 13.5% each. Conservation was given

the third priority after coal and solar energy.

5.2.2 Sensitivity Analysis and Scenario Forecast

Based on the forecasting results from the previous section, sensitivity analysis is
performed to study the influences on the desired energy mix when 1) changes to the
social, economic and natural environment inside and outside of the U.S. cause the

country to shift its emphasis among the evaluating criteria for energy sources; 2)
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advancement in technology and newly identified energy resources cause the
contributions of energy sources to the evaluating criteria to vary.

Specific questions being answered by performing HDM SA in this section include:
1) What are the critical decision elements in keeping the priorities of energy sources
determined by the G&S model valid? 2) How do variations of the evaluation criteria’s
weights and the energy sources’ contributions to the criteria impact the proposed
percentage of energy sources in the desired energy mix? 3) How would the
contributions of specific decision elements need to change in order for the G&S
model to replicate the actual energy consumption in year 20007 4) What is the
probability of rank being changed when certain local contribution values vary

uniformly within the feasible region?

3.2.2.1 Evaluation Criteria Analysis

In G&S forecasting model, five criteria have been pair-wise compared according to
their relative importance to evaluating different energy sources. From the pair-wise
comparison result, local contributions of these criteria to the overall mission, denoted

as C7 (k = 1...5), are derived. As shown in Table 29, “availability” and “cost” are

identified as the most important criteria with equal weights in evaluating the energy
sources, each accounting for 36.2 percent importance among the five criteria.
“National security,” “health, safety and environmental impacts” and “social impacts”
received 16.1, 7.6 and 3.9 percent respectively as their relative importance in the

evaluation. Suppose changes to the social and economic environment demand that a
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country shifts its emphasis among the evaluating criteria; the country needs to know
whether its originally identified priority for energy source development will remain
valid. It is also desired to know how the percentage assigned to each energy source
changes according to the environmental changes. Thus, HDM SA is performed to

answer these questions at the evaluation criteria’s level.

5.2.2.1.1 One-way SA
How variations of C° values impact the rank order of all technology alternatives is
first analyzed by a one-way SA, which determines the influence of changes to a single
input by varying that input within its feasible range while keeping other inputs fixed
at their base values [5, 25]. Corollary 2.1 in the HDM SA algorithm that deals with
one-way SA for changes in the top-level contribution vector is applied here.

To use Corollary 2.1, local contribution matrices between evaluation criteria level
and energy resources level are integrated and calculated, as summarized in Table 33.
This corresponds to global contribution matrix of Cj;®in HDM SA algorithm.

Table 33 Global contributions of energies to evaluating criteria

et Social  Environmental National

Ci:_G Availability impacts impacts security Cost
Coal 0.297 0.03 0.031 0.249 0.268
Solar 0.458 0.44 0.381 0.141 0.025
Conservation 0.025 0.069 0.252 0.43 0.277
Natural Gas 0.045 0.192 017 0.027 0.184
Nuclear 0.054 0.019 0.019 0.066 0.109
Oil 0.032 0.192 0.096 0.02 0.099
Others 0.09 0.058 0.051 0.066 0.039

Based on Corollary 2.1 and Proposition 1.1, different sensitivity indicators for the

evaluation criteria are calculated and summarized in Table 34. As it shows, both
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comparisons of TSCs and OPSCs reveals that “social impacts” is the most critical
evaluation criterion in keeping the original suggestion valid, since it has the shortest
tolerance and smallest allowable change threshold. “Environmental impact” turns out
to be the second critical criterion to keep current ranking of energy sources unchanged.
“Availability” and “cost,” the two most important criteria in the evaluation model, are
the least critical judging by TSC, since they have the longest tolerance to keep current
ranking. However, the model result is sensitive to decreases to the weight of “cost”: as
soon as the weight of cost decreases more than 0.013, the current ranking of energy
sources will be changed.

When the weight of each criterion G, through G, changes uniformly between

zero and one, rank order of the energy sources will be changed with a probability of
91.1%, 97.4%, 94.3%, 92.6% and 89.4% respectively, since length of the tolerance of

G, through G; is 0.089, 0.026, 0.057, 0.074 and 0.106, as shown in Table 34.

Table 34 HDM SA at evaluation-criteria level to preserve the ranking of all A,

Availability Environmental National

G
CIG impacts CsG security Cf Cost Cs
Base values 0.362 0.076 0.161 0.362
Allowable (-0.013
ranges of [-0.071,0.018] [-0.015,0.011] [-0.045,0.012] [-0.038, 0.036] 0 (')93]’

perturbations
Tolerance [0 3 49,

( Cf ) [0.291, 0.38] [0.024, 0.05] [0.031,0.088] [0.123, 0.197] 0.455]
Prob. of rank
changes 91.1% 97.4% 94.3% 92.6% 89.4%
OPSC(G,) 0.018 0.011 0.012 0.037 0.013
TSC (Gk ) 0.089 0.026 0.057 0.074 0.106
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To verify the allowable range of perturbations induced on C7 (k = 1, 2 ... 5)
calculated in Table 34, values within and beyond those ranges are tried on P° and
new C/(i=1,2 ... 7) values are calculated in each case to see whether rank order of
energy sources does change. Table 35 shows the verification results: each time when
PF value goes beyond its allowable range, the ranking of A, will be changed. Shaded
cells in Table 35 represent the new C;" value of the A,’s whose rank order is reversed.

Probability of rank changes when each Cy value varies uniformly between zero

and one is also verified by Monte Carlo simulation. Five pairs of inputs and outputs

are defined for the simulation: input Cf follows a uniform distribution U(0,1), and the

corresponding output is binary with “0” representing rank changes and *“1”

representing no rank changes.
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Table 35 Data verification of “allowable range of perturbations” in Table 34

gl '\ gy |l | @ | @| e |0
G ¢ Coal | Solar Con§er- Natural Nuclear [ Oil | Others Rank
P vation gas changes?

0.115 | 0.074 | 0.069 | 0.060 Yes
0.114 | 0.074 | 0.069 | 0.060 No
0.106 | 0.071 ;

0.106 | 0.071

Pl=-0016 | 9252 | 0240 | 0202 | 0.106 | 0073 | _
Pi=-0014 | 0251 | 0241 | 0202 | 0.106 | 0.073 | 0.0636 | 0.0635 | No

PS =0.01 0.199 | 0.108 | 0.071 | 0.067 | 0.063 No
0.199 | 0.109 | 0.071 | 0.067 | 0.063 Yes
Py =-0.047 | 0.259 | 0237 | 0.198 | 0.104 | 0075 |
PJ=-0045 | 0259 | 0237 | 0.198 | 0.105 | 0074 | 0.064 | 0.064 No
p/=0012 | 0.201 | 0.108 | 0071 | 0.066 | 0063 | No
P =0.013 0201 | 0.108 | 0.071 | 0.066 | 0.063 Yes
0.189 | 0.111 | 0.072 | 0.068 | 0.063 Yes
PS=-0038 | 0.248 | 0248 | 0.190 | 0.111 | 0.072 | 0.068 | 0.063 No
P2 =0.036 | 0248 | 0239 | 0210 | 0.104 { 0.072 | 0.064 | 0.063 No
P =0.037 0211 | 0.104 | 0072 | 0.063 | 0.064 | Yes
P2 =-0013 | L 1| 0199 | 0.106 | 0.071 | 0.065 | 0.064 | Yes
Pl =-0012 | 0.2479 | 0.2477 | 0.199 | 0.106 | 0.071 | 0.065 | 0.064 No
P7=0093 | 0251 | 0212 | 0211 | 0.119 | 0077 | 0.070 | 0.060 No
Py =0.09%4 0.119 | 0.077 | 0.070 | 0.060 Yes

As shown in Figure 37 (a) through (e), the mean of output in each scenario is
0.084, 0.026, 0.055, 0.073, and 0.106 respectively. Since the output can only be zero
or one, these values indicate that the proportion of output being one in each case is
8.4%, 2.6%, 5.5%, 7.3% and 10.6%, and the proportion of output being zero is 91.6%,
97.4%, 94.5%, 92.7% and 89.4% respectively. In statistical theory, the proportions
resulting from the simulation correspond to sample proportion p , or point estimate for

population proportion p. To verify the calculation of “probability of rank changes”

with HDM SA algorithm, confidence interval for the proportion estimate of output
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being zero should be calculated. Then, as long as the probabilities calculated based on
HDM SA algorithm and shown in Table 34 fall in the confidence intervals, the

verification purpose will be met.

Figure 37 Verification of “Prob. of rank changes” in

¥ Forecast: G1 rank change %

Table 34 by Monte Carlo simulation
(=S
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Mean
Median

Mcde

Standard Deviation
Variance
Skewness
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Coeff. of Variability
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ode
Standard Deviation
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Skewness
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Range Minimum
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Mean Std. Enor

Mode

Standard Deviation
Variance
Skewness

Kurtosis

Coeff. of Variability
Range Minimum
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Range Width
Mean Std. Emor

@

Range Minimum
Range Maximum
Range Width
Mean Std. Error

Mean Std Enor

(e)

Since the sample size, 1000 trials, is sufficiently large, we can assume the

sampling distribution of proportion p is approximately normal with mean p and
standard deviation ,/ p(l—p)/n. This assumption is verified later by testing whether
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nP,>5, n(1-PB)>5,nF, >5, and n(l1-F,)>5, where P, and P, are the lower
and upper limits of the confidence interval. The lower and upper limits, P, and P, ,
are calculated as p+Z— multiplex\/}?—(l_—-_p?_)n , where p is the proportion calculated
in the simulation and a point estimate of p, the true “probability of rank changes.”

At 99.7% confidence level, Z-multiple value is three. Confidence intervals for p

in Figure 37 (a) to (e) are calculated as:

0.916 i3XJO.916(1—0.916)/1000 =0.916+3x0.0088 =[0.89,0.942] (5.1a)

0974+ 3XJO.974(1 -0.974)/1000 =0.974+3x0.005 =[0.959,0.989] (5.1b)

0.945+ 3><JO.945(1 —0.945)/1000 =0.945+3x0.007 =[0.924,0.966] (5.1¢)

0.927 £3x J0.927(1 —0.927)/1000 = 0.927 +£3x0.008 =[0.903,0.951] (5.1d)

O.894i—3><JO.894(1—0.894)/1000 =0.894+3x0.01 =[0.864,0.924] (5.1e)
Since 91.1% < [0.89,0.942] , 97.4% < [0.959,0.989] , 94.3% e [0.924,0.966] ,
92.6% € [0.903,0.951] , and 89.4% € [0.864,0.924] , the simulations successfully
verified the probabilities of rank changes calculated in Table 34 as each C; value

varies uniformly between zero and one.
A close look at how changes to the relative weights of evaluation criteria impact
the percentage of each energy source is taken by applying Theorem 1.1 in HDM SA.

Impacts of one unit’s increase in each C¢{ value on the C; values are measured,

verified and summarized in Table 36
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Table 36 Changes to C;" values when C_ value increases by 10%

CiA Cy Availability  Social impacts Envilrnolpl:?tt:ntal 1::;;‘;3? Cost
Coal 0.8% -2.3% -2.4% 0.0% 0.3%

Solar 3.4% 2.0% 1.5% -1.2% -3.4%
Conservation 2.7% -1.4% 0.6% 2.7% 1.2%
Natural Gas -1.0% 0.9% 0.7% -1.0% 1.2%
Nuclear -0.3% -0.5% -0.6% -0.1% 0.6%

Oil -0.5% 1.3% 0.3% -0.5% 0.5%

Others 0.4% -0.1% -0.1% 0.0% -0.4%

As it shows in Table 36, “social impacts” and “environmental impacts,” the first
and second critical criteria have great impact on the overall contribution of “coal”—
ten percent’s increases in the weights of these two criteria will result in 2.3 percent
and 2.4 percent decrease in coal’s overall contribution. This means that the rank of
“coal” is sensitive to increases of the weights of “social impacts” and “environmental
impacts.” “Solar” is another energy source that is very sensitive to weight changes
among the criteria. Specifically, ten percent’s increase to the weight of “availability”
will increase solar’s overall contribution by 3.4 percent, however, a ten percent
increase in the weight of “cost” will result in 3.4 percent decrease of solar’ s overall
contribution.

The other information revealed by Table 36 is whether the relative contribution of
a specific energy source to each evaluation criterion is positive or negative as
compared to other energy sources. Take the last column “cost” in Table 36 for
example, the percentage changes of “solar” and “others” are negative. This reveals
that developing “solar” and “others” takes relatively higher cost; thus, when “cost,” as
an evaluation criterion, receives more importance in the decision process, the
desirability of “solar” and “others” will be decreased. In this situation, the desirability
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of “coal,” “o1l,” and “nuclear” will increase, but not to the degree that the desirability
of “conservation” and “natural gas” increases. This information is different from what
contribution matrix C4 ¢ tells us. The same analysis can be applied to look at other
columns in Table 36 for different energy sources’ relative contributions to each
evaluation criterion.

Among the five criteria, “cost” is the criteria that people care about most in reality.
More detailed analysis was conducted to generate rank scenarios when the relative
importance of “cost” increases from the base value to one, as shown in Table 37.

Table 37 Ranking scenarios as CSG increases from 0.362

CSG threshold | Coal | Solar | Conservation | Natural Gas | Nuclear | Oil | Others
0.362 @@ 3 “@ & _1®] D
0.456 (ORNC) 2 “@ ® |© O
0.656 (OBNC) 2 Q)] ® 1©® @D

0.79 ORNO), ()] ©)] @ [©®] O
0.812 @ [ ) 2 3 @ 11 D
0.907 2 | 6 ) 3 @ |&F O
0.954 @1 O @ 3 @ (G ©

As Table 37 shows, when the relative importance of cost increases from its base
value (0.362) to 1, the rank of solar will drop from the second to the seventh. This
may be a good reason to explain why solar’s actual consumption in year 2000 was
ranked as the last together with other energy sources instead of as the second [116]: in

reality, “cost” is usually the only thing that people care about.
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5.2.2.1.2 Two-way SA

Environmental impacts are receiving more attention currently than twenty years ago
when the G&S model was developed. The other evaluation criterion whose
importance has been increasing is national security.

Therefore, a two-way sensitivity analysis is conducted to test the model’s

robustness to simultaneous variations of the weights of “environmental impact” and

“national security”, namely CS and C¢ . Applying Corollary 2.2 in HDM SA

algorithm, the allowable area for the two perturbations induced on C{ and Cy is

defined by the following inequalities. Only the inequalities that bound the allowable

region are listed here.

(-0.076 < P§ <0.924 (5.2a)
~0.161< PS <0.839 - (5.2p)  FeasibleRegion
{ —0237<PS+PS<0.763  (5.2)
0.368PF —0.09P7 <0.005  (5.2d)

Allowable Regi
| —0.037P7 +0.054P7 <0.002 (5.2¢) owable Region

Figure 38 Feasible region and allowable area of perturbations P3.G and P4(';
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As shown in Figure 38, the allowable area of the two perturbations to keep current
ranking unchanged is a small part at the lower left corner of the feasible region. This
means that only when the weights of “environmental impact” and “national security”
decreases will the current ranking remain unchanged; otherwise, increases in one or
both weights will result in rank changes among the energy sources. In Figure 38, the
feasible region is separated into eleven different parts by five lines, including the two
defined by (5.2d) and (5.2e), and three others that are not listed and do not bound the
allowable region, that intersect the feasible region. The eleven parts within the
feasible region represent eleven different rank scenarios. This also reveals that the
original rankings of energy sources are relatively unstable: Each energy source has
different chances being at different ranks.

Based on Proposition 1.1, total sensitivity coefficient of Cy and C; is calculated

as:

G G .0266 G G
TSC (Cy &C, ) = Area (Allowable Area) = [:076 (0.039+0.686F +0.161)dP,

.0267 G G G .
+f00266 (0.039+0.686F" —4.1F" +0.052)dP,” = 0.0081 + 0.0048=0.013 5.3)

Probability of rank changes = 1 — Area (Allowable Area) / Area (Feasible Region)

=1-0.013/0.5=1-0.026 =0.974 5.4)
Therefore, when C; and C; vary within their feasible region based on uniform

distribution, the probability of rank changes is 97.4%.
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5.2.2.2 Energy Resources Analysis

As new energy reserves are being discovered, technologies to develop and utilize

different energy sources are being advanced, methods to better manage energy

consumption waste are being created, matrix Cfi's , which contains the contributions

of different energy sources to the evaluation criteria, will be changed. In this section,
Theorem 4 and its corollaries in HDM SA will be applied to analyze impact of change

at this level to the decisions.

5.2.2.2.1 One-way SA
The most obvious changes that can be easily evaluated are the contributions of

different energy sources to “availability” since they measure the abundance of each
energy sources. Therefore, first analyzed is sensitivity of ranking to variations of C/™° .

Besides “availability”, cost is another criterion to which the energy sources’
contributions are likely to vary as energy development and utilization technologies are
being advanced. To make the analysis simpler, initial costs and costs of production
and use are grouped together. As a result, the HDM SA on energy sources’

contribution to costs is performed on C/ instead of on Cj5°and C;° separately.

The third criterion to which the contributions of energy sources are analyzed is
“environmental impact.” The generation and consumption of different energy sources,
especially coal, oil, and nuclear, have negative impacts on the health and safety of our
environment. As people try to solve the problems, contributions of different energy

sources to environmental impact may be increased to different degrees.
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Applying Corollary 4.1, a one-way SA is first performed to analyze impact of

model results to varying contributions to the three criteria discussed above. Table 38
summarizes the analysis results, where J,~° and ;" are the lower and upper limits
of I’ij“'s ’s allowable range. (X, y) is the pair of technologies whose current rank order

will be reversed if the P, value goes beyond & and/or &, .

Table 38 Allowable range of R,A_s to preserve the ranking of all A;

I Environmental
Availability impact Cost

o on | o o | & o

Coal 0.008 0.195 | -0.045 0.597 | -0.0128 0.07
i=1 L2 @3y | 2y 67 | 4,2 6,7)

Solar -0.0545 0.00851] -0.381 0.0598 | -0.025 0.01
i=2 67 @2 1,2 1,2
Conservation | -0.0799 0.0816 _ -0.1342 0.3784 | -0.204 0.039
i=3 L2 23| 12 23 (&) 1,2
Natural gas | -0.078 0.249 | -0.1489 0.512 -0.087 0.044
i=4 1,2 G949 | 1,2 6,7 4,5 1,2
Nuclear -0.017 0.094 | -0.0757 0.4 -0.0157 0.048
i=5 56 @45 | 56 45 | 5,6 1,2)
Qil -0.005 0.0165] -0.0263 0.0814 | -0.0056 0.0156
i=6 67 G,6) | 6,7) (56 6,7 5,6)
Others -0.0746  0.0056 | -0.051 0.025 -0.039  0.0053
i=7 1,2 6,7 6,7 6,7

Performing HDM SA on contributions C;;~° and C/™ also reveals additional
information, such as “in order for a certain energy source to be more/the most
desirable, how much should its development and utilization costs decrease and how
much should its negative impacts on the environment be decreased.” For example, in
order for “nuclear” to be more desirable, its contribution to “environmental impact,”

represented by C5~°, should be increased by more than 0.4. In this case, “nuclear”

that currently ranks the fifth, will be moved up to the fourth rank. However, since the
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threshold of changes to C5° to reverse the rank order of “nuclear” and the original

top three energy sources are greater than one, increasing C4° value alone can only

move “nuclear” up to the fourth rank. This is due to the small values that the G&S
model assigned to other contributions of “nuclear.” This indicates that, if the G&S
model had correctly represented the reality, in order for “nuclear” to be more
desirable than “coal,” its contributions to other criteria such as social impacts, national
security and costs also need to be improved.

For another example, “solar” was evaluated as the second most desired energy
source in the G&S model. Since the model was built before any commercial solar
applications had been seen, assessment of solar’s contributions to different evaluation
criteria may have been far away from the reality. It would have also made the model
difficult to validate. As it turned out later, many aspects of solar did not reach what
was expected in the G&S model. In the model, contribution of solar to availability
was assigned to be 0.485, making solar the single most available energy among the
alternatives. This value is nearly ten times of the contribution of nuclear and natural
gas to availability, and more than ten times of the contribution of oil to availability.
Theoretically, the sun provides endless resources for solar energy. However, the space
required to collect sunlight is huge, and materials used to store solar energy are either
extremely expensive or of very low efficiency. This has dramatically limited the
production and utilization of solar energy. Even in today, 27 years after the
publication of G&S model, the promise of cheap and abundant solar power remains

unmet. As “availability” is defined to be not only the availability of energy resources
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but also the availability of materials (and spaces) to produce and utilize the energy,
the value 0.485 assigned to solar’s contribution to availability seems in retrospect to
be much too large. It only encompasses the theoretical availability of solar, but not the
practical availability of solar energy. The impact of decreases in this contribution
value, C4~°, is analyzed by HDM SA. If C;;™° value decreases by 0.11, 0.35, 0.427, or
0.43, solar will be dropped to be the third, fourth, fifth, or sixth ranked energy source.
In fact, this is not the only invalid or inaccurate assessment in the G&S model of
contributions of energy sources. Performing only one-way SA is not able to evaluate
other simultaneous changes to the model. Therefore, two-way SA and three-way SA

are also performed in the following sections.

5.2.2.2.2 Two-way SA

Continuing with the discussion of solar energy from the previous section, two
simultaneous changes to the contributions of solar energy can be analyzed in a two-
way SA. As discussed above, solar cells have a well-deserved reputation of being too
expensive. In the G&S model, in addition to the availability of space and efficient
materials to collect and convért light energy into electrical current, the contribution of

solar energy to cost is also questionable. Therefore, we analyzed how changes to these
two contributions, C;;° and Cj°, would affect the model results. Again, for

simplicity, global contribution of solar energy to cost is considered, without

differentiating between initial cost and the cost of production and use.
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Applying Corollary 4.4, a group of inequalities defining the allowable region of
two perturbations induced on C;; ¢ and Ci ¢ is identified. Two lines defined by two

of the inequalities bound the allowable area, thus only these two inequalities are listed

beside the inequalities defining the feasible region:

-0458< P ¢ <0542 (5.52)
-0.025<P5°<0975 (5.5b)
0.56P,° +0.462P2° < 0.005 (5.5¢)
—0.039P2% +0.0224P4° £0.002 (5.5d)

} Feasible Region

Allowable Region

Figure 39 Allowable area of perturbations P} and P/
(-0.0266, 0.043)

A-G
Bs

-

Figure 39 shows the allowable area of perturbations induced on C;¢ and C°,
contributions of “solar” to “availability” and “cost,” in order to keep current ranking
unchanged. As CZAI'G decreases from its base value 0.458 to 0.407, no matter how

much does Cy; ¢ value decreases, the original ranking will remain the same. However,

as C;° value continues to decrease, the original rank order of energy sources will be

changed inevitably. Based on Proposition 1.3, total sensitivity analysis of C; ¢ and
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CL° is the area of the allowable region. Since coordinates of the three points of the

triangular area are identified, TSC of C;i¢ and C5° can be calculated as:

TSC (C;°&Cys %) = —;-x (0.0340.0656)x(0.043+0.025) = 0.003

(5.6)

Since the area of feasible region for P/ and P is one, probability of rank being

changed when C;¢ and CJ° vary uniformly between zero and one equals (1—0.003

=99.7%).

The above analysis looks at the ranking of all energy sources. Since we are

particularly interested in seeing how the rank of solar energy changes when its

contributions to availability and cost are reduced, we now focus on the inequalities to

keep solar as the second-ranked energy source. Bold numbers in the parenthesis

following each inequality represent the pair of energy sources whose original rank

order will be changed if that specific inequality is not satisfied.

(0.56P)° +0.462P/° <0.005 (1,2)
—0.379P,1° —0.465P,2° <0.043 2,3)
—-0.392P4° -0.43P5° <0.136 2,4)
—0.398P,1° —0.402P,1° <0.172 2,5)
~0.383P,° —0.399P,4° <0.178 2, 6)

\ —0.422P,° —0.376P° <0.18 2,7

(5.7a)
(5.7b)
(8.7¢)
(5.7d)
(5.7e)
(5.71)

Inequalities (5.7a) and (5.7b) bound the allowable region for the two perturbations in

order to keep solar as the second-ranked energy source. Together with inequalities

(5.7c) to (5.7f), they define seven possible scenarios for solar energy’s ranking. As

shown in Figure 40, S1 represents the scenario when solar ranked as the second
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energy source, and in scenarios S2 through S6, the rank of solar drops to the third,

fourth, fifth, sixth and seventh. This shows how ranking of solar changes when both

CA° and C.° decrease. The unspecified area on the upper right side to S1 represents

the scenario in which C;;° value increases and solar becomes the first-rank. However,

this is not likely to happen unless abundant high efficiency materials are developed to

utilize solar energy.

Figure 40 Solar energy’s ranking scenarios
Py°

84 ,- = : I " P{:_G
02 ~1 02
§388E! = ] [
81 82 83 S4 8s S6

Besides solar energy, contributions of oil and natural gas to availability were also

analyzed in detail. In the G&S model, two very small values (0.032 and 0.045) are
assigned to the contributions of oil and natural gas to availability, C;™* and C;™ .

The rationale behind this judgment was that the U.S. proven oil reserve were about 29
billion barrels and “would not last past the decade with the current production rate,”
and that the U.S. natural gas reserve of 21.8 trillion cubic feet would “last only ten
years (from 1980)” [43]. However, comparing the prediction in [43] with official
energy statistics from the U.S. government website, we can see great differences:
official statistics show that the proven natural gas reserves in year 2000 was 186.51

trillion cubic feet and the U.S. proven reserve of oil was 22 billion barrels in 2000,
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both are far away from “running out,” while consumption percentages of different

energy sources was almost the same in the years from 1980 to 2000 [116].

A two-way SA is performed to test the model sensitivity to changes to Cg;° and

C/™° values. Based on Corollary 4.2, a group of inequalities are defined in order for

the current ranking to remain unchanged (Bold numbers in the parenthesis following
each inequality represent the pair of energy sources whose original rank order will be

changed if that specific inequality is not satisfied):

(—0.063B4 —0.063P4~ 0.005 (1,2) (5.82)
0.17P% +0.17P2 <0.043 @,3) (5.8b)
0.372P;° +0.01P,° <0.093  (3,4) (5.8¢) ,
_0.383P45 —0.021P*° <0.036 (4,5) (5.80) Alowable Region
41 61 s
{ 0.021P4 +0.383P2° <0.006  (5,6) (5.8¢)
~0.035P° —0.397P%° <0.002 (6,7 (5.80
—0.077< P25+ PA~ <0923 (5.82) )
—-0.045< P}~ <0.955 (5.8h) p Feasible Region
\-0.032 < P+ <0.968 (5.8i) |

. A-S A-S
Figure 41 Allowable areaof ;| & P,

{0.25, 0.002)

= PA—S
(-0.045, -0.00 4

(0.25, -0.027)
Figure 41 shows the allowable area for P}~ and P/} to keep current ranking of

energy sources unchanged. The three lines bounding the allowable area are defined by

inequality (5.8¢), (5.8¢) and (5.8f). Total sensitivity coefficient of CZ5™ and CA™ can

61

be calculated as:

TSC(CAS & CA5) = j_i 2;50.016—0.0551’;:‘5+0.005+O.089R{1"s =0.007  (5.9)
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Probability of rank being changed as C4™ and C;° vary uniformly between zero
and one within their feasible region is thus (1 — 0.007/0.5 = 98.6%). If the contribution
of oil to availability (C4™°) increases by more than 0.018, no matter how C4~°

changes, the original ranking of energy sources will be changed. On the other hand, if

the contribution of natural gas to availability (C;™) increases by more than 0.25, no
matter how C/™ changes, the original ranking of energy sources will also be changed.

Figure 42 Ranking scenarios when C fl_s andC :X_S change

As Figure 42 shows, lines defined by inequalities (5.8a) to (5.8f) intersect the

feasible region and divide it into several parts. S4 is the allowable region for P;~° and
P2, as shown in Figure 41, S1 and the major part of S2 and S3 represent situations
when both C;° and C/:* increase. When P~ and P, fall into S3, rank order of

(5) nuclear and (6) oil will be reversed; when P;~ and P}~ fall into S2, in addition
to the rank reversal of (5) nuclear and (6) oil, the rank order of (2) solar and (3)

reservation will also be reversed; and when P;~° and P;™ fall into S1, a third pair of
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energy sources, (3) reservation and (4) natural gas, will have reversed rank order in
addition to the above ones.

Inequalities (5.8a) through (5.8f) only consider rank order of six pairs of energy
sources that rank successively. When values given to P, and P/~ satisfy the

inequality group, the original ranking of all energy sources will remain unchanged.
However, if one inequality is not satisfied, not only the rank order of energy sources
protected by that specific inequality will be reversed, but also rank order of other
energy sources not protected by the other five inequalities may change as well. For
example, if inequality (5.8a) is not satisfied, then not only will the first- and second-

ranked energy sources be changed, but also the original rank order of (1) and (3) may
be changed. This means that when B}~ and P~ fall into S1, S2 and S3, there may

be more than three different ranking scenarios. To represent all the possible ranking
scenarios, 21 lines in total defined by 21 (6+5+4+3+2+1=21) inequalities need to
intersect the feasible region and divide it into different ranking scenario. A figure to
represent this would be too complex to be useful, and would not be meaningful since
the original model represented the view of two people over twenty years ago. Instead,
an analysis is done with the aim of replicating the ranking of actual consumption of
energy sources in year 2000,

Table 39 shows the actual energy consumption in year 2000. Ranking of the
different energy sources based on the actual consumption percentage is (1) Oil —> (2)

Natural gas — (3) Coal —> (4) Nuclear —> (5) Others (including “solar”).
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Table 39 Actual energy consumption ranking and percentage [116]

QOthers

N:}t::al Nuclear Oil Solar Hydro- | Bio- | Geo-
electric | mass | thermal

Coal Wind

Quadsilion | 2758 | 23.916 | 7.862 |38.404 | 0.066 | 2.811 | 2.922| 0.317 | 0.057

Ranking (3) 2) 0 1
Percentage | 22.8% | 24.2% 8% | 38.8%

(5)
0.1% | 2.8% | 3% | 0.3% | 0.1%
6.2%

The top three energy sources consumed in year 2000 were oil, natural gas and coal.
If the G&S model were to represent this actual consumption ranking for the top three
energy sources, how should C/;* and C/~° values change? This can be analyzed by
performing HDM SA on the G&S model.

Since oil, natural gas and coal, which ranked as the sixth, fourth and first in G&S
model were the top three energy sources being consumed in year 2000, this meéns the
rank of “(6) oil” and “(4) natural gas” surpassed all the other energy sources to
become the first and second, and the rank order between these two energy sources is
also reversed. Suppose that the priority of “conservation” remained to be the same,
then the actual rankings of oil, natural gas, conservation and coal would be (1)

through (4). To replicate this rank change by varying C;;° and C/~° values, B} and
P/ values should violate the following inequalities (Bold numbers in the parenthesis

following each inequality represent the pair of energy sources whose original rank

order will be reversed if that specific inequality is violated.):

0.116P;~° +0.478P,7° <0.183 (1, 6) (5.102)
0.179P2~° +0.541P2° £0.178 (2, 6) (5.10b)
0.018P;° +0.38P5° <0.135 (3,6) (5.10c)
-0.362P,° +0.362P,1° <0.042 4, 6) (5.10d)
0.0214° +0.383P2° <0.006  (5,6) (5.10e)
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0478275 +0.116P2° <0.141  (1,4) (5.100)
0541275 +0.179P2 5 <0.136 (2, 4) (5.10g)
0372475 4001225 <0093  (3,4) (5.10h)

Figure 43 Area for I{S‘:_S and P‘{:"S to replicate actual consumption ranking

0.7

0.325 0.350.375 0.4

For inequalities (5.10a) through (5.10h), if (5.10d) and (5.10h) are violated, all the
other inequalities will be violated. Thus, if P;;° and P, values fall into the area
bounded by ( —0.362% +0.362P4 20.042 ) and ( 0.372%% +0.01P4 >0.093 )

within the feasible region, shown as the shaded area in Figure 43, the rank of oil and
natural gas will become the first and the second, with conservation and coal being at
the third and the fourth rank.

For example, when the two changes are P} =0.25 and P}~ =0.37, as shown
in Figure 43, the top three ranked energy sources (excepting conservation) become oil,

natural gas and coal, which exactly replicates the historical truth. As shown in Table

40.
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Table 40 Ranking of energy sources (original vs. new)
Coal | Solar | Conservation | Natural gas | Nuclear | Qil | Others
QOriginal values | 0.248 | 0.244 0.200 0.108 0.072

Originairanks | 1 | 2 | 3 | 4 | 5 | 6| 7 |

In this case the contributions of oil and natural gas to availability are increased to
0.402 and 0.295 from the original values of 0.032 and 0.045. If we compare the data
given in [43], where the U.S. proven natural gas reserve was claimed to be 21.8
trillion cubic feet in 1980, with official energy statistics from the U.S. Government,
where it shows that the proven natural gas reserves in year 2000 was 186.51 trillion
cubic fee, it is safe to say that the 0.25 increase in natural gas’ contribution to
availability is reasonable, On the other hand, although the U.S. proven reserve of oil
declined from the 29.8 billion barrels in 1980 to 22 billion barrels in 2000, it is far

from “will not last past the decade with the current production rate” as analyzed in

[43]. The increases to C5~° and C,;* can be justified or validated.

5.2.2.2.3 Three-way SA

Continuing with the analysis of previous section, the next objective is to replicate the
actual ranking of energy consumption in year 2000, which is “(1) Oil, (2) Natural gas,
(3) Coal, (4) Nuclear, (5) Solar and others,” exactly by inducing three perturbations to

the C{™ matrix. In this case, the rank of oil and natural gas should surpass all the

energy sources that rank before them, the rank of nuclear should surpass solar and
others, and oil should rank before natural gas. Conservation, which is not a real

energy source, is assumed to remain at its original rank. In this case, besides changing
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C4 and C[°, as in previous analysis, the contribution of nuclear to environmental

impact, C4”, is also considered. With such analysis, people will be able to know that

in order for nuclear to be preferred over solar and other new energy sources, how
much would its impact on the environment need to be changed? Such an improvement
could make, possibly, through better nuclear waste management.

Based on the same analysis, inequalities that need to be satisfied in order to create
such a scenario are plotted in a three-dimensional space. Figure 44 shows in two
different viewpoints the space in which if B, P and P;™ values fall in, the
actual energy consumption ranking will be replicated by the model.

Figure 44 Space for P, A-S , P, 45 and PA™5 value to replicate actual ranking of energy sources
p 61 M 53

F

One point in the space could be (0.25, 0.5, 0.85). To verify whether the rank

changes as indicated, the values 0.25, 0.5 and 0.85 were assigned to P25, P4 and
P;, and new C/ values were calculated. Table 41 shows the original and new

C/ values and energy sources’ ranking.
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Table 41 Ranking of energy sources (original vs. new)
Coal | Conservation | Natural gas | Nuclear | Qil | Solar | Others
0.072

As Table 41 shows, energy sources that rank from the first to the last are oil,
natural gas, coal, nuclear, solar and others. This correctly represents the actual rank of

energy consumptions in year 2000, as shown in Table 39.
When C;™°, CA™° and C%° change simultaneously, the original rank order can

be preserved only when the following inequalities are satisfied:
[ -0.063 1P~ —0.0631P4° —0.0305P5~° <0.005 (5.11a) )

01696P.~° +0.1696P;~° +0.0111P5° <0043  (5.11b)
0362P;~° +0.0098P;° +0.007P;~° <0.093 (5.11¢)
-0.3832P/° —0.0212P;~° +0.0907P5~° <0.036  (5.11d)
< 0.0212P/° +0.3832P,~° —0.0843P;5° <0006  (5.11e)
—0.0353PF —0362P4° +0.0039P4™° <0002  (5.11)

} Allowable Region

-0.045< P2 <0955 (5.11g)
-0.032< P~ <0968 (5.11h) { Reagible Region
-0077< P +B° <0923 (5.11Q)
-0.019< P5° <0981 (5.11j)

A three dimensional allowable region defined by the above inequalities is shown in

Figure 45. Shadow of the region on Z-X and X-Y planes are also shown in the figure.

X, y and z axes represent P*™° , P4 and P4 respectively.
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Figure 45 Allowable space for Pﬁ‘:'s ’ P4’:_s and Ps‘;"s to keep original ranking of energy sources

Due to complexity of identifying the intersections of different planes defined by the

inequalities, the calculation of TSC and probability of rank changing become more
complex in this case. However, thanks to the advanced program offered by software
Mathematica® (version 5.2 and above), volume of the three dimensional allowable
space can be calculated by integration within the region that satisfies inequalities

(5.11a) through (5.11j). The corresponding Mathematica commend is:

Integrate[Boole[{-0.0631*x - 0.0631*y - 0.0305*z <= 0.005 && 0.1696*x +
0.1696*y + 0.0111*z <= 0.043 && 0.362*x + 0.0098*y + 0.007*z <= 0.093 && -
0.3832*%x - 0.0212*y + 0.0907*z <= 0.036 && 0.0212*x + 0.3832*y - 0.0843*z <=
0.006 && -0.0353*x - 0.362*y + 0.0039*%z <= 0.002 && x + y <= 0.923}], {x, -
0.045, 0.955}, {y, -0.032, 0.968}, {z, -0.019, 0.981}]

As aresult, TSC (P~ & P & P4 ) = 0.014. This means that whenC2™ , CA™ and
C;;'S vary uniformly between zero and one, there is a 2.8% (=0.014/0.5) chance that
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the original ranking of energy sources will remain unchanged; in another word, there
is a 97.2% chance that the rank will be changed. This percentage is again verified

through Monte Carlo simulation: As shown in Figure 46, p of the one thousand trials

of simulation to estimate the true proportion of rank remaining unchanged (output
being “1”) is 0.013.

Figure 46 Verification of *“Prob. of rank changes” by Monte Carlo simulation
e for three varialion % § ]]DHE(_]

Trials

Mean

Median

Mode

Standard Deviation
Variance
Skewness

Kurtosis

Coeff. of Variability

Range Minimum
Range Maximum
Range Widh

Based on the same analysis shown in previous sections, at 99.7% confidence level,

the lower and upper limit of confidence interval can be calculated by:

prZ —multiplex,/ﬁ(l-— p)in= 0.013i3xJ0.013(1—-0.013)/1000 = [0.002, 0.024].
0.014, calculated as TSC (P;~° & P\ & P;™) is within this range.
It should be noted that 1.4% is the probability of rank remaining unchanged when

CL5, C45° and C4° vary uniformly between zero and one. However, because of the

constraint P\~ + P4™° <0.923, the feasible region is the shaded half of the cube

instead of the whole cube, as shown in Figure 47. As a result, volume of the feasible

region is 0.5 instead of 1. Then the probability of rank remaining unchanged when
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Ci%, C&° and C4° vary uniformly within this feasible region will be (0.014/0.5 =
0.028). Thus probability of rank changing is 97.2%.
Figure 47 Feasible region of P”° & P\ & Py™°
oo P+ P <0923

A-S
By

-0.032

0.981

T
A-5 [T
=

-0.019

5.2.2.3 Multi-level Analysis

5.2.2.3.1 Scenario one

Cost is one of the two most important criteria; as it received one of the highest

weights among the evaluating criteria. Cost is divided into initial costs and costs of

production and use at the sub-criteria level. How changes to the weight of cost (CY )

and the relative importance of initial cost to total cost (C;; ©) will impact the decision

is analyzed in the first scenario of multi-level simultaneous changes. Applying
Theorem 5.1, a group of inequalities that need to be satisfied in order for the original

ranking to remain unchanged are identified. Four of the inequalities bound the

allowable area of perturbations induced on Cy andC;,:
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—-01129P° -0135P;° -0373P°P;° <0.0048 (1,2) (5.12a)
0.0408P7 —01535F, ™ —~0424P7F7° <0043 (2,3) (5.12b) \ 40 0 oo
—0.0055P +0.0695P,; ° +0192P°P;° <0006  (5,6) (5.12¢) | Region
-0.0914P° -00105P5™° —0.029P P ° <0002  (6,7) (5.12d) )
-0362< P° <0.638 (5.12¢)
~06< P <04 (5.12f) }

Feasible
Region

Figure 48 depicts the allowable area for P° and P ° to keep the original ranking of

energy sources unchanged.

Figure 48 Allowable region of PSG & Pﬁ’;_s

-G
P65

As Figure 48 shows, the original model result is relatively stable to variations of Cy .
However, it is sensitive to increases to Cg; °, the relative importance of initial cost to

total cost: when CS; ¢ increases by more than 0.1, no matter how Cy changes, the

original ranking will be changed. Since all four inequalities that bound the allowable

region are known, area of this region can be calculated through integration. As a result,

TSC(CE & CZ;9) = 0.097. Since area of the feasible region is one, probability of rank
being changed when CS and C; ¢ vary uniformly within their feasible region is (1 -

0.097 =90.3%).
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5.2.2.3.2 Scenario two
Suppose nothing except the importance of national security was increased in the G&S
model, how should the contribution of solar energy to initial cost be improved so that
sélar will be the most desirable energy source? To analyze this case, Theorem 5.3 is
applied.

Figure 49 Allowable region of P’ & P~

A-S
Py

As shown in Figure 49, the inequalities defined an allowable area for perturbations
onC¢ andC%4™°, weight of national security and contribution of solar to initial cost.

Two curves defined by the following two inequalities (5.13a) and (5.13b) bound the
allowable area. If (5.13a) is violated, rank order of “coal” and “solar” which ranked as
the first and the second in the original model will be reversed; If (5.13b) is violated,

rank order of “o0il” and “others” which ranked as the sixth and the seventh in the

original model will be reversed.

~0123P7 +0311P,° =0371P P, ° <0.0048 (1, 2) (5.13a)
0.057F7 +0.016P,; ° —0.019P°P,;° < 0.002 (6, 7) (5.13b)
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In order for solar to be the most desirable energy source when the importance of

national security increases, contribution of solar to initial cost should increase at a

higher rate than the gradient of curve defined by inequality (5.13a). That means P
and Py’ should fall into S1 in Figure 50, so that rank order of “coal” and “solar” will

be reversed to make “solar” the top-ranked energy source. If P’ and P,;~* fall into S2,
the shaded area in Figure 50, where inequality (5.13a) is satisfied, rank order of coal
and solar will remain unchanged.

Figure 50 Allowable region of P° & P~

A-S
P

5.2.2.4 Adding a new decision alternative

5.2.2.4.1 Treating “solar” as a new decision alternative

In the G&S model, energy source named “others” include a number of relatively new
and rarely used energy sources. If other new energy alternatives have emerged and the
same model is used to assess all the energy sources, the model can be modified by
reassessing the contribution of “others” to all evaluation criteria. However, “solar,” as

a new energy whose commercial applications had not been seen at the time when the
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G&S model was built, was evaluated as an energy source by itself in the model. As a
result, inaccurate assessment of this new energy at that time lead to unrealistic
proposal that 30.5% energy usage should come from solar. Some thought regarding
this inaccurate result suggests that instead of involving decision alternatives that are
hard to predict or rarely understood in the model and assessing their impacts together
with other well established decision alternatives, treating them as “new decision
alternatives” and analyzing them through HDM SA may provide more accurate
analysis.

Taking G&S model as an example, instead of putting “solar” together with other
energy sources under evaluation, the original model can include only coal, nuclear,
conservation, oil, natural gas, and others. Contributions of solar to all the sub-criteria
are brought down to zero, and contributions of all other energy sources are increased
proportionately so that the sum of their contributions to a single criterion is still one.
In this way, the modified model becomes the one shown in Figure 51:

Figure 51 Modified G&S model (without solar)

Realth, safety
& environmental

P Ay
Soqiar -~Health, safety”~ .o
- -~ ‘4 (] ~, vl
{Availability ¢ Soclal "N 70 ironmentat 3 ¢ “Natlo
...... 22 ~Jmpacts .- *.
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~
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\,
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.- -

Energy
sources (A )

New C{™ matrix and C{* vector become as what are shown in Table 42 and

Table 43.
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Table 42 New contributions of energy sources to sub-criteria in modified G&S model

- 1 g s Social  Environmental National Initial Production
C; ’ Availability impacts impacts security cost and use cost
Coal 0.351 0.046 0.043 0.249 0.433 0.041
Conservation 0.029 0.106 0.350 0.431 0.113 0.536
Natural gas 0.053 0.295 0.237 0.027 0.240 0.112
Others 0.106 0.089 0.071 0.066 0.045 0.032
Nuclear 0.064 0.029 0.026 0.066 0.050 0.203
Oil 0.038 0.295 0.133 0.020 0.119 0.075

Table 43 Priority of energy sources in modified G&S model
| Coal _Conservation  Naturalgas  Others Nuclear Qil

C,.A 0.351 0.235 0.138 0.097 0.092 0.087
Priority (1) (2) (3) (4) (5) {(6)

Then impact of adding a new decision alternative ‘“solar” can be analyzed by
using Corollary 4.4 in HDM SA algorithm. Now that “solar” is treated as the seventh
energy source whose original contribution to all the six sub-criteria are zero (before it
was identified), new contributions assigned to solar can be viewed as perturbations
induced on those zero contributions. In order for solar to be more desirable than coal,
the currently first-ranked energy source, inequality (5.14a) need to be violated. In
order for solar to be more desirable than conservation, natural gas, others, nuclear, and
oil, which ranked from the second to the sixth currently, inequalities (5.14b) through

(5.14f) need to be violated respectively.

0.56C4™ +0.041C5~° +0.08C4™° +0.208C° +0.311C;5° +0.151C; ° <0.351
(5.14a)
0.38C;~° +0.044C5° +0.107C5° +0.242C17° +0.242C;5° +0.223C° <0.235
(5.14b)
0.392C4™° +0.052C° +0.097C;;° +0.166C;,"° +0.269C;5° +0.161C¢° <0.138
(5.14c)
0.422C4™ +0.043C5° +0.082C4° +0.173C4~° +0.227C4~° +0.149C° <0.097
(5.14d)
0.398C;° +0.04C57° +0.078C;5 " +0.173C5° +0.228C;5° +0.174C;¢° <0.092

(5.14e)
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0.383C2™ +0.052C +0.088C24™ +0.165CA™ +0.243CA4™ +0.156C™ <0.087
(5.14f)

The contribution values assigned to C;‘j‘s(j =1, 2...6) in G&S model are 0.458,
0.44, 0.381, 0.141, 0.028, 0.02. These values violated inequality (5.14b) through
(5.14f). For example, replacing C;* values on the left side of inequality (5.14b) will

give 0.2787, which is greater than 0.235, the right side value. As a result, ranking of
this new decision alternative “solar” will be ranked as the second, the same as it was
ranked in the original G&S model. Therefore, Corollary 4.4’s application on

analyzing new decision alternatives is verified and validated.

With the help of Corollary 4.4 in HDM SA, different values for Cf;s can be tested

and the rank of “solar” can be determined by evaluating which inequalities are

violated.

5.2.2.4.2 Rank reversal problem

It is interesting to note that a rank reversal occurred when solar, as a new decision
alternative, is removed from the original G&S model: rank order of “others” with
“nuclear” and “oil” was reversed. Without solar, “others” ranked before nuclear and
oil; having solar among the decision alternatives, “others” ranked behind nuclear and
oil. Rank reversal problem has been reported in [12] and [13], and argued by Saaty as
a result of people’s inconsistency or mind changing [98]. It is not this dissertation’s
purpose to look at the rank reversal problem since the problem stems from the
eigenvector related calculations to transform the 1-9 pair-wise comparison scale to

local contribution matrix. However, HDM SA does provide a tool to evaluate
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situations when rank reversal will happen. Based on Corollary 4.4 in HDM SA, the
conditions that need to be satisfied in order to keep rank order between any pair of
decision alternatives can be identified. In the modified G&S model, when the

following conditions are not satisfied, rank order of “others” and “nuclear”, “others”

and “oil” will reverse:

0.024C5 +0.003C4™ +0.004C4° —0.001C4 —0.025CES < 0.005 (5.15a)
0.039C2 —0.009C4S —0.006C4™ +0.009C4™ —0.016C24™ —0.006CL™ <0.01
(5.15b)

When C;‘;s ’s take value of 0.458, 0.44, 0.381, 0.141, 0.028, and 0.02, as in the G&S

model, both inequalities are violated (The left side value of (5.15a) and (5.15b) are
0.013 and 0.012). Therefore, rank reversal betweenv“others” and “nuclear,” “others”

and “oil” occurred.

5.3 CONCLUSION

In this chapter, HDM SA algorithm was applied to analyze an energy portfolio model
built by Gholamnezhad and Saaty in 1980 to suggest a desirable energy mix in year
2000. Theorems 1 through S and their corollaries in the HDM SA algorithm were
again verified using data from the G&S model. With historical data about the actual
consumption of different energy sources in hand, the actual ranking of the energy
sources were replicated through HDM SA. Significant insights regarding new energy
evaluation were gained. Whether a specific energy source contributes positively or
negatively to an evaluation criterion as compared to other energy sources was

revealed. The rank reversal issue, which was reported in AHP related literature
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[12][13], was also evaluated. This provides a starting point to analyze the reason of

rank reversal issue in a systematic way in the future.
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6. CONCLUSION

In this dissertation, literature was reviewed regarding: 1) HDM using various pariwise
comparison ratio scales, judgment quantification methods, and group opinion
combination methods, 2) SA of general MCDM models including Linear
Programming, and 3) SA for both deterministic and non-deterministic hierarchical
decision models. Limitations of methods employed in previous studies to conduct SA
for HDM were identified. To close the literature gap, a comprehensive HDM SA
algorithm was proposed: The direct impact of one unit variation of local contribution
to decision alternatives’ overall contribution, the allowable range/region of
perturbations, the tolerance of contribution values, total sensitivity coefficient,
operating point sensitivity coefficient, probability of rank changing, and the critical
decision elements were defined in seven groups of theorems, corollaries and
propositions under different conditions regarding the rank orders of 1) specific pairs
of decision alternatives, 2) all decision alternatives, and 3) the top ranked alternative.
Different situations when single and multiple perturbations are induced to local
contribution vector/matrices at any level(s) of the decision hierarchy were also
covered.

The algorithm was applied to two previously built hierarchical decision models,
one used constant sum and column-row orientation technique [52] and the other used
1-9 scales with verbal description and eigenvector based technique in deriving the
local contribution matrices [43]. The two applications not only verified and validated

the HDM SA algorithm with actual data, but also demonstrated significant insights
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gained through performing HDM SA in different fields. As a result of the first
application, a strategic technology planning framework utilizing HDM SA as a critical
middle step was proposed. In the second application, situations in which AHP related
rank reversal problem occurs were also analyzed.

With actual data from the two models in [52] and [43], verification of the

allowable range/region of perturbations proposed in the HDM SA algorithm is
performed by recalculating new C;* values and comparing the new ranks of A;’s. As

it shows in Chapter 4 and 5, whenever the perturbations’ values go beyond the
allowable range/region, rank order of the indicated pair of decision alternatives will be
changed. The probability of rank changing was verified by performing Monte Carlo
simulation on the original hierarchical decision models. In all cases, the probability of
rank changing calculated from HDM SA algorithm falls in the confidence interval
calculated from the point estimate of population proportion at 99.7% confidence level.

Validation of HDM SA algorithm using objective data associated with a
previously built HDM model is not always appropriate: whether the HDM SA
algorithm can be validated by objective data describing changes to a social
phenomenon totally depends on whether that HDM model itself can be validated by
objective data, whether the model is supposed to represent the actuality of such social
phenomenon, and whether people actually implemented decisions suggested by the
HDM model. In another words, most HDM results are only proposals or suggestions.
They represent perceived value and suggested priorities of decision alternatives, not

reality. A simple example would be that people keep smoking even though they are
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aware of the dangerous effect of smoking and they know that “smoking” is not a
“suggested” option for them. In addition, as noted by Nisbett, Borgida, Crandall and
Reed [83], sometimes that some kinds of information regarded as highly pertinent and
compelling by scientist, the experts, are habitually ignored by people in every-day life.
As a result, using historical data to validate HDM model and its sensitivity analysis is
not always possible.

Since hierarchical decision models found in literature are built to suggest a desired
ranking of decision alternatives, just like the two models explored in this dissertation,
validating HDM SA algorithm by historical data turns out to be difficult. However, an
effort is devoted to replicate the historical data throilgh HDM SA on the G&S model.
Although the G&S model did not claim to forecast energy consumption in year 2000,
with actual energy consumption data in hand, the actual energy consumption ranking
is replicated by performing HDM SA on the G&S model. As long as the changes are
justified, the HDM SA algorithm is validated by objective data. It further
demonstrates the usefulness of HDM SA algorithm for “change analysis” for
hierarchical models.

Theoretical and practical contributions of this dissertation are summarized in the

following section.
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6.1 Contributions

6.1.1 Theoretical contribution

When a set of methods to solve a systems problem are identified, three characteristics,
Computational complexity, Performance, and Generality, are compared to evaluate
different methods. Computational complexity is measured by the time and space
required to solve a problem. Performance of a method is the degree of its success in
dealing with applicable problems. Generality is determined by the assumptions under
which the method operates. [58]

Based on the definitions, when we compare the two major SA methods for
deterministic HDM, mathematical deduction in symbolic form is preferred in
performance and computational complexity to numerical incremental analysis, since it
offers accurate and simple calculations of the sensitivity indicators such as the
threshold of changes. Numerical incremental analysis uses step-by-step changes and
repetitive computations for each incremental change. This makes it heavily dependent
on the numerical values of the model. Further, because of the “brute force” used in the
numerical incremental analysis, the more precise the results need to be, the more
refined the increments must be. This increases the time and computer memory
required to carry out the repetitive computations, thus increasing the computational
complexity dramatically. The generality of both methods are equal since they depend
on the same assumptions.

Among the methods using mathematical deduction in symbolic form to study the

sensitivity of hierarchical models, the HDM SA algorithm proposed in this
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dissertation is by far the most accurate and comprehensive one. While other studies in
this category either proposed a sensitivity coefficient as a likelihood of rank change or
only studied a single perturbation in the first level contribution vector without
normalizing the threshold value, the proposed HDM SA addresses all the limitations
and inaccuracies in previous literature. A comparison of HDM SA to other major
methods/studies has been summarized in Table 1 in chapter 2.

Compared to numerical incremental analysis, the computational complexity of
HDM SA algorithm developed in this dissertation is much lower and the performance
is higher: people only need to solve a number of inequalities, as listed in Table 2, to
get a 100% accurate threshold of a change.

One assumption that Theorems 1 through 5 and their corollaries in the HDM SA
algorithm are based on is that the local contribution vector and matrices are
aggregated using an additive relationship. The same logic could be used to deduce
HDM SA for multiplicative HDM, since the multiplicative relationship is not widely
used as the additive one, and has been pointed out to be invalid [108], the present
Theorems and Corollaries apply only to HDM based on additive relationship.
Although numerical incremental analysis is free from this assumption, which made it
relatively more general than HDM SA, considering the joint preference of
computational complexity, performance and generality of the two methods, the

proposed HDM SA is preferred overall.

As noted by Phillips, a model can be considered as requisite only when no new

intuitions emerge about the problem [86]. Significant insights gained through
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performing HDM SA on previous decision problems further demonstrate the
importance and necessity of HDM SA in completing problem solutions and making

hierarchical decision models requisite.

6.1.2 Empirical contribution
HDM have been widely applied to assist decision makings for different problems in a
variety of fields [37]. For example, several researchers have applied HDM to address
problems in R&D portfolio management (e.g., [64][106][91]), technology assessment
(e.g., [52]), and technology roadmap (e.g., [42]). However, those problems have a
common characteristic, which is the high uncertainty involved throughout the
technology/product development life cycle [101] especially when the technology is
new or rapidly changing [81]. HDM SA is a helpful toolbox that assists managers in
visualizing the impact of changes at the policy and strategy levels on decisions at the
operational level, and figuring out scenarios of possible situations and corresponding
solutions. Therefore, when the two major sources of uncertainty, technological
uncertainty and market uncertainty [23], are being eliminated as more information
becomes available, managers will be able to respond more quickly and make better
decisions.

Uncertainty does not only exist in problems mentioned above. In fact, decisions in

any field are mostly made in the absence of perfect information [10]. Although HDM

offers an effective way to organize decision elements in complex problems and

analyze contributions of decision alternatives to the overall objective, the impact of
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highly uncertain and rapidly changing input data must be dealt with. Insights not
easily seen using the hierarchical model itself are revealed by performing HDM SA.

To fully demonstrate the application and empirical contribution of HDM SA, the
whole set of algorithm is applied to two hierarchical decision models reported in
literature, one dealing with decision making in technology assessment [52] and
another that provides an energy portfolio forecast [43]. In general, the detailed
analysis and interpretation of the results help to: 1) improve the understanding of how
changes at policy and strategy levels affect decisions at the operational level, 2) test
the robustness of the recommended deéision, 3) show scenarios of different situations
and the corresponding decisions, 4) call special attention to the critical elements in the

~decision making process, 5) answer “what if”’ questions, and 6) replicate historical
facts to help understand changes.

By applying HDM SA to technology assessment, a strategic technology planning
framework was proposed in this dissertation. The model links synoptic planning mode
and adaptive planning mode, the two types of models pervading the strategic planning
literature, by improving people’s understanding of cause-effect relationships among
the decision elements and providing “what if” scenarios for technology managers.
This not only improves the comprehensiveness of initial planning, but also provides a
base against which business and technology environmental changes are compared
periodically, and thus enables the company to respond more quickly in an unstable
environment. With the proposed framework, companies can start their technology

plan synoptically and follow up with frequent incremental adaptations in order to
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influence changes in the environment and thereby shape favorable contingencies,
reposition competitive goals, shift company strategies, and evaluate newly emerged

technologies.

6.2 Limitations and future work

Being independent of different judgment quantification methods is strength of HDM
SA algorithm. However, the fact that the SA is performed on intermediate inputs,
instead of the pair-wise comparison judgment, may be perceived as a limitation in
certain situations [21]. Future extensions will link HMD SA algorithm to the two
major pair-wise comparison scales, 1-9 scale with verbal description and constant sum
scales, to enable people to visualize the sensitivity of changing pair-wise comparison
judgments.

Although an effort is devoted to clearly represent contributions/perturbations
among different decision elements at different levels of the MOGSA hierarchy, the
cognitive burden on the users of HDM SA algorithm is quite heavy. To ease the
difficulties in applying HDM SA algorithm, a computer software program will be
developed. Just as the software “Experts Choice®” increased the use of AHP,
software that automatically helps people perform HDM SA will inevitably improve
the acceptance and popularity of the underlying algorithm.

Limitations of the technology planning framework proposed in this dissertation

include the fact that it only deals with changes to decision elements included in the
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hierarchical model. Unforeseeable changes in the decision environment cannot be
predicted and analyzed by the framework. The framework is, however, able to look at
the impact of emerging new technologies to the original decision. However, this
evaluation is limited to the new technologies’ contributions to existing technology
strategies. It has been noted while presenting the strategic technology planning
framework that when disruptive changes occur, and when the existing hierarchical
model is not able to accommodate new decision elements, the hierarchical model must

be rebuilt.
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APPENDIX

A.1 Mathematical Deduction for Theorem 1.1
When a perturbation P{ (-C; < P? <1-C?) is induced on one of the C; s, which
is Cy, the new value of C7 is:
Cf. (new) = Clo. + Pz?
The new values of other C{’s are:
P?xC;

L
2.C

£=1, 00

C) (new)=C; + P, with P =~—

Therefore, the new value of C;* can be represented as:

L
C (new) =(C2 +P7)XCi%+ D (C)+P2)XCy™°

=1 f#4*
0 A-O = 0 A-O (4] A-O & A-O 1)1'0 X CZO
=(CZxCyy +z§‘IC’ XCy°)+P. X C}; —mzﬂ C; x-—ZL-:-—O-
=] f£0% - * C
£=1 4% )
L
Since CZxC4°+ D .CPxCy° =Cf
£=1,0260%
L CO
ThenC/ (new) = C/' + P/ x(C5° - Y Ciox—+—) (B1.1)
=1 0% CO
!=1,§!* !
Therefore, the perturbation PZ? induced on any C7 value will result in a change to the
L CO
values of C;' equaling to P?x(C5°— >, Ci™° X—ZL:-—!-;) :
£=1 0% C
=] 0#L0% !

A.2 Mathematical Deduction for Theorem 1.2 _
When a perturbation P2° (—CgZ?° < P2° <1-Cy°) is induced on one of the Cy; °,
the new value of Cp. %is:  C..7(new)= C3° +P27°

And the new value of other Ck‘j.'o will be:

ce°
G-0 _ G0 G-0 . G-0 _ _pG-o Y,
C (new)= C," +P 7, with P [ =—P " X—
CG—O
keljeks ¥
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Therefore, the new values of C; can be represented as:

L K K
Cl(new)= D D .CPCCye+) CICICy™°

£=1,0£0% k=1 k=1
= < CG_O 0 G 0 G 0 A-G
= > DCCTCT+ Z Co(CE = P3O x—H—)Cp e +CY ( L+ PIOCr
£=1, 0% k=1 k=Lkzk" CG,_
k=lkwk"
S 0 ~G-0 N A-G 0 ~G-0 AG 0 HG-0 ~A-G 0 ~A-G pG-0 CG'_O
=>">C7CT°Cy +Zc Ccilcy+cleciler Zc CioPS;
£=1 k=1 CG-O
£28* k;ﬁk kaek N
k=1,k#k
0 nA-G pG-0
+CRC° P
b o -0 ~A-G
Since C' =) C7C5° A‘G+ZCOCG‘°C,,; +C2CEPCH
£4=1 k=l k=1
Lt k'
CG—O
0 ~A-G 0 ~A-G pG-0
Then C;'(new)=C;' - Zc Cy °PS° x—XLG_;-+Cl.Cik. P
k=1
kek’ ZCId
k=1 k#k
K co°
=C +PSOXCIX(CES - Y C O x—4—) (B1.2)
k=1 G-0
ke’ che
k=1k2k

Therefore, the perturbation P2.° induced on any C,;° value will result in a change to

K CG—-O
A : . pG-0 o A-G A-G 178
the values of C" equaling to: P XC. X(C,>" — ZCM X——)
k=1 CG—O
kzk Tk
k=1 k#k

A.3 Mathematical Deduction for Theorem 1.3
When a perturbatlon P.A.S (-Cy- , S < P..”.Ts < 1-Ci‘l’j".s) is induced on one of the C;~,

denoted as C o S the new value of C45 is:
45 (new)= C47° + PA°
tJ L) tJ

And the new value of C;.‘s will be:
A-S
C%5 (new)= C4° PA'S with PA =5 = P.A?S X—L—
y y Z CA-S

i=1,i#i*

Therefore, the new values of C; can be represented as:
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J
A — S A-§ N A-§ A-S\ _ A N A-§
C} (new) _j=§fj CE5+CLx(CET + Py = CH + CI X BYX (B1.3a)

and
A-S A-S

L C:
Cllnew)= Y, CiCi +Cix(Cy™ =P x—2—) = /' =Ci x P x—2—
J=Lj#j* / / Z C;.—s I / Z CA—S

i=l,iwi" il i

(B1.3b)
Therefore, the perturbation P.f‘.? ¥ induced on any C.‘l"s value will result in a change to

the values of C; equaling to: C, % xP.A.S (when P-is induced on C;™, 50 i=i*)
A-S
or —Cs P.". X——"—— (when Pi.‘j,?s is not induced on C;~°, s0 i #i*).

> o

i1, i

Ad Mathematical Deduction for Theorem 2

When M perturbations P, (-C; < P? <1—Cf ZCU -1< ZP0< ZCO)are

L=148,, m=L 21,020,
induced on M of the C; ’s, which are C;. , the new values of C;, are

C? (new)=Cy +P?
Based on the assumption, the other C; ’s will be changed according to their original

ratio scales. Therefore, new values of other C; ’s are:

C; (new)=C? + P/, with P’ = —Z P} x

Zcf

£=1,028),
Therefore, the new values of C/* can be represented as:
C/ (new) = Z(C" +P)XC + Z(C" +P2)xCy°
m=1 =108,
M
y ZP" xC?
=2 CoxCy+ Zc" xCpy™° +ZP” xCp ¢ = ZC"“’
m=1 =1 4028, =120, C?
z=1,ez¢z; !

Since Zc" XCyr®+ Zc" xCio = C!

m=1 £=1 407 Ly
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M
> P2xCY

M L
A — A o A-0 A0 m=t
then C'(new)=C/'+) P xCy° - Zg.l x_l_L_o_ (B2.1)
m=l 221,020, ZCz
£=104,,
The ranking of A, and A, will not be reversed if C,A (new)2C.,, 4 (new) .
substituting equation B2.1 in the inequality, we get:
M
Z P2xC? N > P2xCy
Cre 3 pxCh?— Yoo ot S REXCAS, - S Cg X — For
m=1 =, t;tt C m=1 £=1, l# C
4 £
=148, =104,
ZPO xCp ZP" xCy
CA, ZZP"XC‘“’ ZC,’:O! xml T ZPOXC'}.' + ZC,’} Oxol -
m=1 1,020, Z Cz m=1 £=1,828), Z Cl
L1022, =122,

0 L
€= Cln 2 D APEX(CE, ~Cl? = Y Chx—imt FCEIx—)) (B2)
£=1,658), Z CO 21,028, Z C f

£=1,021,, 251,028,
The top choice will remain at the top rank if the above condition is satisfied for all r=1
and n=1, 2..I-1, which means C/(new)2C;(new) , C/(new)2
Cl(new), ...,C{ (new) = C} (new) .
The rank order for all A;’s will remain the same if the above condition is satisfied for
all r=1, 2...I-1, and n=1, which means C} (new)=C; (new)>...2 C*(new)
2...2C/ (new).

A.5 Mathematical Deduction for Corollary 2.1
When a perturbation P, (~C; < P? < 1—C;3) is induced on one of the C? ’s, which

L CO
is C7, the new C!'’s are: C/'(new)=C/'+P’x(Ci°- > Ciox—2%t—),
£=1 0% o]
2.C.
L=t t*

according to (B1.1) in section 8.1.

The ranking of A, and A, will not be reversed if C?(new)>C?, (new) .
substituting equation B1.1 in this inequality, we get:
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L o L [¢]
A 0 A-0 A0 Cz A 0 A-O A-O0 Cz
C, +l)€' X(Crt' - Z Crl X——Z—"‘;‘) = Cr_m'l"f} X(Cr+n,l' - 2 Cr-l-n,! X——i—-—-;')
£=1,02L* £=1 L#0*
ZC,Z ZC‘
=1 00* £=1 (0%
A A 4] A~-O S A-O Co < Co
_ _ {4 _po A0 _ A0, “¢
Cl=CL 2 PIX(CA0 = D Chox— =) =B7X(C; > Cyo0x— -)
£=1 020+ £=1, 0%
2.C. 2.Ci
£=1 0#0% £=1 04*
A A o A-O & A-O CO . A-O0 = CO
£ —~ A-0 £
Cl-CL,2PY(CA 2 - ) CRIX—+—-Ci°+ Y Ciox—*+—) (B23)
=1 020 o =1 f#0* 0
: X ’ X
L2140+ £=1,00%

The top choice will remain at the top rank if the above condition is satisfied for all r=1
and n=1, 2...I-1, which means C*(new)>C/(new) , C/(new)=C{(new) ,...,

C/ (new) > C(new).,..., C (new) 2 C} (new).
The rank order for all A;’s will remain the same if the above condition is satisfied for
all r=1, 2...1-1, and n=1, which means

C2(new) 2 C(new) 2 ...2 C*(new) 2 ...2 C} (new) .

A.6 Mathematical Deduction for Corollary 2.2

L M L
When M perturbations P? (-C2 <P <1-C, Y.C/-1< ) PP < Y C))are

£=1,00), £=1,020,,

induced on M of the C; ’s, which are Cg , the new values of C; are:
(0] — [4] 4]
C 3 (new) = C(:" +P£;
And the new values of other C; ’s are:

M
C? (new)=C7 + P, with P} ==> P?x—t—

m=l Z C ;7

Therefore, the new values of C;' can be represented as:

M L
Cl(new) =Y (CZ +PXC% + D (C7+P)XCE™°

m=1 £=1424,,

& (v} o
< o = o A & o A-O = A-O ZPI:" XCI
=DCIXCA+ Y COXCP+ Y PIXCA%— D Choxml——
e " e, m " T e, ZCO

£
£=1020,,

M L
Since ) Cp xCy®+ D C/xCy =Cf

1
m=1 £=1,005.. Ly
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" Z P} xCy
Then C/(new)=C}+> P?xC54° - Zc*‘-" N (B2.4)
mal " =L, Z c?

21,048,
The ranking of A; and A, will not be reversed if C,A (new)2C
substituting equation B2.4 in the inequality, we get:

fm(new) . By

ZP" xC? ZP" xC?
CH+ D BIXCL°= > Ch° xﬁ‘; 2Ch,+) BIXCY?, - C*0 x
; l—é i CO r; ; _l,lz;el' ¢ CO
> >cs
=140, =100,
. iPo xC? ZPo xXC;
Ch.2 ZP" Chlp = 2O x - - D PIXCLo+ Z[c;;- )zl -
l=l,l¢l C m=1 £=1,4+ C
cr-ch 2 Z[PO X(Clroy =Cop% = ZC,+,, 0, X + Z ~L—)] (B2.5)
m=1 221,020, Z CO =140, Z C [0

£=1,42,, 21,020,
‘The top choice will remain at the top rank if the above condition is satisfied for all r=1
and n=1, 2...I-1, which means C/'(new) 2 C; (new),...,C; (new) 2 C; (new).
The rank order for all A;’s will remain the same if the above condition is satisfied for
all r=1, 2...I-1, and n=1, which means
C!(new) 2 Cf (new) >...2 C*(new) 2 ...2 C{ (new).

A.7 Mathematical Deduction for Theorem 3
When M perturbations PkG;o (m=1, 2...M) are induced in M of the Cg;" ’s, denoted as

Cf";,o T perturbations P?TO (t=1,2...T) are induced in T of the CG‘O ’s, denoted as

C%?, Q perturbations PG“’ (@=1, 2...Q) are induced in Q of the CG ~0s, denoted as

kl’

Cf;;." , based on the assumptions, the new values of Cff ’s and other CG 705 will be:
4 a

G-0 G-0 G0
C (new) Ck;z; +Pk;!;

G-—O
CG'O(new)— CG’O +PG"O , with PG”*’ Z o x
m=1 Z CG-—O
gt Ma
kek,

The new values of CkG;o ’s and of other CZ.‘O ’s will be:
(e ] )
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G-0 _ G0 G-0
Kty (new) = K€y +B‘,'1;,

CG—O
Ci” (new) = C.0 +B2? , with F2¥ = ZPkG;O —
kg pary A Z CG—O
k=1 k
kek,
The new values of C,:;’O s and of other C;°’s will be:
7 r
G-0 _
Ck‘e; (new) = C¢ Ko, +Pk -,
cee°
C%° (new) = CG'O °0  with PG'O iPG'O —ﬁ——
|78 " kit G-0
g=1 Z C’.
= M
k¢kq'

Therefore, the new values of C;"’s can be represented as:

0 G-0 HA-G o G-0 G-0 kby A-G
C/ (new)= ZZC Ca’Cy +Zc (o ZPM X ————)C}s
=1 k= m=1 3 Co°
L2l kky k:k Pl kly
1247, £k$k k$k;,
1L, k#’«’
CG—O
0 G—O G—-O A-G 0 /G-0 G-0 Ky A-G
+Zc (e 2)C,C + Zc (e ZP X——2—)Cjt
m=1 =1 Z CG:‘)
ka:k k=l
k#k,
2 ce°
0 G—O G-0\ 1A-G 0 (1G-0 G~0 ke, A-G
+Zc 7 +P0)Cy +Zc (b =3 P3O L)
t=1 g=1 Y G._O
kaﬁk k=1 ke 4
kk,

G-O G~0 A~-G
Z +FBep )G

k e,
q=l ’
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G-0

A 0G-0 4G 0 G0y My 0 pG-04-G
C/ (new) = ZZC Caoc; Zc ZP = +Zc[ BEOC
=1 k=1 k=1 : m=1
k#k,, kel kfa
keks,
X G-0 G—-O
_ Z Z 4G +ZCO PG—O A—G ZCO (Z o
k=1 =1 =1 =l
Kk, flury ’d} kaek B Py Ckl'r
kzk, kk,
0 pG-0A-G
+ZC PZoC,:
g=1
L K
Since C/ =)D C/Ci°Cy , then
=1 k=l
G-0 T
A A ) My fad o G—O 4-G 0 (AG G-0
C/ (new) =C; Zc (z1 o +21C PIIC Zc (21;11'.(.’
m= m= 1=
k;ek k§ ko kaek
kk,,
CG—O G—O
0 pG-0A-G o G- CA-e 0 pG-0A-G
v )+ZC“P“ Cy ZC ZP.. +21C P Co
N =1 g=1 R q=
k§1: K k‘*" k=1 ”7
kek; kitk,
(B3.1)
The ranking of A, and A, will not be reversed if C/(new)>C:, (new). By
substituting equation B3.1 in the inequality, we get:
K M Cy -0
0 NA-G G—O O pG-0 A-G O MA-G G-0 ﬁ
= 2. CaCR QP X )+ZC - Pz Cr ZC Ca (ZP X5——)
k=1 m=1 m=1 C
Kk, e kfa k;ek, Foriing 7
k#k,, kzk,
T G0 )
O pG-0 HA-G 0 ~AG b4 o G—O A-G
+Zlcz;,Pk:e;, Crk: ZC Crk (Z _—;)+ZIC C' >
= 2]
k#k P K, !
kzk,
CO C < PG—O C’?eio & CO PG—OcA—G CO C G—o
Crin Z rink Z} K XK—G_O)"'Z 67 klly rinik, "Z renk Z G_O)
m= m=1
k;ek ,31: Ck@'; K Pariing 7'
k#ky, kk,
G—O 0
o G—O A-G 0 M A-G 0 pG-0 M A-G
+Z]C Pk.'l} renk; ZC Cr+n.k ZP G_O)+Zlce Pfc/z renk;
= =
k#kq k=1 ke;’ !
kzk,
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CG—O
r+n > Zco PG O(Ci-nk CA—G)+ Zco (ZPG ‘0 X_KL_)(CA—G C:‘.—"Gk
G-0 ’
k;ek ,5 CU::
kky,
CG -0
0 pG- L (o AG o po-o A-G A-G
+Zc By (Cle = Co )+Zc AR NG =Cl
k=1 t=1 Z C
k#k k= p
k2k,
0 CG—O
- 7
+ZC°PG "(Cgfk -C*% G)+ Zc" (ZPG O X — 0)(CM -CLS
= k#k k; Ckfr
katk,
..................................................... KCG—o
- - - KL,
Cha2 Y PEOXICE(CT, ~Cl)+ D COCH ~ Cli) o
m=1 k=1 > C
ktk,, il Ma
ketk,,
T K G0
G- 0 (A-G A-G 0 (A-G A-G kig
Z;P“:B X[Cp (€)% —Cu )+§Cf7’ (Ci° =Clix—% C“""’H
1= =]
k#k, 131: Ky
kek]
K ce°
ZPG“’[CO (CL%~Ca®+ X C2(C° ~C CA8 )] (B3.2)
o 2 Co’
q k=1 4
kk,

The top choice will remain at the top rank if the above condition is satisfied for all r=1
and n=1, 2...I-1, which means ClA (new) 2 CZ (new), C{‘ (new) 2 C3A (new), ...,

C(new) 2 C{ (new) . The rank order for all A;’s will remain the same if the above
condition is satisfied for all r=1, 2...J-1, and n=1, which means
C! (new) 2 Cf (new) 2...2 C*(new) 2... 2 C;' (new)..

A.8 Mathematical Deduction for Corollary 3.1
When a perturbation Pk‘fl".o (—C:f;.o < PkG[o <1- Cgf’) is induced on one of the Cg °,

4 c:?
based on (B1.2), C/(new) =C/* + PS.° xCIx(C4¢ > Ci O x—H4—).
k=1 G-0
kzk” Cr
k=lkzk’

The ranking of A; and A, will not be reversed if C,A (new)2C
substituting equation B1.2 in the inequality, we get:

rn(new) . By
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K CG—O CG—O
CH+BEoXCIX(CL% = Y Ci ¥ x—4—) 2 CL, + PSOXCIX(CS, - ZC,M Xy
k=1 ZCG—O k=1 Z G—O
ek N kk” .
k=1 ktk k=lkk
CG 10
C}-Ch, 2 PEOXCIX(CAT, ZC,M x— )~
G-0
k;ek Z Cu‘
k=1,kzk"
. K CG—O
G-0 o A-G A-G ke
PIOXCX(CL —,;C,k XK—GO)
kzk” Z Cu'
k=Lk#k’
CG—O
A G-0 0 A-G A-G A-G A-G
C!=C}, 2 PSP XCIx| CHC. ~Ch (ZC,M Z(:ﬂk )X R (B3.3)
k=1 CG—O
k;ek kzk’ *
k=Lkzk"

The top choice will remain at the top rank if the above condition is satisfied for all r=1
and n=1, 2...I-1, which means C;(new) 2 C{ (new) ,...,C/" (new) 2 C/ (new).

The rank order for all A;’s will remain the same if the above condition is satisfied for
all r=1, 2...I-1, and n=1, which means

C(new) 2 C} (new) 2 ...2 C*(new) = ...> C(new).

A.9 Mathematical Deduction for Corollary 3.2

When M perturbations Pk?;f’ (m=1, 2...M) are induced in matrix C5° on

CG—O ’

contributions of M goals G,. ’s to a specific objective Og+, the new values of o7

will be: CG_O (new) = Cf;;f’ +Pk§;.°

and the new values of the other CZ.'O ’s will be:

M CG—O
G-0 - G-0 G-0 3 G-0 __ G—-O ke
Cr (new)=C " +P ., with P = z Pk,,, p X—H— —
m=1 > C
e?;
k=LK,

Therefore, the new values of C; can be represented as:
L

Clmew)= >’ ZC"CG"’C,;:‘G +ZC"CG"’C;,‘Z‘G

£=1 00% k=1
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K M CG-O
= ‘V_“zc"cﬁ*’cM + 2 CCE - Y B G +Zco PICES
1kt =3 m=l DI Ohad
ket Fe=l ek,
L K CG—-O
=3 CCTCye + ZC"CG’*’C,’,:"G Zc"c;,:- X(ZPG"’ —
£=] k=l k=1 m=1 Yy C%°
st keek,, kaek PR
M
+3 creErCy” RO
K
Slnce CiA = ZZCng—OCl:—G + ZCOCG OCI/I:-G + Zco G—OcA—-G
5:}* - k;ek '
M CG—O
ThenC? (new) =C}' + 3 CZC,-° B Zc"c;;-cx(z x—gt—) (B34
m=1 k=1 C
k#k,, k-létk,,,

The ranking of A, and A, will not be reversed if C/(new)=C%, (new). B
substituting equation B3.4in the inequality, we get:

CG—O
CA+ COcA-GPG-O CoCrA— x( PG—O — . )>
k#k,,, k=1k#k, 4
G—O
Ch+ Y Coche. peo - ZC"C?;,&X(Z "‘—E,‘G:;
m=1 m=l
katk . k=i,§$k,',, K
CG—O
CA-CA > Zcocﬁfk P - ZC"C,‘;;;CX(ZPM )
m=] k=1 m=1 CG_O
kek,, k=1,%=k;, K
M CG—O
-Sceererge s Scterox gttt
=1 k=1 m=1 Z CG_O
=k, k=1k#ky K
C C:m -
M CG,'O K cee
Y| BEx(CChS. -CoChe - ZC"C,"‘,,‘ix-—————+ D CCTEx—H—)
~ S C%O k. > Cc&°
k#k k=1,k$k;, ke k#k:,, ﬁ:l,k#k;,

The top choice will remain at the top rank if the above condition is satisfied for all r=1
and n=1, 2...I-1, which means C(new) = C (new),...,C/ (new) 2 C; (new).

The rank order for all A;’s will remain the same if the above condition is satisfied for
all r=1, 2...I1, and n=1, which means

C/ (new) 2 C} (new) 2 ...2 C*(new) 2...2 C;(new)..
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A.10 Mathematical Deduction for Corollary 3.3
When M perturbations P7.° (m=1, 2...M) are induced in matrix C° for

contributions of M goals G,.’s to M objectivesO,. ’s, the new value of Cff s will
be: CG o(new) o Gl +PIY
The new values of other C.°’s will be:
CG—O
CO(new)= C5° +BS?, with B0 =—P&0 x——=
k‘em k’lm kem Z CG_O
P
k#k,
Therefore, the new values of CiA ’s can be represented as:
A L& OG-0 A-G - o o G-0 G~-0 CZ:O A-G
Cl(new) =3 3 .C/CGCe+ 3 Y .CL (G ~ B x—=—)C;
£=1 k=1 m=1 k=1 > CL
120 kK, j Pt
k#k),
+ Zc" Ci? +PIC°
m=1
ii 0 ~G-0 ~AG iZK: o G-0 A—G ZZ 0 G—O CkG(‘—o A-G
- CcoCSoCcse + ceceocy Co (P2 x—=—)C;
£ k= * e e m=1 k=1 ce° *
128, ek, Kk, k2K, Pt '
Ktk
+Zc0 CG—OCA—G +ZC{? PG—OcA—G
Since ¢! = Z Zc{’cg-"c,.:* + Z Zc" ColCa®+ Z CpCLrCye
£=1 k=1 m=1 k=]
2E kk,, “I;ic
'rh A A G 0 G-0 Cz: ’ A-G 0 pG-0 ~A-G
en CA(new) =C,; 'Z_;,;Cfm(ﬂ;‘; XW YCit +21C o (B3.5)
ktk, k=L kk, K
The ranking of A; and A,,, will not be reversed if C (new) 2 Cm(new) . B

substituting equation B3.5 in the inequality, we get:

G-0

_Z Zco PG—O C )CAC 4 Co PooCAS >
rk z Kl T

m=1 k=1 Z Ck(‘

etk k=lkskl, ™

CG—O
0 (pG-0 AG 0 pG-04G
Crn "ZUZIC (P;z‘,_ XZ— ICrnk +ZC P Cr+nk

e
ey, k=Lisk, m

198



Cor
(¢} o G 0 A—G
Ch -t 2= 3 Co (e x— kg 4 S o rE och,
m=1 k=1 Z Cco° m=1
kk), k=L jk, ke,
L& o, pe-o CG—O A-G 0 pG
e Fc gy S carsocye
melk=l " " Z co° m=1
kek, kLjerkl, o
X o0 X G-0
A G0, 0| AG A-G AG Kl A-G ke,
¢ Cm—ZP IXCPC =Crt 4 YOy X = Y O X
m=1 k=L > C o k=1 > Cke‘_
k#tkin klirkl, o K k=lk#kl, "

(B3.6)
The top choice will remain at the top rank if the above condition is satisfied for all r=1

and n=1, 2...I-1, which means C/*(new) = C# (new),...,= C{ (new).
The rank order for all A;’s will remain the same if the above condition is satisfied for
allr=1, 2...I-1, and n=1, which means C;*(new) 2 C; (new) 2 ...2 C;' (new).

A.11 Mathematical Deduction for Corollary 3.4
When M perturbations P5.° (m=1, 2..M) are induced in matrix C;° for

contributions of a specific goal G,. to M specific objectivesO,. ’s, the new value of

CG—O 9

v, s will be:

G-0 — G-0 G-0

The new values of other CZ.'O ’s will be:

cee
_ G-0 Kt
C-%(new) = CZ.‘O PG’O with P57 =-P2 o R
m Kty z CG—O
gl
Kk,

Therefore, the new values of C;’s can be represented as:
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L K
A 0 A—G 0 G-0 |78 A-G
Chnew)= Y. > CPCEOC, +ZZC (CF0 — PEOx—5—=)Cy % +
£ k=l m=1 k=1 G-0
220, kk" ke’ P2
kK"
M
ZCO PG—O )CA—G
m=1
LKoc;o MKoc—o 0 Ck(;‘_o A-G
R DNCTATIEES 1) Vo T o 1) Wol g e e
1kl m=1 k=1 m=1 k=1 3 Cco°
Py ket K2k it 0
Kk

M M
0 ~G-0 ~A-G 0 pG-0 ~A-G
+2 CRCLICH + Y CRRGCy

m=1 m=1
1 A L& O NG-0 ~A-G ¥ X o GO0 A-G d o G-0 1 A-G
Since ¢t = 3" Y C/CICro + ), 2 CL Co°Ci +ch.m CioCy
£=1 k=l m=1 k=1 m=1
228, kk” k"
- CG—O G-0 ~A-G
Then C/(new)=C/ =) > C2 (P° ><-—K--————)cH +Zc" PZoC: (B3.7)
melk=l " " 3 " m=1 "
ke k=Lizk® o

The ranking of A; and A, will not be reversed if C?(new)2C: (new). B

substituting equation B3.7 in the inequality, we get:
G-0

M K C
- O (pSOx__Mx ) 0 pG-0AG >
ZZCIL(PW‘,, X i +ZC1.P C
=l k=1
ketk k=L M"‘
CG—-O
o G-0 ke, 0 pG-04—G
ZZC Bep, X5 ) mwzc v Crini
m=1 k=1 Z C o m=1
ek’ k=birk®
G-O
0 (pS0 0 pG-0 4G
~ct 28 S et gt icsa + S o psects,
m=1 k=1 > CY m=1
kek' kel o
AN 0, pa-0 CG‘O A-G 0 pG-0 ~A-G
S 5w ere-Scprsses
m=lk=l_ C
kek E=llek” T
A & G0 0| AG PR CZ.— ° SP Cs—o
AG T _ G K,
C Cr+n—ZP XC Cr+nk Crk' +ZC,k X-K—Go ZCH_,,JCX X >
m=l =y S CC0 kA, 3 CS
k#k k=L ek’ K, kzk PR n

The top choice will remain at the top rank if the above condition is satisfied for all r=1
and n=1, 2...I-1, which means C}'(new) 2 C; (new),...,C;' (new) 2 C;*(new).
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The rank order for all A;’s will remain the same if the above condition is satisfied for
all r=1, 2...I-1, and n=1, which means
C/ (new) 2 C} (new) 2 ...2 C*(new) >...2 C} (new).

A.12 Mathematical Deduction for Theorem 4
When M perturbations Pl,.A;.S (m=1, 2...M) are induced in M of the C; " ’s, denoted as

Cii:;;s (contributions of M actions A,to the @™ changing strategy 8 . ). T perturbations
Pi;ES (t=1,2...T) are induced in T of the C ,.2"5 ’s, denoted as Ci’f‘;.: (contributions of T
actions G,.to the B" changing strategij} ), Q perturbations Pl;;s (q=1,2...Q) are
induced in Q of the Cg;o ’s, denoted as Cg;.:’ (contributions of Q actions G,. to the "
changing strategy Sj; ), based on the assumption, the new values of Ci’.‘ ’s and of other

C*’s will be:

r A-S 0 c*s
Cl(new)=C} +C5PY —C5 XY PES x—2e - C5 XY P 2 —
i . i Ja imia g g ! 4 Jy p= igly ! as
Z‘Cij;, Z'Cij;
i=1, i) i=L,i,
(B4.1)
o A-S r A-S
A A s A-S i s A-S iz
CP (new) = C = C3 x ). PP X €5 X Y P
m=1 Z CA—S t=1 Z CA:_S
. Ua . Ug
i=l, i), i=l,i%i]
A-S
s B s iy
"~ 14
CrxD P x— (B4.2)
q=1 Z CA—S
i,

In (B4.1), @, f,and ¥ can be replaced with each other according to situation.
Suppose a pair of Ai’s (A; and A, C? 2 CJ,
four situations: (1) r=i* and r+n # i¥*; (2) r#i* and r+n=i*; (3) r#i* and r+n#i*; or (4)
r=i* and r+n=i*. In these four situations, the ranking of A,; and A, will not be
reversed if C*(new)2C}, (new) ; therefore, we have the following inequalities

regarding the four situations:

) are being compared. There will be

201



(1) r=i* and r+n # 1*

A-§ 0 A-S
A s A-S "ip - 17
Ci+CLPT] Csx P2 Xt = C% X ) P2 X~
nla =1 Z c*s T T Z cAs
At g ~, iy
i=Li#, x=1,nezq
- A-S A-S
ts' L r+n,j Cr+n J
- r+n, - , - )
2Ch, —CS x> P x £ —C x> P L —CSxY PESx Z
ren Ja ) Inla ! A-S Jg 1 Wip ! A-S Iy -1 L/ L A-S
" Z ij" ) Z ij’ - Z Czj‘
=i, istity ' =Lid)
M A~-S A-S A-S
A A S /pA- rn, 5 A-S 75 rin,j
ci-C CS (PP +Y P )+ X ) P x— 2
m=t Z A-S Fa Z crs
= la A, il
i=1,izti, i=1,iwd (B4'3)
A-S _ ~A-S
‘ &
r+n,j
+Ct XZP. 3 o rimi;
g1 A-S
Cs
Z
i=l, 1#1
(2) r#i* and r+n=i*
u A-S r A-S A-S
s - n s A-S 3 s pA-s iy
C}=C3 XD P X = CL X 3 PSS oo — CU X ) P Xt
a 'mta B tJB b4 qly
= -s - A-S = A-S
m=1 C:- =1 Z C,J g=1 Z C,'j‘
i i e,
r A-S A-S
— _ r+n, j' _ r+n, j'
2C% 4+ CLxXPYT —C% XY PES X Cs xZP:‘.Sx L
r+n Ju rn is i jy I Iy Jy I
=1 Z CA._S g=1 z CA—S
i, i
i=l,izi, 4 i=1,i#i, r
A—S A-S _ A-S
— - rj‘ r+n, j'
ch-ct . >CS( PS5 x +P‘§.)+Csx PAS £ £
r+ / inja as r+n j pr irJp I As
5Y o P S
i
i=lizi,, et (B4.4)
A-S _ A-S
s - r" rtn,j,
+C%. xZP" s z
g=1 Z CA—
—l,x#z
(3) r#i* and r+n#1i*
A-S A-S A=S
~ . ~ ~ o
~C:. xZP."J.S o C: xZPf S x— -C% A X 2
mla Z crs Pt Z Ccrs oA CcAs
=i, Pyt T
A-S A-§ A-S
c* CS xS PAS x r+n,jo, CS xS pAS x rn, jg CS x g PAS % rn, jy
rn Mg inJa I Js iip I iy iziy I
1 Z A-S t=1 Z A-S g=1 Z CA—S
i=Ligil, ilinir i=Lizi)
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A-S _ —A-S T A-§ _ mA-S

M N . . .
A - 7j r+n,j, _ T r+n,
C =y > Cf X DA x4 5 3 Aot iy
@ - e . 8 - 1 _
m=1 2 : CA’ S t=1 Z CA
-t Yo lﬂ
i=1,i#i, i=1,i#x, (B4 5)
0 CAs—c*s

(4.1) r=i* and r+n=i* (when the perturbations of r* and r+n* are induced to the same
S;, assumed to be Cj. here.)

A-s A-S
A S pA-s PAS _ S pAs 7y >
C*G P'"j" =1 U’ CAS C’ 21: W CAS
) " e
Z‘ iig
i=1,i% i=l, t#t
T A-S CA—S
- . r+n,j' _ r+n, j'
Ch LS~ X3 P X (5 x 3 Pt w2
. “ - Z A-S A 4 Z CA—S
. ij‘
i=1,i#i, £ i=l, 1-'#1
A-S A-S A-S A-S
CA—C* .>C* XZT:PA"SX g _Cr+n,j}:+cs XiPA—SX W, renj
rt r+n‘ = jt i:jt I— j‘ i‘j‘ I—
=R Z A-S v 7 Z c4s
7 > (B4.6)
=1, i=Lii,

+CL(PL . —PT
Ja r+n ]

(4.2) r=i* and r+n=1* (when the perturbations of r* and r+n* are induced to different
Sj, assumed to be C}. and C, here.)
a« B
A-S A-S
CA +Cs pAs _Cs >< PAS & g _C* xiPA—s % i, S
Tmla 1.1,9 s Jy p= gy L
Z Cp 2. Cr

i=L,i#l, =1,
A-S A-S
S pA-S s pAs r4n, j s A-S rn,j
Cl-+CLPI. ~C. XZ o’ x———"—C,.xZP,, X z
r+ j ij I
g~ rem, Ja Jr ' Jy
Z cA-s g=1 Z A-S
=L, i=Lis,
- A-S
A A s s S pA-S s U 4 Cts" S L% pa-s 7p
pA- - -5 rim,j -
CA=Cl . 2CLPl . —CLPY —CLxY P X—E—+ L X ) P X———
r ren ri,jg Ja' tmix Ja imja I is ijg
m=1 Z CA—S t=1 Z CA—S
L i
i=1,ii, i=lisi;
A-S A-S
s & as C Cr+n Jy
+Ch XY P )T
4 qlY
=1 A-S
2 €
=1,
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Since ZPA -5 includes PA S and ZP” 5 includes PA 5. then

m=1 =1
A-S A-S

Ch=Ch 2 PS5 O (L) - PSS, (L — )3 37 pAs
r r r+a .lﬂ Jg Z CA_ Imla Z CA_S Ja i;,=il. 'm]a
Nl n®h
i=l,i%i, i=1,i#i, (B4.7)

A-S CA—S A-S _ MA-S

< rn,jo X Z pAs X Z PA—S 7y ren,j,

S s Pap i A-S - A-S
i—éi' Cij; l: #1” i_§i,‘ Cij;’ " '-éi‘ Cij;
For the ranking of all A;’s to remain the same, the condition C*(new) > C2, (new)
needs to be satisfied for all r=1, 2..I-1 and n=1, which means
C/ (new) 2 C} (new) ,C (new) > C(new), ..., C*(new) 2 C;*(new) . This includes all
" the situations being discussed above.

The top choice will remain at the top rank if the above condition is satisfied for all r=1
and n=1, 2...I-1, which means C{ (new) 2 C} (new) ,..., C (new) 2 C; (new) . This
includes all the situations being discussed above.

A.13 Mathematical Deduction for Corollary 4.1
When a perturbation Pi.‘j,is (—Ci‘;‘j’.s < Pi."jis < 1—Ci’.‘j'.s ) is induced on one of the C; s,

denoted as Ci’fjf.s , based on (B1.3a) and (B1.3b) in section 8.3, the new values of C;*

J
are: Cf(new)= Y C]CH° +Cx(CF° +PA°)=Cl +C x P4 (B1.3a), and
i J i J ij ij i J tJ
J=Lj#*
A~S A-S

J . oo
CA(new) = ,;, CICH™ +Cox(C° - PA x W) Cl-CixPA? XW
i=L iz i=ljwi® 7
(B1.3b)
Suppose a pair of A;’s (A, and A,, C* > C!) are selected to be compared, there will
be three kinds of situations: (1) r=i*; (2) t=i*; or (3) r#i* and t#i*. In these three
situations, the ranking of A, and A will not be reversed if C*(new)= C/(new);

therefore, we have the following inequalities regarding the three situations:
c
1) Cr+CIXPIE 2C = CLxPIl x—"—

I

> o

i=1,izi
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A-S
CA—C*2-P' S XCS X (14—
r ' rj J L

> i
. b

i=1,i%i

(B4.8)
A-S

@) C}-CLxPA x—L—2Cl+CoxPES

I j

>

i=1, it
A-S
C!-Ci2 R?jts ijs, X(+—F"—) (B4.9)
A-S
>, Gt
i=l i
A-S A-§
(B) C* =CixX P x—"TL—2C! - CE X P x——
d 'J A-S d H A=S
2 Cr > Cr
i=1,i#i i=1,ii
CA—S

CA-C* =2 P4 x C x”—-—
r t ij 1

> e

i=1,iw"

(B4.10)
For the ranking of all A;’s to remain the same, the condition A’ 2 A’7” needs to be

satisfied for all r=1, 2...I-1, and n=1. This includes all the situations bemg discussed
above. Therefore, by replacmg “t” with “r+n” in inequalities B4.8 to B4.10, we get the
condition for A;’s to remain the original ranking,.

The top choice will remain at the top rank if the above condition is satisfied for all r=1

and n=1, 2...I-1, which means C,*(new) 2 C} (new),...,C (new) 2 C; (new).

A.14 Mathematical Deduction for Corollary 4.2
If M perturbations P’ are induced on M of the C;~ ’s, denoted as C;.:J',.S

(contributions of M actions Aj«’s to a specific strategy Sj+), the new values of C;*’s
A-S

M C-.‘
are: C!(new)=C2+C5P%°  and Cl(new)=C/-Cix) PASx—"—
i i 7 i J b

= A-S
m=1 Z Cij‘

i=1,izi,
Suppose a pair of A;’s (A; and A,, C* 2 C) are being compared. There will be four
situations: (1) r=i* and t#i*; (2) r#1i* and t=i*; (3) r#i* and t#i*; or (4) r=i* and
t=i*. In these four situations, the ranking of A, and A, will not be reversed if
C*(new) 2 C!*(new) ; therefore, we have the following inequalities regarding the four
situations:
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¢ C:T+Cf.x1’rﬁ‘j‘.SZCA Csx PAJ'S ——
" m=1 fm A-S
Z Cij‘
i=Lii),
ci
C.-C!2 —chZPH X————-CixP"?’
r i i c as j Tl
i=1,i4i), !
CA—S A-S
Ci-Cl2 —cstPH ————Ci X P X (14 ———)
m=1 A-S ™ A-S
m= Z‘ C; Z‘ C;
i=1,i#,, i=1,i#iy,
A-S

A s 4-5 ‘2 A S A-S
@ c!-c; x;P z,:—;;z CH+CLxPE

A-S

ct
A A-§ M A-S
cr-C: zcsxzp.. x— L —+ C5 X P

'md
m=1 A-S
Z' i
i=l, iz,
A-S A-S
ct - xZP"'S — L+ Ci X P X (14 —T)
A-S " A-S
m==f Z Cij‘ Z Cij‘
i=L,i#iy, i=1,i#i,
M cas crs
(3) CA —CixY P x— L2 C} = C5 XY P x—1
m=1 Z CA—S m=l Z A-S
e i.‘
i=Lii, y i=1,i#i, d
C;t—s A-S
c CA>chZPA-5 X—2——C5 % P,A, X ——1
m=l A-S m=l A-S
2. Cy Z‘ C;:
i=l i$i,',, i=1,ii,,
CA—S

ct-c! >ZP.A'.S><CS x—"-——————-—

m=1 A-S
Z Cij‘

i=1,i%L,
@ CL+CLxPZ2 2CR+CLXPY — Cr-Cp
For the ranking of all A;’s

> CS x(P&S
J 1)

(B4.11)
(B4.12)
(B4.13)
—PS)  (B4.14)

to remain the same, the condition C,A (new) 2 C,’i,, (new)

needs to be satisfied for all r=1, 2...I-1, and n=1. This includes all the situations being

discussed above.

Therefore, by replacing “t” with “r+n” in inequalities B4.11 to

B4.14, we get the condition for all A;’s to remain the original ranking.
The top choice will remain at the top rank if the above condition is satisfied for all r=1

and n=1, 2...1-1, which means C;'(new) = C; (new),...
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A.15 Mathematical Deduction for Corollary 4.3
When M perturbations Pi.‘;S (m=1, 2...M) are induced in M of the C;~* ’s, denoted as

Ci’.’j‘.s (contributions of a specific action A to specific strategies S;«’s), the new values

M
of C*’s are: C(new)=C+ ZC,SM X P! (B4.15)
m=1
M cAs
and  C/(new)=C/' = C. X P x——t— (B4.16)

m=1 Z C A-S
Uim

i=l
Suppose a pair of A;’s (A and A,,C* = C/) are being compared, there are three kinds
of situations: (1) r=i and t# i ; (2Q)r# i andt=i; (3)r# i andt# i . In these three
situations, the ranking of A, and A, will not be reversed if C*(new) = C/(new),
therefore, we have the following inequalities regarding the three situations:

M M A-S
A s A-S A _ s A-S Ym
(1 Ct +Zlcj; xPLE 2 C Z;C,;, P
m=] m=] —
Z Cif;
i=Lizr
M A-S
CA-Cl2-) Ci xP5 (14 ——=—) (B4.17)
m=l " Z Cﬂ"s
i "
M A-S M
A s A-S T A s A-S
@) C; “Z;C,-; XBfp x—g—2C +Z;C,-; X P!
m=] = m=]
Z Cif;
=Lt
" A-S
A_ A s A-S T
C!-Ct2) C %P X(HF) (B4.18)
m=l C:r
i "

A-S M A-§

i=1 i=1
M CcAs-c4s
CA-C!2) CLxPY x—Tn o (B4.19)
m=1 JIm Uim ZCA_S
i

i=l
For the ranking of all A;’s to remain the same, the condition C/*(new) = CZ,, (new)
needs to be satisfied for all r=1, 2...I-1 and n=1. This includes all the situations being
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discussed above. Therefore, replacing “t” with “r+n” in inequalities B4.17 to B4.19,
we get the condition for A;’s to remain the original ranking.
The top choice will remain at the top rank if the above condition is satisfied for all r=1

and n=1, 2...I-1, which means C/(new) > C; (new),...,C.*(new) > C}*(new).

A.16 Mathematical Deduction for Corollary 4.4
When M perturbations Pi.‘;.s (m=1, 2...M) are induced in M of the Ci;i‘"s ’s, denoted as

Cif;.s (contributions of M actions Aj+’s to M strategies S;+’s), the new values of the

A-S

Cc4
C/ are: CA(new) C" +C5 xPA‘S ch.ng,:;:sx,"—» (B4.20)
m m .—1 n nsn A_S
n#m Z‘Cy;
i=1, 51,
% css
and  C/(new)=C/ -} C5x P! x—2— (B4.21)
o cAs
i,—_-éi: Yn

Suppose a pair of Ay’s (A; and A, C,A > C,A) are being compared There are four
situations: (1) r=¢, and t# i, ; (2)r# i, and t=i, ; (3) r=i, and t=i,; or (4) r# i, and
t# i,: . In these four situations, the ranking of A and A w111 not be reversed

if C* (new) = C/ (new) , therefore, we have the following inequalities regarding the
four situations:

CA—S M CA—S
1) C+CixPE— ch X P x— 1 — > P =3 Co X P x— 7 —
o lgJg A-S ) 7 779 A-S
e Z Cy > Cf
’ i=l1 m i=1,i¢iq
A-S A-S
Ch—Ch 2 =Y CE X P xS P +ch X P4 x—2h
m q—1 q q q A-S q A-S
Z N Cij,; «Fm Z N qu
=1l i=1,ii,
ks crs
C:-C'2 ch P Xt Fe Ci XP> Sx(l+——2—) (B4.22)
PEREL A-S L A-S
q#m Z’Cij; Z Cu,..
i=L, i) =L
A-s C4s
2) /- ZCS X PA x—— > C2 +C5 X PES - ch X PSS x—le
g=1 eJa A-S i g=1 a%q A-S
Z C q gem Zt Cij‘;
i1 =L,
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CAs o A-S
+ & *
G =Gl 2 O XBES =3 CoxBAS X it 3705 x PSS x i
igly Jg iy !
q=1 CA-—S g=1 A-S
e i i
=1, =1,
CA—S CA—S
C'-Ci2 ch P x—""’+P"J‘S XCo X (1+—2=—) (B4.23)
A-§ mdm " A-S
= > ¢ > ch
=L, =L,
3)
chs CA—S
C:+CLxPF ch X Pl X —2 C2 + CL X P — ch X P Xt —
=1 A-S G e A-S
Zm Z C;;f; q*n Z C
el it i=1 i,
M tf;.s s U C:.‘_..S
Ci—Cr2CuxP’ =3 CLxPLox———=C XP22 + 3 CLX P x— 21—
6,7y Ja o ighs { Jm Tmim A !
g=1 Z CAS g=1 Z CcAs
q#p iy q#m iy
i=liz il iniy
A-S A-S u A-S _ A-S
C:—C; 2Co X P X (I +——=2+—)~C;, xﬁi‘}sx(l+m—l-—u——)+ZC5 P/ x e
" A-S " o A-S g=1 A-S
2 G 2 G 2 G
i=1,ii, i=1ii, q9#p i=l,i#y
(B4.24)
C4s u A-S
s A- T A s A-S G
4 ZC XPIE x5 2 O = 3 CL X P X
ey om >
i=L,ii, i=1,ii,
cE u cx
C}-Cl2 ch X P x—Tae = 3 Ch X P X
r - as = " jm m ! aes
m=1 Cij. m=1 C,:,-‘
i=1 i;ti' ™ =it
C CA-S
C}-Cl'2 ZP.“.S xC3 x””———— (B4.25)
A-S
Cij;
i=l, i,

For the ranking of all A;’s to remain the same, the condition C” (new)> C/, (new)

needs to be satisfied for all r=1, 2...I-1 and n=1. This includes all the situations being
discussed above. Therefore, replacing “t” with “r+n” in inequalities B4.22 to B4.25,
we get the condition for A;’s to remain the original ranking.

The top choice will remain at the top rank if the above condition is satisfied for all r=1

and n=1, 2...I-1, which means C/*(new) 2 C; (new),...,C/ (new) = C}(new).
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A.17 Mathematical deduction for Theorem 5.1
Fig 2.

-
P
- -
-
,,,,,
- ~-
- ~~
- -
- -~
- ~
- ~-
~~~~~~

-

e,
-

-~
m.,,‘“‘
-
[T,
...
-~

As shown in Fig 2, when a perturbation P/ (-C; < P <1-C}) is induced on one
of the C;’s, which is C;, and a perturbation P2 ° (~CZ° < P5° <1-CZ7) is
induced on one of the C;‘o ’s, which is CkG.'lf.o :

o _ 0 o
C.(new)=C, +P,

The new value of C;f is:

The new values of other C}’s are:
o 0
P, xCy

L
2.C

£=1,020%

C? (new)=C? + P’ , with P? =~

The new value of C%2is:

K4
Cip (new)= CL2 +P2° (B5.1)

The new value of other Cfgo will be:

G-0
G-0 _ G-0 G-0 . G-0 _ G-0 F7
th’I (new) = Ck[: +Pk£, , with PH. ——Pk'l. X—'}——Z‘G—_; (B5.2)
k=ekr K

Therefore, the new values of C/ can be represented as:

L K K
Cl(new)= 3" Y C(new)Cq’Ca+ Y. CJ(new)CS’ (new)Cyy™°

£=1,0£0% k=] k=1, k=k"
o G0 A-G
+C (new) e (new)C,.

SR P!?XC;) G0 A | OV 10 | OG-0 DGO Cfe‘—o A-G
= D, Q€ —E5—CC + D (CR+PY)C:° = BE O x—"——)C;
£=1,0#0% k=1 Z CO k=1, C G0
‘ kek' k=leis K
lerays .

+(C2+PY)CEP +PEO)CAS
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K PoxCO

>

i >Cy -

£=1,04* k=1

=1 f0*

K
0 (G-0 G-0
t Zczt (Cke: Pk‘t. X
k=,
k#k*

> Y ceceece -

£=1,00% k=1

G-0

_ ZPOPG_O Ck—e'

Kt

pove k=Lkek* ”‘

G-0

C’.
)CG-OcA-G + ZPO (CG—O I)k?l—'o X+)Cl:4

k=1,
kzk®
G-0
178
—cE
CG—O
kel
k=1k#k*
3 $ixe
£=1 444% k=] Cz

=1 054

cs’

k=1,k#k* ks

+(C"+P")( o +Pk?;“’)Ci‘,j.4

CG—O A—G + ZPOCG—OC

C
CA—G + ZcocG-OCA—G ZCOPG-O _K__k_f_-__G:CI.;:—G

k#k

k=1,
P
G-0
ke
k=1, ' > Cx
kzk” — L
k=1k2k*

+ COCERCAT + COPSOCHT + PLCTLCH® + POPSOCH®

o ¥4

K

)

£=1, k=1 0
Py ZCz

£=1 0£0*
G-0
Z Co CA—G Ckl:
k=1, C”.
k#k' k=1§:$k* kly

Then

0 ~A-G pG-0 °c
+C1:Cik‘ Pk‘z. ZC

k#k

(B5.3)

G-0 Kt

C(new)=C* - ZZ

CO CG—OcA—GP0+ ZCG—OcA—GPO+POcG—0CA—G+COCA-—GPG—0

k:tk

PG—O CA—GPOPG—O

Kt

£=1, k=1 o
ot ZC,;

{=] f#f*
G 0
G-0
P+
G-0 .
ketgerr e

K
— -G
—A—CiCi P2 + Y CLoCy

ke,

POPG—O

k2,

oGO0 A-'G
+P, C
kek"

G-0

C’.
A-G pO pG-0 Z A-G Kty 0 pG-0
C PPkl. Cik K G-0 PP“‘
k=1

*
.

A
k#k k=Lk#k*

The ranking of A; and A, will not be reversed if C," (new)2C7,, 4 (new) . By
substituting equation B 5.3 in this inequality, we get:

z Z CG—OcA—GPO

£=1, k=1
L#L*

K C
0 ~G-0 ~A-G 0 pG—0 ~A-G [78
+Pz‘ Ck’z: Crk. - E Pz Pk‘z. C, Xt

k=1,
k#k'

O k=,
Cl k#k’
£=1,840%
G-0
f: G-0
k=1 k#k* ke

CG—O
(2 0 pG-0 ~A-G
K CG_O +Cl°Pkl‘ Cr
P

P2PSOCHC + ZCG*’ <Pl >

k=1,
K2k’



G-0

4] K C .
m ZZCG—O CA—G Po C gy Po PG—OcA-G Z CZ C:-—n(,;k Pkc‘;!—.o x > k.
#

r+nk renk’

£=1, k=1 k=1, CG—O
L ZC[ kek® k=3;#* kew
2=1,00%
K G-0 K
0 A-G pG-0 G-0pA-G PO 0 pG-0 NA-G 758 G-0 A-G pO
+C .C +nk” P k4 Cr+ '3 P sz Pk‘t. Cr+nkx K -0 +§Cu', Cr+n,kPl‘
k;k" k=1, kzk* ke, k#k,'
CO
A G-0 ( A-G 2 o G—O A-G A-G
C >ZZC (C - "*’"k)P +ZP P k _Cr+nk
=1, k=1 k=1,
124* ZCl kek"
=) 4%
Cc-o G-0
0 (AG _ G-0 22 _ ("0 pG-0 ((A-G -G
Xt 3 CECE = O IPo X e~ CERE 2 (C =l
> Co i > Co°
Eliwks M kk k=Li=k*
K
0 ~G—0 y nA-G A-G 0 pG-0 (N A-G A-G G-0(CA-G _ (A4-G ypO
~PECE (e = Lot ) = BEBE (€ = C ) = 3 o (C® =l
kk'
G’—O
AG _ A-G A-G 0 pG-0
r+n2[z ( rk ""’"k) (C Cr+nk )]Cl Pkl
k*" =L,k "‘:
S G-0 A-G A-G G-0 y N A-G G-0((AG _ OAG o
+ D D=l - ZC (€38 =Clai) = CR (€t = CluFy
£=1 0204 k=1 C
)] ksﬁk
11,0244
G—O
A~ A-G A-G 0 pG-0
+[Z = (Ci ¢ =CLo)—(Ch° = CAe PYPS, (B5.4)
_1 .
ke g pir

A.18 Mathematical Deduction for Theorem 5.2

. G-0 -0 -0 G0\ = - G-0
When a perturbation F.,~ (-C.,~ <P.~ <1-C_,”) is induced on one of the C,
and a perturbation P (-C7 < P7 <1-C7) is induced on one of the C,’’s, which is
C;. The new value of Cyis:
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C.(new) = C. + P!
The new values of other C;’s are:

P2 xCY
C? (new) =C; + B®, with P} =-—4L—*
2.C/
£=1,0¢0%
The new value of CZ°is:
CZC (new) = C’?;f’ +P2° (B5.5)
The new value of other C, ° will be:
G0
Cel (new)= Ci° + Py, with Py =—Po°x—————  (B5.6)
> Ce’
k=1,k+k*
Therefore, the new values of C;" can be represented as:
L K K
Clnew)= Y. D C7(new)Cq°Cy® +) CP(new)Co°Cy™°
£=1,00% k=1 k=1
2Ly
K
+ D CL(new)Cg° (new)Cy® +Co (new)CE2Ca°
k=L kzk’
L K
Clnew)= Y D (C7-P2x—+—)C5°Ca°+ Z(C" +P)CECH°
£=1 0£0* k=1 C
0N £
=1 020
0 G-0

K ’ C
+ Z (Cg __P!o )(CG—O _PG—O Kldo )C;l:_G

k=1k#k" Z Cz Z ngo

£=1 4#0% k=1,k#k*
o

C
+(Cq - P! x———i" - WCEC +Poo)Ca’
C

£=1,4#0*
A L LS O NG~0 HA-G L S 0 Co G—o O G0 NA-G
Clnew)= ) Zc,ck, Ca®= D, D PIx—+—Ci°Cy +Zc CaoCy
£=1 f20* k=] £=1,020% k=1 Z CO k=1
FLIN L#4,
£=1 420
K CG—O ,
O G0 ~A-G o G-0 G--0 k. A-G 0 G0 G-0 A-G
+ZPI. CioCy +kzk ColCe? = B0 X ) + GG+ P0Gy
=] =1,k:
1,k Z Ck(.
k=1,k#k*

K Cc? CG—O o
- P;’x—ri'—(caj"—Pk‘.";*’><--——)cM PY x

k=1kzk’ z Clo Z Z C,O

£=1,0¢4 k=1,k#k* £=14%0*

G-0 G0 \ A-G
(Ck.l' +P:a. )Cik.
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L X K
A A ¥ 0 G0 NA-G 0y G-0 4G 0 NG-0 A-G
Cllnew)= > > CPCICHe - Z ZP — L —C5oCH+ Y. clCEoC
41 4% k=1 £=1 f40% k=1 Z Co k=1
A =4, )
£=1,f0%
K K K ceo
0 G0 ~A-G 0 ~G-0 ~AG 0 pG-0  ~AG 0 NGO HA-G
+ 2 BCECT+ YCCTCT = Y CUR O x——C + UGG
k=1 k=1k#k . k=1, k#k CG—O
k=1 k#k*
0 K c? co°
+CpPSOCHS - P x—*—CqoCyC+ > P! —i—‘-—z;c‘flj" ——Z-:———c
k=lk#k’ Z CO k=1 kwk’ C? Cc;—o
7] 1
£=1,f 0% £=1,020% k=1, ke
o o
PO CG—OC A-G PO PG—OcA—G
ZC" ZC
£=1,020% =1 £
L K o
CA —_ CA Z ZPO X Cl CG—OcA +Zp0c6—0cA—G - PO Ctu CG-—OcA—G
i (new) =L = a i 174 ik Z .
£=] f8% k=] CO k=1 C
#4s £ £
£=1, 0544 £=1 40¢
K 4 K CS-°
£ G0 A-G 0 PG-0 ~A-G __ OpG—-0___"He  —AG
ZPI' X o Cu. G +C P;cz Cik‘ ZC ~Pk‘t. ¥ o ¢
k=1, =1,
kek' ZCZ ke’ k.
£=1, 005 k=l ek
K CO CG-O 0
# 3R g B Cre - gt pEoCk?
k=, —0
ket Zcz ZC . ZC
£=1 420% k=1 kek* £=1,620%
L K 0 K 0
CA ) - CA __( £ CG—O CG—OC Z____C‘_»_CK;—OC/Q—G
i (new) =C; -z —Lu xk 2 ik
£=1,024% k=l o k=1 k=1, o
L, ZCI kel ZC!
£=1,420% £=1,0#4%
Czo G-0 1A-G\ pO 0 NA-G & o lez_o A-Gy pG-0
. A +
I Ck'l. Cik‘ ) };‘ + (CA Cik‘ ZCI. K Ck ) Pkl
Ve S e
¢ kak' ke,
1=, 0% k=1,k#k*
K G-0 0
k. AG _ A~G\ pO pG~0
+(Z = Cy ¢ ———Ci )PP B 5.7)
o G-0 0
Sy e ZC
=100 k=l kek* £=1,0z0%

The ranking of A; and A, will not be reversed if C*(new)>C?:, (new) .

substituting equation B 5.7 in this inequality, we get:
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K 0

cA—(Z > ——Ciocye Zc‘“’c Z caocy’

£=10#4% k=1 4 k=1 o
124, z Ct k¢k Z C

£=1440% £=104%
o G-0

Cl. G-0 ~A-G\ pO 0 NA-G o C . A-G\ pG-0
+L—ock,l. CAOP? +(CCy Zc —-———-:;c,,c )P,
2.C e 2Ca
£=1,40% k=1k#k*
F'e CO CG—O Co
+(Z T —Ci . C:c:G)P(oPkC‘;:_.O 2

rk

N - W g X.cl

=1, 020* k=1k#k* £=],0x0%
ok ( i i Cf CG—OC iCG—OcA—(‘ Z CG—OcA~G
r+n L r+nk 17 r+nk r+n,k
1-1 l#l"‘ k=] Z CO k=1 l’;—i X Z C ;J
£=1 0 0* £=1, 00
C 10 CG—O

—_— . - CG—OcA—G )P0+(COCA—G "ZC[ = — CH_nk PkC:;_‘o
2.C o 20

£=1 4% 0% k=1,k#k*
o G-0 0
+ S £ C C CA—G ) PO PG—O
(Z r4n, 2 renk

T oyer Y ZCz

=100 k=L k#k* 1] 030%
cr-Cl. 2
L : c° c?
[ Z Z 4 kG[_ (CAvG CAnk) ZCG—-O (CA—G _ CH,,’]C) + Z ~ . - CG:O(C;:—G - Ci—f;c)
el z CO . tk. ZCZ
221,00 £=1,0240
CO ~ ] CG—O 5
Gl o o(Ch e B —ICO(C -0 Y CE —x (G CLE?
o -
Z Cf ’l;;c' Z C
£=1, 0% k=1 ekt
K Cf G-0 0

C,.
e (C = CA) (5 ~ Lo NBPRS?

icg ZCGj" >c?

£=1,040% k=1,kk* =100
C,-A+,, > [ZZ CG—O(cA—G Can) ZcG—O( A-G C:;‘(,?k)]P[O
m* k=1 Z CO k=1
£=1020%
+[Z —(Ci° = CR = (Cf ~CLUCIRT
k:tk ’ce-
k=1,kek*
G—O Co
— A-G A-G 0 pG-0
—[Z © —ChS)—(CA —CA e — PP
k:ek E Cbt’ Z Cl
k=1,k#k* £=1,0+0*
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A.19 Mathematical Deduction for Theorem 5.3

E===== CS—-‘O PR - C%.°
J24

When a perturbation Pl’j's (—Ci’.’;s < P"j"s < I—Ciﬁ‘;s) is induced on one of the C;™,
and a perturbation P (-C; < P} < 1-C7) is induced on one of the C;’s, which is

C2. The new value of C7is: Cy (new)= C+P;

PoxC?
. * f4
The new values of other C?’s are: C? (new) =C, + B, with P} =———
CO
4
£=] 420*
The new value of Ciﬁ‘;s is: Ci‘?]fs (new)= C IAJ’S +Pi.“‘j”s
The new value of other C;;”* will be:
A-S
A~S A~S A-S . A~S __ A-S i
C;~ (new)= C;=° + B, with B;™ =~F. X
2 G
i=1,i#i*

Therefore, the new values of C; can be represented as:

L J I
Cllnew)= Y. > CJ(new)C37°Cy° (new)+ ) C} (new)C i Cy™° (new)

£=1 4% j=1 j=
A b o P ? XCIO 5~0 A-0 N o o §=-0 ~A4A-0
= £ ) =
Ch(new) = D D (C? ——L—2)C57°C 0 (new) + ) (CJ + PYYC 3 °C ™ (new)
£=1, j=1 C? j=t
L£L* L
£=1,00%
& N 0 5-0A-0 S L P, '0 0 S§-0 A0
= Y YCPCOCH  (new) - Y. D ——C[C;;C; (new)
£=1,424* j=1 L=1 f#0* =i o
J JLet* j=l ZCZ
£=) 0%
3 0 S-0 ~A-O L O 5-0 A-O
+lecl.cﬂ. Cy ™ (new)+ 2, B2 C.°C™ (new)
J= J=
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— ZZCOCS_OC,A—O +Zc0c (CA—O+P —0) ZZ COcS—OCiA‘Q;O

=1, j=1, £=1, =1, j=, Z C°

b G Le* £8% £ ] ;

2= f 4%
L po
. o _ _
_Z £ C1 (CA—O PA—0)+ ZCOCS—OCA 0 Cocs—o(CA—o +PA o)
= o =
Zya 5
01,00+

J
0 ~S—0 ~A-O O ~S5-0 A-0 A-O
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Suppose a pair of A;’s (A, and A,, C* > C,A) are selected to be compared, there will

r

- be three kinds of situations: (1) r=i*; (2) t=i*; or (3) r#i* and t#i*. In these three
situations, the ranking of A and A will not be reversed if C,A (new) = C,A (new) ;
therefore, we have the following inequalities regarding the three situations:
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