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#### Abstract

Non-coherent (NC) schemes combined with massive antenna arrays are proposed to replace traditional coherent schemes in scenarios which require an excessive number of reference signals, since NC approaches avoid channel estimation and equalization. Differential $M$-ary phase shift keying is one of the most appealing NC schemes due to its implementation simplicity in realistic scenarios. However, the analytical constellation design for multiuser scenarios is intractable, as discussed in this paper. We propose to solve this problem by using optimization techniques relying on evolutionary computation. We design two approaches, namely Gaussian-approximated optimization and Monte-Carlo based optimization. They can provide both individual constellations for each user equipment and a bit mapping policy to minimize the bit error rate. We perform a complexity analysis and propose strategies for its reduction. We propose a set of constellations for different number of users and constellation sizes, and evaluate the link-level performance of some illustrative examples to verify that our solutions outperforms the existing ones. Finally, we show via simulations that NC outperforms the coherent schemes in high mobility and/or low signal-to-noise ratio scenarios.


Index Terms-Non-coherent, massive multiple-input-multiple output (MIMO), differential modulation, constellation design, evolutionary computation.

## I. Introduction

IN recent years, a great variety of heterogeneous services and applications has emerged. Consequently, the fifth generation (5G) of mobile communications has developed a newradio [1], which supports different service classes. Furthermore, it is desirable to deploy these services in new scenarios with very stringent constraints, such as high mobility [2] and low signal-to-noise ratio (SNR) [3], which were not achieved in previous mobile communications generations.

The coherent detection approach is widely adopted in many communication systems, where accurate channel state information (CSI) is required to mitigate the channel effects. For this, reference signals must be transmitted, at the expense of producing signaling overhead. Additionally, the coherent scheme requires an acceptable SNR to obtain an accurate enough CSI; otherwise, the equalized symbols suffer from

[^0]additional interference [4], [5]. In traditional scenarios, the overhead can be constrained if the channel is considered quasistatic and the number of antennas is not very large. Otherwise, for massive multiple-input multiple-output (MIMO) [6], numerous reference signals are required, especially in a multiuser (MU) massive MIMO scenario with reduced or moderate mobility. In general, the coherent scheme is not recommendable in high-mobility and/or short packet communications, since it requires a large number of reference signals to effectively track the channel variations, severely reducing the effective data-rate [4], [7].
Non-coherent (NC) schemes combined with massive MIMO are able to transmit information without CSI knowledge, with the same asymptotic performance as coherent schemes [4]. Thus, the reference signals are avoided and the complexity of transceivers is reduced. Additionally, [7] showed that the NC detection can provide an acceptable performance in very fast time-varying scenarios, while the coherent scheme fails. In the literature, some works targeted the uplink (UL) based on the spatial diversity provided by the high number of antennas at the base station (BS) [8]-[10], while others focused on using beamspace processing [11], [12]. An NC scheme based on differential $M$-ary phase shift keying (DMPSK) constellations, was proposed in [8], which allows the use of differential detection whilst leveraging the advantages of using an increased number of receive antennas. Bit-interleaved coded modulation and iterative decoding (BICM-ID) were proposed in [9] to reduce the number of antennas up to $90 \%$ when compared to [8]. Finally, the implementation of [8] to work under a frequency selective multi-path channel was presented in [10], where the NC scheme is combined with orthogonal frequency division multiplexing (OFDM). These works showed that the NC scheme is flexible and can be integrated in various systems. Its performance superiority in scenarios with stringent conditions, as compared to the coherent scheme, makes it a good candidate for future communication systems. These papers also showed via numerical simulations that spatial correlation is detrimental to the performance of NC detection.
To further increase the performance of the NC scheme, [8] proposed to multiplex several user equipments (UEs) in the constellation domain. At the BS, a joint-symbol is received, as a result of superposing all individual symbols transmitted by each UE with their different channel effects, in the same timefrequency resource. The individual constellation adopted by each UE is crucial to produce a joint-constellation capable of unambiguously obtaining the transmitted information of these UEs. The constellation design for NC schemes combined with massive single-input multiple-output (SIMO) was performed
analytically in [13], focusing on differential amplitude phase shift keying (DAPSK) and the use of uniquely factorable constellations, for the single-user case. Suboptimal constellations for the multiuser scenario based on energy detection schemes were proposed in [14]. A small set of suboptimal constellations for the multiuser case were proposed in [8] and [9], for the NC based on DMPSK namely Type A, Type B, and equal error protection (EEP), with the first one based on designing the constellation to separate the users over subquadrants, the second one based on separating the elements via power control of the users and the third one based on placing the constellation elements of each user with a certain phase shift with respect to the others. Thus, the previously designed constellations either focused on the single user case, were limited to suboptimal solutions for the multiuser case, or were applied to NC techniques not based on the DMPSK modulation, hence performing worse for the same number of antennas. Therefore, they were lacking the ability to multiplex a reasonable number of users sharing the same time-frequency resources, which is an important feature of any massive MIMO system and is also desirable when NC processing is performed.

In this paper, we aim to solve the problem of constellation design for the multiuser NC massive SIMO based on DMPSK. For this, numerical optimization problems are defined to minimize the BER and are solved offline using evolutionary computation techniques. We propose two constellation design techniques, intended to be executed offline, for which an analysis of the statistical distribution of the received jointsymbols is presented for NC massive SIMO based on DMPSK. It is shown that the distribution is different for each jointsymbol and varies depending on the individual constellations. Therefore, the model is intractable when differential encoding/decoding is chosen, making the analytical design unfeasible, and thus, forcing us to rely on numerical design techniques. The constellation design techniques can cope with different numbers of UEs and different sizes for the individual constellations, while [8] and [9] focused on a small subset. The main contributions of our paper are highlighted as follows:

1) A Gaussian-approximated optimization (GAO) approach is proposed, assuming the received joint-symbols follow a bivariate Gaussian distribution; it is based on breaking the design problem into two independent optimization problems. The former obtains the individual constellations of the UEs that best resemble a quadrature amplitude modulation (QAM) like joint-constellation and the latter obtains a bit mapping policy for each UE.
2) A Monte-Carlo based optimization (MCO) is proposed as an optimization problem based on the Monte-Carlo methods; this is able to provide the bit mapping policy and the individual constellation of all UEs with only one optimization problem. It is based on evaluating the bit error rate (BER) via Monte-Carlo simulation. It outperforms GAO and can be applied regardless of the characteristics of the propagation channel.
3) Since the optimization problems are non-convex, we propose evolutionary computation (EC) [15] to solve the optimization problems. An analysis of the complexity of the two techniques is provided, and three strategies to
reduce the execution time are proposed. However, this is not critical since the GAO and the MCO are executed offline.
4) Following the proposed techniques, we provide new constellations for NC massive SIMO based on DMPSK, for several scenarios and configurations of number of users and/or constellation sizes, that are shown to outperform the state-of-the-art (SoA) via numerical simulations. We also give some insights on how to apply these constellations in realistic scenarios in real time and show via simulations that the non-coherent scheme outperforms the coherent scheme for 5 G channel models with very high mobility and/or low SNR.
The remainder of the paper is organized as follows. Section II presents the system model; Section III analyzes the probability density function (PDF) of the joint constellation; Section IV develops two novel EC-based constellation design techniques; Section V analyzes the complexity of the proposed techniques and how to reduce it; Section VI presents proposals of constellations and give insights on the implementation aspects; Section VII shows numerical results of the constellations and compare the coherent and non-coherent schemes in 5G scenarios; finally, Section VIII concludes the paper.

Notation: matrices, vectors and scalar quantities are denoted by boldface uppercase, boldface lowercase, and normal letters, respectively. $[\mathbf{A}]_{m, n}$ denotes the element in the $m$-th row and $n$-th column of $\mathbf{A} .[\mathbf{a}]_{n}$ represents the $n$-th element of vector $\mathbf{a} .(\cdot)^{H},(\cdot)^{*}$ and $*$ denote Hermitian, complex conjugate and convolution, respectively. $\mathbb{E}\{\cdot\}$ is the expected value. $\mathcal{C N}\left(0, \sigma^{2}\right)$ represents the circularly-symmetric and zero-mean complex normal distribution with variance $\sigma^{2} . f(a \mid b)$ is the conditional PDF of $a$ conditioned to $b$. $\operatorname{diag}(\cdot)$ indicates the diagonal matrix. $\mathfrak{R}$ and $\mathfrak{J}$ refer to the real and imaginary parts of a complex number, respectively. $Q(\cdot)$ indicates the Qfunction. $x$ ! is the factorial of $x .\|x\|_{2}$ denotes the Euclidean norm of $x . \angle(x)$ indicates the phase of $x . \Gamma(a, b)$ represents the Gamma function with parameters $a$ and $b$.

## II. System Model

We consider a BS equipped with $R$ antennas that serves $U$ single antenna UEs. Focusing on the UL, the UEs concurrently transmit to the BS using an NC scheme based on differential modulation. At the $n$-th time instant, the bits transmitted by the $u$-th UE are grouped in the vector $\mathbf{b}_{u}^{n}$ of size $\left(N_{b}^{u} \times 1\right)$, where $N_{b}^{u}$ indicates the number of bits for user $u$, and it is mapped into a complex symbol $s_{u}^{n}$ as

$$
\begin{gather*}
s_{u}^{n}=g_{B}\left(\varpi_{u}, \mathbf{b}_{u}^{n}\right) \in \mathfrak{M}_{u}, \mathfrak{M}_{u}=\left\{c_{1}^{u}, \ldots, c_{M_{u}}^{u}\right\},  \tag{1}\\
c_{i}^{u} \in \mathbb{C}, \quad\left|c_{i}^{u}\right|=1, \quad c_{i}^{u} \neq c_{i^{\prime}}^{u} \forall i \neq i^{\prime},
\end{gather*}
$$

where $M_{u}=\left|\mathfrak{M}_{u}\right|=2^{N_{b}^{u}}, g_{B}(\cdot)$ is the bit mapping function, $\mathfrak{M}_{u}$ denotes the individual constellation set for the $u$-th UE (constrained to constant modulus to facilitate the use of the differential modulation), and $\varpi_{u}$ of size $\left(M_{u} \times 1\right)$ denotes the bit mapping policy for the $u$-th UE which satisfies that $\left[\varpi_{u}\right]_{i} \in\left\{1, \ldots, M_{u}\right\}, 1 \leq i \leq M_{u},[\varpi]_{i} \neq[\varpi]_{i^{\prime}}, \forall i \neq$ $i^{\prime}$. We define $\boldsymbol{\Pi}=\left[\begin{array}{lll}\varpi_{1}^{T} & \cdots & \varpi_{U}^{T}\end{array}\right]^{T}$ a vector of size
( $\sum_{u=1}^{U} M_{u} \times 1$ ) that contains the bit mapping policies of all UEs. The complex symbols of each UE are encoded as

$$
\begin{equation*}
x_{u}^{n}=x_{u}^{n-1} s_{u}^{n}, \quad n>0, \tag{2}
\end{equation*}
$$

where $x_{u}^{n}$ is the differentially encoded complex symbol at the $n$-th time instant from the $u$-th UE and $x_{u}^{0}$ is a single known reference symbol of the $u$-th UE. Assuming a flat-fading ${ }^{1}$ channel, the received signal is

$$
\begin{gather*}
\mathbf{y}^{n}=\mathbf{H}^{n} \boldsymbol{\beta} \mathbf{x}^{n}+\boldsymbol{\nu}^{n}  \tag{3}\\
\mathbf{x}^{n}=\left[x_{1}^{n}, \cdots, x_{U}^{n}\right]^{T} \text { and } \boldsymbol{\beta}=\operatorname{diag}\left(\left[\sqrt{\beta_{1}}, \cdots, \sqrt{\beta_{U}}\right]\right), \tag{4}
\end{gather*}
$$

where $\boldsymbol{\nu}^{n}$ is the additive white Gaussian noise (AWGN) vector with each element distributed as $\left[\boldsymbol{\nu}^{n}\right]_{r} \sim \mathcal{C N}\left(0, \sigma_{v}^{2}\right), \beta_{u}$ denotes the ratio of the received average power of the $u$-th UE, with respect to user $1\left(\beta_{u}^{\min }=1, \beta_{u} \geq 1\right.$, without loss of generality), which is proportional to the composition of the large-scale channel effects and the power control of each user. A different $\beta_{u}$ value for each user affects their performance, which is taken into account in the design of constellations. A certain $\beta_{\max }$ is considered to avoid users' performance to be excessively unequal. Moreover, $\mathbf{H}^{n} \in \mathbb{C}^{R \times U}$ represents the small-scale fading as a spatially uncorrelated channel matrix, where each element is distributed as $\left[\mathbf{H}^{n}\right]_{r, u} \sim C \mathcal{N}(0,1)$. The reference SNR is defined as

$$
\begin{equation*}
\rho=\frac{1}{\sigma_{v}^{2}} \sum_{u=1}^{U} \beta_{u}=\sum_{u=1}^{U} \frac{\beta_{u}}{\sigma_{v}^{2}}=\sum_{u=1}^{U} \rho_{u} \tag{5}
\end{equation*}
$$

where $\rho_{u}$ is the SNR of user $u$.
The phase difference of two consecutive symbols received at each antenna is non-coherently detected as

$$
\begin{align*}
z^{n} & =\frac{\left(\mathbf{y}^{n-1}\right)^{H} \mathbf{y}^{n}}{R}=\frac{1}{R}\left(\mathbf{H}^{n-1} \boldsymbol{\beta} \mathbf{x}^{n-1}+\boldsymbol{\nu}^{n-1}\right)^{H}\left(\mathbf{H}^{n} \boldsymbol{\beta} \mathbf{x}^{n}+\boldsymbol{\nu}^{n}\right)= \\
& =\frac{1}{R}\left(\mathbf{x}^{n-1}\right)^{H} \boldsymbol{\beta}\left(\mathbf{H}^{n-1}\right)^{H} \mathbf{H} \boldsymbol{\beta} \mathbf{x}^{n}+\frac{1}{R}\left(\mathbf{x}^{n-1}\right)^{H} \boldsymbol{\beta}\left(\mathbf{H}^{n-1}\right)^{H} \boldsymbol{\nu}^{n}+ \\
& +\frac{1}{R}\left(\boldsymbol{\nu}^{n-1}\right)^{H} \mathbf{H}^{n} \boldsymbol{\beta} \mathbf{x}^{n}+\frac{1}{R}\left(\boldsymbol{\nu}^{n-1}\right)^{H} \boldsymbol{\nu}^{n} . \tag{6}
\end{align*}
$$

For a very large number of antennas, using the asymptotic property of massive SIMO, by making use of the Law of Large Numbers, assuming that $\mathbf{H}^{n-1} \approx \mathbf{H}^{n}$ and as shown in [16], we know that $\frac{1}{R}\left(\mathbf{H}^{n-1}\right)^{H} \mathbf{H}^{n} \xrightarrow{R \rightarrow \infty} \mathbf{I}_{U}$, and thus

$$
\begin{equation*}
z^{n} \xrightarrow{R \rightarrow \infty} \varsigma^{n}=\sum_{u=1}^{U} \beta_{u} s_{u}^{n} \in \mathfrak{M}, \quad M=|\mathfrak{M}|=\prod_{u} M_{u}, \tag{7}
\end{equation*}
$$

where $\mathfrak{M}=\left\{c_{1}, \ldots, c_{M}\right\}, c_{i} \in \mathbb{C}, c_{i} \neq c_{i^{\prime}} \forall i \neq i^{\prime}, \varsigma^{n}$ is the joint-symbol which results from the superposition of the symbols sent by the users, and $\mathfrak{M}$ denotes the jointconstellation set. Fig. 1 shows the joint-constellation built from two particular individual constellations. We define $\mathbf{b}_{i, u}$ as a vector of size $\left(N_{b}^{u} \times 1\right)$ that contains the bits for the $u$-th UE and the $i$-th joint-symbol according to the mapping $\Pi$, and $\mathbf{b}_{i}=\left[\mathbf{b}_{i, 1}^{T} \cdots \mathbf{b}_{i, U}^{T}\right]^{T}$ as a vector of size $\left(\sum_{u=1}^{U} N_{b}^{u} \times 1\right)$ that contains the $\mathbf{b}_{i, u}$ of all UEs for the $i$-th joint-symbol.
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## III. Interference Analysis

In this section, we first analyze the PDF of the received differentially processed signal based on DMPSK and show that it is mathematically intractable for a classical constellation design approach. For simplicity purposes, an independent-and-identically-distributed (IID) Rayleigh channel is used as it leads to the same mathematical intractability reasoning as more complex channel models. Later, to clarify that reasoning, we particularize the analysis for a set of constellations to demonstrate an inherent problem of NC differential detection that makes the individual constellations of the users and the joint-constellation non-linearly dependent.

## A. Analysis of the Distribution of the Interference

The terms of (6) are shown to be independent in the Appendix of [17], and thus,

$$
\begin{equation*}
z^{n}=z_{g}^{n}+z_{s}^{n}+z_{x}^{n}=\sum_{l=1}^{3} z_{g, l}^{n}+z_{s}^{n}+z_{x}^{n} \tag{8}
\end{equation*}
$$

$$
\begin{align*}
& \text { where } \\
& z_{g, 1}^{n}=\frac{1}{R} \sum_{r=1}^{R}\left[\boldsymbol{\nu}^{n-1}\right]_{r}^{*}\left[\boldsymbol{\nu}^{n}\right]_{r}  \tag{9}\\
& z_{g, 2}^{n}=\sum_{u=1}^{U} \underbrace{\frac{1}{R} \sum_{r=1}^{R}\left[\boldsymbol{\nu}^{n-1}\right]_{r}^{*}[\mathbf{H}]_{r, u}}_{\tilde{z}_{g, 2}^{u}} \sqrt{\beta_{u}}\left[\mathbf{x}^{n}\right]_{u},  \tag{10}\\
& z_{g, 3}^{n}=\sum_{u=1}^{U} \underbrace{\frac{1}{R} \sum_{r=1}^{R}\left[\boldsymbol{\nu}^{n}\right]_{r}[\mathbf{H}]_{r, u}^{*}}_{\tilde{z}_{g, 3}^{u}} \sqrt{\beta_{u}}\left[\mathbf{x}^{n-1}\right]_{u}^{*},  \tag{11}\\
& z_{s}^{n}=\sum_{u=1}^{U} \underbrace{\frac{1}{R} \sum_{r=1}^{R}\left|[\mathbf{H}]_{r, u}\right|^{2} \beta_{u} s_{u}^{n}=\sum_{u=1}^{U} \tilde{z}_{s}^{u} \beta_{u} \exp \left(j \phi_{s}^{u, n}\right), ~}_{\tilde{z}_{s}^{u}}  \tag{12}\\
& z_{x}^{n}=\sum_{u=1}^{U} \sum_{\substack{u^{\prime}=1 \\
u \neq u^{\prime}}}^{U} \frac{1}{R} \sum_{r=1}^{R} \underbrace{\sqrt{\beta_{u}}[\mathbf{H}]_{r, u}^{*} \sqrt{\beta_{u^{\prime}}}[\mathbf{H}]_{r, u^{\prime}}}_{\tilde{z}_{x}^{u, u^{\prime}}=\tilde{z}_{x}^{u} z_{x}^{u^{\prime}}}\left[\mathbf{x}^{n-1}\right]_{u}^{*}\left[\mathbf{x}^{n}\right]_{u^{\prime}}, \tag{13}
\end{align*}
$$

where $\phi_{s}^{u, n}=\angle\left(s_{u}^{n}\right)$. The terms (9), (10) and (11) are noise components, (12) is the distorted (since $R<\infty$ ) received jointsymbol and (13) is the inter-user interference.

The distribution of the received joint symbol can be obtained using the independence of the terms in (8) and the analysis in [7]. It utilizes the properties of the product of independent complex circularly symmetric Gaussian variables [18], the properties of the modified Bessel function of the second kind and zero-th order [19], and the central limit theorem (CLT) to approximate the distribution of each term. The distribution of variables $z_{g, 1}^{n}, \tilde{z}_{g, 2}^{u}$ and $\tilde{z}_{g, 3}^{u}$, which are defined in (9)-(11), can be asymptotically approximated for an increasing number of antennas at the BS as

$$
\begin{equation*}
z_{g, 1}^{n} \sim C \mathcal{N}\left(0, \frac{\sigma_{v}^{4}}{R}\right), \quad \tilde{z}_{g, 2}^{u}, \tilde{z}_{g, 3}^{u} \sim C \mathcal{N}\left(0, \frac{\sigma_{v}^{2}}{R}\right) \tag{14}
\end{equation*}
$$



Fig. 1. Block diagram of NC scheme in UL for the particular case of $U=2, \beta_{1}=\beta_{2}=1$ and two particular cases of individual constellations $\left(\mathfrak{M}_{1}\right.$ and $\left.\mathfrak{M}_{2}\right)$. These two individual constellations are properly designed by the proposed methods to produce a QAM joint-constellation ( $\mathfrak{P}$ ).
and by using some straightforward manipulations

$$
\begin{equation*}
z_{g, 2}^{n}, z_{g, 3}^{n} \sim C \mathcal{N}\left(0, \frac{\sigma_{v}^{2}}{R} \sum_{u=1}^{U} \beta_{u}\right) \tag{15}
\end{equation*}
$$

since a phase rotation does not change the distribution of a bivariate Gaussian. Focusing on (12) and using [20], it can be shown that $\tilde{z}_{s}^{u}$ is a one-dimensional random variable distributed as $\tilde{z}_{s}^{u} \sim \Gamma\left(R, R^{-1}\right)$. This term only affects the amplitude of the signal, and thus, $z_{s}^{u}$ is distributed as

$$
\begin{align*}
& f\left(\Re\left\{z_{s}^{n}\right\} \mid \varsigma^{n}\right)=\sum_{u=1}^{U} \Gamma\left(R, \frac{\beta_{u}}{R} \cos \left(\phi_{s}^{u, n}\right)\right),  \tag{16}\\
& f\left(\mathfrak{J}\left\{z_{s}^{n}\right\} \mid \varsigma^{n}\right)=\sum_{u=1}^{U} \Gamma\left(R, \frac{\beta_{u}}{R} \sin \left(\phi_{s}^{u, n}\right)\right), \tag{17}
\end{align*}
$$

where both (16) and (17) represent the summation of $U$ independent random variables, each following a Gamma distribution with a different scale parameter ( $\beta_{u}$ and $\phi_{s}^{u, n}$ ). We can see that the distribution of this interference term, given in (12), depends on the received joint-symbol, which is the result of superimposing the symbols transmitted by all the UEs $\left(s_{u}^{n}\right)$. Hence, the design of a robust joint-constellation against interference and noise terms is not straightforward since each joint-symbol has a different distribution.

The term (13) is a sum of $U(U-1)$ independent terms, so its conditional distribution given the differential symbols can be expressed as

$$
\begin{align*}
& f\left(z_{x}^{n} \mid \phi_{x}^{u, n-1}, \phi_{x}^{u^{\prime}, n}, 1 \leq u, u^{\prime} \leq U, u \neq u^{\prime}\right)= \\
& \quad=f\left(\tilde{z}_{x}^{1,2}\right) \exp \left(j\left(\phi_{x}^{1, n-1}-\phi_{x}^{2, n}\right)\right) * \\
& \quad * f\left(\tilde{z}_{x}^{1,3}\right) \exp \left(j\left(\phi_{x}^{1, n-1}-\phi_{x}^{3, n}\right)\right) * \cdots *  \tag{18}\\
& \quad * \cdots * f\left(\tilde{z}_{x}^{u, u-1}\right) \exp \left(j\left(\phi_{x}^{u, n-1}-\phi_{x}^{u-1, n}\right)\right)
\end{align*}
$$

where $\phi_{x}^{u, n}=\angle\left(x_{u}^{n}\right), \tilde{z}_{x}^{u, u^{\prime}}, 1 \leq u, u^{\prime} \leq U, u \neq u^{\prime}$ is the product of $\tilde{z}_{x}^{u}$ and $\tilde{z}_{x}^{u^{\prime}}$ distributed as $C \mathcal{N}\left(0, \beta_{u}\right)$ and $C \mathcal{N}\left(0, \beta_{u^{\prime}}\right)$,
respectively. The analytical expression of $f\left(\tilde{z}_{x}^{u, u^{\prime}}\right)$ can be obtained by using [21], and it is shifted by the phase difference between the differential symbols of each pair of UEs. Thus, we can see that the distribution of (13) is generated by the existence of multiple UEs, due to the fact that the off-diagonal elements of $\mathbf{H}^{H} \mathbf{H}$ are non-zero values. Consequently, (13) depends on the cross-product of the transmitted differential symbol by each pair of UEs (phase difference between two differential symbols), which complicates the design of the jointconstellation due to the high number of possible combinations $\left(\phi_{x}^{u, n-1}-\phi_{x}^{u^{\prime}, n}\right)$.
Since the terms of (8) are independent, the conditional PDF of $z^{n}$ given the transmitted symbols of each UE can be analytically obtained as a convolution of the PDF of each of the terms computed in (14)-(18). Assuming equiprobable jointconstellation elements, the decision of $\varsigma^{n}$ while receiving $z^{n}$ can be done using (7) and maximum likelihood detection as

$$
\begin{gather*}
\widehat{\varsigma}_{M L}^{n}=\arg \max _{\varsigma^{n}}\left\{f\left(z^{n} \mid \varsigma^{n}, \phi_{x}^{u, n-1}, \phi_{x}^{u^{\prime}, n}\right)\right\} \in \mathfrak{M},  \tag{19}\\
1 \leq u, u^{\prime} \leq U, u \neq u^{\prime} .
\end{gather*}
$$

From the previous analysis, it can easily be observed that the variances of the real and imaginary parts of $z^{n}$ increase with increasing $U$. To reduce the symbol error rate (SER) and based on the previous analysis, the different elements of the joint-constellation should be placed such that the interference among them is minimized. However, the complexity of the constellation design significantly increases since the PDF differs for each joint-symbol. Moreover, even if an optimum joint-constellation is found, the individual constant modulus constellations must produce that joint-constellation and fulfill the individual requirements, described in Section II, which may not be possible. This is aggravated by the interdependent relation between the individual constellations of the users and the PDF of the received joint-constellation in the base station.

## B. Effect of the Individual Constellations of the Users

In this section, the relation between the individual users' constellations, the minimum distance in the joint-constellation and the PDF of the joint-symbols are shown with some particular examples of individual and joint-constellations. For this purpose, we choose 4 different constellations of 2 users with 4 symbols per user, as shown in Fig. 2.


Fig. 2. Constellations for 2 users with 4 symbols per user. From top to bottom: Type A [8], Type B [8], EEP [9] and proposed MCO, left: individual constellations, right: joint-constellation. Blue dots in the right show the 2 dimensional shape of the received symbols obtained via Monte Carlo for $R=1000$ and $\rho=\infty$.

The minimum distance between the elements in the jointconstellation must be normalized as it is done in Eq. (17) of [8], $d_{\min }^{\text {norm }}=d_{\min } / \sqrt{\sum_{u=1}^{U} \beta_{u}^{2}}$. The value of this distance for the constellations shown in Fig. 2 is: 0.39 for Type A, 0.6325 for Type B, 0.4142 for EEP and 0.6325 for the MCO. Type A reduces the distance exponentially with increasing number of users and/or constellation sizes, EEP suffers from a distance
reduction in the inner circle, inherent to the constellation definition structure (making the distance even 0 in some configurations) and Type B is limited to DQPSK and the need of specific average receive powers. The normalized minimum distance (NMD) is directly related to the performance as it was shown in [8], and hence, the larger the NMD the better the performance. The NMD of the joint-constellation reduces with a greater number of users $U$, and/or constellation sizes $M_{u}$, thus a decrease in performance. A regular M-QAM jointconstellation maximizes the NMD , as $((M-1) / 6)^{-1 / 2}$, so the minimum distance of any joint-constellation will fulfill $0<d_{\min }^{\text {norm }} \leq((M-1) / 6)^{-1 / 2}$, with $M$ calculated by using (7).
Furthermore, it can be observed in Fig. 2 that the distribution of the received symbols around the theoretical (obtained with $R \rightarrow \infty$ ) ones in the joint-constellation varies depending on the individual users' symbols. Thus, the analysis made in Eq. (17) of [8] is just valid as an approximation since it assumes that the interference of all the joint-constellation elements are bivariate Guassians, which is not the case as shown in Fig. 2. The more similarity between the phases of the individual constellation elements that compose the jointconstellation element, the larger interference power projects on its direction, while the opposite also holds. It can be observed that the interference shapes of the joint constellation elements depend on the individual constellations, and that by changing the joint-constellation shape to minimize the effect of the interference will result in the need to use different individual constellations, thus creating a different interference and resulting in a recursive problem in the design process.

## IV. Proposed Constellation Designs

Traditionally, the constellation design for coherent schemes is performed for a single user, assuming that MIMO processing based on CSI can separate the streams of the UEs. The noise and interference terms are usually modelled as bivariate Gaussians, and as such, QAM constellations are preferred. Lastly, the bit mapping policy is often done using Gray coding.
However, the constellation design is more challenging for NC schemes, especially for the multiuser case, as it was demonstrated in Section III. At the same time, it is instrumental to achieve an efficient use of the time-frequency resources, allowing to multiplex several users. In Fig. 1, we outline the key points to improve the performance of the NC scheme based on differential modulation. Firstly, the joint-constellation $\mathfrak{M}$ must be robust against the interference and noise terms (see (8)-(13)). When differential modulation is used, QAM constellations are not necessarily optimum since the noise and interference terms do not follow a Gaussian distribution. Once the joint-constellation is chosen, the individual constellation for each UE $\left(\mathfrak{M}_{u}\right)$ must be found so that when combined for all users, they create the adequate joint-constellation. However, these individual constellations may not exist, forcing us to choose an alternative joint-constellation. Finally, a bit mapping policy is required to minimize the BER.
In this section, taking into account the mathematical intractability shown in section III, we propose two approaches (GAO and MCO) to obtain the desired constellation for
each UE by numerically solving the identified non-convex, non-linear and stochastic optimization problems. Due to its potential to solve these types of problems, we choose evolutionary computation (EC) (explained in the next section) as the algorithm to solve the optimization problems defined in GAO and MCO, which are explained after the EC. To make certain that a good solution is attained, we ensure that the performance obtained by our proposed algorithm is (at the very least) better than that of the SoA or the most similar existing scenarios (given the number of users and constellation sizes of these users).

## A. Evolutionary Computation (EC)

EC is a subfield of artificial intelligence [15], which is composed of global optimization techniques based on mimicking biological evolution. It has been applied to produce optimized solutions for a wide range of complex non-convex optimization problems when classical optimization techniques are not applicable, since the objective function is discontinuous, non-differentiable, stochastic, or highly non-linear. The EC complexity is characterized by the population and generation sizes ( $N_{P}$ and $N_{G}$, respectively); hence, $N_{P}$ denotes all possible solutions to the problem evaluated to generate new descendants, and $N_{G}$ is the number of times the population evolves. If $N_{P}$ and $N_{G}$ are properly set, very good (sometimes optimal) solutions can be found, within a certain period of time, for problems where the optimization parameters are continuous, as explained in [22] and related works. Even though EC techniques consist of an optimization search with a random component, they ensure finding practical solutions almost always to a wide range of problems in case they are properly configured. This is in contrast with machine learning techniques which easily end in local minima. To ensure the convergence of our algorithms, we checked the convergence curves for best and mean fitness (omitted in this work for space constraints) in real time and verified that the algorithm outperformed the state-of-the-art by a large margin.

From the discussion in Section III-A, we can observe that the constellation design for a multiuser NC scheme based on differential modulation turns into a mathematically intractable problem, so a numerical optimization is proposed. The optimization problems presented in (21), (23) and (24) not only are non-convex, non-linear and stochastic, but they also show a significant complexity. Given the EC benefits, we adopt the genetic algorithm [23] as a solver. It is worth noting that the approach followed in this manuscript can be extended to other non-coherent techniques such as those based on energy detection [4] or even to coherent techniques. The specific configuration of the evolutionary algorithm depends on the scenario parameters such as number of users, constellation sizes and mean received power per user, which are detailed in the next sections. For illustration purposes, the configurations in this work are shown in Table III. In the next subsections, we explain the two proposed design algorithms (GAO and MCO) that utilize the GA as a solver of the numerical optimization problems.

## B. Gaussian-Approximated Optimization (GAO)

As a first approximation to simplify the design process (valid for low SNR and $R$ values since the noise term $\left(z_{g}^{n}\right)$ dominates), the conditional distribution of $z^{n}$ given the transmitted symbols of each UE provided in (19) is approximated as a bivariate Gaussian distribution for all the joint-symbols in the joint-constellation ( $\mathfrak{M}$ ). Thus, the classical regular QAM constellation [24] can be straightforwardly set as the jointconstellation. The problem relies on finding the individual constellations that resemble, as reliably as possible, a regular QAM joint constellation.

To ease the notation, let us define the constellation vectors for the objective normalized QAM joint-constellation, that is, the joint constellation that we would like to approach as close as possible, and the actual individual constellation of the $u$-th UE, respectively, as

$$
\mathbf{c}=\left[\begin{array}{lll}
c_{1} & \cdots & c_{M}
\end{array}\right]^{T}, \quad \tilde{\mathbf{c}}_{u}=\left[\begin{array}{llll}
{\left[\tilde{\mathbf{c}}_{u}\right]_{1}} & \cdots & {\left[\tilde{\mathbf{c}}_{u}\right]_{M_{u}}} \tag{20}
\end{array}\right]^{T},
$$

where $[\tilde{\mathbf{c}}]_{i}$ is the obtained joint-constellation and is defined as

$$
\begin{gathered}
{[\tilde{\mathbf{c}}]_{i}=\sum_{u=1}^{U} \beta_{u}\left[\tilde{\mathbf{c}}_{u}\right]_{i_{u}}, \quad 1 \leq i \leq M, \quad\left|\left[\tilde{\mathbf{c}}_{u}\right]_{i_{u}}\right|^{2}=1,} \\
0 \leq \angle\left(\left[\tilde{\mathbf{c}}_{u}\right]_{i_{u}}\right)<2 \pi, \quad u=1, \cdots, U, \quad i_{u}=1, \cdots, M_{u} .
\end{gathered}
$$

The individual constellations must be found for each UE $\tilde{\mathbf{c}}_{u}$ such that, when combined with their corresponding $\beta_{u}$, they resemble the objective QAM joint-constellation as accurately as possible. This is achieved by solving the following problem

$$
\begin{align*}
\min _{\tilde{\mathbf{c}}_{u}, \boldsymbol{\beta}} & \alpha_{1}\left\|\frac{\mathbf{c}}{\|\mathbf{c}\|_{2}}-\frac{\tilde{\mathbf{c}}}{\|\tilde{\mathbf{c}}\|_{2}}\right\|_{2}+\alpha_{2} \sum_{u=1}^{U} \beta_{u}  \tag{21}\\
\text { s.t. } & 1 \leq \beta_{u} \leq \beta_{\max }, \quad \alpha_{1}+\alpha_{2}=1
\end{align*}
$$

The vectors $\tilde{\mathbf{c}}$ and $\mathbf{c}$ are normalized in (21) to properly compare them, $\beta_{\max }$ is the maximum allowed ratio of the effective received power between users, and the terms $\alpha_{1}$ and $\alpha_{2}$ are added to allow different ways to constrain the values of $\beta_{u}, \forall u$. When $\alpha_{1} \ll \alpha_{2}$, the optimization problem forces the same unitary power to all UEs $\left(\beta_{u}=1, \forall u\right)$. Otherwise, when $\alpha_{1} \gg \alpha_{2}$, it does not constrain $\beta_{u}$ values. The optimization problem is non-convex and NP-hard, so we have to exploit numerical methods based on EC to solve this problem. More details are provided in Section IV-A.

After the individual constellations for each UE ( $\tilde{\mathbf{c}}_{u}, \forall u$ ) and the received power coefficients $\left(\beta_{u}, \forall u\right)$ are found as a solution to (21), an adequate bit mapping policy for each UE is required to guarantee a sufficiently low BER. To find this bit mapping policy, since the decision is made over the joint-symbols (c) and since we assumed a bivariate Gaussian distribution for all joint symbols, we define an approximated BER $\left(P_{b}\right)$ based on the use of the SER upper bound [25] for a certain bit mapping policy and joint-constellation

$$
\begin{equation*}
P_{b}(\boldsymbol{\Pi}, \mathbf{c})=\sum_{i=1}^{M} \sum_{\substack{i^{\prime}=1 \\ i \neq i^{\prime}}}^{Q} \underbrace{Q\left(\left\|[\mathbf{c}]_{i}-[\mathbf{c}]_{i^{\prime}}\right\|_{2}\right)}_{p_{j}\left([\mathbf{c}]_{i},\left[\mathrm{c}_{i^{\prime}}\right)\right.} \underbrace{\frac{\left\|\mathbf{b}_{i}-\mathbf{b}_{i^{\prime}}\right\|_{1}}{M \log _{2} M}}_{\hat{P}_{b}\left(\boldsymbol{\Pi},[\mathbf{c}]_{i},\left[\mathrm{c}_{i^{\prime}}\right)\right.} \tag{22}
\end{equation*}
$$

```
Algorithm 1 Constellation design based on GAO
    procedure \(\mathbf{G A O}\left(M, U, \alpha_{1}, \alpha_{2}\right)\)
        \(\mathbf{c} \leftarrow M\)-QAM \(\triangleright\) Constrain the joint-constellation
        \(\tilde{\mathbf{c}}_{u} \leftarrow\) SearchInd \(\left(\mathbf{c}, U, \alpha_{1}, \alpha_{2}\right) \quad \triangleright\) Individual constellation
        \(\Pi \leftarrow\) SearchPolicy \(\left(\tilde{\mathbf{c}}_{u}, \mathbf{c}\right) \quad \triangleright\) Bit mapping
    end procedure
```

where $p_{j}\left([\mathbf{c}]_{i},[\mathbf{c}]_{i^{\prime}}\right)$ is the joint-symbol error rate produced by the decision of $[\mathbf{c}]_{i^{\prime}}$ when $[\mathbf{c}]_{i}$ is transmitted and $\hat{P}_{b}\left(\boldsymbol{\Pi},[\mathbf{c}]_{i},[\mathbf{c}]_{i^{\prime}}\right)$ is the BER produced by the miss-decision of the joint-symbol (as the errors shown in Fig. 1). In this problem, $\mathbf{b}_{i}=g_{B}^{-1}\left(\boldsymbol{\Pi},[\mathbf{c}]_{i}\right)$ is obtained with the inverse of the bit mapping function $g_{B}^{-1}(\bullet)$ which inputs the joint symbol $[\mathbf{c}]_{i}$ and the bit mapping policy applied at the UEs $\varpi_{u}$.

Hence, the optimization problem for obtaining the optimum bit mapping policy for each UE can be described as

$$
\begin{array}{cl}
\min _{\boldsymbol{\Pi}} & P_{b}(\boldsymbol{\Pi}, \mathbf{c}), \\
\text { s.t. } & \varpi_{u} \in \mathfrak{B}_{u}, \quad B_{u}=\left|\mathfrak{B}_{u}\right|=M_{u}!,  \tag{23}\\
& {\left[\varpi_{u}\right]_{i_{u}} \neq\left[\varpi_{u}\right]_{i_{u}^{\prime}}, \quad i_{u} \neq i_{u}^{\prime}, \quad 1 \leq i_{u}, i_{u}^{\prime} \leq M_{u},}
\end{array}
$$

where $\mathfrak{B}_{u}$ is a set of bit mapping policies for the $u$-th UE that contains all the possible permutations of policies. The restriction $\left[\varpi_{u}\right]_{i_{u}} \neq\left[\varpi_{u}\right]_{i_{u}^{\prime}}$ indicates that different symbols of the individual constellation of UE $u$ cannot be mapped to the same bits. This is a finite integer optimization problem which can be solved by exploiting an exhaustive search. Nevertheless, we propose to use numerical methods based on EC when the complexity is too high, as shown in Section V.

Algorithm 1 provides a summary of the GAO. Firstly, $M$ QAM is chosen for the joint-constellation. Then, the individual constellations fulfilling (21) are obtained. Finally, the bit mapping policy for all UEs is obtained with (23).

## C. Monte-Carlo based Optimization (MCO)

The complex circularly-symmetric Gaussian apprs employed by GAO is much faster but not accurate e, several realistic scenarios, and thus, it provides a si solution. Nevertheless, this solution is still useful as ization to the MCO, as will be seen in Sec. V. In the joint-constellation shape and bit mapping policy in two separate steps, which limits the GAO poss explore a more diverse set of solutions. We propose MCO, where no assumptions on the joint-constellat are considered and the bit-mapping policy is co with the joint-constellation shape. It is based on th Carlo method to numerically evaluate the perfor terms of BER of the candidates at each iteration. 1 optimization problem is expressed as

$$
\begin{array}{ll}
\min _{\tilde{\mathbf{c}}_{u}, \boldsymbol{\beta}} & \alpha_{1} \sum_{u=1}^{U}[\boldsymbol{\epsilon}]_{u}+\alpha_{2} \sum_{u=1}^{U} \beta_{u}, \\
& \boldsymbol{\epsilon}=g_{M}\left(\sigma_{v}^{2}, R, \boldsymbol{\Pi}, \boldsymbol{\beta}, \hat{\mathbf{c}}, N_{s}, N_{r}\right) \\
\text { s.t. } & \left|\left[\tilde{\mathbf{c}}_{u}\right]_{i_{u}}\right|^{2}=1, \quad 0 \leq \angle\left(\left[\tilde{\mathbf{c}}_{u}\right]_{i_{u}}\right)<2 \pi, \\
& u=1, \cdots, U ; i_{u}=1, \cdots, M_{u} ; 1 \leq \beta_{u} \leq \beta_{\mathrm{m} \varepsilon} \\
& {[\hat{\mathbf{c}}]=\left[\tilde{\mathbf{c}}_{1}, \cdots, \tilde{\mathbf{c}}_{U}\right]^{T}, \quad \alpha_{1}+\alpha_{2}=1, \quad \varpi_{u} \in}
\end{array}
$$

```
Algorithm 2 Constellation design based on MCO
    procedure MCO \(\left(M_{u}, N_{P}, N_{G}, \sigma_{v}^{2}, R, \Pi, N_{s}, N_{r}, \alpha_{1}, \alpha_{2}\right)\)
        \(\left[\mathrm{c}_{u}^{\mathrm{ini}}, \beta_{u}^{\mathrm{ini}}\right] \leftarrow \operatorname{Init}\left(M_{u}, U\right) \quad \triangleright\) Init.
        \(\left[\mathbf{c}_{u}^{\mathrm{i} \text { ter }}, \beta_{u}^{\text {iter }}\right] \leftarrow \mathrm{OptCtrl}\left(\mathbf{c}_{u}^{\text {ini }}, \beta_{u}^{\text {ini }}, N_{P}, N_{G}\right) \quad \triangleright\) Control Init.
        while stop==false do
            \(\boldsymbol{\epsilon} \leftarrow \operatorname{MonteCarlo}\left(\mathbf{c}_{u}^{\mathrm{it}}, \beta_{u}^{\mathrm{it}}, \sigma_{v}^{2}, R, \Pi, N_{s}, N_{r}\right)\)
            \(f_{\text {obj }} \leftarrow\) Evaluation \(\left(\boldsymbol{\epsilon}, \beta_{u}^{\mathrm{it}}, \alpha_{1}, \alpha_{2}\right) \quad \triangleright\) Evaluate
            \(\left[\mathbf{c}_{u}^{\mathrm{it}}, \boldsymbol{\beta}_{u}^{\mathrm{it}}\right.\), stop \(] \leftarrow \mathrm{OptCtrl}\left(\mathbf{c}_{u}^{\mathrm{it}}, \beta_{u}^{\mathrm{it}}, N_{P}, N_{G}, f_{\mathrm{obj}}\right) \quad \triangleright\)
    Control
        end while
        output: \(\beta_{u}^{\text {end }} \leftarrow \beta_{u}^{\mathrm{it}}, f_{\mathrm{obj}}^{\mathrm{end}} \leftarrow f_{\mathrm{obj}}^{\mathrm{it}}, \mathbf{c}_{u}^{\mathrm{end}} \leftarrow \mathbf{c}_{u}^{\mathrm{it}}\)
    end procedure
```

where $\epsilon$ is a vector of size $(U \times 1)$ that contains the BER of each UE and $g_{M}(\cdot)$ denotes a function to obtain this BER for a particular set of system parameters. Similar to (21), this optimization problem is non-convex and NP-hard. Hence, we propose to solve it by using numerical methods based on EC detailed in Section IV-A.

Fig. 3 provides a block diagram of the implementation of MCO, and Algorithm 2 shows its pseudocode. The MonteCarlo block performs a link-level simulation as described in Section II. The scenario conditions of the optimization problem are $R$ and $\sigma_{v}^{2}$, and the Monte Carlo simulation performs $N_{r}$ realizations of the channel and noise, without any constraint on their characteristics. Given the scenario conditions, the chosen individual constellations ( $\tilde{\mathbf{c}}_{u}$ ), the ratio of average received power per user $\left(\beta_{u}\right)$ and the bit mapping policies ( $\boldsymbol{\Pi}$ ) of all UEs at each iteration, the Monte-Carlo block obtains the BER performance of all the UEs ( $\epsilon$ of size $(U \times 1)$ ). To attain an accurate enough BER, we can configure the number of symbols transmitted by each UE $\left(N_{s}\right)$ at each iteration and the number of iterations $\left(N_{r}\right)$. The optimization


Fig. 3. Block diagram of MCO.

## V. Complexity Analysis and Strategies for its Reduction

In this section, we analyze the complexity of the proposed design techniques and then, we propose strategies to reduce their complexity without losing performance.

## A. Complexity Analysis

The EC complexity depends on the population size $\left(N_{P}\right)$ and number of generations $\left(N_{G}\right)$ [26]. They must be selected to facilitate a sufficient search of the possible results to the optimization problem. The values for $N_{P}$ and $N_{G}$ should be proportional to the dimensionality of the problem ( $N_{D}=\sum M_{u}$ ), which corresponds to the number of variables to optimize $\left(N_{D} \propto N_{P} N_{G}\right)$, to ensure an adequate solution is found. Nevertheless, they are typically obtained with some trial, error and observation of the convergence [27], [28].

To provide insight into the complexity, we look at the dimensionality of the problem. Furthermore, for each population element, we account for the number of required complex products $\left(N_{\times}\right)$and sums $\left(N_{+}\right)$[29]. Table I summarizes the complexity comparison for GAO and MCO.

The first optimization of GAO (21) comprises the matching between the normalized target QAM constellation $\mathbf{c}$ and the obtained joint-constellation $\tilde{\mathbf{c}}$. The dimensionality of the problem depends on $M_{u}$ and $U$. At each iteration, the mean squared error (MSE) between the points of the target QAM and the obtained one is calculated. The number of products and sums is conditioned by the MSE computation.

The second optimization problem of GAO (23) is an integer optimization problem that can be solved by an exhaustive search, since the possible amount of combinations is finite. According to (23), the number of possible bit mapping policies depends on the constellation sizes of the users. Each user can map a different set of bits for each symbol, without repetition. Therefore, considering that user $u$ has a constellation size $M_{u}$, the first symbol can be mapped to $M_{u}$ different bit mapping sets $\left\{1,2, \cdots, M_{u}\right\}$. Once the first symbol is mapped to one bit mapping policy, the second symbol can be mapped to $M_{u}-1$ different bit mapping policies. We repeat until symbol $M_{u}$, so user $u$ has a total of $M_{u} \times\left(M_{u}-1\right) \times \cdots \times 1=M_{u}$ ! bit mapping policies. Considering that the users' bit mapping policies are independent, the amount of possible bit mapping policies is $N_{M}=\prod_{u=1}^{U} M_{u}$ ! > $N_{P} N_{G}$. Even though the exhaustive search is feasible, we propose the use of EC for solving this optimization problem to increase the efficiency when $N_{M}$ is very large. In Section VI, we provide a numerical comparison to verify this point. The number of operations required (complex products and sums) at each iteration is determined by the computation of (22).

Finally, the dimensionality of MCO is the same as that of the first step of GAO. However, the complexity at each iteration is much higher for MCO due to the Monte-Carlo simulations. The number of operations is due to the simulation of the differential encoding/decoding, channel propagation, spatial averaging, joint-symbol decision and BER computation. Additionally, these operations are repeated $N_{s} \times N_{r}$ times to obtain an accurate enough BER estimation.

## B. Strategies for Complexity Reduction

First, we note that the complexity of both steps of GAO is low enough to make the computation time negligible for today's computational capabilities. On the other hand, the MCO complexity is much higher, since a Monte-Carlo simulation is
executed for each member of the population in each generation. Typically, $N_{G}$ and $N_{P}$ should be large enough to produce a high number of diverse potential solution candidates to be evaluated [26], to obtain a reliable-enough global minimum. However, this method (denoted as S1) excessively increases the execution time for the proposed MCO. Accordingly, we propose two strategies (S2 and S3) to reduce the complexity.

S2 is based on a hierarchical search to reduce $N_{P}$ and $N_{G}$ without sacrificing the performance, being built on two phases: exploration and refinement. In the exploration phase, the evolutionary algorithm is run with a very small number of $N_{G}, N_{P}$, and a small number of $N_{r}$ and $N_{s}$ to reduce the execution time as much as possible. Hence, a better than random but still low-accuracy solution is found. This solution initializes a new run of the evolutionary algorithm in which $N_{s}$ and $N_{r}$ are increased, and then a more accurate solution is obtained. Both phases can be repeated several times, increasing $N_{P}$ and $N_{G}$ in each cycle, until a convergence criterion is met, always ensuring the summation of the product $N_{P} N_{G} N_{s} N_{r}$ for all iterations is lower than that of S1. As we will show in Section VI, the complexity is reduced to about one third of the S1, without losing on the performance of the obtained solutions.

Additionally, the solution obtained for GAO can be used as an input for MCO with reduced $N_{G}$ and $N_{P}$. We first find a suboptimal but better than the SoA solution with GAO, and then refine it with MCO. This strategy is referred to as S3. The complexity is reduced to about one fourth compared to the S 1 , without losing performance, as shown in Section VI.

A last strategy makes use of the solution obtained from MCO for a particular scenario (fixed number of antennas, particular propagation channel and SNR). To explore other similar scenarios, we propose that the solution is employed as the initial point for the optimization problem in the new scenario, and we denote this strategy as S 4 . As we will show in Section VI, the complexity is reduced about some tens with respect to the S 1 , without losing performance.

## VI. Proposed Constellations and Implementation ASPECTS

In this section, we first propose a set of constellations, obtained with the proposed design techniques, for the multiuser scenario of the UL of NC massive SIMO. Second, we give insights on how to implement them in real scenarios.

## A. Proposed Constellations

We provide a set of constellations in Table II, which have been obtained with the strategy S3 of Section V with the parameterization in Table III and setting a random initial population. While each constellation has been determined for a certain $R$ and $\rho$, it can be used for any values in a realistic range. These constellations outperform the SoA, as shown in Section VI, and can be used to propose constellations for new scenarios with different users and constellation sizes (even among users).

To read the table, please note we provide for each scenario $U$ vectors of the form $\Phi=\left[\Phi_{1}^{u} \Phi_{2}^{u} \cdots \Phi_{M_{u}}^{u}\right]$, where $\Phi_{m_{u}}^{u}$ is

TABLE I
Complexity comparison for GaO and MCO.

| Technique | $N_{D}$ | $N_{\times}$per iteration | $N_{+}$per iteration |
| :--- | :---: | :---: | :---: |
| GAO - Individual constellation | $U+\sum_{u=1}^{U} M_{u}$ | $\prod_{u=1}^{U} M_{u}$ | $\prod_{u=1}^{U} M_{u}$ |
| GAO - Bit mapping policy | $\sum_{u=1}^{U} M_{u}$ | $\left(\prod_{u=1}^{U} M_{u}\right)^{2}$ | $\left(\prod_{u=1}^{U} M_{u}\right)^{2}$ |
| MCO (without complexity reduction) | $U+\sum_{u=1}^{U} M_{u}$ | $N_{s} N_{r}\left(R(U+1)+2 \prod_{u=1}^{U} M_{u}\right)$ | $N_{s} N_{r}\left(R(U+2)+3 \prod_{u=1}^{U} M_{u}\right)$ |

the phase in radians for the constellation element $m_{u}$ of user $u\left(1 \leq m_{u} \leq M_{u}, 1 \leq u \leq U\right.$, where $M_{u}$ is the constellation size of user $u$ ). A specific constellation element $m_{u}$ of user $u$ can be found as $s_{m_{u}}^{u}=\exp j \Phi_{m_{u}}^{u}$. The mapping of element $m_{u}$ is obtained with a decimal to binary conversion of $m_{u}-1$. An example of a constellation for 2 users with quadrature phaseshift keying (QPSK) $\left(\mathbf{M}=\left[\begin{array}{ll}4 & 4\end{array}\right], \boldsymbol{\beta}=\left[\begin{array}{ll}1 & 1\end{array}\right]\right)$ is shown in Fig. 4 and another one for 3 users with QPSK ( $\mathbf{M}=\left[\begin{array}{lll}4 & 4 & 4\end{array}\right]$, $\left.\boldsymbol{\beta}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]\right)$ is depicted in Fig. 6.

## B. Applicability in Real Scenarios

We obtained constellations by means of an offline optimization using different scenario parameters ( $R, \rho_{u}, v$, etc.). The complexity of the online stage is not affected in any case by the complexity of the offline design technique, and only the constellations look-up table is different from the previous solutions in the SoA. These constellations minimize the average BER of the users for the scenario parameters for which they have been designed. Nevertheless, the proposed constellations work well for any operative values of $\rho$ and $R$.

If a better performance is desired at the expense of increasing the complexity, we may obtain constellations optimized for different $R$ and $\rho$ values (results are more sensitive to $R$ than to $\rho$, as shown in Section VII), for the different combinations of users and constellation sizes. In this case, the proposed set of solutions would be much larger. It is worth noting that each scenario will have a fixed $R$, so in practice the constellations should be designed for that $R$ and for a few $\rho$ values.

Given the improved constellations and $\beta_{u}$ values for a certain scenario, the scheduler at the BS may perform a user grouping, power control strategy (considering the $\rho_{u}$ of the users) and modulation and coding scheme (MCS) assignment, similarly to what is done, for example, in non-orthogonal multiple access systems [30]. Based on this strategy, it would be decided which users should be multiplexed with which MCS and powers to share the same time-frequency resources, with the goal of optimizing some non-coherent multiuser massive SIMO network parameter. The user grouping and power allocation can take advantage of the different path-loss suffered by each user to help minimize the power consumption of the users. It is worth noting that a user re-grouping would be performed by the BS only when the large-scale effects vary significantly (which happens slowly). This can be triggered by two factors: some users appear or disappear from the network or the power usage required by at least one user exceeds a predefined threshold. A detailed investigation of the user grouping, power control and MCS assignment is part of a future work.

## VII. Numerical Results for Performance and Complexity

In this section, we first present the performance of the most representative constellations, utilizing both an IID Rayleigh channel and a geometric realistic channel that undergoes both spatial and time correlation. Second, we show numerical results for the time complexity of the EC algorithm and validate the theoretical complexity analysis. Last, we provide results that justify the use of NC over coherent massive MIMO for channels with very high mobility and/or low SNR.

## A. Performance Evaluation

First, the case of 2 users with QPSK is shown since it has been used in the SoA as a baseline case. It is important to demonstrate the capabilities of our design technique and the proposed solution with respect to the previous work. Second, the case of 3 users with QPSK, 2 users with 8PSK and 4 and 5 users with BPSK are shown since the SoA solutions for these scenarios proved to be very limited in terms of performance. Thus, we show that our proposed solution can greatly overcome the SoA limitations. Last, the case of 3 users with different constellation sizes is shown to illustrate that we overcome another limitation of the SoA, namely that the previous works could not propose any set of constellations with different sizes for an arbitrary number of users (e.g. $U=3$ was not possible for several constellation sizes), while our solution can. The configuration of the evolutionary algorithm for each scenario is calculated following Table III, by setting $U$ and $M_{u}$ accordingly. We show the individual and joint constellations and the average BER of the uncoded constellations. We compare our solutions with the constellation designs in [17]. To ease the understanding of the results, the individual elements in the constellations are tagged by a number $i$, which corresponds to the sub-index of the complex symbols ( $c_{i}$ and $c_{i}^{u}$ ), described in (20). Each $i$ indicates a bit mapping that results from the decimal to binary conversion of $i-1$.

1) Scenario with $U=2$ and $M_{u}=4 \forall u$ : In this scenario, there are two UEs, where each UE has a constellation of size $M_{u}=4$. Moreover, in this subsection, the MCO results are obtained by setting $R=100$ and $\mathrm{SNR}=0 \mathrm{~dB}$. The solutions obtained here are superior to the ones of Type A in [8], which is worse than Type B , so we restrict the comparison to the latter due to space limitation. When $\alpha_{1} \gg \alpha_{2}$, both GAO and MCO obtain the same solution as the constellation Type B given in [8] ( $\beta_{1}=1$ and $\left.\beta_{2}=2\right)$, where each individual constellation corresponds to a 4-QAM and the jointconstellation corresponds to a 16-QAM. When $\alpha_{1} \ll \alpha_{2}$, the solution for both GAO and MCO is $\beta_{1}=\beta_{2}=1$. In Fig.

TABLE II
PRoposed constellations (phases in radians) for different $U, M_{u}$ and $\beta_{u}$. Column $\boldsymbol{\Phi}$, has $U$ VECTORS With $M_{u}$ ELEMENTS EACh.

| $U$ | M | $\beta_{u}$ | Ф |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 22 | 1111 | 03.14 | 1.574 .71 |  |  |  |
|  | 24 |  | 5.872 .71 | 1.890 .874 .315 .53 |  |  |  |
|  | 24 | 1.31 | 3.690 .41 | 1.534 .632 .885 .98 |  |  |  |
|  | 24 | 11.95 | 2.35 .84 | 2.490 .974 .495 .61 |  |  |  |
|  | 28 | 11 | 5.874 .37 | 3.530 .824 .762 .141 .490 .25 .675 .20 |  |  |  |
|  | 28 | 11.5 | 3.110 .58 | 0.443 .83 .064 .61 .071 .876 .145 .16 |  |  |  |
|  | 28 | 11.8 | 30.11 | 2.80 .924 .411 .5853 .355 .90 .16 |  |  |  |
|  | 216 | 11 | 1.084 .42 | 2.550 .10 .93 .61 .914 .941 .225 .562 .790 .473 .013 .322 .175 .211 .535 .95 |  |  |  |
|  | 44 | 11 | 0.984 .111 .885 .03 | 0.335 .682 .653 .51 |  |  |  |
|  | 44 | 12 | 03.141 .574 .71 | 03.141 .574 .71 |  |  |  |
|  | 48 | 11 | 21.084 .643 .82 | 3.42 .911 .692 .015 .412 .580 .25 .99 |  |  |  |
|  | 48 | 21 | 1.940 .233 .475 .03 | 43.264 .735 .271 .752 .640 .296 .07 |  |  |  |
|  | 416 | 11 | 3.853 .230 .220 .87 | 1.531 .331 .881 .152 .855 .615 .215 .422 .280 .152 .144 .282 .5164 .95 |  |  |  |
|  | 416 | 11.4 | 2.524 .565 .51 .48 | 0.56 .23 .463 .771 .50 .73 .30 .855 .64 .433 .060 .271 .35 .924 .142 .5 |  |  |  |
|  | 416 | 21 | 3.051 .54 .646 .05 | 1.041 .370 .71 .086 .075 .80 .186 .062 .521 .93 .053 .65 .045 .444 .364 |  |  |  |
|  | 88 | 11 | 10.63 .653 .2460 .24 .172 .92 | 4.935 .34 .465 .742 .211 .722 .571 .29 |  |  |  |
|  | 88 | 1.121 | 5.55 .755 .263 .22 .361 .82 .7 | 14.550 .681 .505 .064 .083 .57 |  |  |  |
| 3 | 222 | 111 | 3.390 .24 | 4.90 .35 |  | 1.774 .99 |  |
|  | 224 | 111 | 6.052 .67 | 1.354 .54 |  | 1.893 .16 |  |
|  | 224 | 1.81 .81 | 0.122 .87 | 1.584 .44 |  | 5.642 .31 |  |
|  | 224 | 11.22 .6 | 3.540 .74 | 4.32 .37 |  | 2.440 .96 |  |
|  | 228 | 111 | 3.992 .73 | 0.844 .17 | 1.615 .53 | 63.144 .96 | 12.55 |
|  | 228 | 11.23 .3 | 0.312 .7 | 1.234 .35 | 0.92 .573 .6 | 5.360 .532 | 145.75 |
|  | 228 | 1.41 .41 | 3.420 .4 | 1.684 .73 | 3.816 .074 | 5.340 .76 | . 382.1 |
|  | 244 | 111 | 1.54 .38 | 1.76 .244 .853 .38 |  | 6.082 .575 |  |
|  | 244 | 1.61 .51 | 3.066 .08 | 1.380 .753 .94 .5 |  | 2.625 .75 |  |
|  | 244 | 112.7 | 4.441 .39 | 6.281 .8253 .14 |  | 0.443 .37 |  |
|  | 248 | 111 | 2.616 .24 | 4.656 .11 .761 .22 | 0.454 .060. | 3.740 .09 | 153.49 |
|  | 248 | 1.61 .51 | 4.291 .63 | 0.45 .452 .43 .2 | 0.370 .80 .0 | 5.961 .561 | 462.88 |
|  | 444 | 111 | 3.011 .146 .054 .45 | 3.643 .21 .685 .55 |  | 0.991 .88 |  |
|  | 444 | 12.531 | 3.615 .822 .680 .46 | 2.360 .793 .935 .5 |  | 1.114 .25 |  |
|  | 444 | 124 | 01.573 .144 .71 | 01.573 .144 .71 |  | . 573.144 .7 |  |
| 4 | 2222 | 1111 | 5.063 .93 | 5.90 .69 | 1.724 .78 |  | 3.24 |
|  | 2222 | 2.112 .11 | 3.870 .55 | 5.382 .2 | 5.292 .32 |  | 0.6 |
|  | 2224 | 1111 | 5.842 .54 | 0.874 .51 | 4.612 .5 | 3.4 | .19 0.44 |
|  | 2224 | 2.41 .42 .41 | 2.855 .97 | 3.630 .58 | 4.751 .32 |  | 1.623 |
|  | 2228 | 1111 | 5.891 .01 | 2.965 .58 | 4.171 .14 | 4.955 .30. | 1.73 .523 .95 |
|  | 2244 | 1111 | 0.911 .33 | 3.964 .4 | 3.150 .062 .635 .89 | 5.57 | . 423.87 |
|  | 2244 | 3.33 .112 .3 | 4.231 .21 | 2.495 .78 | 5.153 .420 .281 .9 | 1.78 | 5.013 .46 |
| 5 | 22222 | 11111 | 5.12 .19 | 2.434 .2 | 0.493 .76 | 3.320 .05 | 1.374 .58 |
|  | 22222 | 11.11 .63 .42 | 0.584 .53 | 4.652 .55 | 3.650 .33 | 3.36 .26 | 1.95 .2 |

4, we show the individual constellations (top) for the case of $\beta_{1}=\beta_{2}=1$, and the resulting joint-constellations (bottom), for the EEP [9], GAO and MCO schemes (from left to right). For GAO and MCO, the constellation is the same and it is a 16-QAM (rotated for the MCO). For EEP, the joint-symbols placed at the inner circle have a very small distance to each other, which degrades the performance.

In Fig. 5, we plot the average BER of both UEs for the EEP, GAO and MCO, where GAO and MCO significantly outperform EEP. The bit mapping policy is key to the performance of the system, as shown by intentionally replacing the bit mapping policy by a bad one denoted "bad map" in Fig. 5, where we can see the performance degradation. Moreover, by inspecting Fig. 4, we can understand that GAO and MCO reduce the BER with respect to EEP by increasing the distance among joint symbols and reducing the pairwise bit errors.
2) Scenario with $U=3$ and $M_{u}=4 \forall u$ : In this scenario, we increase the number of UEs to three, and each UE has an individual constellation of size $M_{u}=4$. The results provided by the MCO are obtained for $R=400$ and $\mathrm{SNR}=3 \mathrm{~dB}$. In Fig. 6 , we show the individual constellations (top) for both UEs and the joint-constellation (bottom) for EEP, GAO and MCO (from left to right), when $\beta_{u}=1, \forall u$. EEP cannot be used


Fig. 4. Constellations for 2 users with 4 symbols per user with $\beta_{u}=1$. From left to right: EEP, GAO and MCO. Top: individual users constellations, bottom: joint-constellation.
for three UEs as different combinations of individual symbols generate the same joint-symbols, since 11 joint-symbols out of 64 are equal in the complex-plane, thus creating an error floor of $11 / 64 \approx 0.172$, something avoided by GAO and MCO. In Fig. 7, we provide the average BER vs. $\rho$; our proposed


Fig. 5. BER vs. $\rho$ for 2 users and 4 symbols per user with $\beta_{u}=1$.
schemes significantly outperform EEP, and MCO performs the best. In fact, these results confirm the mentioned error floor of EEP. Additionally, we show with black crosses the performance when MCO is trained for $\rho$ values different from the one used for the optimization, leaving $R$ unchanged. It can be seen that the effect of $\rho$ is almost negligible in the case of the MCO, except for very low $\rho$ values. Additionally, we show an example of the combination of the proposed constellations with channel coding, which is common practice in wireless communications standards, so the BER performance can be significantly improved. The chosen coding scheme is a $1 / 2-$ rate low density parity check code (LDPC) with a block of 8424 bits, which is used in 5G [1], and the performance is improved by about two orders of magnitude. In Fig. 8, we provide the average BER vs. the number of antennas $(R)$; again, EEP has an error floor irrespective of the number of antennas, GAO outperforms EEP and MCO outperforms both GAO and EEP. In this case, the black crosses show the BER obtained when MCO is trained for the same $\rho$ and $R$ is set to values different from the one used for the optimization. Additionally, the effect of $R$ is considerable when its value is relatively large, contrary to what happened with the SNR. In any case, these results demonstrate that it is feasible to use the constellation design for a particular $\rho$ and/or $R$ and for a wide range of operational values without additional offline training.

If we do not restrict $\beta_{u}$ values ( $\alpha_{2}=0$ ) in the objective function of GAO and MCO, the obtained solution is the same as given by Type B in [8]. Furthermore, if we set $\alpha_{1} \approx \alpha_{2}$, GAO and MCO provide different solutions than the previous ones. In this case, the constellations of user 1 and user 2 will be equal to the ones in the top-center constellation in Fig. 4, while the constellation of the third user will be a classical QPSK. For this configuration, two different solutions were found, depending on how $\alpha_{1}$ and $\alpha_{2}$ were set, one with power terms $\beta_{1}=\beta_{2}=1$ and $\beta_{3}=2.53$ and the other one with $\beta_{1}=\beta_{2}=\sqrt{10}$ and $\beta_{3}=1$. In both cases, the joint constellation resembles a 64-QAM constellation. We do not show the BER performance due to space constraints. The


Fig. 6. Constellations for 3 users with 4 symbols per user with $\beta_{u}=1$. From left to right: EEP, GAO and MCO. Top: individual users constellations, bottom: joint-constellation.


Fig. 7. BER vs. $\rho$ for 3 users and 4 symbols per user with $\beta_{u}=1$, for $R=256$ and $R=1024$. Black crosses show the best performance with MCO optimized for those values. The performance with LPDC-1/2 coding is shown.


Fig. 8. BER vs. $R$ for 3 users and 4 symbols per user with $\beta_{u}=1$, for SNR=-3 dB and SNR=10 dB, for the EEP, the GAO and the MCO. Black crosses show the best performance with MCO optimized for those values.
results for the multiuser scenario show an error floor caused
by the interference between users. Thus, we recommend to restrict the operational values to $\prod_{u=1}^{U} M_{u} \leq 64$ (Table II).
3) Scenario with $U=2, M_{u}=8$ and $\beta_{u}=1, \forall u$ : We set two UEs and a constellation size of $M_{u}=8$. The results provided by MCO are obtained for $R=300$ and $\mathrm{SNR}=0 \mathrm{~dB}$. In Fig. 9, we show the individual (top) and joint constellations (bottom) obtained with EEP, GAO and MCO (left to right). In this case, the constellations obtained with GAO and MCO are virtually the same, with the MCO being a rotated version of that of the GAO. For the case of EEP, the distance of the joint-symbols placed at the inner circle is very low, increasing the average BER. On the contrary, both GAO and MCO try to keep the same distance among the neighbour joint-symbols. The bit mapping policies are different, as observed from Fig. $9 b$ and Fig. 9c, but the performance is the same, since several bit mapping policies are equivalent, due to the symmetry of the constellations.

Moreover, $M_{u}>8$ can be performed with GAO and MCO, and the results follow the same strategy as for $M_{u}=4$ and $M_{u}=8$. However, their BER performance is degraded since the distance among joint-symbols is reduced.


Fig. 9. Constellations for 2 users with 8 symbols per user with $\beta_{u}=1, \forall u$.
We do not show a BER comparison for this scenario for space economy. Nevertheless, we can indicate that the improvement of the BER with $R$ and the $\rho$ for EEP is lower than that for GAO and MCO. This is caused by the reduced distance in the inner circle of the joint constellation. GAO and MCO have the same performance and both outperform EEP.
4) Scenario with $U=4$ and $U=5$ for $M_{u}=2 \forall u$ : In this scenario, we simulate 4 and 5 users, all with BPSK and $\beta_{u}=1$, for the EEP and the proposed constellations in Table II (obtained with S3). The results shown in Fig. 10 are obtained for $R=1000$ for both an IID Rayleigh channel and a standard geometric wideband (GEO) channel defined in TR 38.901 3GPP. The EEP is clearly outperformed by our proposal.
5) Scenario with $U=3$ with different constellation sizes: In this case, we set 3 UEs with different constellation sizes (BPSK for the first user, and QPSK for the other two), to show that both GAO and MCO can cope with this type of


Fig. 10. BER vs. $\rho$ for 4 and 5 users and 2 symbols per user with $\beta_{u}=1$, for $R=400$, for an IID and a GEO 3GPP channel. Continuous line for S3 MCO and dashed for EEP.
constraints. EEP is limited to having the same constellation sizes for all UEs. In Fig. 11, the individual constellations are shown on top, and the joint constellations are shown at the bottom. From left to right, we have the solution of the GAO for $\beta_{u}=1, \forall u$, the MCO for $\beta_{u}=1, u$ and both the GAO and MCO for $\boldsymbol{\beta}=[1,2,2.4]$, which were the received powers obtained for $\alpha_{1} \approx \alpha_{2}$. The BER performance is better for the MCO than for the GAO with $\beta_{u}=1, u$, and the solution with $\boldsymbol{\beta}=[1,2,2.4]$ outperforms the other. Nevertheless, the BER performance is not added for space economy.


Fig. 11. Constellations for 3 users with $M=[2,2,4]$. The results in the right are obtained with $\boldsymbol{\beta}=[1,2,2.4]$

## B. Complexity of the Offline Optimization

The constellations proposed in Section VI-A have been obtained with the parameterization in Table III. For strategy S2, we indicate the cycle and step as (cycle-step). The total complexity is decreased by around 3 times for S 2 with respect
to the strategy S 1 , but the total number of generations is greater and the total population size is similar. The solutions obtained for the S1, S2, S3 and S4 strategies are virtually identical and their differences manifest mainly in rotations and very small variations in the position of the symbols. The variables of both GAO and MCO S1 have been randomly initialized.

TABLE III
Configuration of $N_{G}, N_{P}, N_{r}$ and $N_{S}$ FOR DIFFERENT STRATEGIES.

|  | $N_{G}$ | $N_{P}$ | $N_{r}$ | $N_{s}$ |
| :---: | :---: | :---: | :---: | :---: |
| GAO 1st | $4\left(U+\sum M_{u}\right)$ | $20\left(U+\sum M_{u}\right)$ | $X$ | $X$ |
| GAO 2nd | 30 | 300 | $X$ | $X$ |
| MCO S1 | $6\left(U+\sum M_{u}\right)$ | $20\left(U+\sum M_{u}\right)$ | 1000 | 1000 |
| MCO S2 (1-1) | $2\left(U+\sum M_{u}\right)$ | $5\left(U+\sum M_{u}\right)$ | 100 | 100 |
| MCO S2 (1-2) | $2\left(U+\sum M_{u}\right)$ | $5\left(U+\sum M_{u}\right)$ | 100 | 100 |
| MCO S2 (2) | $3\left(U+\sum M_{u}\right)$ | $10\left(U+\sum \boldsymbol{M}_{\boldsymbol{u}}\right)$ | 1000 | 1000 |
| MCO S4 | $U+\sum M_{u}$ | $U+\sum \boldsymbol{M}_{\boldsymbol{u}}$ | 1000 | 1000 |

As the previous results evidence, MCO has the best performance, outperforming the existing solutions and GAO, at the expense of increasing the complexity. In Section V, four different strategies were introduced to reduce the complexity, while obtaining the same results. In Table IV, we provide the total number of operations and execution time per design technique and strategy. GAO (1) and GAO (2) refer to the first and second step of GAO, respectively. All times are obtained for a processor AMD Ryzen 7 2700X 3.7 GHz. GAO uses a single processor and MCO uses parallel processors ( 12 times faster). Nevertheless, GAO performs on average around 10 k operations per second and MCO around 150k operations per second per processor (as per Matlab matrix multiplication).

## C. Non-coherent versus Coherent Scheme Performance

In this subsection, we consider a multipath time-varyimg channel and an implementation with OFDM modulation according to the 5 G new radio numerology. To obtain the results, the coherence time is calculated as $T_{c}=0.15 f_{D}^{-1}$ [31], where $f_{D}$ is the maximum Doppler frequency. To implement time correlation effects we use the autocorrelation model of (2) in [32]. We also consider that the duration of an OFDM symbol is the inverse of the separation between subcarriers $T_{s}=1 / \Delta_{f}$. We can obtain the ratio of coherence time to the OFDM symbol duration as $N_{C T}=T_{c} / T_{s}$, which is given in Table V for 5 G scenarios with very high mobility at 500 $\mathrm{km} / \mathrm{h}$ (maximum speed for 5G). Only the values that are compatible with the allowed combinations of carrier frequency $\left(f_{c}\right)$ and subcarrier spacing $\left(\Delta_{f}\right)$ in the 5G standard are shown; otherwise they are marked with "-" in the table. The coherent scheme uses channel estimation based on zero-forcing with pilot symbol assisted modulation (PSAM), as done in [7].

The results are shown in Fig. 12 for different $N_{C T}$ values and multipath channels with a delay spread ( $\sigma_{\tau}<1 \mu \mathrm{~s}$ ), so the minimum coherence bandwidth is $B_{c} \approx 1 /\left(5 \sigma_{\tau}\right)=200 \mathrm{kHz}$. Performing the differential encoding of the NC scheme over the frequency domain [10] and following the 5G standard [1], 4 out of 14 OFDM symbols correspond to reference signals for each slot. The SNR $(\rho)$ for the coherent scheme has been penalized as $10 \rho / 14$ due to the channel estimation overhead. For high $\rho$, the NC outperforms the coherent scheme except
for $N_{C T} \geq 10$. For $N_{C T} \leq 5$, the NC outperforms the coherent scheme for all $\rho$ values. Also, the NC outperforms the coherent counterpart in the low $\rho$ regime even for large $N_{C T}$.


Fig. 12. Non-coherent $\left(M_{u}=\left[\begin{array}{ll}4 & 4\end{array}\right]\right.$ and $\beta_{u}=\left[\begin{array}{ll}1 & 1\end{array}\right]$ from Table II) vs. coherent scheme (2 users with regular QPSK) for $R=128$, for different $N_{C T}$.

## VIII. CONCLUSIONS

We have proposed new constellations using a novel technique based on evolutionary computation (EC) for the NC massive SIMO in multiuser UL scenarios. The proposed constellations outperform the state-of-the-art solutions.
We have shown that a classical analytical approach is intractable and proposed two different approaches for solving this problem, referred to as GAO and MCO. The former obtains the individual constellation and the bit mapping policy for each UE by solving two different optimization problems with a constrained complexity and considering assumptions about the PDF of the received joint-symbols. The latter determines the constellations and the bit mapping policies in a single optimization problem by evaluating the system BER using a Monte-Carlo simulation. The numerical results have verified our analysis of the distribution of the received jointsymbols, and shown that both GAO and MCO significantly outperform the existing constellations, in different channel types, while MCO outperforms GAO in most scenarios. It is thus corroborated that the proposed constellations work well in realistic channels and outperform the state-of-the-art. We have also presented the time complexity and number of operations for each scenario, confirming the validity of our complexity analysis.

This work contributes to the improvement of the performance of NC schemes combined with large number of antennas, with an offline design of the constellations. It has shown the viability of the proposed constellations to multiplex a moderate number of users with moderately large constellation sizes in the same time-frequency resources. This is a significant improvement with respect to previous NC constellations in the literature and paves the way to achieving even better multiplexing capabilities, particularly in scenarios where NC schemes outperform coherent ones.

TABLE IV
NUMBER OF PRODUCTS $\left(N_{\times}\right)$AND EXECUTION TIME $(T)$ FOR DIFFERENT TECHNIQUES AND SCENARIOS $\left(N_{\times} \mid T\right)$.

| $N_{\times}$I T | GAO (1) |  | GAO (2) |  | MCO S1 |  | MCO S2 |  | MCO S3 |  | MCO S4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{U}=2, \mathrm{M}=\left[\begin{array}{l}4\end{array}\right]$ | $128 \cdot 10^{3}$ | 13s | $15.4 \cdot 10^{3}$ | 2.3 s | $7.6 \cdot 10^{10}$ | 12h | $3.32 \cdot 10^{10}$ | 5h | $5 \cdot 10^{8}$ | 347s | - | 352s |
| $\mathrm{U}=3, \mathrm{M}=\left[\begin{array}{lll}4 & 4\end{array}\right]$ | $1152 \cdot 10^{3}$ | 116s | $5.8 \cdot 10^{3}$ | 573s | $2.51 \cdot 10^{11}$ | 39h | $1.1 \cdot 10^{11}$ | 17h | $2 \cdot 10^{9}$ | 1231s | - | 1302s |
| $\mathrm{U}=2, \mathrm{M}=\left[\begin{array}{ll}88\end{array}\right]$ | $1659 \cdot 10^{3}$ | 167s | $8.2 \cdot 10^{9}$ | 1.1h | $2.83 \cdot 10^{11}$ | 44h | $1.24 \cdot 10^{11}$ | 19h | $2.2 \cdot 10^{9}$ | 5003s | - | 1315s |
| $\mathrm{U}=3, \mathrm{M}=\left[\begin{array}{lll}2 & 2 & 4\end{array}\right]$ | $155 \cdot 10^{3}$ | 16s | $2.56 \cdot 10^{3}$ | 0.7 s | $9.2 \cdot 10^{10}$ | 14h | $4 \cdot 10^{10}$ | 6.2h | $8 \cdot 10^{8}$ | 367s | - | 371s |

TABLE V
RATIO OF $T_{c}$ AND OFDM $T_{s}\left(N_{C T}\right)$, FOR $v=500 \mathrm{KM} / \mathrm{H}$ FOR DIFFERENT CARRIER FREQUENCIES $f_{c}$ IN GHz AND CARRIER SPACING $\Delta_{f}$ IN KHz.

| $N_{C T}$ | $\Delta_{f}=15$ | $\Delta_{f}=30$ | $\Delta_{f}=60$ | $\Delta_{f}=120$ | $\Delta_{f}=240$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{c}=0.7$ | 7 | 15 | 29 | - | - |
| $f_{c}=3.6$ | 1.4 | 2.8 | 5.6 | - | - |
| $f_{c}=27$ | - | - | - | 1.5 | 3 |
| $f_{c}=54$ | - | - | - | - | 1.5 |
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