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Abstract
Air pollution is a serious global problem that threatens human life and health, as well as
the environment. The most important aspect of a successful air quality management
strategy is the measurement analysis, air quality forecasting, and reporting system. A
complete insight, an accurate prediction, and a rapid response may provide valuable
information for society’s decision-making. The data mining paradigm can assist in the
study of air quality by providing a structured work methodology that simplifies data
analysis. This study presents a systematic review of the literature from 2014 to 2018 on
the use of data mining in the analysis of air pollutant measurements. For this review, a
data mining approach to air quality analysis was proposed that was consistent with the
748 articles consulted. The most frequent sources of data have been the measurements of
monitoring networks, and other technologies such as remote sensing, low-cost sensors,
and social networks which are gaining importance in recent years. Among the topics
studied in the literature were the redundancy of the information collected in the moni-
toring networks, the forecasting of pollutant levels or days of excessive regulation, and
the identification of meteorological or land use parameters that have the most substantial
impact on air quality. As methods to visualise and present the results, we recovered
graphic design, air quality index development, heat mapping, and geographic information
systems. We hope that this study will provide anchoring of theoretical-practical develop-
ment in the field and that it will provide inputs for air quality planning and management.
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Highlights & 748 papers were published between 2014 and 2018 using data mining algo-
rithms in the analysis of air pollutants.

& 48 were selected and rigorously analyzed, from which a data mining approach was
proposed for air quality management.
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& The main sources of data acquisition, the most common pre-processing techniques, the
principal study methods, and different ways of viewing and presenting the results are
detailed.

1 Introduction

Reducing levels of pollutants provides environmental, social and economic benefits. Annually
more than 3 million deaths are attributable to ambient air pollution, which becomes the world’s
most considerable single environmental health risk (World Health Organization 2016). In turn,
managing air quality is a crucial issue to prevent climate change from deepening (Sullivan
et al. 2018). Therefore, development of public policies for monitoring and management the air
pollution is urgent (Wang et al. 2017a, b; Sammarco et al. 2017).

Emissions, chemical transport and the half-life of pollutants in substances have a strong
impact on chemical compounds concentrations in the air, and therefore, on the air we breathe
and its quality (Wang et al. 2016). At the same time, these substances undergo chemical
transformations by reactions between them or by the action of sunlight, generating new
compounds. Air quality is therefore a complex phenomenon that depends on multiple natural
and anthropic factors (Mayer 1999).

The most important aspect of a successful air quality management strategy is measurement
analysis, air quality forecasting, and reporting system (Zhang et al. 2012). Today, sensors
collect useful measurements at regular intervals generating air quality data efficiently. Their
rapid analysis and reporting would provide valuable information for society’s decision making
(Chen et al. 2017; Sammarco et al. 2017; Yang et al. 2018b).

Data mining is a computational methodology for obtaining useful information from large
data in order to discern patterns of behavior to be used in analysis and prediction (Bellinger
et al. 2017; Chen et al. 2017). Data mining techniques are applied to different fields of research
such as marketing, medicine, biology, engineering and social sciences (Han et al. 2011). In
data mining, a data warehouse stores the data in a central repository and the search is
automated, which provides faster data processing and reports visualisation production (Han
et al. 2011).

In recent years, an essential advance in the way of collecting, managing and analysing data
has come up, leading to a new way of understanding knowledge production. The study of air
quality has not been left aside. As we will see below, numerous papers have appeared using
data from different sources to obtain a more detailed picture of the situation. The publication of
a large number of articles studing air quality from different perspectives requires the generation
of a summary paper that synthesizes the different available tools.

This study presents a systematic review of the recent literature from 2014 to 2018 on
the use of data mining in the analysis of air pollutant measurements from monitoring
stations and other complementary data sources. The objective of this research is to
generate a summary of the novel work done in data mining and air quality, and thus
facilitate the selection of new tools for future works. The integration of large and diverse
types of data offers an opportunity for a better assessment and prediction of air pollut-
ants. This work provides elements for a complete working methodology development,
from data acquisition and pre-treatment to the production of useful and understandable
air quality reports.
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The rest of this document is organised in sections. Section 2 presents the methodology used
in the bibliographic review. Section 3 summarises the data mining approach. Also, the different
steps for the treatment of air quality data from its acquisition to the generation of reports are
presented in Section 3. Section 4 concludes this document with some observations on the
future of the topic.

2 Research Methodology

The focus of the literature search was to identify the contributions of data mining in the
analysis of air quality. To start, a cursory literature review of journal articles covering topics
related to “air quality” and “data mining” were conducted. In a second phase, the works in
which data mining was specifically employed in the analysis of outdoor air quality monitoring
data were examined, with a particular interest on descriptive and predictive studies about
atmospheric pollutant levels. As a general criterion, research whose purpose was limited to
identifying sources of pollution or which only employed deterministic models were omitted.

The literature search focused solely on peer-reviewed journal articles to ensure the quality
of their contributions. Articles presented at conferences were excluded because they did not
bring significant technical advances on the subject. We used the descriptors [“data mining”
AND “air quality”] OR [“data mining” AND “air pollutant”] OR [“data mining” AND “air
pollution”] in the following databases: Elsevier (SCOPUS), IEEE Xplore, Science Direct and
Taylor & Francis. The period between 2014 and 2018 was taken to assure the novelty of the
works.

The research was conducted between 27 and 28 November 2018 and resulted in 748
articles. Abstracts of each article were read to assess their relevance to our research objectives
and to identify duplicate articles (Kitchenham 2004; Wamba et al. 2015). At the end of this
process, 48 articles were selected as being pertinent to the research objectives. Also, this paper
includes other studies that present essential contributions to the subject, specificaly books or
reviews that focus on data mining tools, the use of big data or data visualization. The literature
review was carried out by identifying the relevant methodological contributions proposed in
them. To this purpose, it was necessary to develop a framework to structure the methodologies
identified by stages.

3 A Data Mining Framework for the Study of Air Quality

The short-term (public health) and long-term (climate change) benefits of controlling air quality have
been studied extensively in the scientific literature (Zhang et al. 2012; Mabahwi et al. 2014).
However, air quality monitoring is irregular around the globe. Numerous publications state that
routine air quality monitoring is limited and that many countries lack air quality standards
(Baldasano et al. 2003; Sulemana 2012; Petkova et al. 2013; Sammarco et al. 2017). One factor
that could explain the low investment in air quality monitoring is that measurements of pollutants
only have value concerning the knowledge they contribute to the creation and implementation of
public policies that generate improvements for society (Zhang et al. 2012). Limited specific technical
knowledge, inability to analysemeasurements or problems in the elaboration and communication of
reports are some of the difficulties encountered by public administrations (Sammarco et al. 2017;
Amegah and Agyei-Mensah 2017).
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The data mining paradigm can help in the study of air quality by providing a structured
working methodology simplifying data analysis (Gong and Ordieres-Meré 2016). As we will
see below, the process starts with the data acquisition and the data pre-processing, before
applying mathematical algorithms. The methods used in data mining come from different
disciplines including Artificial Intelligence, Statistics, Mathematics, Automatic Learning, and
Database Systems (Han et al. 2011). Finally, a post-processing stage is used to visualise the
results of the analysis in an intuitive and easy-to-communicate manner (Bellinger et al. 2017).
Figure 1 proposes an architecture of the data mining approach for air quality analysis. Data
sources contribute to generate databases on different variables of interest. These data are
analyzed to generate useful information for end users.

Data mining algorithms are divided into description and prediction techniques. Likewise,
these techniques could be separated into supervised (mostly for prediction) and unsupervised
(mostly for description). Descriptive models allow to determine patterns in data sample and
sub-divide them into clustering and association rules. In the predictive model, we can predict
values from a different set of sample data with classification and regression algorithms (Shi
et al. 2017).

To facilitate the analysis we propose a series of questions that are important in the study of
air quality:

Monitoring issues Is there redundancy of information between concentrations mea-
sured by monitoring stations? How does weather affect measured
concentrations?

What are the most frequent levels of contaminants?
Does the concentration of contaminants exceed legal limits?

Analysis of extreme events What days/months do extreme events occur?

Fig. 1 The architecture of data mining approach for air quality analysis
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What kind of conditions are associated with high levels of contaminants?

Temporal and spatial behavior At what time of day is the concentration of
pollutants highest?

In what month do episodes of peak concentrations occur?
How have levels of pollutants changed over the years?
Where do peak concentrations occur?
What will air quality look like in the future?

The subsections below detail the different considerations and techniques identified in the
bibliography for each step attempting to answer the questions presented. Whereas the first
subsection oversees the analysis of different data sources and acquisition methods, the second
subsection deals with data pre-processing. The third subsection describes data analysis
methods, both according to descriptive and predictive models. Finally, the last subsection
details how to store the results generating the best graphs and reports.

3.1 Data Sources and Acquisition

Ambient air is a complex mixture of compounds in gaseous, solid and liquid states that
continuously change and interact with each other. Air quality researches study pollutants
that have definite allowable concentrations in national air quality standards. Therefore, in
general, air quality studies in urban areas analyse the concentration levels of the most
monitored pollutants: PM10, PM2.5, NO2, NO, O3, CO, and SO2. Recent works incorpo-
rate pollen as urban pollutants due to its proven effects on health (Csépe et al. 2014).

Although the data mining approach does not require massive amount of data (big
data), the investigations take as their primary source the state agencies that operate
continuous monitoring networks and provide hourly data (Gong and Ordieres-Meré
2016). The high frequency of pollutant measurements improves the possibility of making
forecasts, in addition to a better characterisation of the phenomenon.

When this level of temporal detail is not available, a monthly analysis of contaminant
concentrations may be performed. Air quality time series show seasonal behaviors produced
by natural and anthropogenic factors that are interesting to consider in studies of short periods
(Elangasinghe et al. 2014a). In order to represent the variability of the phenomenon in the
summary measure, sampling must be done on different days and at different hours
(Elangasinghe et al. 2014b).

In turn, atmospheric pollutants have high spatial variability, decreasing concentrations
away from emission sources. When there is a low density of monitoring sites, the use of
spatial interpolation techniques is discouraged (Qin et al. 2015; Tian et al. 2019),
requiring more complex models. Air Quality Models (AQM) can give a deterministic
description of air quality, including an analysis of factors and causes. AQM are based on
theoretical equations that model the transport, dispersion and reactions that occur in the
air after the emission of a pollutant. As a disadvantage, AQM requires specific data that
is difficult to obtain everywhere (Gulia et al. 2015). We found studies that incorporate
outputs from global AQM models as a source of data for statistical models, such as the
LUR models detailed below (Yang et al. 2017).

It is also interesting to explore the data generated by emerging technologies (Leung
et al. 2018). Remote sensing is a top-down method for obtaining daily data with global

Data Mining Paradigm in the Study of Air Quality 5



coverage on different atmospheric pollutants (Westerlund et al. 2014). On this, the
scientific community has supported its use for global and mesoscale monitoring of gases
and aerosols (Yeganeh et al. 2017; Bellinger et al. 2017). The literature presented an
extensive use of free-download satellite images, that allow the generation of models with
good accuracy and moderate spatial and temporal resolution (Rathore et al. 2015; Yang
et al. 2017; Chen et al. 2018a, b).

On the other hand, there is a new group of monitoring equipment, popularly known as
low-cost sensors, which for its reasonable price may be used to make dense monitoring
networks (Hu et al. 2016; Honarvar and Sami 2018). This equipment is proposed to infer
the air quality of a road or region that needs an estimate in real time. An interesting
social aspect that appears next to this is the crowdsourcing approach, where a large group
of people is asked to contribute to air quality sounding (Amegah and Agyei-Mensah
2017; Shi et al. 2017).

Due to the complex association between atmospheric pollution concentrations and
environmental and meteorological conditions, the papers incorporate accessory variables
that complement the research. Some works integrate meteorological variables (Gong and
Ordieres-Meré 2016; Franceschi et al. 2018), environmental variables (Hasenfratz et al.
2015) or land use variables (Sadat et al. 2015; Hasenfratz et al. 2015; Honarvar and Sami
2018).

As a novel proposal, recent works integrate information from online social networks,
such as messages in microblogs (Sammarco et al. 2017; Ni et al. 2017). The parameter
being studied is the volume of generated messages that have certain keywords. In this
way it is possible to evaluate the effectiveness of social media as a complement to air
quality sensors to detect extreme events. However, public perception, awareness and
response to pollution are difficult variables to quantify (Wang et al. 2015).

With the incorporation of multiple sources it is necessary to create and manage
efficient and consistent databases and data warehouses (Villar et al. 2018). Data Extrac-
tion, Transformation, and Loading (ETL) systems and tools facilitate integration of data
from heterogeneous sources, allowing experienced users to perform normalization, con-
version, validation, and filtering operations (Castellanos et al. 2014).

3.2 Data Preparation

Data preparation is an essential step of the whole process that consumes most of the time
(Bellinger et al. 2017). In this step, all inconsistencies should be corrected, such as
treatment of false zero values or negative values for concentration measurements. Also,
in this stage decisions must be made about the treatment of outliers and missing values
replacement, which require special care because they are linked to the selection of the
method of analysis to be performed.

Data can be missing due to measurement error, human error, hardware problems,
insufficient sampling frequency, and faulty equipment (Junger and De Leon 2015). There
are different methodologies to deal with the presence of missing data. Some works prefer
to omit the stations, days or months in which a large proportion of missing data is
presented. Zhang et al. (2018) calculated the 24-h mean concentration only when more
than 20 h of valid data were available for the day in question. A widely used rule is to set
a maximum limit of missing or erroneous values during the selected period, e.g., 15%
during the selected period based on 90% of the data captured annually (European
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Commission 2008). Franceschi et al. (2018) allowed 15% of missing values over the
total of the measurements made. However, this limit can be extended according to a
pragmatic criterion.

Data discontinuity poses an obstacle in time-series analysis, which generally requires
continuous data as a condition for their use. When the proportion of missing data is not
large, it is possible to fill in the missing data. One of the most commonly used methods
for filling in small amounts of missing values is the linear interpolation method (Terry
et al. 1986). Other more complex methods are the cubic spline interpolation, nearest
neighbor interpolation or regression-based interpolation (Junninen et al. 2004; Sadat
et al. 2015; Yang et al. 2018a, b). Junninen et al. (2004) showed an improvement in
the performances using the multiple imputations, where the final estimate is composed of
the outputs of several multivariate filling methods.

Filling techniques cannot be applied to a large amount of missing data. Junger and De
Leon (2015) observed that different methods generated satisfactory results when the
amount of missing data was close to 5%. However, the prediction was not sustained
when the proportion of missing values exceeded 10% (Junger and De Leon 2015). Even
with small amount of data (<5%), imputation using the mean or median should be
avoided (Junninen et al. 2004).

Another problematic aspect is the detection of outliers. These can be easily identified
when the data have a normal probability distribution. However, air quality data presents a
continuous positive probability distribution, where a higher proportion of low concen-
trations is observed, decreasing the probability of higher concentrations. Concentrations
of air pollutants usually exhibit a gamma (Bakhtiarifar et al. 2017) or lognormal
(Hasenfratz et al. 2015) distribution. The asymmetric dispersion towards higher concen-
trations generates great difficulties when highlighting atypical events over measurement
errors.

The application of limits related to the standard deviation associated with the data
(e.g., control charts) cannot be used because data normality is a requirement (Martínez
et al. 2014). Instead, this problem requires another perspective, which is generally based
on non-parametric methods. Holesovsky et al. (2018) proposed a two-step procedure
which analyses kernel smoothing residuals using extreme event theory. Martinez et al.
(2014) proposed to use a functional viewpoint based on the concept of functional depth.
While the method proposed by Holesovsky et al. (2018) was not able to distinguish the
outliers caused by measurement and experimental errors from the outliers that result from
unusual measurement conditions or from natural variability of the observed variables,
Martinez et al. (2014) achieved this objective, proving this to be a more powerful
approach to efficient differentiation.

When it is a requirement, a data transformation technique to stabilise the variance in
order to normalise the distribution can be applied. The most widely used polynomial
transformation is the Box-Cox transformation (Martinez et al. 2014).

The data preparation step includes additional data processes, such as daily or monthly
aggregation of data (Desarkar and Das 2018; Gong and Ordieres-Meré 2016). The annual
averages are not recommended because they hide the inter-annual changes that have great
importance in the condition of the air (Zhang et al. 2018).

The mean is usually the most used aggregation function because the median presents better
descriptive power when the data do not follow normal behaviour; therefore, some countries
prefer to use the percentile method to assess air quality (Salako and Hopke 2012).
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3.3 Data Processing

Air quality time series are nonlinear and non-stationary with different frequency charac-
teristics challenging to be analysed (Austin et al. 2013; Chen et al. 2017). Selecting a
correct analysis model is a sensitive point in data mining because it can lead to incorrect
results.

The analysis methodologies identified in the literature are detailed below, taking for their
presentation a distinction between descriptive and predictive methods. These methods are very
diverse among themselves, some methods are supervised, and others are unsupervised (Chen et al.
2017). This arrangement is intended to provide a better understanding of the techniques within the
framework of its implementation. For further details in data mining methods we recommend the
studies of Gong and Ordieres-Meré (2016) and Witten et al. (2016).

3.3.1 Descriptive Methods

Several summary statistics are used to describe the set of observations. It is usual to present different
measures of central tendency, such as the arithmetic mean and the median, and a measure of
statistical dispersion like the standard deviation or the range (Marc et al. 2016; Chen et al. 2017).

One way to qualitatively analyse the strength of association between contaminant
concentrations and related meteorological factors is to perform a correlation coefficient
analysis to show which factors are most related (Yang et al. 2011; Chen et al. 2014). The
most widely used correlation coefficient in the literature is the Pearson correlation
coefficient (Zhang et al. 2018); in some papers, the Spearman correlation coefficient is
also presented along with it (Chen et al. 2017; Ni et al. 2017).

However, when the time series are non-stationary, some statistical methods may not be entirely
suitable for characterising their behavior. The multifractal approach of detrended cross-correlation
analysis is a proper tool to obtain a detailed description of the relationships between two time series.
The fractal approach can divide the whole data into smaller self-similar fragments and discover the
physical process (Podobnik and Stanley 2008; Zhang et al. 2015; Qiao et al. 2017).

When working with many accessory variables, it is essential to establish which variables have a
substantial impact on data behavior (Franceschi et al. 2018). To this end, statistical methods are
usually used to choose the most appropriate variables to be incorporated into the analysis
(Domańska and Łukasik 2016). Essential methods in this scope include principal component
analysis (PCA), association rules mining and cluster analysis. Domańska and Łukasik (2016)
present an interesting discussion regarding the selection of the dimensional reduction method.
Seventeen reduction algorithms are evaluated, concluding that Isomap, Landmark Isomap, and
Factor Analysis are superior since the other methods tended to remove important attribute data when
eliminating redundant information.

Dimensional reductionmethodsmay be pre-processing procedures for predictivemodels in order
to reduce the number of input variables in the system, thus considerably diminishing redundant
information, instabilities and overfitting (Russo et al. 2015). The selection of the most explanatory
variables can be done independently for each station or considering all stations as a whole. Some of
the techniques presented below can be employed to forecasts.

Clustering Cluster analysis algorithms cover the goal of finding different groups of similar
objects. One advantage of grouping to discover the underlying structure is that it does not
require human supervision, making it one of the most popular techniques (Chen et al. 2017).
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Clustering methods have different uses in air quality study. Marc et al. (2016) used clustering
with the objective to find links among concentrations of chemical compounds to identify potential
sources of emissions in a monitored area. Another problem solved with clustering methods was
groupingmeasurement points or observation objects in different sampling seasons (Marc et al. 2016;
Xie et al. 2018). Cluster methods can be applied to the measured concentration matrices or on the
correlation matrix according to the goal (Xie et al. 2018; Wang and Zhao 2018). At the same time,
the numbers and the significance of the clusters reflect the strength of the relationship between two
data sets.

This technique has been used to identify redundant data between monitoring stations.
He et al. (2018) made an analysis of the Spearman correlation factor and applied a cluster
analysis in order to reveal the similarities of the PM2.5 monitoring network behaviour in
Shanghai.

In connectivity-based clustering, clusters are formed by connecting data points according to their
distance. These methods are commonly referred to as “hierarchical grouping” because they produce
a hierarchy partition of the dataset fromwhich the user selects the appropriate level of clusters. These
methods are not very robust towards outliers.We can see an application inWang et al. (2018) where
a cluster analysis was conducted using seasonal values to identify regions with a similar variation in
contaminant concentration.

In the Centroid-based clustering model, clusters are represented by a centroid, which
is not necessarily a member of the data set. The distance between a data point to the
centroid indicates the similarity between the two objects. This algorithm requires careful
handling of time series of unequal lengths and is highly susceptible to noise and outliers
(Yang et al. 2018a).

An important step is to establish which distance measure is more appropriate for the character-
istics of the time series analysed. The most commonly used methods of this model are k-means and
k-Medoids. Elangasinghe et al. (2014a, b) used a k-means data mining technique in polar diagrams
to find similarities and relationships among wind direction, wind speed, and PM10 and PM2.5

concentrations to identify the primary sources of emissions in New Zealand. Chen et al. (2015)
suggested an Environmental Pollution Clustering algorithm to organise a large number of sample
data points into groups based on k-means, with the advantage that it does not impose a fixed number
of clusters.

In general, it is possible to obtain better results using an approach that contemplates
temporal correlation of the data. In turn, air pollutants time series may be a noisy
environment. Consequently, ignoring time dependence of the data could produce results
biased by the presence of outliers (Mori et al. 2016; Chen et al. 2017). Some methods are
based on replacing the distance/similarity measure for static data with an appropriate
measure for time series. Another approach is to reduce time series to a smaller vector or
model parameters, and then applying a conventional grouping algorithm to the vectors or
model parameters (Liao 2005). It has been observed that the performances of robust
fuzzy models are better than results obtained utilising standard (non-fuzzy) and non-
robust clustering procedures based on hierarchical and partitioning around centroid (e.g.,
k-means clustering) approaches (Chen et al. 2017).

K-Nearest Neighbour The k-nearest neighbors’ algorithm (k-NN) is a non-parametric
method employed for the classification and regression of a dataset. Objects are
categorised according to the most common class among their k nearest neighbors. In
the regression of k-NN, in contrast, the output is the average of the values of its closest
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neighbors to k. This technique can be used to assign weight to neighbors’ contributions
based on distance, so that the nearest neighbors contribute more to the average than the
furthest (Junninen et al. 2004). In this sense, k-NN techniques include the spatial-
temporal relationship in order to classify the data. As an example of its integration with
other techniques, Soh et al. (2018) developed an Adaptive Deep Learning-based Air
Quality Prediction Model using k-NN by Euclidean Distance and k-NN by Dynamic
Time Warping (DTW) Distance.

Associative Rule and Sequential Pattern Mining Association Rule Mining (ARM) seeks
association among a large set of categorical data. An association rule shows and enables to
predict the occurrence of a specific event based on the occurrences of the other events (Sadat
et al. 2015; Witten et al. 2016). A variant of ARM is the Sequential Pattern Mining (SPM).
SPM was developed to discover the associative relationships between lists of data records
ordered according to either spatial or temporal dimensions (Yang et al. 2018b). Although
ARM and SPM are usually represented by a rule with an antecedent and a consequence, it
should be differentiated from a causal analysis. While the ARM and SPM indicate a statistical
relationship between the observations, a causal relationship implies whether the presence of
one incident causes the presence of another (Soysal 2015; Yang et al. 2018b).

Fuzzy logic provides a good alternative for assessments based on a reasoning process.
Fuzzy ARM provides more reliable associations rules because fuzzy sets can model the
uncertainty embedded in the measures (Olvera-García et al. 2016). The fuzzy analysis takes
particular importance for spatial association rule mining where the uncertainty is higher (Sadat
et al. 2015). An application case is (Jiang et al. 2017), where an association rule was
introduced to determine the associated cities that have strong relativity around the target
domain.

Principal Component Analysis Principal Component Analysis (PCA) is a feature extraction
method that uses orthogonal linear projections to capture the underlying variance of the data.
The dataset with interrelated variables is transformed into a reduced new set of variables which
are the combinations with the highest variance (Franceschi et al. 2018).

PCA has been successfully applied for AQ studies as a non-parametric method of
classification. PCA has been used to relate meteorological variables to the concentration
of atmospheric pollutants (Franceschi et al. 2018) and to classify the monitoring sites
(Pires et al. 2008). This technique is useful for optimising the monitoring sites that
constitute the network, helping to reduce costs, but at the same time ensuring adequate
characterisation of regional air quality. A novel application of this technique can be
found in Harkat et al. (2018), where PCA and interval-valued PCA were used to predict
unmeasured variables from others; it was easier to measure and useful for fault detection
in air quality data.

Linear Classifier A linear classifier is a classifier which uses a hyperplane to separate classes.
A linear classifier is robust against noise since it tends not to overfit and has relatively shorter
training and testing times (Shmilovici 2009). Two large broad classes of methods are used to
determine the parameters of a linear classifier. The generative methods have as an example:
Linear Discriminant Analysis that assumes Gaussian conditional density models, and Naive
Bayes Classifier with multinomial or multivariate Bernoulli event models, while discriminative
models which cover the Logistic Regression, Perceptron, and SVM are also present.
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SVM models are a set of related methods for supervised learning, applicable to classifica-
tion, regression, and non-linear function approximation. Its employment is recommended for
having a better generation capability, global optimisation, and dimensional independence
(Shmilovici 2009; Xu et al. 2017). Also, empirical comparisons have shown that SVM
performs faster in the training set than Artificial Neural Networks (ANN), even though
ANN is the most robust to work with noise (Gong and Ordieres-Meré 2016). Xu et al.
(2017) compared a hybrid forecasting model (SVM with a Whale Optimization Algorithm)
to ARMA model; the proposed model proved to be superior in three cities.

3.3.2 Predictive Models

Forecasting pollution levels are an essential aspect of air quality management. The various
approaches proposed for predicting atmospheric concentrations are primarily divided into
deterministic and stochastic models.

Deterministic or numerical models, including dispersion and chemical transport
models, have various problems and deficiencies. As mentioned above, appropriate inputs
are difficult to determine or they have a high degree of relative uncertainty because they
are sensitive to a large number of factors, including the scale and quality of the source
inventories, the processes of dispersion and distribution, and chemical reactivity into the
atmosphere (Wang et al. 2017a, b). In turn, hardware requirements are often high for the
implementation of traditional models (Jiang et al. 2017). These requirements make it
difficult to adopt a single prediction model for air quality management.

Stochastic or empirical observation-based methods rely on the relationship between current
air quality measurements and historical measurements, and may also include different vari-
ables. The conventional statistical approaches in prediction include linear or nonlinear regres-
sion models, time series models (ARMA, ARIMA, SARIMA, Holt-Winters) and support
vector machine (SVM) (Wang et al. 2017a, b). Its approach usually requires a large amount of
historical data to build the mapping between the predictors and targets, making the applica-
bility of statistical models limited (Jiang et al. 2017). Innovative approaches for air quality
forecasting include stepwise (STW) regression and wavelet analysis (Russo et al. 2015),
artificial neural networks (Csépe et al. 2014; Sekar et al. 2015; Gong and Ordieres-Meré
2016), fuzzy and neuro-fuzzy logic (Gong and Ordieres-Meré 2017; Dincer and Akkuş 2018),
and hidden Markov models (Domańska and Łukasik 2016; Gómez-Losada 2017; Jiang et al.
2017).

As noted above, descriptive data mining techniques can also be applied in prediction. For
example, clustering analysis is also used for forecasting (Domańska and Wojtylak 2014). The
overall cluster forecast can be obtained through a linear regression between the centre of the cluster
and the total cluster. At first, the cluster centre is estimated with the historical data and, then the
forecast made is extended to the entire cluster. This approach can help when variability is
significantly affected by causal factors that can be identified and monitored (Zotteri et al. 2005).

Different works use diverse statistical measures to evaluate the performance of the models,
such as the correlation coefficient (R), determination coefficient (R2), the normalized mean
square error (NMSE), the root mean square error (RMSE) or the mean absolute error (MAE)
(Csépe et al. 2014; Russo et al. 2015). Some studies incorporated another measure of
forecasting error, such as the fractional bias, the factor of two (Biancofiore et al. 2017), the
Nash–Sutcliffe efficiency index (Sekar et al. 2015) or accuracy (Wang and Song 2018).
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Regression Analysis Forecasts using the linear regression method assume that the relationship
between the two variables is constant over time. The permanence of the previously established
relationship is fundamental for the forecasting of the response variable. A generalisation of
linear regression is the Generalized Linear Model (GLM), which allows treating error distri-
bution models other than a normal distribution (Westerlund et al. 2014; Hasenfratz et al. 2015;
Biancofiore et al. 2017).

Regression linear analysis can be expanded to include more predictive variables. Land Use
Regression (LUR) models use a set of explanatory variables to model pollution concentrations
(Westerlund et al. 2014; Shi et al. 2017b; Yang et al. 2017). In scientific literature, LURmodels
can be found based on Generalized Linear Mixed Models (GLMMs) or Generalized Additive
Models (GAMs) (Hasenfratz et al. 2015).

In the Generalised Additive Model (GAM), the linear predictor depends linearly on
unknown smooth functions of a predictor variable (Hastie 2017). GAMs have been used to
analyse and model the spatiotemporal variability of a particulate matter because it can adjust
for non-linear confounding parameters such as seasonal changes, trends, and the weather
variables (Hasenfratz et al. 2015). Nevertheless, its most significant application is in the field
of epidemiology, with models that relate contaminant levels to health effects (Lin et al. 2016;
Wu et al. 2016). GLMMs include random effects in the linear predictor, giving an explicit
probability model that explains the origin of the correlations. Yang et al. (2018a) presented a
mixed effects model using MODIS 3 km AOD together with meteorological data to estimate
PM2.5 concentrations.

When working with multivariate models, it is practical to use the automatic STW regression
procedure instead of manually conducting an exploratory regression model. The widely used
STW regression technique is an iterative regression modeling method that automatically
selects independent variables by testing the statistical significance of regression models. This
procedure automatically adds and removes predictors to find a subset of variables that, together
with the previously selected variables, generate the prediction more accurately (Russo et al.
2015; Shi et al. 2017b).

Least Absolute Shrinkage and Selection Operator (LASSO) is another useful method used to
select the most relevant predictive variables for linear regression. LASSO is based on minimising
Mean Squared Error by the addition of a penalty term on the parameter vector (Li and Shao 2015;
Yeganeh et al. 2017). Prediction based on regression analysis requires that air pollution datasets
satisfy some statistical assumptions. Since air pollution datasets present seasonality and are highly
dispersed, fulfilling these assumptions is very difficult (Dincer and Akkuş 2018). For this reason, in
many studies, non-parametric techniques are preferred for forecasting.

Box Jenkins Models Regression Analysis and Box-Jenkins models lead among statistical
techniques used for predicting future values (Sharma et al. 2009; Dincer and Akkuş 2018). The
Box-Jenkins Model is a systematic method of identifying, fitting, checking, and using
integrated ARIMA time series models. Ni et al. (2017) used ARIMA model to establish a
correlation analysis model of PM2.5 to meteorological data and social media data.

Fuzzy Time Series When the data is incomplete, includes uncertainty and does not satisfy
statistical assumptions as normality, a strategy is to transform data into fuzzy data. As
mentioned above, fuzzy sets are used to represent interval events in the domains of continuous
attributes, allowing continuous data lying on the interval boundaries to belong to multiple
intervals partially. Fuzzy Time Series (FTS) are appropriate for forecasting air pollution data
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with the time series approach (Dincer and Akkuş 2018). The primary disadvantage is that the
majority of fuzzification methods are sensitive to outliers. Dincer and Akkuş (2018) proposed
a new fuzzy time series model using Fuzzy K-Medoids clustering algorithm in data sets with
outliers and noise data points.

Regression and Classification Tree Decision tree learning uses a decision tree as a model by
performing binary recursive partitioning. Initially, the data are split into subsets based on
different evaluation functions (Gini diversity index, the entropy, or the error index) (Gacquer
et al. 2011). Then, the method subjects each subset to the same partitioning process until only a
few samples remain in the terminal subset (Gong and Ordieres-Meré 2016). The objective is to
create a predictive model by learning simple decision rules inferred from the data features
(Desarkar and Das 2018).

Decision tree techniques are implemented for continuous or discrete variables. For Regres-
sion Tree, the target variable takes continuous values, whereas, for Classification Tree, the
variable takes a discrete set of values. The Classification and Regression Trees (CART) are
easily comprehensible because they provide the reason for the chosen solution. Also, CART is
a non-parametric data-driven technique, i.e., the number of parameters is not specified before
modeling. Another advantage of CART is its simplicity and efficiency of their construction
compared to other classifiers such as Neural Networks (Desarkar and Das 2018) and Support
Vector Machines (Gong and Ordieres-Meré 2016).

A variety of algorithms based on CART can be found. Csépe et al. (2014) used different
Tree-based algorithms (M5P, J48, C4.5, REPTree, DecisionStump) to forecasting ragweed
pollen concentration. Sekar et al. (2015) used the M5P Model and REPTree to predict PM2.5

and CO concentrations (Witten et al. 2016).

Random Forest Random Forest (RF) algorithm is CART based. RF is an ensemble algorithm
that applies to bagging methods on CART. Unlike CART, RF selects only a few features
randomly in each training time. In this way, RF can obtain a lower error level and running time
without using all the input variables (Birant 2011). The performance function is a measurement
of the models’ performance (Gong and Ordieres-Meré 2016). Gong and Ordieres-Meré (2016)
employed CART and RF to identify the relevant variables. Zhao and Song (2017) used RF
with logistic regression and linear discriminant analysis to predict PM2.5 concentration in
different air conditions.

Artificial Neural Network and Deep Learning ANNs are becoming the widely used and
useful alternative techniques to model non-linear systems such as air pollution (Fu et al. 2015;
Biancofiore et al. 2017; Jiang et al. 2017; Ni et al. 2017; Russo et al. 2015). Deep learning
algorithms are multi-layered neural ANNs with which it is possible to perform recurrent
analysis or feedforward for the extraction of hierarchical characteristics (Wang and Song
2018). These models represent a good compromise between flexibility and effectiveness, do
not require any statistical assumptions or constraints, and may provide better forecasting
performance than statistical models (Sekar et al. 2015; Russo et al. 2015; Franceschi et al.
2018). However, ANN models have some drawbacks as local minima problems, poor gener-
alisation issues, difficulty in selecting appropriate network architecture, and complexity of
computation (Dincer and Akkuş 2018).

Hybrid models combine individual models for better air quality forecasting. ANN models are
typically combinedwith othermodels to obtainmore accurate air pollutant concentration forecasting
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(Jiang et al. 2017). Gong andOrdieres-Meré (2016) used a feed-forward back propagationANNand
the Pre-processing Synthetic minority over-sampling technique (SMOTE) to adjust the sampling
balance and prevent the overfitting problem. Csépe et al. (2014) applied two types of neural
networks: a complex (Multi-Layer Perception with more than one hidden layer) and a less complex
(Multi-Layer Perception Regressor with only one hidden layer) version. Other researchers designed
a fully connected deep LSTM network as a temporal predictor (Wang and Song 2018).

Jiang et al. (2017) used an adaptive fuzzy neural network (AFNN) to make PM2.5 concentration
predictions. Yeganeh et al. (2017) employed a wide range of ground-based PM2.5 measurements,
land use, meteorological and remotely-sensed AOD data to estimate the PM2.5 concentration using
adaptive neuro-fuzzy inference system (ANFIS), SVM and back-propagation artificial neural
network (BPANN) algorithms.

While some papers take the complete time series to feed the model, in other cases a random
sample is taken from the time. Randomised Data ensure the robustness of the trained network by
providing normally distributed samples for training, cross-validation and testing (Elangasinghe et al.
2014a, 2014b). Elangasinghe et al. (2014a) shuffled the time series of one complete year of data, and
the sample size was 300 data points for each season.

A large number of methods have been identified in this literature review. However, the authors
present different error measures making their comparison problematic. As a summary, Table 1
shows the performance of various prediction models. It seems that the neural networks presented an
advantage over the other methods, although there is not enough bibliography to support it.

3.4 Data Visualization

The final stage in data management is the elaboration of reports and visualisations to
highlight the results obtained in the previous steps. Even if data mining is highly

Table 1 Comparison of forecasting model performance (Modified from Franceschi et al. 2018)

Model description Air
pollutant

Location RMSE
(μg m−3)

Authors

Daily average concentration by ANN and air mass trajectory
model

PM2.5 China 15.65 Feng et al.
(2015)

Daily average concentration by Back Propagation ANN based
on wavelet decomposition.

PM10 China 15.39 Bai et al.
(2016)

Daily average concentration by ANN-MLP with RPROP
training, combined with k-means results

PM10 Colombia 13.50 Franceschi
et al.
(2018)

PM25 5.77

Daily average concentration by multiple linear regression PM10 Portugal 12.8 Russo et al.
(2015)

Hourly averages concentration by ANN and clustering PM10 New
Zeala-
nd

6.34 Elangasinghe
et al.
(2014a)

PM2.5 4.74

Hourly average concentration by multiple linear regression NO2 New
Zeala-
nd

15.79 Elangasinghe
et al.
(2014b)

Hourly average concentration by ANN 7.07

Daily average concentration by hybrid method (improved
complete ensemble empirical mode decomposition and
whale optimisation algorithm and SVM)

PM2.5 China 3.99 Xu et al.
(2017)PM10 7.16

NO2 2.41
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automated, humans play a central role in the result interpretation. Poor presentation of
conclusions may hide relevant points, and may bias the air quality public perceptions
(Ma et al. 2012). It is important to remember that this is the only part of the analytical
process that reaches the audience, and therefore, must answer the central questions of
interest to the public.

Effective communication requires identifying specific points of the analysis that are desired
to be shown. In this sense, exploratory graphics elaborated to understand the most profound
relationships of the dataset need to be left aside. Also, the visualisations designed for the
exclusive purpose of facilitating the understanding of the analysis performed should be made
in previous steps (Knaflic 2015).

The visual representation to be selected should provide a clear picture of the patterns
and relationships discovered in order to facilitate the interpretation and understanding of
the information by the audience. It is advisable to enhance the comprehension of the
information that the presentation of the data can present as storytelling, with appropriate
visual displays (Ma et al. 2012). Some examples of the last are given below.

The most used graph to visualise relationships is the dendrogram. It is particularly
useful for presenting the layout of clusters produced by techniques of hierarchical
grouping. When it is desired to show the grouping of monitoring stations, it may be
convenient to present it on a map for spatial representation (Xie et al. 2018; Wang and
Zhao 2018).

Time series are used to view the time pattern. It is common to aggregate data to show behaviour
over weeks and months. Also, it is useful to show the complete time series with the trend of the
period analysed (Elangasinghe et al. 2014a). To allow daily, monthly and annual comparisons of air
pollution variability it is convenient to employ a calendar chart for an easy visualisation (Leung et al.
2018).

Pollution roses represent the contamination levels observed by eachmonitoring station according
to wind direction. The pollution rose model is based on the simple idea of classifying the
concentration measurements obtained at a given site for a given period according to the direction
in which the wind blows at the moment of the measurement (Duboue 1978). It provides a relative
notion of pollution sources location.

Maps are an effective way to visualise and communicate the spatial variation of
pollutant concentrations. Heat maps are used to identify higher concentration areas
(Austin et al. 2013). However, if an appropriate color scale is not selected, they become
confusing.

In order to facilitate public interpretation, indices are often developed to report the
results (Zhang et al. 2012). The Air Quality Index (AQI) is a dimensionless index for
reporting daily air quality to the general population. The AQI converts a pollutant
concentration to a number on a scale of 0–500, and the air quality is characterised by
“very high”, “high”, “moderate” and “low” (Sadat et al. 2015). The categorisation
breakpoints used vary from one air pollutant to another (Mintz 2012). A variant can be
observed in Olvera-Garcia et al. (2016) where they applied a diffuse analysis to generate
AQI weights for contaminants with significant health effects.

Regarding the tools employed, the bibliography analysis shows a variety of computer
software use. The openair R package is a convenient tool for the evaluation of air
pollutant measurements (Carslaw and Ropkins 2012). Also, several studies included
the use of geographic information systems (GIS) to generate spatial analyses and
visualisations (Alsahli and Al-Harbi 2018; Shahbazi et al. 2016; Liu et al. 2017).
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Finally, to strengthen the narrative of the presentation of results, it is convenient to compare
the measured or predicted concentrations with air quality standards. Since, generally, there are
differences between the air quality standards and the World Health Organization (WHO)
recommendations, it is appropriate to compare them with both values. Economic policy issues
often condition air quality standards and take a long time to update, while WHO recommen-
dations are based on scientific researches that support these values and are also revised when
sufficient evidence is gathered (Zhang et al. 2018).

4 Conclusions

Air pollution is a major global problem that threatens human life and health as well as the
environment. An enormous amount of data from different sources is presented in the form of raw
data and contains relevant information that can be used to improve monitoring, build AQM or
generate predictions. A general systematic methodology is needed to integrate, analyse and
communicate these data, along with the design of scalable architectures to contain new sources in
the future.

In recent years, data mining has contributed with many techniques and technologies in this field,
although its adoption is still early. This article summarises themost relevant developments in the area
over the years 2014–2018. For this purpose, a data mining architecture for air quality analysis has
been proposed, consistent with the literature analysed. To achieve effective air quality management,
data acquisition, pre-treatment and analysis and presentation of results were given the same degree
of importance.

Regarding data sources, the primary sources of air quality data are oficial continuous monitoring
networks. Multivariable models include covariable meteorological data, data collected by social
networks or by remote sensing and also AQM outputs. The methodologies analyzed offer the
possibility of integrating information from various sources to obtain better predictions of pollutants.
Furthermore, the identification of meteorological or land use parameters that most affect air quality
was identified as a relevant aspect. Further development of these investigationsmay contribute to an
improvement in support systems of air quality management.

Concerning the evaluation of existing monitoring networks, assessing the information
collected and evaluating its redundancy are essential to optimise its performance. Dif-
ferent studies have shown that cluster analysis and PCA techniques could be used for this
purpose.

In general, the studies analyzed focused on predicting future contaminant levels and, in a lesser
case, completing information in unmonitored areas. These publications explored techniques to
obtain the best model, using different tools and without revealing a preference. However, it has
become evident that the analysis of time series requires several considerations according to the
methodology chosen.

In this sense, non-parametric statistical techniques such as machine learning algorithms offer
great advantages. Within this group, it is worth highlighting the best prediction that hybrid models
present over simple ones.

Finally, this paper presents a summary of the different ways of visualising information related to
air quality. The preferred approaches to generate storytelling that is easily understood for the general
public have been the use of an air quality index and the implementation of thematic maps in GIS.
Nonetheless, this is a scarcely explored field that needs to grow for a better appropriation of the
problem by society.
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We expect that this study will provide an anchorage of theoretical-practical development in the
subject, motivating new research and management projects that will allow a better decision-making
process, and therefore, generate actions and interventions aimed at minimising air pollution risks,
improving air quality and people’s well-being. This work is also expected to contribute to the
generation of health warnings and alerts for sensitive groups and the general public to the planning
of urban health care and the improvement of public policies on disease prevention.
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