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Abstract
Recently, the recognition of emotions with electroencephalographic (EEG) signals has received increasing attention. Further-
more, the nonstationarity of brain has intensified the application of nonlinear methods. Nonetheless, metrics like quadratic 
sample entropy (QSE), amplitude-aware permutation entropy (AAPE) and permutation min-entropy (PME) have never been 
applied to discern between more than two emotions. Therefore, this study computes for the first time QSE, AAPE and PME 
for recognition of four groups of emotions. After preprocessing the EEG recordings, the three entropy metrics were computed. 
Then, a tenfold classification approach based on a sequential forward selection scheme and a support vector machine clas-
sifier was implemented. This procedure was applied in a multi-class scheme including the four groups of study simultane-
ously, and in a binary-class approach for discerning emotions two by two, regarding their levels of arousal and valence. For 
both schemes, QSE+AAPE and QSE+PME were combined. In both multi-class and binary-class schemes, the best results 
were obtained in frontal and parietal brain areas. Furthermore, in most of the cases channels from QSE and AAPE/PME 
were selected in the classification models, thus highlighting the complementarity between those different types of entropy 
indices and achieving global accuracy results higher than 90% in multi-class and binary-class schemes. The combination 
of regularity- and predictability-based entropy indices denoted a high degree of complementarity between those nonlinear 
methods. Finally, the relevance of frontal and parietal areas for recognition of emotions has revealed the essential role of 
those brain regions in emotional processes.
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Introduction

In the last years, the increasing interest in affective com-
puting (AC) has converted this area into one of the 
main research fields in the emotions-related scientific 

literature [37]. In a digital society in which the presence of 
human–machine interfaces (HMIs) is in constant expansion, 
AC has emerged with the aim of endowing those systems 
with emotional intelligence, making them able to identify 
and interpret human emotions, and decide which actions to 
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execute accordingly. In other words, AC aims to improve 
and humanize the interaction and communication between 
people and machines by assigning human affective capabili-
ties to lifeless systems [17]. In this regard, computers have 
to acquire emotional data, process the discretized informa-
tion and provide an adequate response. For that purpose, 
emotion-aware computing creates affective computational 
models that can be used to establish emotional interactions 
between humans and machines. Hence, a proper acquisition 
and mathematical analysis of emotional information is cru-
cial for the development of those computational models of 
affective information interpretation and humanized response 
generation.

With respect to the process of information capture, inter-
est in the assessment of different physiological and biologi-
cal features for emotions recognition has notably increased 
recently [12]. The reason is that emotions provoke a series 
of measurable and quantifiable physiological reactions that, 
unlike traditional methods of speech and facial gestures, 
cannot be feigned or hidden [46]. Among the wide num-
ber of physiological variables, one of the most studied is 
the electroencephalography (EEG), which represents the 
electrical activity generated in the brain due to neural con-
nections. The increasing interest in this physiological vari-
able for emotions recognition is based on the fact that the 
response against any stimulus is firstly generated in the brain 
and then spread to the peripheral variables by means of the 
central nervous system [13]. In this sense, measuring on 
the source of the emotional impulse reports more informa-
tion than the secondary effects of brain activity in peripheral 
physiological systems [13]. The assessment of EEG signals 
has been traditionally developed from a linear point of view, 
mainly by means of algorithms based on frequency features 
like the power spectral density or the asymmetry between 
brain hemispheres in different frequency bands [28]. How-
ever, it is widely known that the brain dynamics follow a 
completely nonlinear and nonstationary behavior regulated 
by threshold and saturation phenomena at both cellular and 
global levels [8]. Hence, the information reported by linear 
metrics may present some limitations and would not com-
pletely describe the brain’s performance [47]. As a result, the 
application of nonlinear metrics is a suitable method for dis-
covering hidden information about the brain’s performance 
under different conditions. In fact, nonlinear techniques have 
already demonstrated their capability to discover new obser-
vations that outperform those reported by linear metrics [1].

Recently, nonlinear indices have been widely used in 
emotions recognition research field. In this sense, nonlinear 
metrics are computed to check their capability to discern 
between various emotional states. In many works, it is done 
following the bidimensional model of emotions proposed 
by Russell [41]. This model distributes all emotional states 
according to two dimensions, namely valence (pleasantness 

or unpleasantness of a stimulus) and arousal (activation or 
deactivation that a stimulus provokes). As can be observed 
in Fig. 1, Russell’s model can be divided into four quad-
rants: high arousal/high valence (HAHV), high arousal/low 
valence (HALV), low arousal/high valence (LAHV) and 
low arousal/low valence (LALV). This configuration has 
been selected in diverse studies in which the four quadrants 
have been assessed and discerned by means of a wide num-
ber of nonlinear metrics. For instance, fractal dimension, 
approximate entropy and spectral entropy were computed 
to recognize those groups of emotions, obtaining better 
results with the entropy-based metrics [18]. More recently, 
the calculation of multiscale sample entropy, fuzzy entropy 
and Rényi entropy provided relevant differences between the 
four quadrants at frontal and temporal brain regions [14]. 
Similar results were obtained with the application of corre-
lation dimension, Lyapunov exponents, recurrent plots and 
Shannon entropy in another study [43].

In the same line, our research group has demonstrated 
in last years that certain entropy-based methodologies are 
able to correctly reveal underlying brain processes in calm 
and distress conditions [16, 34]. More concretely, those 
indices are the regularity-based quadratic sample entropy 
(QSE), symbolic entropies amplitude-aware permutation 
entropy (AAPE) and permutation min-entropy (PME). 
Those entropy metrics reported valuable results when dis-
cerning between calm and distress, even outperforming 
results reported by other nonlinear metrics applied to the 
same problem [16, 34]. Nevertheless, to the best of our 
knowledge those metrics have never been tested in a higher 
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Fig. 1  Emotional model of valence and arousal proposed by Russell
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number of emotional states. Hence, the aim of this study is 
to verify the efficiency of those indices when detecting an 
enlarged number of emotions. For that purpose, this is the 
first time nonlinear entropy metrics QSE, AAPE and PME 
are computed to discriminate between the four quadrants of 
the emotional model of valence and arousal.

In this work, a multi-class scheme is firstly proposed in 
order to discern among the four groups of study simulta-
neously. In addition, a binary-class analysis is developed 
to detect different levels of arousal and valence separately. 
Although the recognition of these dimensions has been stud-
ied in many cases, it is important to note that, as far as we 
know, this is the first time in which valence and arousal are 
detected taking into account the level of the other dimen-
sion. Hence, in binary-class schemes the four emotional 
states are discerned two by two, according to their levels 
of valence and arousal, and considering if the counterpart 
dimension presents a fixed high or low level. Finally, note 
that both multi-class and binary-class analyses have been 
designed with the aim of thoroughly evaluating the role and 
the relationship of each brain region and each nonlinear met-
ric under the different emotional conditions.

The structure of this manuscript is as follows. Section 2 
presents a description of the database employed, together 
with an explanation of the preprocessing procedure, math-
ematical definition of entropy metrics and statistical analy-
ses and classification process followed. After that, results 
obtained are presented in Section 3 and discussed in Sec-
tion 4. Finally, conclusions derived from this study are 
depicted in Section 5.

Materials and Methods

Database Description

In order to guarantee the reproducibility of this work, and 
for a posterior comparison with other studies, EEG record-
ings were obtained from the publicly available Database for 
Emotion Analysis using Physiological Signals (DEAP) [30]. 
This dataset was created during an emotional experiment in 
which a total of 32 healthy volunteers with ages between 
19 and 37 (mean age 26.9, 50% male) visualized a series 
of videoclips with emotional content. More concretely, a 
total of forty videos of 1 minute length were shown to each 
participant while EEG and other physiological variables 
were being recorded. After each visualization, individuals 
rated their levels of valence and arousal by means of self-
assessment manikins (SAM), in which nine intensity levels 
of each dimension are represented graphically. Finally, the 
complete dataset contains 1280 samples of emotions cover-
ing the whole valence–arousal model.

However, not all samples were assessed in this work. 
In this sense, samples were selected and included in the 
four groups of study according to the following crite-
ria: HAHV group (samples with arousal and valence ≥6), 
HALV (arousal ≥ 6 and valence ≤4), LAHV (arousal ≤ 4 and 
valence ≥6), LALV (arousal and valence ≤4). These values 
were chosen in order to discard samples that were on the 
borderline between two quadrants; thus, only trials in which 
the desired emotion was strongly elicited were included in 
our dataset. Hence, the number of samples in each group 
was 267 in HAHV, 101 in HALV, 154 in LAHV and 124 
in LALV. It is important to remark that, as in previous 
studies, only the last 30 seconds of each trial were finally 
analyzed [30].

Preprocessing of EEG Recordings

EEG signals were acquired with 32 electrodes placed on 
the scalp according to the international standard 10-20 sys-
tem of electrodes positioning [29] at a sample frequency of 
512 Hz. Before computing the different entropy measures, 
signals were preprocessed in EEGLAB, a MATLAB toolbox 
specifically designed for processing and assessment of EEG 
recordings [11]. The first preprocessing step was downsam-
pling to 128 Hz and referencing to the mean of all elec-
trodes. Then, two forward/backward filtering approaches, 
high pass at 3 Hz cutoff frequency and low pass at 45 Hz 
cutoff frequency, were applied to maintain the bands of 
interest of the EEG spectrum [22]. In addition, as those 
filters removed baseline and power line interferences, no 
further actions were needed in this sense. After that, it was 
necessary to eliminate noise and interferences produced by 
different sources that could not be canceled in previous pre-
processing steps. Concretely, artifacts can be generated by 
physiological reasons such as eye blinks, heart bumps or 
facial movements, among others. On the other hand, techni-
cal sources such as electrode pops or bad contacts of the 
electrodes on the scalp can also introduce artifacts in the 
EEG recordings. As a solution, a blind source separation 
technique called independent component analysis (ICA) was 
applied to compute and discard the independent components 
that were related to artifacts in the EEG signals. Finally, 
channels containing high-amplitude noise were rejected and 
reconstructed by interpolation of adjacent electrodes [36].

Entropy metrics

Quadratic Sample Entropy

Quadratic sample entropy (QSE), an improvement of sample 
entropy (SE), evaluates a time series searching for similar 
patterns and assigning a nonnegative number to the epoch, 
using larger values to represent a higher level of irregularity 
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in the signal [32]. This metric represents the probability that 
two sequences that match for m points also remain similar 
for m+1 points, being m the window length, at a tolerance r.

Given a time series of length N, x(n) = {x(1), x(2),… ,

x(N)} , the repetitiveness between vectors �
m
(i) = {x(i), x(i+

1)… , x(i + m − 1)} and �
m
(j) = {x(j), x(j + 1)… , x(j + m−

1)} is computed through the maximum absolute distance 
between scalar components:

Then, �m(i) and �m(j) match if distance d is lower than the 
tolerance r. After that, Bm

i
(r) is calculated as (N − m − 1)−1 

times the number of vectors similar to �m(i) , excluding self-
matches. After evaluating all vectors of length m, Bm(r) is 
computed as the average share of all sequences:

Once this process is repeated for patterns of length m + 1 , 
QSE is finally computed as

Amplitude‑Aware Permutation Entropy

Amplitude-aware permutation entropy (AAPE) was recently 
introduced as an improvement of permutation entropy 
(PE) [3, 5]. This fast metric basically converts the original 
data into a sequence of symbols with no prior knowledge 
and evaluates the repetitiveness of ordinal patterns [5]. In 
this sense, it gives information about the data time structure 
of the original series with robustness against observational 
and dynamical noises, thus measuring the degree of predict-
ability of the signal [5].

For computation of PE, the original time series 
x(n) = {x(1), x(2),… , x(N)} of  length N  is  t rans-
formed into N − m + 1 sequences of length m , 
t h u s  �m(i) = {x(i), x(i + 1)… , x(i + m − 1)}  ,  f o r 
1 ≤ i ≤ N − m + 1 . The association of each vector 
�m(i) with an ordinal pattern is defined as the permuta-
tion �i = {r0, r1,… , rm−1} of {0, 1,… ,m − 1} such that 
x(i + r0) ≤ x(i + r1) ≤ … ≤ x(i + rm−2) ≤ x(i + rm−1) . Con-
sequently, vectors �m report a total of m! ordinal patterns �k . 
After that, their probability of appearance is calculated by 
means of the relative frequency of each sequence �k:

(1)

d[�m(i),�m(j)] = max
l=1,2,…,m

(
|x(i + l − 1) − x(j + l − 1)|

)

(2)Bm(r) =
1

N − m

N−m∑

i=1

Bm
i
(r).

(3)QSE(m, r,N) = − ln
(
Bm+1(r)

Bm(r)

)
+ ln(2r).

(4)p(�k) =

∑N−m+1

i=1
�(�k, �i)

N − m + 1
,

where �(u, v) represents the variation of the Kronecker delta 
function to work with patterns:

Finally, PE is obtained as the Shannon entropy of the distri-
bution of probability for all symbols:

The normalization by ln(m!) is made to limit PE values 
between 0 and 1. Hence, a value of 0 corresponds to a com-
pletely predictable time series, in which only a pattern �k 
can be found. Contrarily, the highest value of 1 is assigned 
to unpredictable signals where symbols �k have the same 
probability of occurrence. However, this metric only con-
templates the ordinal structure of sequences to measure 
the predictability of a signal. Therefore, data related to the 
amplitude of samples, which might be crucial for predict-
ability estimation, are not considered. As a solution, AAPE 
was introduced with the aim of solving this limitation [3]. 
AAPE computes the probability of occurrence of each 
sequence �k considering its relative frequency, and also two 
amplitude-related parameters of vectors �m , called average 
absolute (AA) and relative amplitudes (RA):

The relative frequency of �k is then obtained as follows:

where K is an adjusting coefficient of AA and RA with a 
value between 0 and 1 (the recommendation of authors is 
K = 0.5 [3]). AAPE is finally computed making use of the 
Shannon entropy:

Permutation Min‑Entropy

Latterly, a generalization of PE called Rényi permuta-
tion entropy (RPE) has been presented [51]. It is based on 

(5)�(u, v) =

{
1, if u(i) = v(i), for every i = 1, 2,… ,m;

0, for otherwise.

(6)PE(x,m) = −
1

ln(m!)

m!∑

k=1

p(�k) ⋅ ln
(
p(�k)

)
.

(7)AAi =
1

m

m∑

l=1

|x(i + l − 1)|, and

(8)RAi =
1

m − 1

m∑

l=2

|x(i + l − 1) − x(i + l − 2)|,

(9)

p∗(�k) =

∑N−m+1

i=1
�(�k, �i) ⋅

�
K ⋅ AAi + (1 − K) ⋅ RAi

�

∑N−m+1

i=1
K ⋅ AAi + (1 − K) ⋅ RAi

,

(10)AAPE(x,m) = −
1

ln(m!)

m!∑

k=1

p∗(�k) ⋅ ln
(
p∗(�k)

)
.
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replacing Shannon entropy by Rényi entropy for a better 
characterization of rare and frequent ordinal patterns and is 
defined as [51]:

being order q a bias parameter. In fact, values must range 
between q ≥ 0 and q < 1 to enhance rare events. On the con-
trary, q > 1 benefits salient ones. It is important to remark 
that Shannon entropy is a particular case of Rényi entropy 
for q = 1 , which makes RPE a more flexible index than PE. 
Indeed, RPE has already reported a very complete character-
ization of different complex dynamics such as physiological 
signals [25]. In the limit q → ∞ , RPE converges to the per-
mutation min-entropy (PME). Similarly to PE, this metric 
is fast, simple and robust to noise and has also demonstrated 
its suitability for discovering underlying temporal structures 
in EEG [52]. PME is computed as

Statistical Analysis and Experimental Procedure

For the computation of each entropy metric, 30-seconds 
preprocessed signals were divided into six nonoverlapped 
equally sized segments of 5 seconds length ( N = 3840 
samples). The final value of each entropy index was then 
calculated as the average of all segments. Selection of 
correct values of input parameters is critical for entropy 
computation. In this sense, our research group has previ-
ously applied the metrics aforementioned for calm and 
distress recognition; thus, the influence of the selection 
of these parameters on the final results has already been 
tested [16, 34]. For this reason, in the present study we 
used the values recommended in previous works, i.e., 
m = 2 and r = 0.25 times the standard deviation of the 
data for QSE calculation, and m = 6 for AAPE and PME 
computation.

Two different types of analyses were performed in this 
work. The first one was a multi-class approach in which 
the four groups of study (HAHV, HALV, LAHV and 
LALV) were analyzed simultaneously. The normality and 
homoscedasticity of the entropies distribution were cor-
roborated by means of Shapiro–Wilks and Levene tests, 
respectively. After that, a one-way analysis of variance 
(ANOVA) was applied to quantify the statistical signifi-
cance of each metric at each EEG channel when dis-
cerning among emotional states in the four quadrants. In 
this sense, only values of statistical significance 𝜌 < 0.05 
were considered as significant.

(11)RPE(x,m, q) =
1

ln(m!)
⋅

1

1 − q
⋅ ln

( m!∑

k=1

p(�k)
q
)
,

(12)PME(x,m) = −
1

ln(m!)
ln
(

max
k=1,2,…,m!

[
p(�k)

])

The second type of analysis followed a binary-class 
scheme in which regularity- and predictability-based entropy 
metrics were combined to detect emotional groups two by 
two. Hence, it was possible to discover which metrics and 
which brain regions were more relevant when discerning 
between different levels of arousal and valence separately. 
It is important to remark that two evaluations were prepared 
for each dimension of the emotional model. When discern-
ing between high and low levels of valence, samples cho-
sen presented a fixed value of arousal, being it high for the 
first test, called HAXV, and low for the second test, namely 
LAXV. Similarly, detection of different levels of arousal was 
performed with two tests in which valence had a fixed level, 
high (XAHV) and low (XALV), respectively. Then, a total 
of four binary-class schemes were computed, two for arousal 
detection with fixed valence, HAXV and LAXV, and two for 
valence recognition with fixed arousal, XAHV and XALV. 
More clearly, the emotional quadrants included in each 
binary-class scheme were the following: HAXV (HAHV 
vs. HALV); LAXV (LAHV vs. LALV); XAHV (HAHV vs. 
LAHV); and XALV (HALV vs. LALV).

Finally, it is worth noting that the combination of 
QSE+AAPE and QSE+PME metrics were tested to assess 
the classification performance for both experimental 
approaches. The combination of AAPE and PME was not 
considered given the mathematical similarities of these two 
entropy metrics.

Classification Approach

A similar classification approach was conducted for 
multi-class and binary-class experiments described in 
Section 2.4. To prevent overfitting of the classification 
models, samples were firstly rearranged under a K-fold 
cross-validation scheme. Thus, for each experiment, a ten-
fold cross-validation approach was used, where data were 
randomly rearranged to ensure that every fold was suffi-
ciently representative of the whole [24]. Then, a sequential 
forward selection (SFS) approach was applied to sequen-
tially select the subset of EEG channels that minimize the 
misclassification rate in each fold, using a support vector 
machine (SVM) model as criterion.

With this respect, SVM discriminates data from dif-
ferent categories by finding the decision boundary, or 
hyperplane, that best discerns between them. Therefore, 
SVM turns classification into an optimization problem, 
where the best hyperplane is the one providing the largest 
margin between categories [6]. Usually, a kernel function 
is used to provide dissociation between categories in a 
higher dimension, especially when data are not linearly 
separable. In this work, a Gaussian kernel with scale 0.35 
and box constraint parameter of 1 was used to classify 
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the data. Thus, for each fold, entropy metrics from cho-
sen EEG channels were used as inputs for training the 
SVM classification model. Then, test data were intro-
duced in the resulting model and different performance 
metrics were evaluated.

The efficiency of the SVM model constructed in each 
iteration was assessed in terms of detected true positive 
(TP), true negative (TN), false positive (FP) and false 
negative (FN) cases. Concisely, TP and TN correspond 
to true and false labelled samples correctly classified, 
respectively. On the other hand, FP are the false labelled 
samples incorrectly classified as true class and FN cor-
respond to true labelled samples incorrectly classified 
as false label samples. Then, performance indices like 
precision (P), recall (R), accuracy (Acc) and F-score (F) 
were computed. Equation 13 shows the mathematical cal-
culation of precision, also known as positive predictive 
value, which informs about the probability of success-
fully making a correct positive classification:

Additionally, equation 14 shows the computation of recall, 
informing about how sensitive the model is towards identify-
ing the positive class:

Furthermore, accuracy is a global performance metric that 
measures all the correctly identified cases, considering 
all of them equally important, as it can be appreciated at 
equation 15:

However, given the existing sample imbalance among 
groups, F-score can report a measure of global accuracy 
more precise than Acc to evaluate the models, using P 
and R to compute the final score, as can be appreciated at 
equation 16:

Finally, for the sake of clarity of the methodological proce-
dure followed in the present work, Fig. 2 shows a flowchart 
with details of the process followed for the recognition of 
the four quadrants in the emotional space. It is important to 
highlight that the first node in section “Description of exper-
iments” is marked with (**). This indicates the moment in 
which the type of analysis, multi-class or binary-class, is 
chosen. The following steps after this node are similar in 
both cases.

(13)P =
TP

TP + FP

(14)R =
TP

TP + FN

(15)Acc =
TP + TN

TP + TN + FP + FN

(16)F = 2 ∗
P ∗ R

P + R
=

2 ∗ TP

2 ∗ TP + FP + FN

Results

Individual Results of Each Metric

First of all, the discriminatory power of each entropy met-
ric was tested separately. In the case of QSE, almost all 
EEG channels (29 out of 32) distributed among all brain 
regions of both hemispheres were statistically signifi-
cant. Hence, QSE is able to properly discern between the 
four groups of emotions in the majority of brain areas. 
However, the most statistically significant channels were 
located in parietal and frontal regions of both brain hemi-
spheres. Those channels were CP2 ( �=5.55× 10−6 ), P4 ( �
=8.79× 10−6 ), PO4 ( �=2.67× 10−5 ), Fz ( �=2.95× 10−5 ), 
AF4 ( �=4.63× 10−5 ), Fp1 ( �=5.74× 10−5 ), AF3 ( �
=6.24× 10−5 ) and P3 ( �=6.77× 10−5).

In terms of activation or deactivation of brain areas, 
Fig. 3 shows the mean value of QSE for each channel 
and each emotional quadrant. As can be observed, higher 
values of QSE are concentrated in anterior and poste-
rior areas, being central region the less active in all the 
cases. Concretely, the highest QSE values can be found 
in left frontal and temporal areas, and in right fronto-
central, parietal and occipital regions, thus represent-
ing a strongly irregular activity in those regions. It can 
also be seen that QSE mean level is slightly higher for 
HALV and LAHV than for HAHV and LALV in all brain 
areas, being especially notable in right fronto-central and 
parietal locations. In other words, brain activity is more 
irregular when experiencing emotions like anger or calm 
(in HALV and LAHV groups, respectively) than when 
experiencing happiness or sadness (in HAHV and LALV, 
respectively).

With respect to AAPE and PME, results were not as 
relevant as with QSE. In the case of AAPE, only 3 out 
of 32 channels, all of them in parietal lobe, were statisti-
cally significant. These channels were CP6 ( �=0.0045), 
P4 ( �=0.0221) and Pz ( �=0.0453). In a similar manner, 
PME only presented 5 out of 32 statistically significant 
channels, located in left frontal and right parietal areas. 
Concretely, these channels were AF3 ( �=0.0112), Fp1 
( �=0.0257), P4 ( �=0.0337), C4 ( �=0.0416) and Fz ( �
=0.0489). Hence, only a few channels from right parietal 
lobe were able to detect the four emotional quadrants 
with AAPE and PME. In the latter case, two channels in 
left frontal lobe were also able to discern between the 
four groups of study. Furthermore, Fig. 4 presents the 
mean levels of AAPE and PME for each channel and 
each emotional state. In this case, both metrics reported 
similar results referring to the brain regions that present 
a higher degree of unpredictability, being them left fron-
tal and temporal, and right fronto-central brain areas. 
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Moreover, in both cases there seems to be a slightly 
higher level of AAPE and PME in HAHV and LALV 
with respect to HALV and LAHV, which represents a 
higher predictability of brain dynamics under emotions 
contained in the last two groups of study.

Multiparametric Multi‑Class Scheme

The number of channels selected in each of 10 iterations 
of the SFS approach ranged from 4 to 10 in the case of 
QSE+AAPE and from 5 to 10 in the case of QSE+PME. 

Fig. 2  Flowchart of the meth-
odological procedure followed 
in this work
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For more details, Fig. 5 shows the occurrence rate of the 
most relevant features for each combination of metrics. As 
can be observed, most of the selected channels are located 
in frontal and parietal brain lobes of both hemispheres, in 
accordance with the results reported by previous ANOVA 
analyses in which those areas presented the highest statis-
tical significance. Furthermore, it is interesting to remark 
that highlighted channels of AAPE and PME were selected 
more times than the most relevant of QSE. Concretely, the 

channels with maximum occurrence rate for AAPE and 
PME were selected the 90% of iterations, whereas only a 
40% was achieved by QSE channels. In this sense, those 
channels from AAPE and PME were more relevant for the 
improvement of performance of the multi-class classifi-
cation model; hence, they were selected more frequently 
than channels from QSE. In addition, it can be observed in 
Fig. 5 that some selected channels from AAPE and PME 
did not present statistically significant results in ANOVA 
analysis. However, they were able to explain some cases 
that other channels could not interpret; therefore, their inclu-
sion in the classification models notably increased the final 
performance.

After all the classification process, global results obtained 
are those presented in Table 1. The average accuracy after 
the ten iterations of the classification process was 93.75% 
for QSE+AAPE and 96.39% for QSE+PME. Furthermore, 
in both cases the best precision results were provided by 
the HALV group (98.76% and 99.74% for QSE+AAPE and 
QSE+PME, respectively), whereas HAHV group reported 
the lowest precision outcomes (91.21% and 94.63% for 
QSE+AAPE and QSE+PME, respectively). On the con-
trary, recall results from the emotional group of HAHV 
presented the highest values (98.76% for QSE+AAPE and 
99.36% for QSE+PME), whereas the group of HALV was 
the one with the lowest levels, with a difference of 10-12% 
with respect to the highest values (87.03% for QSE+AAPE 
and 89.90% for QSE+PME). Similarly, F-score results were 
the highest for HAHV group (94.67% for QSE+AAPE and 
96.86% for QSE+PME) and the lowest for HALV (92.04% 
for QSE+AAPE and 94.33% for QSE+PME). Note that 
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Fig. 3  Representation of mean levels of QSE for all EEG channels in 
four quadrants of emotional space
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Fig. 4  Representation of mean levels of (a) AAPE and (b) PME for all EEG channels in four quadrants of emotional space
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Acc and F-score results present similar values; therefore, 
the unbalanced number of samples among the four groups 
of study does not affect the classification outcomes. As can 
be observed, in all the cases the results obtained with the 
combination of QSE+PME were better than those reported 
by the combination of QSE+AAPE.

Multiparametric Binary‑Class Scheme

In each case, the SFS approach was computed as in multi-
class procedure. The most selected brain regions for each 
metric are shown in Fig. 6. In the case of different levels of 
valence with a fixed level of arousal, it can be observed that 
the posterior half of the brain plays an important role in both 
QSE+AAPE and QSE+PME for detection of valence varia-
tions, since this area is the most selected by the SFS for the 
three entropy metrics. Furthermore, if arousal level is fixed 
as high, anterior half of QSE also notably presents relevant 
information in both combinations of indices. In addition, it 
should be noted that channels from QSE were selected more 
times (marked with ** in figure) than those from AAPE and 
PME in SFS schemes of both combinations.

On the contrary, results for different levels of arousal 
with a fixed valence are not as consistent. In the case of 
QSE+AAPE, it can be observed that, for QSE, both ante-
rior and posterior halves of the brain are relevant for detec-
tion of different levels of arousal. On the other hand, only 
the left central area is relevant for AAPE. In the case of 
QSE+PME, posterior areas are always the most relevant 
with QSE, while for PME it depends on the fixed level of 
valence. Hence, anterior region is more chosen with high 
valence and posterior locations are more selected with a 
fixed low valence. Besides, it is important to highlight that 
QSE channels are more selected than AAPE in the combi-
nation QSE+AAPE (marked with **). In this respect, QSE 
provides a higher improvement of the classification accu-
racy than AAPE for recognition of different levels of the 
two emotional dimensions. On the contrary, in the case of 
QSE+PME, QSE was more selected for detection of vari-
able valence (marked with **), whereas PME was chosen 
more times for variable arousal identification (marked with 
**). Thus, QSE is more relevant for variable valence detec-
tion, whereas PME improves the model more than QSE for 
arousal classification.

Table 2 shows results of accuracy, precision, recall 
and F-score in each case. In line with the results 
obtained in the multi-class analysis, values of all param-
eters reported by the combination of QSE+PME were 
slightly higher than those of QSE+AAPE in the three 
first schemes (HAXV, LAXV and XAHV). Contrarily, 
the opposite was obtained for XALV, where the com-
bination of QSE+AAPE outperformed the results pro-
vided by QSE+PME. Furthermore, in the combination 
of QSE+PME, the schemes of distinction between high 
and low levels of one dimension presented better results 
when the other dimension was low. Concretely, when 
discerning between high and low valence, a fixed low 
arousal (LAXV) reported better results than a fixed high 

Fig. 5  Representation of the 
occurrence rate of the most 
selected channels in SFS 
scheme for each combination of 
metrics
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Table 1  Global classification results of multi-class schemes for 
QSE+AAPE and QSE+PME

Metrics Group Accuracy Precision Recall F-score

QSE+AAPE HAHV 93.75% 91.21% 98.76% 94.67%
HALV 98.76% 87.03% 92.04%
LAHV 94.48% 91.82% 93.09%
LALV 96.54% 90.81% 93.46%

QSE+PME HAHV 96.39% 94.63% 99.36% 96.86%
HALV 99.74% 89.90% 94.33%
LAHV 96.25% 97.01% 96.63%
LALV 98.91% 94.52% 96.55%
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arousal (HAXV). For the combination of QSE+PME, 
the detection of different levels of valence (HAXV and 
LAXV) provided better classification outcomes than 
the recognition of different levels of arousal (XAHV 
and XALV). Additionally, valence detection was better 

with a fixed low arousal (LAXV), while arousal distinc-
tion provided better results with a fixed high valence 
(XAHV). Another important aspect is that, in some of 
the schemes, the unbalanced number of samples among 
the four quadrants provides notable differences between 

Fig. 6  Representation of the 
most selected brain regions in 
SFS approach for binary-class 
schemes. Most selected metrics 
are marked with **
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Table 2  Classification results 
of binary-class schemes for 
QSE+AAPE and QSE+PME

Metrics Scheme Group Accuracy Precision Recall F-score

QSE+AAPE HAXV HAHV 94.29% 92.99% 99.78% 96.24%
HALV 92.99% 79.80% 88.14%

LAXV LAHV 96.22% 96.76% 96.36% 96.55%
LALV 95.61% 96.05% 95.82%

XAHV HAHV 91.92% 90.84% 97.49% 93.98%
LAHV 94.48% 82.27% 87.67%

XALV HALV 95.47% 98.06% 91.58% 94.65%
LALV 93.69% 98.63% 96.06%

QSE+PME HAXV HAHV 96.30% 95.30% 99.89% 97.53%
HALV 99.64% 86.83% 92.68%

LAXV LAHV 98.78% 98.59% 99.22% 98.90%
LALV 99.02% 98.23% 98.62%

XAHV HAHV 92.21% 91.00% 97.57% 94.13%
LAHV 94.95% 82.92% 88.39%

XALV HALV 90.31% 92.21% 85.15% 88.44%
LALV 89.06% 94.52% 91.65%
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Acc and F-score results. Concretely, binary schemes in 
which the group HAHV is included (HAXV and XAHV) 
present the highest contrast between Acc and F-score 
outcomes, given the considerable variation in the number 
of samples in that group with respect to the others.

Discussion

Recently, research in automatic recognition of emotions 
with EEG recordings and nonlinear metrics has been inten-
sified notably. Concretely, different nonlinear indices for 
measurement of fractal fluctuations, irregularity, or chaos 
degree, among others, have been applied to emotions 
detection with EEG signals obtaining different results. 
Previous studies have mainly focused on the identification 
of calm and distress with various entropy metrics such as 
QSE, AAPE and PME [16, 34]. Given the relevant results 
reported by these metrics for the detection of two emo-
tions, the next step would be to test their efficiency when 
discerning among a higher number of emotional states. To 
the best of our knowledge, this is the first time these non-
linear measures have been computed for detection of the 
four quadrants in the emotional space with EEG signals. 
The valuable outcomes presented in the previous section 
corroborate this hypothesis, thus demonstrating the suit-
ability of these metrics for the detection of emotions with 
EEG recordings.

In addition, some characteristics of the analysis merit 
consideration. The binary-class schemes in this study 
present a main difference with respect to other works also 
dealing with valence and arousal detection. The distinc-
tion between high and low levels of one dimension has 
been usually done without taking into account the level 
of the other dimension. For instance, the recognition of 
samples with high or low arousal is done without consid-
ering if the level of valence of those samples is also high 
or low. It is known that both emotional dimensions are 
interrelated; hence, each one has a notable influence over 
the other [31]. For this reason, the distinction between 
high and low arousal could not be the same depending on 
the level of valence. In other words, the brain would not 
present the same differences between high and low levels 
of one dimension when experiencing either high or low 
levels of the other dimension. Hence, this is the first time 
this consideration is taken into account by means of a 
binary-class assessment in which the distinction between 
high and low levels of one dimension is made having a 
fixed level of the other dimension, being it either high 
or low.

Relevant Brain Regions

For both multi-class and binary-class approaches, the most 
relevant outcomes were obtained in frontal and parietal areas 
for the three entropy metrics computed in this study, convert-
ing those regions into the most important areas for the rec-
ognition of the four groups of emotions. In addition, frontal 
and parietal electrodes in both hemispheres also reported 
the highest occurrence rates in the SFS approaches, thus 
demonstrating the notable contribution of these channels to 
the final classification models. Interestingly, the relevance 
of frontal and parietal brain areas for emotions detection 
has already been depicted in previous studies. For instance, 
these regions reported more information than the rest of 
the brain when detecting emotions in patients with disorder 
of consciousness [20]. Frontal and parietal areas have also 
reported valuable results of emotional processes in children 
with autism [38]. In another study, anterior and posterior 
regions showed most of the information when discerning 
between four emotional states [43]. Furthermore, previous 
works recently published by our research group have also 
demonstrated the implication of frontal and parietal lobes 
in emotional scenarios [15, 16, 33, 34].

The importance of frontal and parietal brain regions for 
emotions processing is reinforced by a possible relation 
between these areas in opposite hemispheres. Indeed, a 
previous study revealed the possible existence of anatomi-
cal cortico-cortical connections between those areas [35]. 
Later, another study proved that activation of left frontal 
locations is accompanied with a relative right parietal activa-
tion and vice-versa [10]. More recently, similar results were 
obtained with patients of various mental disorders during 
meditation sessions [40]. A strong degree of complemen-
tarity between both hemispheres has also been described, 
especially in parietal lobe. In this sense, previous studies 
have revealed complementary processes between left and 
right parietal regions under different emotional situations [9, 
42]. Furthermore, our previous studies have also demon-
strated complementarity of results in parietal lobes of both 
hemispheres with regularity-based and predictability-based 
entropy metrics during distress detection [16]. In fact, the 
assessment of parietal brain areas is essential for emotions 
recognition because of being related to both dimensions of 
emotions, valence and arousal [2].

Performance of Metrics

With respect to the performance of each entropy metric 
separately, almost all channels were statistically signifi-
cant in the case of QSE, which represents the capability 
of QSE to discern between the four groups of emotions in 
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the majority of brain areas. On the other hand, only three 
and five channels presented significant results with AAPE 
and PME, respectively, thus reporting a lower performance 
of those metrics with respect to QSE. The variability of 
results could be a consequence of the mathematical differ-
ences of the indices. Hence, QSE evaluates the degree of 
regularity of a time series by searching for similar patterns 
along the signal and assessing their repetitiveness [39]. On 
the other hand, AAPE and PME are based on the transfor-
mation of nonstationary signals into sequences of symbols 
for a posterior evaluation of their predictability [3, 52]. 
As regularity-based and predictability-based entropies 
appraise nonlinearity from different points of view, there 
could be differences in the relevance of the outcomes. 
However, results could be considered as complementary 
and thus the combination of these two types of entropy 
metrics may reveal new information not discovered with 
them separately. This hypothesis has been already cor-
roborated in a study in which regularity- and predictabil-
ity-based entropy metrics were successfully combined to 
discern between healthy subjects, epilepsy patients in a 
rest state and epilepsy patients during a seizure [27].

For this reason, QSE+AAPE and QSE+PME were com-
bined with the aim of improving the outcomes reported by 
each index separately when discerning between the four 
groups of emotions. It is important to remark that AAPE 
and PME follow analogous approaches for predictability 
assessment; thus, their combination would not lead to a 
notable enhancement of their performance. In both multi-
class and binary-class models, the complementarity of 
regularity- and predictability-based entropy indices has 
been demonstrated in different aspects. First of all, both 
types of metrics have been selected in the majority of the 
cases in which they have been combined, thus reinforc-
ing the idea of complementarity between the two types 
of entropy metrics. The only circumstance in which they 
were not complementary was for binary-class QSE+AAPE 
combination for variable valence and low arousal, given 
that almost any channel from AAPE was selected by the 
SFS model, and only channels from QSE were chosen. 
With respect to binary-class approaches, the complemen-
tarity of both groups of indices is also justified by the fact 
that different metrics select different brain areas, so one 
region is just relevant with one type of entropy, but not for 
both of them. This also reinforces the complementarity 
between different brain regions already commented on in 
this manuscript. In this sense, it is interesting to note that 
QSE presented more relevant brain regions than AAPE and 
PME in SFS approaches applied in binary-class schemes, 
as shown in Fig. 6. This fact is also in accordance with 
results of ANOVA analyses, in which QSE proved to be 
able to discern between the four groups of emotions in 
all brain areas, whereas only a few areas from AAPE and 

PME presented statistically significant results reflecting 
their capability to detect those emotions.

In the multi-class scheme, the SVM classifier implemented in 
this study reported accuracy results of 93.75% for the combina-
tion of QSE+AAPE. In the case of QSE+PME, 96.39% of accu-
racy was obtained. In this sense, the combination of QSE+PME 
seems more suitable for the recognition of the four emotional 
groups simultaneously. Results of precision, recall and F-score 
were also better for QSE+PME than for QSE+AAPE. In the 
same manner, outcomes derived from binary-class combi-
nations also presented values higher for QSE+PME than for 
QSE+AAPE, thus suggesting a stronger ability to detect differ-
ent levels of arousal and valence. Likewise, PME also presented 
moderately better results than AAPE when ANOVA analysis 
was applied to each metric separately. Concretely, more EEG 
channels presented statistically significant results with PME 
than with AAPE. The reason is that, although both indices are 
improvements of permutation entropy, there is a crucial dif-
ference in their mathematical definition. AAPE is computed 
by means of Shannon entropy, while PME is based on Rényi 
entropy for its calculation. Moreover, it has been demonstrated 
that intricate temporal correlations can be successfully discrimi-
nated by estimating the PME [52]. Such a particular ability to 
unveil the presence of hidden temporal structure could be the 
source of the higher classification performance.

Computational Complexity and Convergence 
of Metrics

The computational complexity, or efficiency of the entropy 
metrics is one of their most important properties that should 
be considered. In this sense, a previous study has already 
compared the computational times of SE and PE, among 
other indices [27]. Precisely, these are the mathematical 
basis of QSE and AAPE/PME, respectively; therefore, no 
notable differences would be found between the computa-
tional time of SE and PE and the computational time of the 
metrics estimated in the present work. In the aforementioned 
study, the computational time of entropies in relation to the 
length N of the time series was quantified. It was demon-
strated that entropy metrics based on ordinal patterns, such 
as PE, AAPE and PME, present an order O(N), whereas SE 
and its variants, like QSE, present an order O

(
N

3

2

))
 . In this 

sense, indices based on ordinal patterns are more appropriate 
for the assessment of great amounts of data in real time. 
Indeed, the advantages of permutation entropy and its vari-
ations in terms of computational complexity have been con-
sidered as one of the main strengths of these entropy indi-
ces [8]. However, it is important to highlight that given the 
short duration of EEG recordings analyzed, the differences 
in terms of computational time of QSE, AAPE and PME are 
minimal or not-existent.
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Another important aspect of the metrics is their conver-
gence, which evaluates if the estimated metrics converge 
to a determined value considering the length of the time 
series. It should be noted that the duration of the time series 
assessed in this work is not sufficiently long to guarantee 
the convergence in the estimations of the quantifiers com-
puted. Nevertheless, the same length of data is analyzed in 
all the cases; thus, the effects of the finite size would affect 
all indices equally. Therefore, the comparison among esti-
mated values in relation to that data length can be considered 
as robust, and the observation of significant differences in 
the estimations is directly referable to real changes in the 
underlying nonlinear dynamics.

Comparison with Other Studies

With respect to the scientific literature, Table 3 shows a number 
of works in which other nonlinear methods have been applied 
for recognition of four quadrants of the emotional model with 
the same database. Therefore, it is possible to directly compare 
the results obtained in the present study with those reported by 
other researches. As can be observed, outcomes presented in 
this manuscript are comparable to other works published so far, 
thus demonstrating the considerable suitability of QSE, AAPE 
and PME for emotions detection. Moreover, it is interesting to 
remark that most of the aforementioned works only focus on 

the blind combination of a wide number of features in advanced 
classifiers, without considering the possibility of giving a clini-
cal interpretation of the results. On the contrary, in the present 
study an SFS approach was implemented to select the most rele-
vant EEG channels and thus reduce the number of input features 
in the classification models. Hence, it is possible to interpret the 
results from a clinical point of view, thus discovering which 
brain areas are the most significant in emotional processes. Fur-
thermore, the degree of contribution of each metric and each 
brain region in both multi-class and binary-class schemes has 
also been thoroughly examined with the aim of dealing with 
emotions recognition from a novel perspective. Indeed, binary-
class evaluation has allowed to better understand the relevance 
of metrics and brain locations in emotional processes by distin-
guishing between the main dimensions of emotions, which are 
valence and arousal.

Limitations and Future Lines

Finally, there are some limitations that should be considered. 
For instance, although DEAP dataset covered the whole 
emotional space, the number of samples contained in each 
quadrant is unbalanced, being HAHV the group with a nota-
bly higher amount of samples. Hence, it would be interesting 
to enlarge the number of trials corresponding to the rest of 
emotional states, with the aim of balancing the amount of 

Table 3  Comparison of results 
of this study with previous 
works for recognition of four 
quadrants of emotions with 
DEAP database

a FD: Fractal dimension
b ApEn: Approximate entropy
c SpEn: Spectral entropy
d SOM: Self-organization maps
e ShEn: Shannon entropy
f EMD: Empirical mode decomposition
g CD: Correlation dimension
h PSA: Parallel stacked autoencoder
i LS-SVM: Least square SVM
j MSE: Multiscale sample entropy
k REn: Rényi entropy
l FuzzEn: Fuzzy entropy

Study Features Classifier Accuracy

Hatamikia & Nasrabadi [18](2014) FD,a ApEn,b  SpEnc SOMd 55.14%
Aravind et al. [45] (2015) ShEne SVM 94%
Zhang et al. [48] (2016) EMD,f SE SVM 93.20%
Bagherzadeh et al. [4] (2018) CD,g SE PSAh   93.6%
Cai et al. [7] (2019) ShEn, SpEn LS-SVMi   65.13%
Gao et al. [14] (2019) MSE,j REnk FuzzEn,l   EMD SVM 62.01%
Soroush et al. [43] (2019) Poincare planes and sections SVM 81.67%
Present study QSE, AAPE, PME SVM QSE+AAPE: 

93.75% 
QSE+PME: 

96.39%
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samples in each group of the dataset. On the other hand, 
audiovisual stimuli used in this experiment had a duration 
of one minute. This length may be excessive and many emo-
tions could be elicited for each trial, thus making it difficult 
for participants to properly rate their emotional state [30].

Moreover, different improvements could be included in future 
studies. For instance, only EEG recordings have been analyzed 
in this work, thus discarding the information contained in the 
rest of physiological variables also included in DEAP database. 
For this reason, EEG and peripheral signals will be combined in 
future works with the aim of verifying the relation between those 
variables for emotions detection. Furthermore, as mentioned in 
Section 1, traditional time–frequency metrics usually evaluate 
signals from a linear point of view, which could be a limitation 
for a complete assessment of nonlinear brain dynamics. How-
ever, some higher-order spectra metrics such as the bispectrum 
evaluate the nonlinear interactions of a signal [21, 44]. For this 
reason, this metric will be considered in future studies. In addi-
tion, an SVM classification model was chosen because of being 
the most widely applied in similar studies from other research 
groups. However, other classification approaches, such as sparse 
Bayesian [23, 49, 50], C4.5 algorithm [19] or convolutional neu-
ral networks [26], among others, have already reported nota-
ble results in EEG classification problems. Hence, they will be 
applied in future works. Finally, as the database assessed in this 
work is publicly available, the reproducibility and extension of 
the present experiment are guaranteed for other research groups.

Conclusions

In the present work, entropy metrics QSE, AAPE and PME 
have been applied for the first time to discern between the 
four quadrants of the emotional valence-arousal model. Those 
indices were chosen as one step further after having revealed 
relevant findings for recognition of calm and negative stress 
emotional states. Results reported in this manuscript have also 
demonstrated the efficiency of these nonlinear measures for 
detection of a higher number of emotions. In this sense, frontal 
and parietal brain areas of both brain hemispheres have pro-
vided the best discriminatory power between the four groups 
of emotions, thus highlighting the strong implication of these 
brain regions in emotional processes. Furthermore, valuable 
outcomes derived from the combination of regularity-based 
QSE with predictability-based AAPE and PME in both multi-
class and binary-class schemes prove the high degree of com-
plementarity between those different types of entropy metrics. 
In addition, a novel perspective of the detection of valence and 
arousal in this binary-class approach has corroborated the inter-
relation between both emotional dimensions. Precisely, it has 
been demonstrated that there are important differences in the 

detection of high and low levels of one dimension when con-
sidering the level of the other dimension.
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