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We study the features of a SU(2) Polyakov-Nambu-Jona-Lasinio model that includes wave function
renormalization and nonlocal vector interactions. Within this framework we analyze, among other
properties, the masses, width, and decay constants of light vector and axial-vector mesons at finite
temperature. Then we obtain the corresponding phase diagram in a finite density scenario, after
characterizing the deconfinement and chiral restoration transitions.
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I. INTRODUCTION

The phase diagram of strongly interacting matter at finite
temperature T and chemical potential μ has been extensively
studied along the past decades. Quantum chromodynamics
(QCD) predicts that at very high temperatures (T ≫ ΛQCD)
and low densities this matter appears in the form of a plasma
of quarks and gluons [1]. At such extreme conditions, QCD
is weakly coupled and first-principle perturbative calcula-
tions based on an expansion in the coupling constant can be
used to explore the phase diagram. However, in the low-
energy regime the analysis of hadron phenomenology
starting from first principles is still a challenge for theoretical
physics. Although substantial progress has been achieved in
this sense through lattice QCD (lQCD) calculations, this
approach shows significant difficulties, e.g., when dealing
with small current quark masses and/or finite chemical
potential. Thus, most of the present knowledge about the
behavior of strongly interacting matter arises from the study
of effective models, which offer the possibility to get
predictions of the transition features at regions that are
not accessible through lattice techniques.
Here we will concentrate on one particular class of

effective theories, viz. the nonlocal Polyakov-Nambu-Jona-
Lasinio (nlPNJL) models (see Refs. [2,3] and references

therein), in which quarks interact through covariant nonlocal
chirally symmetric four point couplings in a background
color field, and gluon self-interactions are effectively
introduced by a Polyakov loop effective potential. These
approaches, which can be considered as an improvement
over the (local) PNJL model, offer a common framework to
study both the chiral restoration and deconfinement tran-
sitions. In fact, the nonlocal character of the interactions leads
to a momentum dependence in the quark propagator that can
be made consistent [4] with lattice results.
This scheme has been used to describe the chiral

restoration transition for hadronic systems at finite temper-
ature and/or chemical potential (see, e.g., Refs. [3,5–10]).
In this work, following Ref. [2], we concentrate in the
incorporation of vector and axial-vector interactions
extended to finite T and μ. Therefore, besides the scalar
and pseudoscalar quark-antiquark currents, we include
couplings between vector and axial-vector nonlocal cur-
rents satisfying proper QCD symmetry requirements.
Within this theoretical framework, we study the thermal

behavior of several properties for the vector meson ρ and
the axial-vector meson a1. We start by analyzing their
masses, decay constants, and decay widths, and then we
characterize the chiral and deconfinement transitions
through the corresponding order parameters to finally
obtain the QCD phase diagram at finite chemical potential.
Particularly, among the original analysis of thisworkwe find
the thermal dependence of the vector decay constant and
decay width, the analytical expressions at zero and finite T
for the axial decay constant and decay width, and also a new
model parametrization consistent with the requirements to
perform the necessary numerical calculations.
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This article is organized as follows. In Sec. II we present
the general formalism to describe a system at finite
temperature and density. The numerical and phenomeno-
logical analyses for several meson properties and the
corresponding QCD phase diagram are included in
Sec. III. Finally, in Sec. IV we summarize our results
and present the conclusions.

II. THERMODYNAMICS

We consider a two-flavor chiral quark model that
includes nonlocal vector and axial-vector quark-antiquark
currents. The corresponding Euclidean effective action and
nonlocal fermion currents can be found in Ref. [2].

We perform a bosonization of the fermionic theory [11]
in a standard way by considering the partition function
Z ¼ R

Dψ̄Dψ exp½−SE� and introducing auxiliary fields.
After integrating out the fermion fields the partition
function can be written in the mean field approximation
(MFA), in which the bosonic fields are expanded around
their vacuum expectation values, ϕðxÞ ¼ ϕ̄þ δϕðxÞ.
We extend now the analysis of this model to a system at

finite temperature and chemical potential. Following the
same prescriptions described in Refs. [6,12], the thermo-
dynamic potential in the MFA is given by [13]

ΩMFA ¼ Ωreg þ Ωfree þ UðΦ; TÞ þ Ω0; ð1Þ

where

Ωreg ¼ −4T
X

c¼r;g;b

X∞
n¼−∞

Z
d3p⃗
ð2πÞ3 ln

� ðρcn;p⃗Þ2 þm2ðρcn;p⃗Þ
z2ðρcn;p⃗Þ½ðρcn;p⃗Þ2 þm2ðρcn;p⃗Þ�

�
þ σ̄21 þ κ2pσ̄

2
2

2GS
−

ω̄2

2G0

;

Ωfree ¼ −4T
X

c¼r;g;b

X
s¼�1

Z
d3p⃗
ð2πÞ3 Re ln

�
1þ exp

�
−
ϵp þ sðμþ iϕcÞ

T

��
: ð2Þ

The constants σ̄1;2 and ω̄ are the mean field values of the
scalar and the isospin zero vector fields. At nonzero quark
densities, the flavor singlet term of the vector interaction
develops a nonzero expectation value, while all other
components of the vector and axial-vector interactions
have vanishing mean fields [14].
The mean field values can be calculated by minimizing

ΩMFA, while mðρcn;p⃗Þ and zðρcn;p⃗Þ are the momentum-
dependent effective mass and the wave function renorm-
alization (WFR). These functions are related to the nonlocal
form factors and the vacuum expectation values of the
scalar fields by

mðρcn;p⃗Þ ¼ zðρcn;p⃗Þ½mþ σ̄1gðρcn;p⃗Þ�;
zðρcn;p⃗Þ ¼ ½1 − σ̄2fðρcn;p⃗Þ�−1; ð3Þ

where gðρcn;p⃗Þ and fðρcn;p⃗Þ are the Fourier transforms of the
form factors included in the nonlocal quark-antiquark
currents (see Ref. [2]). We have also defined

ðρcn;p⃗Þ2 ¼ ½ð2nþ 1ÞπT þ ϕc − {μ̃�2 þ p⃗2; ð4Þ

in which the sums over color indices run over c ¼ r, g, b
with the color background field components being ϕr ¼
−ϕg ¼ ϕ, ϕb ¼ 0, and ϵp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p⃗2 þm2

p
. The vector cou-

pling generates a shifting in the chemical potential as [13]

μ̃ ¼ μ − gðρ0cn;p⃗Þzðρ0cn;p⃗Þω̄; ð5Þ

where

ρ0
c
n;p⃗ ¼ ρcn;p⃗jω̄¼0: ð6Þ

The term Ωreg is obtained after following the same
regularization prescription as in previous works [6].
Namely, we subtract the thermodynamic potential of a
free fermion gas, and then we add it in a regularized form.
Finally, the last term in Eq. (1) is a constant fixed by the
condition that ΩMFA vanishes at T ¼ μ ¼ 0.
The chiral quark condensates are given by the vacuum

expectation values hq̄qi. The corresponding expressions
can be obtained by differentiating ΩMFA with respect to the
current quark masses.
In this effective model we assume that fermions move

on a static and constant background gauge field ϕ, the
Polyakov field, that couples with fermions through the
covariant derivative in the fermion kinetic term.
The traced Polyakov loop (PL), which in the infinite quark

mass limit can be taken as theorder parameter of confinement
[15,16], is given byΦ ¼ 1

3
Tr expðiϕ=TÞ.Wewill work in the

so-called Polyakov gauge, in which the matrix ϕ is given a
diagonal representation ϕ ¼ ϕ3λ3 þ ϕ8λ8.
Although at finite chemical potential, the traced PLΦ and

its conjugateΦ� could, in principle, have different values, we
choose for our model to adopt the usual prescriptionΦ ¼ Φ�
[3,8,13,17–25]. With the constrain of ϕ3 and ϕ8 being real,
this implies that ϕ8 ¼ 0, leaving only ϕ3 as an independent
variable, which must be understood as a further part of the
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model setup and represents a good approximation at
finite density [17,18,26,27]. Consequently, the traced PL
results Φ ¼ ½2 cosðϕ3=TÞ þ 1�=3.
Moreover, if we take Φ ¼ Φ̄ within the mean field

approximation, we avoid the model sign problem present at
finite density in the PNJL model [28,29]. Otherwise, we
would need to implement some approaches to correctly
perform the path integral, even at the mean field approxi-
mation, such as the Lefschetz thimble method [30].
The effective gauge field self-interactions are given by

the Polyakov loop potential UðΦ; TÞ, whose functional
form is usually based on properties of pure gauge QCD.
Among the most used effective potentials, the ansatz that
provides a good agreement with lQCD results [3,5] is a
polynomial function based on a Ginzburg-Landau ansatz
[17,31]:

UpolyðΦ; TÞ
T4

¼ −
b2ðTÞ
2

Φ2 −
b3
3
Φ3 þ b4

4
Φ4; ð7Þ

where

b2ðTÞ ¼ a0 þ a1

�
T0

T

�
þ a2

�
T0

T

�
2

þ a3

�
T0

T

�
3

: ð8Þ

The numerical values for the parameters can be found
in Ref. [17].
While there are several Polyakov potentials that have

been extensively used, such as the ansatz based on the
logarithmic expression of the Haar measure associated with
the SU(3) color group [18], or the Fukushima potentials
[32], it was found that there are not major differences
between various functional forms within this framework of
non local PNLJ models [3,5]. For example, while the
logarithmic potential leads to rather sharp transitions, for
some alternative forms such as the polynomic and
Fukushima potentials, the crossovers tend to be somewhat
smoother.
Finally, from lattice calculations one would expect to

find a deconfinement temperature of T0 ¼ 270 MeV given
the absence of dynamical quarks. However, it has been
argued that in the presence of light dynamical quarks, this
temperature scale, which is a further parameter of the
model, should be adequately reduced to about 210 and
190 MeV for the case of two and three flavors, respectively,
with an uncertainty of approximately 30 MeV [33].

A. Meson masses

In general, meson masses can be obtained from the terms
in the Euclidean action that are quadratic in the bosonic
fields. The resulting scalar and pseudoscalar meson sector of
the bosonized Euclidean action can be written as in Ref. [4],

SS;PSE ¼ 1

2

Z
d4p
ð2πÞ4GKðp2ÞδKðpÞδKð−pÞ ð9Þ

with K ¼ σ; σ0 and π⃗.
In the vector meson sector we have instead (see Ref. [2])

SV;AE ¼1

2

Z
d4p
ð2πÞ4fG

μν
V ðp2ÞδVμðpÞ ·δVνð−pÞ

þiGπaðp2Þ½pμδa⃗μð−pÞ ·δπ⃗ðpÞ−pμδa⃗μðpÞ ·δπ⃗ð−pÞ�g;
ð10Þ

with Vμ ¼ v0μ, a0μ, v⃗μ, and a⃗μ. For this case we obtain the
tensors Gμν

v0
, Gμν

a0
, Gμν

v , and Gμν
a from the expansion of the

fermionic determinant. One has

Gμν
v;aðp2Þ ¼ Gρ;a1ðp2Þ

�
gμν −

pμpν

p2

�
þ L�ðp2Þp

μpν

p2
;

ð11Þ

where the functions Gρ;a1ðp2Þ and L�ðp2Þ correspond to
the transverse and longitudinal projections of the vector and
axial-vector fields, describing meson states with spin 1 and
0, respectively. Regarding the isospin zero channels, it is
easy to see that the expressions for Gμν

v0
and Gμν

a0
can be

obtained from Gμν
v and Gμν

a simply by replacing the vector
coupling constant GV → G0 and GV → G5 in each case. It
can also be seen in Eq. (10) that due to the addition of the
vector meson sector, a mixing between the pion fields and
the longitudinal part of the axial-vector fields arises
[34,35]. To remove this mixing and obtain the correct pion
mass of the physical state ˜π⃗ we introduce a mixing function
λðp2Þ, defined in such a way that the cross terms in the
quadratic expansion vanish [2].
Once cross terms have been eliminated, the resulting

functions GMðp2Þ stand for the inverses of the effective
meson propagators.
At finite temperature, the meson masses are calculated by

solvingGMðp2
MÞ ¼ 0withpM ¼ ð0; imMÞ (see AppendixA

for the analytical expressions). The mass values determined
by these equations are the spatial “screening masses”
corresponding to the zeroth Matsubara mode, and their
inverses describe the persistence lengths of these modes at
equilibrium with the heat bath [36].
Finally, the meson wave function renormalization and

the meson-quark effective coupling constant can be
obtained from

Z−1
M ¼ g−2Mqq ¼

dGMðp2Þ
dp2

����
p2¼−m2

M

; ð12Þ

and thus the physical states of the meson fields can be
calculated.
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B. Decay constants

The pion weak decay constant fπ is given by the matrix
elements of axial currents between the vacuum and the
physical one-pion states at the pion pole. On the other hand,
the matrix elements of the electromagnetic current between
the neutral vector meson state and the vacuum determine
the vector decay constant fv.
These decay constants were calculated in Ref. [2] at

T ¼ 0 and are given by

fπ ¼
mqZ

1=2
π

m2
π

�
F0ð−m2

πÞ þ
Gπað−m2

πÞ
L−ð−m2

πÞ
F1ð−m2

πÞ
�
;

fv ¼
Z1=2
ρ

3m2
ρ
½JðIÞV ð−m2

ρÞ þ JðIIÞV ð−m2
ρÞ�: ð13Þ

Expanding these definitions in the framework of our PNJL
model, we obtained new analytical expressions for the

functions F0, F1, and JðI;IIÞV at finite temperature and zero
chemical potential, which can be found in detail in
Appendix A.
In addition, another important quantity that can be

studied within the effective model, and has not been
calculated before, is the axial-vector decay constant fa
defined from the matrix elements of the electroweak
charged currents Jew between the axial-vector meson state
and the vacuum at p2 ¼ −m2

a1 . We have

h0jJewμð0Þja1νðpÞi ¼ Πμνðp2Þ; ð14Þ

with Πμν ¼ Tðp2Þðδμνp2 − pμpνÞ þ Lðp2Þpμpν. Given the
mixing between the pion field and the axial-vector field, the
longitudinal projection of Πμν contributes to the pion weak
decay constant. The term corresponding to the physical
state ˜a⃗μ is the transverse projection, therefore, fa can be
calculated as fa ¼ Tðp2Þjp2¼−m2

a1
.

In order to obtain this matrix element within our model,
we have to gauge the effective action through the intro-
duction of gauge fields, and then calculate the functional
derivatives of the bosonized action with respect to the
currents and the renormalized meson fields. In addition,
due to the nonlocality of the interaction, the gauging
procedure requires the introduction of gauge fields not
only through the usual covariant derivative in the Euclidean
action but also through a transport function that comes with
the fermion fields in the nonlocal currents (see, e.g.,
Refs. [11,37,38]). We finally find the following expression:

fa ¼
Z1=2
a1

3m2
a1

½JðIÞA ð−m2
a1Þ þ JðIIÞA ð−m2

a1Þ�; ð15Þ

where the functions JðI;IIÞA at T ≠ 0 and μ ¼ 0 are

JðIÞA ðp2
mÞ ¼−4

X
c¼r;g;b

T
X∞
n¼−∞

Z
d3q⃗
ð2πÞ3 gðqncÞ

�
3

2

½zðqþncÞþ zðq−ncÞ�
DðqþncÞDðq−ncÞ

½ðqþnc ·q−ncÞ−mðqþncÞmðq−ncÞ�

þ 1

2

zðqþncÞ
DðqþncÞ

þ 1

2

zðq−ncÞ
Dðq−ncÞ

−
q2nc

ðqnc ·pmÞ
�
zðqþncÞ
DðqþncÞ

−
zðq−ncÞ
Dðq−ncÞ

�

þ zðqþncÞzðq−ncÞ
DðqþncÞDðq−ncÞ

�
ðqnc ·pmÞ−

q2ncp2
m

ðqnc ·pmÞ
�
½σ̄1½mðq−ncÞ−mðqþncÞ�αþg ðqnc;pmÞ

þ σ̄2

�
q2ncþ

p2
m

4
þmðqþncÞmðq−ncÞ

�
α−f ðqnc;pmÞþ

2

q2nc
ðσ̄1gðqncÞþmqÞ½mðq−ncÞ−mðqþncÞ��

	
;

JðIIÞA ðp2
mÞ ¼−4

X
c¼r;g;b

T
X∞
n¼−∞

Z
d3q⃗
ð2πÞ3

zðqncÞ
DðqncÞ

�
q2nc

ðqnc ·pmÞ
½gðqþncÞ− gðq−ncÞ�þ

�
ðqnc ·pmÞ−

q2ncp2
m

ðqnc ·pmÞ
�
α−g ðqnc;pmÞ

	
; ð16Þ

and

α�f ðqnc;pmÞ¼
Z

1

0

dλ
λ

2

�
f0
�
qncþλ

pm

2

�
�f0

�
qnc−λ

pm

2

��
:

ð17Þ

In these expressions pm ¼ ðνm; p⃗Þ, νm ¼ 2mπT are the
bosonic Matsubara frequencies, q2nc ¼ ½ð2nþ 1ÞπT þ
ϕc�2 þ q⃗2 and q�nc ¼ qcn � pm=2.

C. Decay widths

Various transition amplitudes can be calculated by
expanding the bosonized action to higher orders in meson
fluctuations. In this work we are particularly focused in the
study of the processes ρ → ππ and a1 → ρπ at finite
temperature. In order to study the thermal dependence of
these decay widths, it is necessary to modify the two-body
phase space to include finite temperature effects. Following
Refs. [39,40], the decay of a particle at rest of massM, into
particles of masses m1 and m2 in equilibrium with the heat
bath, is given by
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ΓM→m1m2

����
p¼0

¼ jAMj2
32πM

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1 −

ðm1 þm2Þ2
M2

��
1 −

ðm1 −m2Þ2
M2

�s
exp ½ 1

2T M�
cosh ½ 1

2T M� − cosh
h
1
2T

ðm1−m2Þðm1þm2Þ
M

i ; ð18Þ

where AM is evaluated within the effective model.
To the best of our knowledge this consistent extension to

finite temperature of the well known two-body phase space
has not been considered before within the framework of
effective models, and consequently it provides a new tool to
study the particle decays in a thermal bath.
The decay amplitudes AρðvaðpÞ → πbðq1Þπcðq2ÞÞ and

Aa1ðaaðpÞ → vbðq1Þπcðq2ÞÞ can be obtained by calculat-
ing the corresponding functional derivatives of the effective
action. This method has already been used in Ref. [2] to
find the expression for Aρ

jAρj2 ¼
m2

ρ

3

�
1 −

4m2
π

m2
ρ

�
g2ρππ: ð19Þ

Therefore, we proceed to calculate Aa1 defining

δ3SbosE

δãaμðpÞδṽbνðq1Þδπ̃cðq2Þ
����
δaμ¼δvν¼δπ¼0

¼ δ̂ð4Þðpþ q1 þ q2ÞϵabcΠa1→ρπ
μν ; ð20Þ

where δ̂ð4Þðpþ q1 þ q2Þ ¼ ð2πÞ4δð4Þðpþ q1 þ q2Þ, and

Πa1→ρπ
μν ¼ F̃1ðp2; q21; q

2
2Þδμν þ F̃2ðp2; q21; q

2
2Þq1μq1ν

þ F̃3ðp2; q21; q
2
2Þq2μq2ν þ F̃4ðp2; q21; q

2
2Þq1μq2ν

þ F̃5ðp2; q21; q
2
2Þq2μq1ν: ð21Þ

The form factors F̃iðp2; q21; q
2
2Þ are one-loop functions that

arise from the expansion of the effective action. After some
lengthy algebra we finally obtain the following expression
for the amplitude:

jAa1 j2 ¼ 2g2aρπ þ
1

16m2
ρm2

a1

f2gaρπðm2
a1 −m2

π þm2
ρÞ

þ faρπ½m4
a1 − 2m2

a1ðm2
ρ þm2

πÞ þ ðm2
ρ −m2

πÞ2�g2;
ð22Þ

with gaρπ ≡ F̃1ð−m2
a1 ;−m

2
ρ;−m2

πÞ and faρπ ≡ F̃3ð−m2
a1 ;

−m2
ρ;−m2

πÞ − F̃4ð−m2
a1 ;−m

2
ρ;−m2

πÞ. The explicit forms
of gρππ , gaρπ , and faρπ can be found in Appendix B.

Hence, the results of Eqs. (19) and (22) together with the
definition in Eq. (18) lead to

Γρ→ππ ¼
jAρj2
32πmρ

�
1 −

4m2
π

m2
ρ

�
1=2 exp ½ 1

2T mρ�
cosh ½ 1

2T mρ� − 1
;

Γa1→ρπ ¼
jAa1 j2
32πm3

a1

½m2
a1 − ðmρ þmπÞ2�1=2

×
½m2

a1 − ðmρ −mπÞ2�1=2 exp ½ 12T ma1 �
cosh ½ 1

2T ma1 � − cosh
h
1
2T

ðmρ−mπÞðmρþmπÞ
ma1

i : ð23Þ

III. NUMERICAL RESULTS

A. Vacuum properties

To fully define the model it is necessary to specify the
form factors fðzÞ and gðzÞ in the nonlocal fermion currents.
In this work we will consider an exponential momentum
dependence, which guarantees a fast ultraviolet conver-
gence of the loop integrals,

gðpÞ ¼ expð−p2=Λ2
0Þ; fðpÞ ¼ expð−p2=Λ2

1Þ:

Notice that in these form factors two energy scales, Λ0 and
Λ1, are introduced, which act as an effective momentum
cutoff and have to be taken as additional parameters of the
model. Moreover, the model in the MFA includes other five
free parameters, namely, the current quark mass m, and the
coupling constants GS, GV , G0 and κp.
Given the form factor functions, it is possible to set the

model parameters to reproduce the observed meson phe-
nomenology. First, we perform a fit to lQCD results quoted
in Ref. [41] for the functions mðpÞ and zðpÞ, from which
we obtain the values of Λ0 and Λ1

Λ0 ¼ 1092� 22 MeV; Λ1 ¼ 1173� 60 MeV:

The curves corresponding to the functions mðpÞ and zðpÞ,
together with lQCD data are shown in Fig. 1.
By requiring that the model reproduce the empirical

values of three physical quantities, chosen to be the masses
of the mesons π and ρ and the pion weak decay constant fπ ,
together with the value of zðp ¼ 0Þ, one can determine the
model parameters.
Effective theories that do not include an explicit mecha-

nism of confinement, such as PNJL models, usually present
a threshold above which the constituent quarks can be
simultaneously on shell. This threshold, which depends on
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the model parametrization, is typically of the order of
1 GeV. Since the main goal of this work is to describe the
properties of vector mesons, particularly the a1ð1260Þ
meson, the parameter set must be chosen in such a way
that the threshold, approximately of 1.25 GeV, is larger than
the meson masses obtained within our model. After an
extensive search it was possible to find the parametrization
quoted in Table I that complies with this requirement. See,
for instance, Refs. [2,5,36] where, due to the presence
of a smaller threshold, some observables could not be
calculated.

Once we have fixed the model parametrization, we can
calculate the values of several meson properties. Our
numerical results are summarized in Table II, together
with the corresponding phenomenological estimates.
In general, it is seen that meson masses, mixing angles,

and decay constants predicted by the model are in a
reasonable agreement with phenomenological expecta-
tions. As in precedent analyses [3–5,7], we obtain relatively
low values for m, and a somewhat large value for the light
quark condensate. On the other hand, we find that the
product −hq̄qim, which gives 7.4 × 10−5 GeV4 is in
agreement with the scale-independent result obtained from
the Gell-Mann-Oakes-Renner relation at the leading order
in the chiral expansion, namely, −hq̄qim ¼ f2πm2

π=2≃
8.3 × 10−5 GeV4.
Regarding the coupling constant G0, we will follow the

prescription used in Ref. [13], parametrizing it as
G0 ¼ ηGV . Therefore, the strength of the isoscalar vector
coupling can be evaluated by considering different values
for η, and can be used to tune the model. This approach
varies from the way the other coupling constantsGS andGV
are calculated; however, the same technique could also be
applied. In that case, due to the fact that the empirical
masses of the ω and ρ mesons, mω ¼ 783 MeV and
mρ ¼ 775 MeV, are extremely close to each other, and
the functions Gρðp2Þ and Gωðp2Þ only differ in the vector
and isoscalar vector coupling constants, G0 would be
exceedingly close to GV as well. Accordingly, when we
perform the numerical analysis with our parametrization we
obtain G0 ¼ 19.78 GeV−2.
In the following section it will be shown that this result,

while acceptable in the vacuum, would lead in a system with
finite temperature and density to a situation where the chiral
restoration takes place as a crossover phase transition for
almost all values of the chemical potential, and consequently
the first order chiral phase transition would be present in a
narrow density region of the QCD phase diagram.

FIG. 1. Fit to lattice data from Ref. [41] for the functions mðpÞ
and zðpÞ, Eq. (3). The fit has been carried out considering results
up to 3 GeV.

TABLE I. Model parameter values.

Parameter Value

m [MeV] 2.256
GS [GeV−2] 23.30
GV [GeV−2] 20.05
κp [GeV] 4.265

TABLE II. Numerical results for various phenomenological
quantities.

Parameter Value Empirical

σ̄1 [MeV] 648.3 � � �
σ̄2 −0.3307 � � �
λ [MeV−1] 6.168 × 10−4 � � �
gπqq̄ 7.068 � � �
gρqq̄ 4.155 � � �
ga1qq̄ 3.741 � � �
−hq̄qi1=3 [MeV] 329.6 270–330
mσ [MeV] 793.9 400–550
ma1 [MeV] 1204.1 1260
fv 0.1732 0.200
fa 0.4407 0.230
Γρ→ππ [MeV] 120.7 149.1
Γa1→ρπ [MeV] 184.7 150–360
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Furthermore, we find that the behavior of the meson
masses mω and mρ as functions of the temperature would
also be almost identical, without providing us any new
insight about mω.
On the other hand, defining the parameter η is especially

useful in the study of the QCD phase diagram, given that
the influence of this vector coupling increases with the
chemical potential, while at zero density ω̄ vanishes for all
temperatures, and thus, the vector interactions do not
contribute to the mean field thermodynamic potential.
For these reasons, it was decided that this prescription
would provide more interesting information about the
consequences of the presence of the vector sector in the
mean field approximation.

B. Results at finite temperature

We begin this section studying the chiral restoration and
deconfinement transition at zero chemical potential through
the thermal dependence of the corresponding order param-
eters, namely, the chiral quark condensate hq̄qi and the
trace of the Polyakov loop Φ, respectively. This analysis
will allow us to characterize our model within the new
parametrization found in this work.
Both chiral and deconfinement critical temperatures, Tch

and TΦ, are obtained by the position of the peaks in the
associated susceptibilities χch and χΦ, defined as

χch ¼
∂hq̄qi
∂T and χΦ ¼ dΦ

dT
:

In Fig. 2 we plot with a solid line the quark condensate
normalized by its value at T ¼ 0, and with a dashed line the
trace of the Polyakov loop, both as a function of the
temperature T. Using the potential UpolyðΦ; TÞ in Eq. (8)
with T0 ¼ 210 MeV, we find that the chiral and deconfine-
ment critical temperatures are approximately the same (less
than 3% of difference). This behavior is in agreement with

lQCD calculations [42] and other nlPNJL models [3,5,8],
showing that at μ ¼ 0 chiral restoration and deconfinement
take place simultaneously as crossover phase transitions.
The obtained chiral critical temperature, Tch ¼ 202 MeV,

is somewhat larger than lQCD estimations, T lQCD
ch ∼

160 MeV [42]; however, this value is strongly dependent
on the presence of the Polyakov loop. For instance, nonlocal
NJLmodels (without Polyakov loop) [43–45] predict a chiral
critical temperature around 120 MeV, which is quite lower
than T lQCD

ch . Therefore, in our model framework we can test
the effect of the effective Polyakov potential on the chiral
critical temperature by modifying the value of T0, staying
within the range quoted in Ref. [33].
In Fig. 3 we plot the chiral critical temperature as a

function of T0 for two different sets of parameters. The
solid line stands for the parametrization present in Table I,
while the dashed one represents the parametrization used in
Ref. [46]. With this analysis we cannot only estimate how
much Tch changes with T0, but also determine its depend-
ence with the parametrization. We see in the figure that the
splitting between lines remains almost constant with a gap
of approximately 15 MeV, and the variation of Tch in the
range between T0 ¼ 120–290 MeV is almost of 70 MeV.
Hence, with the proper choice of model parameters and T0,
we can always obtain a chiral critical temperature in good
agreement with lQCD estimations. Consequently, for all
the following figures we will plot our results against the
reduced temperature T=Tch.
We shall proceed to present the main numerical results in

the study of the properties of the mesons in the vector sector
at finite temperature. The evolution of the meson masses as
functions of the reduced temperature are shown in Fig. 4.
The lower panel shows the behavior of the vector and
axial-vector mesons ρ and a a1, which are chiral partners.
Similarly, in the upper panel we find the scalar and
pseudoscalar mesons σ and π which have been extensively
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FIG. 2. Normalized quark condensate and trace of the Polyakov
loop indicated by a solid and dashed line, respectively, as a
function of the temperature.
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FIG. 3. Chiral critical temperatures as a function of T0 for two
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metrization used in this work, and the dashed line indicates the
one used in Ref. [46].
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studied and were included for comparison. It is seen that
pseudoscalar and vector meson masses (solid lines) remain
approximately constant up to the critical temperature Tch,
while scalar and axial-vector meson masses (dashed lines)
start to drop somewhat below Tch. Right above Tch masses
get increased in such a way that the chiral partners become
degenerate, as expected from chiral restoration. Afterwards,
when the temperature is further increased, the masses rise
continuously, showing that they are basically dominated by
the thermal energy. We also plot in both cases the effective
constituent quark masses, shown with dotted lines. It is
interesting to notice that up to a certain temperature Tm
(denoted in the figure with a large dot) the mesons have a
lower mass than the masses of their constituent quarks.
However, when T > Tm, meson masses are no longer
discrete solutions of Eqs. (A1) and (A3), which implies
a passage from the discrete to the continuum, known as
theMott transition [47,48]. From the figure one can see that
the Mott temperature for the scalar and vector mesons is
located at T=Tch ∼ 1.
Regarding the thermal behavior of the decay constants,

defined in Eqs. (13) and (15) and plotted in the upper panel
of Fig. 5, we see that they remain constant up to near the
chiral critical temperature, and beyond this point they tend
to zero. We can observe that the pion decay constant

vanishes faster (at T=Tch ∼ 1.5) than the vector and axial-
vector decay constants (at T=Tch ∼ 3). Also, fa1 presents a
peak immediately above Tch due to the a1 mass behavior,
which, before being dominated by the thermal energy,
decreases to become degenerated with its chiral partner.
The lower panel of Fig. 5 shows the quark-meson

couplings of the vector and axial-vector mesons with solid
and dashed lines, respectively. Both quark-meson cou-
plings present a similar thermal behavior, remaining con-
stant at low temperatures and decreasing before reaching
Tch. Near above the critical temperature, the couplings
become degenerated.
In Fig. 6 we plot the ρ and a1 decay widths, Γρ and Γa1 ,

defined in Eq. (18). It can be seen that the solid line, which
represents Γρ, and the dashed line which represents Γa1 ,
show a decreasing behavior as T rises. It is found in these
cases that the thermal dependence in the meson masses
directly affects the decay widths. This happens because of
the kinematic condition in Eq. (18), which goes to zero as T
increases. As a result the decay widths tend to vanish, even
when the phase space becomes larger due to the Bose
enhancement. On the contrary, if the masses are considered
to be constant for all temperatures, then Γρ would follow
the dotted line curve in Fig. 6, and monotonously increase
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as a function of T. This is fully consistent with the results
obtained, for instance, within QCD sum rules [49], where
the same condition is imposed to the masses.
Despite having the same general tendency towards zero,

Γρ and Γa1 present a transition at different temperatures. In
the case of the ρ meson, it is only when T > Tch that Γρ

starts to drop, since mπ grows faster than mρ with the
temperature (see Fig. 4).
For the a1 decay however, the width begins to diminish

before the chiral critical temperature, vanishing close to
Tch. This is caused by the chiral partners mass degener-
ation; near above Tch, the vector and axial-vector mesons
have approximately the same mass (see lower panel of
Fig. 4), and therefore when this happens the kinematic
condition in Eq. (18) vanishes.
Concerning the axial-vector decay width Γa1 it begs to be

mentioned that, while we are only considering the main
channel of the partial decay a1 → ρπ, the physical decay
process is actually a1 → πππ. Other partial widths contrib-
ute approximately with 40% of the total width [40].
Moreover, the decay a1 → σπ and the direct decay a1 →
πππ are also kinematically allowed for a higher temperature
range, since mσ and mπ are smaller than mρ near and above
Tch. Even though these processes are not calculated here,
they would contribute to the total width and could modify
the decreasing behavior of Γa1 .

C. QCD phase diagram

Through the study of the order parameters one can find
regions in which the chiral symmetry is either broken or
approximately restored through first order or crossover
phase transitions, and phases in which the system remains
either in confined or deconfined states.
For relatively high temperatures chiral restoration takes

place as a crossover, whereas at low temperatures the order

parameter has a discontinuity at a given critical chemical
potential signaling a first order phase transition. This gap in
the quark condensate induces also a jump in the trace of the
PL. The value of Φ at both sides of the discontinuity
indicates if the system remains confined or not. Values
close to zero or one correspond to confinement or decon-
finement, respectively.
When the chiral restoration occurs as a first order phase

transition, the PL susceptibility presents a divergent behav-
ior at the chiral critical temperature even when the order
parameter Φ remains close to zero. Therefore, another
definition is needed for the deconfinement critical temper-
atures in this region of the phase diagram. As in Ref. [8], we
define the critical temperature requiring thatΦ takes a value
in the range between 0.4 and 0.6, which could be taken as
large enough to denote deconfinement.
Given that deconfinement occurs at temperatures where

the order parameter becomes close to 1, the phase in which
quarks remain confined (signaled by Φ≲ 0.4) even though
chiral symmetry has been restored is usually referred to as a
quarkyonic phase [50–52].
As it is explained in Ref. [13] the isoscalar vector

coupling constant G0 is considered to be a free parameter
which may be adjusted in the MFA to reproduce the
behavior of thermodynamic properties obtained in lattice
QCD and other effective theories. Therefore, as was stated,
the vector coupling strength will be evaluated by defining
the ratio η ¼ G0=GV , and to study how the vector inter-
actions affect the transitions and the location of the CEP, we
built the corresponding phase diagrams for different values
of η. In this way we have a phenomenological approach to
delimit the range phenomenologically allowed by the
isoscalar vector coupling constant.
In Fig. 7 the first order phase transition for the chiral

symmetry restoration can be seen with solid lines, while the
dashed lines show the crossover transition. In addition, the
deconfinement transition range, defined by 0.4 < Φ < 0.6,
is denoted with the color shaded area. Finally, the dot
indicates the position of the critical end point (CEP).
If we move in the T-μ plane, along the first order phase

transition curve, the critical temperature rises from zero up
to a CEP temperature TCEP, while the critical chemical
potential decreases from μch to a critical end point chemical
potential μCEP. Beyond this point, the chiral restoration
phase transition proceeds as a crossover.
In Table III we summarize, for the three considered

values of η, the critical temperatures Tc, critical chemical
potentials μc, and the CEP coordinates (μCEP, TCEP).
In the upper panel of Fig. 7 we plot the phase diagram for

a mean field theory without vector interactions (η ¼ 0),
while in the two lower panels we show the phase diagrams
in the presence of the isoscalar vector coupling for two
different values of η, η ¼ 0.3 and η ¼ 0.5. We notice that
the influence of the vector interaction increases with the
chemical potential, in particular, the position of the CEP
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and the values of μch reflect notably this influence (for
increasing η the CEP’s tend to be located towards a lower T
and higher μ). For instance, if we take η ¼ 1 the CEP
coordinates are (470,95) MeV while the critical chemical
potential is 498 MeV; therefore, the first order chiral phase
transition is only present for a density range of less than
30 MeV. Moreover, for η≳ 1.3 the first order phase
transition disappears from the QCD phase diagram.
In addition, from Fig. 7 two different behaviors for the

hadronic matter depending on the chemical potential are
observed. When the chiral restoration transition is first
order (μ > μCEP), as the temperature increases we find a
transition from a hadronic phase with broken chiral
symmetry (BP), to a quarkyonic phase (QP) where the
chiral symmetry is restored but the quarks are still confined
into hadrons. If the temperature continues raising, the
deconfinement transition takes place reaching a partonic
phase in which quarks are deconfined and the chiral
symmetry is restored (RP). On the other hand, for densities
lower than μCEP one goes from the BP to the RP though
crossover phase transitions when the temperature increases.
Hence, the chiral restoration and deconfinement take place
almost simultaneously.

IV. SUMMARY AND CONCLUSIONS

In this work we have analyzed the thermal properties of
the lightest vector mesons and characterized the chiral and
deconfinement transitions at finite T and μ, within the
context of a SU(2) nonlocal NJL model with vector
interactions and WFR. Gauge interactions have been
effectively introduced through a coupling between quarks
and a constant background color gauge field, the Polyakov
field, whereas gluons self-interactions have been imple-
mented through the polynomial effective Polyakov loop
potential.
Regarding the vacuum properties, we have been able to

find a parameter set that reproduces lattice QCD results for
the momentum dependence of the effective quark mass and
WFR, and the related threshold, where constituent quarks
can be simultaneously on shell, is larger than the obtained
meson masses.
At finite temperature, we study the masses, widths, and

decay constants of the lightest vector and axial-vector
mesons. We found, as expected, that meson masses and
decay constants remain approximately constant up to the
critical chiral temperature. Beyond the chiral critical
temperature, the masses get increased, becoming degen-
erated with their chiral partners.
For the process ρ → ππ, the decay width starts to drop

above the chiral critical temperature, since beyond this
temperature the π mass grows faster than the ρ mass.
For the a1 decay, due to the chiral partners mass

degeneration, the width begins to diminish before
the chiral critical temperature, vanishing close to Tch.
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FIG. 7. QCD phase diagrams for the polynomial PL potential
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TABLE III. CEP coordinates and critical temperatures and
densities for the different cases of vector strength.

G0 0 0.3 GV 0.5 GV

TCEP [MeV] 173 162 148
μCEP [MeV] 209 268 327
Tch [MeV] 202 202 202
μch [MeV] 343 369 395
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This indicates that the nonconsidered decay processes for
the a1 could be relevant for temperatures close to the chiral
critical temperature.
At zero μ, the model shows a crossover phase transition,

corresponding to the restoration of the SU(2) chiral sym-
metry. In addition, one finds a deconfinement phase tran-
sition, which occurs at almost the same critical temperature.
On the other hand, at zero temperature chiral restoration

takes place via a first order transition.
At finite density, in the first order region, the critical

temperatures for the restoration of the chiral symmetry and
deconfinement transition begin to separate. The region
between them denotes the quarkyonic phase.
In addition, when the vector interactions are added to the

model (η ≠ 0) we found that the position of the CEP and
μch are influenced by the strength of the coupling constant
G0, noticing that when η increases the critical end point
appears at a lower T and higher μ.
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APPENDIX A: SCREENING MASSES
AND THE DECAY CONSTANTS

Here we quote the analytical expressions for the effective
thermal meson propagators in the imaginary time formal-
ism, GMðνm; p⃗Þ, where νm ¼ 2mπT are the bosonic
Matsubara frequencies. Also we will present the functions
defined in Eq. (13) to calculate the decay constants fπ and
fv (see Ref. [2] for details of their derivations).

For the vector and axial-vector sector, the functions Gρðνm; p⃗Þ and Ga1ðνm; p⃗Þ can be written as

Gð ρ
a1
Þðνm; p⃗Þ ¼

1

GV
− 8

X
c¼r;g;b

T
X∞
n¼−∞

Z
d3q⃗
ð2πÞ3 h

2ðqncÞ
zðqþncÞzðq−ncÞ
DðqþncÞDðq−ncÞ

�
q2nc
3

þ 2ðpm · qncÞ2
3p2

−
p2
m

4
�mðq−ncÞmðqþncÞ

�
; ðA1Þ

with DðqncÞ ¼ q2nc þm2ðqncÞ, pm ¼ ðνm; p⃗Þ, q2nc ¼ ½ð2nþ 1ÞπT þ ϕc�2 þ q⃗2 and q�nc ¼ qnc � pm=2.

In order to calculate the physical state δ ˜π⃗ we define from Eq. (10) the mixing function λðp2Þ as

λðp2Þ ¼ Gπaðp2Þ
L−ðp2Þ : ðA2Þ

Thus, to calculate the pion mass we find

Gπ̃ðp2
mÞ ¼ Gπðp2

mÞ − λðp2
mÞGπaðp2

mÞp2
m; ðA3Þ

with

Gπðp2
mÞ ¼

1

GS
− 8

X
c¼r;g;b

T
X∞
n¼−∞

Z
d3q⃗
ð2πÞ3 gðqncÞ

2
zðqþncÞzðq−ncÞ
DðqþncÞDðq−ncÞ

½ðqþnc · q−ncÞ þmðqþncÞmðq−ncÞ�;

Gπaðp2
mÞ ¼

8

p2
m

X
c¼r;g;b

T
X∞
n¼−∞

Z
d3q⃗
ð2πÞ3 gðqncÞ

2
zðqþncÞzðq−ncÞ
DðqþncÞDðq−ncÞ

½ðqþnc · pmÞmðq−ncÞ − ðq−nc · pmÞmðqþncÞ�;

L−ðp2
mÞ ¼

1

GV
− 8

X
c¼r;g;b

T
X∞
n¼−∞

Z
d3q⃗
ð2πÞ3 gðqncÞ

2
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DðqþncÞDðq−ncÞ

�
q2nc −

2ðpm · qncÞ2
p2
m

þ p2
m

4
−mðq−ncÞmðqþncÞ

�
: ðA4Þ

In the case of the fπ and fv decay constants we need to evaluate the functions F0ðp2
mÞ, F1ðp2

mÞ, and JI;IIV ðp2
mÞ. After a

rather lengthy calculation we find for these functions the following expressions:
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F0ðp2
mÞ ¼ 8

X
c¼r;g;b

T
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and
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where

αþf ðq; pÞ ¼
Z

1

−1
dλ

λ

2
f0
�
q − λ

p
2

�
: ðA7Þ

APPENDIX B: ANALYTIC EXPRESSIONS FOR THE DECAY WIDTHS

We start this appendix with the analytical expression for the factor gρππ ≡ G̃ρππð−m2
ρ;−m2

π;−m2
πÞ.

G̃ρππðp2
m; q21;m; q

2
2;mÞ ¼ Z1=2

ρ Zπ½Gρππðp2
m; q21;m; q

2
2;mÞ þ λðq22;mÞGρπaðp2

m; q21;m; q
2
2;mÞ

þ λðq22;mÞ2Gρaaðp2
m; q21;m; q

2
2;mÞ�: ðB1Þ

To calculate the ρ → ππ decay amplitude, we have to evaluate the functionsGρxyðp2
m; q21;m; q

2
2;mÞ, where subindices x and

y stand for either π or a, at q21 ¼ q22 ¼ ðp − q1Þ2 ¼ −m2
π, p2 ¼ −m2

ρ. It is convenient to introduce the momentum
v ¼ q1 − p=2, which satisfies p · v ¼ 0, v2 ¼ m2

ρ=4 −m2
π . Then

Gρxyðp2
m; q21;m; q

2
2;mÞ ¼ 16

X
c¼r;g;b

T
X∞
n¼−∞

Z
d3q⃗
ð2πÞ3 gðqncÞgðqnc þ vm=2þ pm=4Þgðqnc þ vm=2 − pm=4Þ

×
zðqþncÞzðq−ncÞzðqnc þ vmÞ

DðqþncÞDðq−ncÞDðqnc þ vmÞ
fxyðqnc; pm; vmÞ; ðB2Þ

where we have defined q�nc ¼ qnc � pm=2. We find for fxyðq; p; vÞ the expressions (to simplify the notation we will omit
the subindexes in q, p and v)
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fππ ¼ ½ðqþ · q−Þ þmðqþÞmðq−Þ�
�
1þ ðq · vÞ

v2

�
−
ðq · vÞ
v2

f2½q · ðqþ vÞ� þmðqþ vÞ½mðqþÞ þmðq−Þ�g;

fπa ¼ −2mðqþ vÞ
�
ðqþ · q−Þ − 2

ðq · vÞ2
v2

þmðqþÞmðq−Þ
�

þ
�
1þ ðq · vÞ

v2

�
fðqþ · pÞmðq−Þ − ðq− · pÞmðqþÞ − 2ðq · vÞ½mðqþÞ þmðq−Þ�g;

faa ¼
�
1þ ðq · vÞ

v2

��
qþ2q−2 − ðqþ · q−Þðqþ vÞ2 −

�
v2 þ p2

4

�
mðqþÞmðq−Þ

�

þmðqþ vÞ
�
mðqþÞðq− · pÞ −mðq−Þðqþ · pÞ þ ðq · vÞ

v2

�
v2 −

p2

4

�
½mðqþÞ þmðq−Þ�

	

þ 2
ðq · vÞ
v2

ðqþ vÞ2
�
ðq · vÞ − p2

4

�
: ðB3Þ

In the case of the a1 → ρπ decay amplitude, the functions F̃iðp2; q21; q
2
2Þ can be written as

F̃iðp2
m; q21;m; q

2
2;mÞ ¼ Z1=2

ρ Z1=2
π Z1=2

a1 Fiðp2
m; q21;m; q

2
2;mÞ; ðB4Þ

with

Fiðp2
m; q21;m; q

2
2;mÞ ¼ 16

X
c¼r;g;b

T
X∞
n¼−∞

Z
d3q⃗
ð2πÞ3 gðqncÞgðqnc þ q1;m=2Þgðqnc − q2;m=2Þ

×
zðqþncÞzðq−ncÞzðq̄ncÞ
DðqþncÞDðq−ncÞDðq̄ncÞ

fiðp2
m; q21;m; q

2
2;mÞ; ðB5Þ

where we have defined q�nc ¼ qnc � ðq1;m þ q2;mÞ=2 and ¯qnc ¼ qnc þ ðq1;m − q2;mÞ=2. For i ¼ 1, 3, 4, which are the only
functions needed to calculate gaρπ and faρπ , we obtain

f1 ¼ mðq̄Þqþ · q− −mðqþÞq̄ · q− −mðq−Þq̄ · qþ −mðq̄ÞmðqþÞmðq−Þ þ 2βaðmðqþÞ −mðq̄ÞÞ
þ λðq22Þ½mðq̄Þmðq−Þqþ · p2 þmðq̄ÞmðqþÞq− · p2 −mðqþÞmðq−Þq̄ · p2 − qþ2ðq− · p2Þ
þ ð2q · p2 þ p1 · p2Þðqþ · q−Þ þ 2βaðq̄2 − qþ2Þ� ðB6Þ

f3 ¼ mðq̄Þ
2

þmðqþÞ
2

− 2αbmðqþÞ þ 2βcðmðqþÞ −mðq̄ÞÞ

þ λðq22Þ
�
mðq̄ÞmðqþÞ − q̄2 þ qþ2

2
− 2αbðmðq̄ÞmðqþÞ − qþ2Þ þ 2βcðq̄2 − qþ2Þ

�
ðB7Þ

f4 ¼ mðq̄Þ
2

þmðq−Þ
2

þ αaðmðq−Þ −mðqþÞÞ þ 2βdðmðqþÞ −mðq̄ÞÞ

þ λðq22Þ
�
1

2
½mðq−Þðmðq̄Þ þmðqþÞÞ þmðq̄ÞmðqþÞ − q̄2� þ 2βdðq̄2 − qþ2Þ

þ αa½mðq−Þðmðq̄Þ þmðqþÞÞ −mðq̄ÞmðqþÞ þ qþ2�
	
; ðB8Þ

where the coefficients αi and βi are

αa ¼
ðp1 · qÞðp1 · p2Þ − ðp2 · qÞp2

2

ðp1 · p2Þ2 − p2
1p

2
2

αb ¼
ðp2 · qÞðp2 · p1Þ − ðp1 · qÞp2

1

ðp1 · p2Þ2 − p2
1p

2
2

ðB9Þ
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βa ¼
q2ðp1 · p2Þ2 þ p2

1ðp2 · qÞ2 þ p2
2ðp1 · qÞ2 − 2ðp1 · qÞðp2 · qÞðp1 · p2Þ − q2p2

1p
2
2

2½ðp1 · p2Þ2 − p2
1p

2
2�

βb ¼
ðp1 · p2Þ2½q2p2

2 þ 2ðp2 · qÞ2� þ p2
1p

2
2ðp2 · qÞ2 þ 3p4

2ðp1 · qÞ2 − 6p2
2ðp1 · qÞðp2 · qÞðp1 · p2Þ − q2p2

1p
4
2

2½ðp1 · p2Þ2 − p2
1p

2
2�2

βc ¼
ðp1 · p2Þ2½q2p2

1 þ 2ðp1 · qÞ2� þ p2
1p

2
2ðp1 · qÞ2 þ 3p4

1ðp2 · qÞ2 − 6p2
1ðp1 · qÞðp2 · qÞðp1 · p2Þ − q2p4

1p
2
2

2½ðp1 · p2Þ2 − p2
1p

2
2�2

βd ¼ f4ðp1 · qÞðp2 · qÞðp1 · p2Þ2 þ p2
1p

2
2½2ðp1 · qÞðp2 · qÞ þ q2ðp1 · p2Þ�

− 3ðp1 · p2Þ½p2
1ðp2 · qÞ2 þ p2

2ðp1 · qÞ2� − q2ðp1 · p2Þ3g
1

2½ðp1 · p2Þ2 − p2
1p

2
2�2

: ðB10Þ
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