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A B S T R A C T   

Various methods exist to assess the temporal stability of psychological constructs. In this paper we discuss 
common methods based on a review of the personality traits negative affectivity and social inhibition. Most 
methods ignore the non-normal distributions and measurement error in the questionnaire item scores. We 
illustrate how to handle these issues using three longitudinal latent variable models. We further highlight the 
importance of testing the often overlooked assumption of longitudinal measurement invariance. Lastly, we apply 
several longitudinal measurement invariance models, univariate and multivariate latent growth curves models, 
and latent trait-state occasions models to data from 2625 cancer survivors, to assess the temporal stability of 
negative affectivity, social inhibition, depression, anxiety, across a period of four years.   

1. Introduction 

Personality traits are considered relatively enduring sets of behav
iors, feelings and thoughts that characterize individuals (Roberts & 
Mroczek, 2008). These behavioral, emotional, and cognitive patterns 
develop from an interplay between biological and environmental in
fluences, and were typically thought to remain stable after reaching 
adulthood (McGraw & Costa, 1994). However, more recent evidence 
suggests that personality traits may continue to change throughout 
adulthood and even into old age (Mroczek & Spiro, 2003; Mroczek, 
Graham, Turiano, & Aro-Lambo, 2021). Such change in personality can 
either be normative or non-normative. Normative change is defined as 
the generalizable patterns of personality development typically seen in 
most individuals, whereas non-normative change reflects all individual 
deviation from the normative developmental trajectories (Roberts, 
Walton & Viechtbauer, 2006). An example of normative change is that 
people generally become more socially mature (calm, responsible, 
confident) as they grow older (Roberts & Wood, 2006). However, (epi) 
genetic influences or environmental factors, such as major life events 
and work experiences, may alter the course of such normative devel
opment in directions unique to how each individual interacts with his or 

her environment (Roberts, Wood & Caspi, 2008; Leszko, Elleman, Bas
tarache, Graham & Mroczek, 2016). Although personality can change 
into adulthood, several studies suggests that both the genetic and 
environmental influences on personality increase in stability with age 
(Briley & Tucker-Drob, 2014; Li-Gao et al., 2021). 

Throughout the years, several statistical methods have been used to 
assess the temporal stability of personality traits, or rather the stability 
of psychological constructs in general (for an overview see De Fruyt 
et al., 2006). A first distinction can be made between methods assessing 
absolute change vs methods that focus on relative change (also known as 
differential change, Caspi, Roberts & Shiner, 2005). The absolute change 
perspective involves determining whether an individual or aggregate 
score on one time point differs from the score at one or more other time 
points. Absolute change can be assessed for separate individuals (indi
vidual-level absolute stability) or for groups of individuals such as the 
entire sample (mean-level absolute stability). From a relative change 
perspective, it is by definition not possible to assess the change of a 
single individual, because relative change is defined as change relative 
to others. Therefore, relative stability methods typically assess whether 
the ranking of people’s scores on a measured construct changes over 
time. In Study 1, we focus on the literature on the temporal stability of 
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Type D personality to review current practices and to discuss methods 
designed to detect various types of temporal stability. 

Personality and other psychological characteristics are often assessed 
using scores on multi-item questionnaires. Scores on such psychological 
questionnaires are known to contain measurement error, where some
one’s item score does not perfectly reflect this person’s score on the 
latent psychological construct. As a result, measurement error may 
obscure the true association between constructs, leading to attenuated 
effect sizes, a phenomenon known as attenuation bias (Spearman, 
1904). Moreover, as statistical models get more complex, ignoring 
measurement error may even result in overestimated associations be
tween constructs (Cole & Preacher, 2014). This highlights the impor
tance of using statistical models that can handle measurement error 
when assessing the stability of psychological constructs. In Study 2, we 
use state of the art psychometric (latent variable) modelling approaches 
to investigate the temporal stability of the two Type D personality traits 
in relation to depression and anxiety. 

1.1. Type D personality 

Type D personality is most prominently studied in the field of psy
chosomatic medicine, where it is seen as a risk factor of cardiac events in 
patients suffering from cardiovascular disease (Grande, Romppel & 
Barth, 2012; Piepoli et al., 2016; Kupper & Denollet, 2018). Research on 
the temporal stability of Type D personality illustrates many statistical 
and psychometric issues in the study of the temporal stability of psy
chological constructs. Type D is measured with a multi-item question
naire (DS14; Denollet, 2005) involving ordinal and often skewed item 
scores. Individuals with a Type D (Distressed) personality are considered 
to score high on the two personality traits negative affectivity (NA) and 
social inhibition (SI). NA concerns the tendency of people to experience 
negative thoughts and emotions, while SI concerns the difficulty in 
expressing such thoughts and emotions, especially in social interactions. 

These is a strong association between Type D’s two ’distressed’ 
personality traits and the negative emotional states depression and 
anxiety (Lodder et al., 2019). This association is especially pronounced 
for NA and depression, with correlations between scale scores ranging 
between 0.4 and 0.7 (Spindler, Kruse, Zwisler, & Pedersen, 2009; 
Ossola, De Panfilis, Tonna, Ardissino, & Marchesi, 2015). These corre
lations point to a significant statistical overlap between the trait NA and 
the more episodic depression, leading some scholars to question whether 
NA is really a personality trait, or whether depression has trait-like 
characteristics (Ossola et al., 2015). 

A limitation of these studies is that they failed to take into account 
the measurement error in the questionnaire scores. In Study 2, we 
illustrate how to assess temporal stability of psychological constructs. 
Our illustration will focus on the personality traits NA and SI and how 
their temporal stability relates to that of depression and anxiety. We will 
use latent variable models that not only take into account measurement 
error in the questionnaire scores, but can also appropriately model the 
non-normally distributed ordinal item scores typically encountered in 
psychological research. Treating such ordinal scores as continuous and 
normally distributed may result in biased parameter estimates (Rhem
tulla, Brosseau-Liard & Savalei, 2012; Lodder, Emons, Denollet & 
Wicherts, 2021) and may therefore result in misleading conclusions 
regarding the stability of psychological constructs. 

1.2. Study aims and overview 

The aims of this study are twofold. First, in Study 1, we systemati
cally review the methods typically used by researchers to assess the 
stability of psychological constructs, and use Type D personality 
(Denollet, 2005) as an example. We discuss how these common methods 
risk incorrect conclusions regarding the temporal stability of the per
sonality traits NA and SI by ignoring the presence of measurement error 
in the item scores and by not testing the often-ignored assumption of 

longitudinal measurement invariance. This review does not only shed 
light on the earlier research on this issue, but also provides an ideal 
opportunity to introduce the statistical methods applied researchers 
typically use to assess temporal stability. Second, in Study 2, we illus
trate how to handle these issues using a series of three longitudinal 
latent variable models used to investigate and compare the temporal 
stability of Type D personality, anxiety and depression. We will discuss 
how to handle the often-overlooked problem that the questionnaire item 
scores are ordinal and non-normally distributed when building the 
latent variable models. We subsequently illustrate how to test the often 
overlooked—yet crucial—assumption underlying the longitudinal 
analysis of questionnaire data, namely that the properties of your in
strument’s measurement model (e.g. item factor loadings) are invariant 
across all measurement occasions (Liu et al., 2017). The relative tem
poral stability and autoregressive effects of the psychological constructs 
can also be inferred from these models. Next, we show how latent 
growth curve models (Hertzog, Lindenberger, Ghisletta & von Oertzen, 
2006) can be used to investigate the mean and individual level absolute 
stability of psychological constructs, while taking into account mea
surement error in the item scores. Multivariate latent growth curve 
models also allow for estimating how intra-individual change in for 
instance depression correlates with intra-individual change in negative 
affectivity. Lastly, we illustrate the benefit of a latent trait-state-occasion 
model (Cole, Martin & Steiger, 2005) to estimate what part of a 
construct can be considered a stable trait and what part a changeable 
state. 

We hypothesized that NA and SI both show absolute and relative 
temporal stability over time, and that both constructs correspond more 
to a stable trait than to a changeable state. In line with earlier research 
(Ossola et al., 2015), we further hypothesized that any individual 
changes in the personality trait NA would correlate with individual 
changes in depression and anxiety, but that SI would not show this 
association. 

2. Study 1: Systematic review 

The goal of this systematic review was to review the temporal sta
bility studies conducted in the context of research on Type D personality, 
to document common practices used to analyze stability in this litera
ture, and to discuss the limitations of these methods. Our review 
included all studies that assessed Type D personality using the DS14 
questionnaire on at least two measurement occasions and then used a 
statistical analysis to determine whether Type D personality, NA, or SI 
showed temporal stability. 

2.1. Method 

On November 4th 2019, the electronic databases Pubmed and Psy
cinfo were used to search the full text of empirical articles for the terms 
’(“Type D personality” OR “negative affectivity” OR “social inhibition”) 
AND (“stability” OR “test-retest”)’. The search resulted in 142 unique 
studies. After screening the full texts, 24 studies met the inclusion 
criteria of our review. In total, those 24 studies reported 75 tests for the 
temporal stability of either Type D personality or its subcomponents NA 
or SI. An updated literature search on August 3rd 2022 resulted in 23 
eligible full texts. After screening we included 1 additional study, 
resulting in a total inclusion of 25 studies, reporting 76 temporal sta
bility tests. We subsequently divided these studies across the statistical 
approach(es) taken to analyze the stability of NA and SI. 

2.2. Results 

For each of the 76 tests included in the review, Table 1 reports the 
sample characteristics, the statistical method used to assess stability, the 
personality construct studied, the longest follow-up time, and the results 
of the stability assessment. The following sections will discuss the 

P. Lodder et al.                                                                                                                                                                                                                                  



Journal of Research in Personality 101 (2022) 104299

3

Table 1 
For all 24 studies included in the systematic review, the type of investigated stability, the sample characteristics, the statistical method used, the personality construct 
studied, the longest follow-up time in months, and the results of the stability assessment.  

Study Sample Statistical method Construct FU 
(months) 

Results 

Relative stability      
Dannemann et al. (2010) 126 German cardiac patients Test-retest correlation NA 6 Rxx’ = 0.61 
Romppel et al. (2012) 679 German cardiac patients Test-retest reliability NA 72 Rxx’ = 0.61 
Gremigni & Sommaruga 

(2005) 
30 Italian cardiac patients Test-retest correlation NA 1 Rxx’ = 0.62 

Bunevicius et al. (2013) 49 Lithuanian CHD patients Test-retest reliability NA 0.5 Rxx’ = 0.69 
Denollet (2005) 121 Cardiac rehabilitation patients) Test-retest correlation NA 3 Rxx’ = 0.72 
Zohar (2016) 285 Israeli community volunteers Test-retest correlation NA 72 Rxx’ = 0.72 
Aluja et al. (2019) 65 Spanish university students Test-retest reliability NA 2 Rxx’ = 0.77 
Denollet (1998) 60 Belgian CHD patients Test-retest reliability NA 3 Rxx’ = 0.78 
Spindler et al. (2009) 117 Danish cardiac patients Test-retest reliability NA 3 Rxx’ = 0.78 
Alçelik et al. (2012) 100 Turkish hemodialysis patients Test-retest reliability NA 1 Rxx’ = 0.84 
Pedersen et al. (2009) 57 Healthy Ukrainians Test-retest reliability NA 1 Rxx’ = 0.85 
Bagherian & Ehsan (2011) 71 Iranians (MI + healthy) Test-retest correlation NA 2 Rxx’ = 0.86 
Montero et al. (2017) 253 Spaniards (MI + cancer +

healthy) 
Test-retest reliability NA 6 Rxx’ = 0.88 

Dannemann et al. (2010) 126 German cardiac patients Test-retest correlation SI 6 Rxx’ = 0.59 
Romppel et al. (2012) 679 German cardiac patients Test-retest reliability SI 72 Rxx’ = 0.60 
Pedersen et al. (2009) 57 Healthy Ukrainians Test-retest reliability SI 1 Rxx’ = 0.63 
Bagherian & Ehsan (2011) 71 Iranians (MI + healthy) Test-retest correlation SI 2 Rxx’ = 0.77 
Alçelik et al. (2012) 100 Turkish hemodialysis patients Test-retest reliability SI 1 Rxx’ = 0.78 
Spindler et al. (2009) 117 Danish cardiac patients Test-retest reliability SI 3 Rxx’ = 0.79 
Gremigni & Sommaruga 

(2005) 
30 Italian cardiac patients Test-retest correlation SI 1 Rxx’ = 0.81 

Bunevicius et al. (2013) 49 Lithuanian CAD patients Test-retest reliability SI 0.5 Rxx’ = 0.81 
Aluja et al. (2019) 65 Spanish university students Test-retest reliability SI 2 Rxx’ = 0.82 
Denollet (2005) 121 Cardiac rehabilitation patients) Test-retest correlation SI 3 Rxx’ = 0.82 
Zohar (2016) 285 Israeli community volunteers Test-retest correlation SI 72 Rxx’ = 0.82 
Denollet (1998) 60 Belgian CHD patients Test-retest reliability SI 3 Rxx’ = 0.87 
Montero et al. (2017) 253 Spaniards (MI + cancer +

healthy) 
Test-retest reliability SI 6 Rxx’ = 0.89 

Zohar (2016) 285 Israeli community volunteers Test-retest reliability Type D (NA*SI) 72 Rxx’ = 0.78 
Ossola et al. (2015) 304 Italian CHD patients ICC NA 12 ICC = 0.48 
Nefs et al. (2012) 1012 Dutch primary care patients ICC (2-way; consistency; 

average) 
NA 12 ICC = 0.64 (men) & 0.63 

(women) 
Conden et al. (2014) 313 Swedish acute MI patients ICC (2-way) NA 12 ICC = 0.71 
Bouwens et al. (2019) 294 Dutch vascular surgery patients ICC NA 12 ICC = 0.71 
Loosman et al. (2018) 249 Dutch dialysis patients ICC NA 6 ICC = 0.72 
Lim et al. (2011) 111 Korean CHD patients ICC NA 2 ICC = 0.76 
Yu et al. (2010) 100 Chinese CHD patients ICC NA 3 ICC = 0.76 
Kupper et al. (2011) 730 Dutch twins ICC NA 108 ICC = 0.78 (twin A) & 0.72 (twin 

B) 
Spindler et al. (2009) 117 Danish cardiac patients ICC (2-way; consistency; 

average) 
NA 3 ICC = 0.87 

Loosman et al. (2018) 249 Dutch dialysis patients ICC SI 6 ICC = 0.69 
Ossola et al. (2015) 304 Italian CHD patients ICC SI 12 ICC = 0.70 
Nefs et al. (2012) 1012 Dutch primary care patients ICC (2-way; consistency; 

average) 
SI 12 ICC = 0.73 (men) & 0.65 

(women) 
Yu et al. (2010) 100 Chinese CHD patients ICC SI 3 ICC = 0.74 
Lim et al. (2011) 111 Korean CHD patients ICC SI 2 ICC = 0.77 
Conden et al. (2014) 313 Swedish acute MI patients ICC (2-way) SI 12 ICC = 0.80 
Bouwens et al. (2019) 294 Dutch vascular surgery patients ICC SI 12 ICC = 0.80 
Kupper et al. (2011) 730 Dutch twins ICC SI 108 ICC = 0.83 (twin A) & 0.82 (twin 

B) 
Spindler et al. (2009) 117 Danish cardiac patients ICC (2-way; consistency; 

average) 
SI 3 ICC = 0.88 

Kupper et al. (2011) 730 Dutch twins ICC Type D (2-groups) 108 ICC = 0.62 (twin A) & 0.58 (twin 
B) 

Ossola et al. (2015) 304 Italian CHD patients ICC Type D (NA*SI) 12 ICC = 0.52 
Bouwens et al. (2019) 294 Dutch vascular surgery patients ICC Type D (NA*SI) 12 ICC = 0.72 
Conden et al. (2014) 313 Swedish acute MI patients ICC Type D (NA*SI) 12 ICC = 0.76  

Mean absolute stability      
Pedersen et al. (2009) 57 Healthy Ukrainians Paired t-test NA 1 d = 0.004, NS * 
Pedersen et al. (2009) 57 Healthy Ukrainians Paired t-test SI 1 d = 0.10, NS * 
Romppel et al. (2012) 679 German cardiac patients Cohen’s d NA 72 d = 0.08, NS 
Romppel et al. (2012) 679 German cardiac patients Cohen’s d SI 72 d = 0.01, NS 
Dannemann et al. (2010) 126 German cardiac patients RM ANOVA NA 6 d = 0.04, NS * 
Dannemann et al. (2010) 126 German cardiac patients RM ANOVA SI 6 d = 0.12, p <.05 *       

Individual absolute stability      

(continued on next page) 
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findings of these stability tests separately for each of the investigated 
stability types. 

2.2.1. Relative stability 
Of all 25 studies included in the review, 22 (88.0 %) investigated 

relative stability, making this the most popular approach to study tem
poral stability. Relative stability measures assess whether the relative 
ranking of individual scores remains stable over time. In their basic 
form, statistical models assessing relative stability estimate whether 
scores on TX covary with scores on TY, where X and Y denote two distinct 
measurement occasions. 

2.2.1.1. Test-retest correlation. In the reviewed literature, the test–retest 
correlation (in some included studies referred to as test–retest reli
ability) was the most popular method to study the relative stability of 
the Type D personality traits, arguably because it simply involves 
computing the Pearson correlation coefficient between the TX and TY 
scores. The Pearson correlation coefficient can be used when the asso
ciation between two measurements is linear, while Spearman’s rho is 
useful for estimating non-linear but monotonically increasing associa
tions. The Pearson correlation coefficients reported in Table 1 ranged 
from 0.61 to 0.88 (median r = 0.77) for NA and from 0.59 to 0.89 
(median r = 0.81) for SI. One way to operationalize Type D personality is 
by multiplying the scores of the NA and SI variables (Lodder, 2020a; 
2020b; Ferguson et al., 2009). One study (Zohar, 2016) reported a 
correlation of 0.78 between the repeated measurements of this NA*SI 
product score. Taken together, these findings suggest that both Type D 
as well as NA and SI generally showed acceptable relative stability based 
on the Pearson correlation coefficients. 

Drawbacks of the Pearson correlation coefficient are that it is limited 
to correlations between two measurements and that it ignores the 

measurement error if no proper correction for attenuation (Muchinsky, 
1996) is applied. We instead recommend using a latent variable model 
to directly estimate the correlation between the latent variable scores at 
two time points (see Study 2). 

2.2.1.2. Intraclass correlation. A popular method to assess relative sta
bility for two or more repeated measurements is the intraclass correla
tion coefficient (ICC; Bartko, 1976; McGraw & Wong, 1996; Weir, 
2005). Historically it was developed as an index of reliability (e.g. 
test–retest or interrater reliability), but several other purposes exist. 
There exist various types of intraclass correlation models, but when the 
goal is to assess temporal stability of repeated measurements, then the 2- 
way mixed-effects model is the method of choice (Koo & Li, 2016). 
Researchers also need to decide whether the ICC is calculated based on 
single item scores or on an average (or sum) of multiple item scores. Use 
of average measurements is the preferred option when psychological 
constructs are measured using multi-item questionnaires. Lastly, re
searchers should decide whether they are interested in consistency or 
absolute agreement. Similar to the correlation coefficient, the consis
tency ICC is sensitive to the relative ranking of individuals, but a key 
difference between them is that the correlation expresses the degree to 
which variables Y and X are associated through a linear transformation 
(Y = aX + b), while the consistency ICC measures the extent to which Y 
and X are associated by adding a constant (Y = X + b). The model used to 
estimate ICCs assumes equal variance at the repeated measurements. 
Violating this assumption often results in attenuated ICC estimates 
relative to the correlation coefficient (McGraw & Wong, 1996). If all 
individuals change to the same degree, then the consistency ICC will be 
equal to one. The absolute agreement ICC, on the other hand, also 
considers absolute changes over time and will therefore be lower than 
one if there are individual differences in the intra-individual change. 

Table 1 (continued ) 

Study Sample Statistical method Construct FU 
(months) 

Results 

Romppel et al. (2012) 679 German cardiac patients RCI NA 72 Significant change: 26.4 % 
Romppel et al. (2012) 679 German cardiac patients RCI SI 72 Significant change: 22.7 % 
Ipsative stability      
Pelle et al. (2008) 386 Dutch CAD patients % caseness Type D (2-groups) 3 Stable classification: 81 % 
Zohar (2016) 285 Israeli community volunteers % caseness Type D (2-groups) 72 Stable classification: 82 % 
Nefs et al. (2012) 1012 Dutch primary care patients % caseness Type D (2-groups) 12 Stable classification: 85 % 
Aguayo-Carreras et al. 

(2020) 
106 Brazilian psoriaris patients % caseness Type D (2-groups) 48 Stable classification: 47.5 % 

Martens et al. (2007) 475 Dutch acute MI patients Logistic regression Type D (2-groups) 18 χ2 (2) = 1.6, p = 0.45 
Zohar (2016) 285 Israeli community volunteers Chi-square test Type D (2-groups) 72 κ = 0.50* 
Bouwens et al. (2019) 294 Dutch vascular surgery patients Cohen’s Kappa Type D (2-groups) 12 κ = 0.32 
Conden et al. (2014) 313 Swedish acute MI patients Cohen’s Kappa Type D (2-groups) 12 κ = 0.40 
Romppel et al. (2012) 679 German cardiac patients Cohen’s Kappa Type D (2-groups) 72 κ = 0.42 
Ossola et al. (2015) 304 Italian CHD patients Cohen’s Kappa Type D (2-groups) 12 κ = 0.49 
Loosman et al. (2018) 249 Dutch dialysis patients Cohen’s Kappa Type D (2-groups) 6 κ = 0.52 
Dannemann et al. (2010) 126 German cardiac patients RM ANOVA Type D (2-groups) 6 κ = 0.26 
Conden et al. (2014) 313 Swedish acute MI patients Cohen’s Kappa NA 

(dichotomized) 
12 κ = 0.48 

Bouwens et al. (2019) 294 Dutch vascular surgery patients Cohen’s Kappa NA 
(dichotomized) 

12 κ = 0.49 

Conden et al. (2014) 313 Swedish acute MI patients Cohen’s Kappa SI (dichotomized) 12 κ = 0.53 
Bouwens et al. (2019) 294 Dutch vascular surgery patients Cohen’s Kappa SI (dichotomized) 12 κ = 0.54       

Genetic stability      
Kupper et al. (2011) 730 Dutch twins ACE model NA 108 Non-genetic variance 55–60 % 
Kupper et al. (2011) 730 Dutch twins ACE model SI 108 Non-genetic variance 51–58 % 
Kupper et al. (2011) 730 Dutch twins ACE model Type D (2-groups) 108 Non-genetic variance 51–66 %       

Longitudinal measurement invariance     
Romppel et al. (2012) 679 German cardiac patients SEM NA & SI 72 Stable factor loadings 
Conden et al. (2014) 313 Swedish acute MI patients SEM NA & SI 12 Stable factor loadings 

ACE = statistical model used to analyze the results of twin studies; CHD = coronary heart disease; FU = follow-up; ICC = intraclass correlation; MI = myocardial 
infarction; NA = negative affectivity; RCI = reliable change index; SEM = structural equation modeling; SI = social inhibition. 
*effect size calculated based on statistics reported in the published study. 
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Table 1 shows that for NA, the eleven included ICCs ranged from 
0.48 to 0.87 (median ICC = 0.72), while for SI the eleven ICCs ranged 
from 0.65 to 0.88 (median ICC = 0.77). For Type D personality (the 
NA*SI product score), the three included ICCs ranged from 0.52 to 0.76 
(median ICC = 0.72). For most ICCs included in our systematic review 
researchers did not specify the investigated type of ICC. Given that de
cisions regarding ICC type (single vs average ratings & consistency vs 
absolute agreement) may considerably influence the estimated ICC, it is 
difficult to determine whether Type D, NA and SI are temporally stable 
based on the ICCs reported in these studies. 

Neither of the two studies that reported the chosen ICC method used 
an absolute agreement definition. The ICC estimated using a consistency 
definition is always equal to or larger than the ICC estimated according 
to the absolute agreement definition. Consequently, the results of studies 
that have investigated temporal stability using the consistency ICC (Nefs 
et al., 2012; Spindler et al., 2009), may appear to be more temporally 
stable than they really are than if they would have also taken into ac
count absolute stability. 

2.2.2. Mean-level absolute stability 
Of all 24 studies included in the review, three (12.5 %) investigated 

mean-level absolute stability, each using a different statistical method, 
including the paired t-test, the repeated measures ANOVA and the 
standardized mean difference. 

2.2.2.1. Paired t-test. The paired (or dependent) t-test assesses absolute 
difference in the mean scores of two repeated or dependent measure
ments. Commonly, the null hypothesis of a paired t-test is that the mean 
scores on the two measurements are equal. This null hypothesis is 
rejected when the difference becomes large enough in relation to its 
standard error to be statistically significant, with the standard error 
being a function of the sample size, standard deviation and correlation 
between the two repeated measurements. When assessing absolute sta
bility, researchers typically conclude absolute stability when the dif
ference between two measurements is not statistically significant, which 
entails a statistically invalid conclusion. Table 1 shows that one study 
(Pedersen et al., 2009) included in the review assessed the absolute 
stability of NA and SI using a paired t-test. Absolute stability was 
concluded based on both tests because they were not statistically sig
nificant with t-values of 0.064 (NA) and 0.7 (SI). 

2.2.2.2. Standardized mean difference. Absolute stability can also be 
assessed by computing the standardized mean difference of the scores on 
two measurements using the Cohen’s d effect size for repeated measures. 
Appendix A shows the formula used to compute Cohen’s d for paired 
data. This method assumes homogeneous variances across repeated 
measurements (Cohen, 1988). It determines the mean-level absolute 
stability and can therefore not assess individual-level absolute stability. 
Table 1 shows that one included study (Romppel, Herrmann-Lingen, 
Vesper & Grande, 2012) assessed the mean-level absolute stability of 
NA and SI using the standardized mean difference. This study concluded 
absolute stability for both personality traits based on non-significant 
Cohen’s d estimates of 0.08 (NA) and 0.01 (SI). 

2.2.2.3. Repeated measures ANOVA. The mean-level absolute stability 
of two or more repeated measurements can also be assessed using a 
repeated measures (RM) ANOVA. When there are only two repeated 
measurements, the RM ANOVA is equivalent to a paired t-test. Typically, 
researchers conclude absolute stability when the within-subjects effect 
(e.g. Time or Measurement) does not reach statistical significance. 
Table 1 indicates that one study (Dannemann et al., 2010) used an RM 
ANOVA to test the absolute stability of NA and SI based on the within 
subjects Time effect. It turned out that absolute stability was concluded 
for NA, but not for SI. Note that this non-significant mean difference 
does not necessarily indicate the absence of temporal stability in the 

population because the p-value of this test is also influenced by the 
sample size. 

2.2.3. Individual-level absolute stability 
Whereas the absolute stability methods discussed in the previous 

section all assessed stability at the group level (e.g., the full sample), the 
reliable change index (RCI) is a method developed to determine for each 
individual separately whether there is significant absolute change over 
time (Jacobson & Truax, 1992). Whether this individual change is sta
tistically significant depends in part on the amount of measurement 
error in the questionnaire scores. As many psychological questionnaires 
are not perfectly reliable, the RCI can be used to assess whether the 
observed individual change is larger than the change that may occur due 
to measurement error. Although change scores have often been criti
cized for having low reliability, recent psychometric advanced suggest 
that this is not necessarily the case when modeling change scores from a 
multilevel perspective, distinguishing individual change on the within- 
subjects level from group change on the between-subjects level (Gu, 
Emons, & Sijtsma, 2018). Appendix A present the mathematical details 
behind computing the RCI. Note that when calculating the RCI from 
reliability estimates within a classical test theory perceptive, then re
searchers make the strong assumption that the variance of the two 
measurements are equal, as well as the error variances (implying equal 
reliability coefficients across measurements; Maassen, Bossema & 
Brand, 2009). 

In our review, one included study used the RCI to assess individual 
stability of NA and SI (Romppel et al., 2012). Although this study did not 
find absolute change averaged across all participants, significant indi
vidual change was observed for 26.4 % of the participants on NA for 22.7 
% on SI. Of these changes, the proportion of significant change involving 
either increased or decreased scores was approximately equal. 

2.2.4. Ipsative stability 
Of all 25 studies included in the review, ten (40 %) investigated the 

ipsative stability of Type D personality. Ipsative stability refers to the 
continuity or temporal stability of a trait pattern within individuals (De 
Fruyt et al., 2006). This trait pattern typically involves two or more 
traits, but in some instances, researchers assess the continuity of having 
high scores on a single trait. The temporal stability of trait patterns can 
be assessed using latent variable models such as latent transition anal
ysis or repeated measures latent class analysis (Collins & Lanza, 2009). 
In the Type D literature, researchers have assessed ipsative stability by 
investigating temporal changes in the classification of individuals in 
personality groups. The classification in personality groups is based on 
whether or not individuals score above a cutoff on NA and/or SI. This 
either results in two (Type D & no Type D) or four (Type D, NA + SI-, NA- 
SI+, NA-SI-) personality groups and researchers subsequently calculate 
the percentage of individuals that change group membership across 
time. Some studies have assessed the ipsative stability of NA and SI 
separately by classifying participants in High vs Low NA groups, and 
High vs Low SI groups. A major disadvantage of this approach is that the 
initial classification in personality groups ignores valuable information 
on individual differences in these personality traits. For NA and SI, 
ipsative stability methods cannot detect changes happening within each 
of the 0–9 or 10–28 ranges, because changes do not affect classification. 
We therefore argue that ipsative stability methods should only be used 
when the main interest is the stability in the classification, rather than 
stability in the underlying personality traits. 

The studies included in our review utilized several statistical 
methods to assess stability in classification, including descriptive sta
tistics, logistic regression, chi-square tests and Cohen’s Kappa. Table 1 
indicates that four studies (Aguayo-Carreras et al., 2021; Pelle et al. 
2008; Nefs, et al., 2012; Zohar, 2016) used descriptive statistics to assess 
the ipsative stability of Type D personality. Note that for one of these 
studies (Pelle et al., 2008), the goal was not to assess temporal stability, 
but rather to investigate whether patients receiving cardiac 
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rehabilitation would change in their Type D classification. According to 
three of those studies, between 81 % and 85 % of the participants did not 
change in their Type D or no Type D classification over time. However, 
the fourth study found that 47 % of the participants remained stable in 
their Type D classification. These authors studied a relatively small 
patient sample across a 4-year follow-up. As these analyses did not 
involve inferential statistics it is not possible to generalize these findings 
beyond the studied samples. To solve that problem, another study 
(Martens et al. 2007) used a logistic regression to show that measure
ment occasion did not predict the Type D classification, suggesting that 
it is stable over time. Another study (Zohar, 2016) used a chi-square test 
to reject the null hypothesis that the classifications at two measurement 
occasions are independent. However, the null hypothesis of no de
pendency is unrealistic, as at least some dependency in classification is 
expected when the same participants are measured twice. Lastly, five 
studies used Cohen’s Kappa to assess the agreement in classification at 
two measurement occasions. The Kappa estimates ranged from 0.32 to 
0.52 (median = 0.42), suggesting fair to moderate agreement between in 
Type D classifications over time. Two of these studies also used Cohen’s 
Kappa to study the ipsative stability separately for NA and SI, indicating 
moderate agreement with Kappa estimates of 0.48 and 0.49 for NA, and 
0.53 and 0.54 for SI. 

2.2.5. Genetic stability 
In behavior genetics, ACE models are frequently applied to twin data 

to estimate for various psychological traits the proportion of variance 
explained by either additive genetic (A), shared (C), or non-shared (E) 
environmental influences (Rijsdijk & Sham, 2002). Such studies typi
cally use data from both identical and fraternal twins to determine the 
relative contribution of these latent genetic and environmental compo
nents in explaining variation in a psychological trait of interest. When 
longitudinal data is available, then researchers can investigate whether 
the relative importance of these components remains stable over time. 

Traditional genetic stability models do not assess the mean structure 
of the psychological construct and can therefore not assess absolute 
stability (neither on the individual level nor on the sample level; for 
exceptions see McArdle, 1986; Neale & McArdle, 2000; Nivard et al., 
2015). Whereas relative and absolute stability methods determine 
whether and to what extent the construct shows temporal stability, ge
netic stability methods intend to elucidate why individual differences on 
a construct show temporal stability or not (Figueredo, de Baca, & Black, 
2014). Genetic stability methods estimate the proportion of variance in 
traits that is attributable to either genetic or environmental influences 
and determines whether this variance decomposition is stable across 
time by assessing whether later time points contain genetic or envi
ronmental influences not shared with the first point. As this provides 
valuable information regarding the etiology of the psychological traits, 
genetic stability methods could complement relative and absolute sta
bility methods when assessing the temporal stability of psychological 
traits. 

Table 1 indicates that one study included in our review used an ACE 
model to assess the genetic stability of both Type D personality and its 
subcomponents NA and SI (Kupper et al., 2011). This study used struc
tural equation modeling to fit longitudinal ACE model on the aggregate 
NA and SI scores. The results showed that across nine years, the heri
tability of NA was stable and varied only slightly (between 40 and 45 %). 
Similar genetic stability over time was found for SI, with heritability 
estimates varying between 42 and 49 %. 

A limitation of this study is that modeling the aggregate NA and SI 
scores rather than raw item scores fail to consider measurement error in 
the item scores. It also inhibits testing the assumption of longitudinal 
measurement invariance (Liu et al., 2015). Simulation studies have 
indicated that modeling aggregated rather than raw item scores result in 
underestimated heritability estimates and component correlations 
across time, which may bias conclusions regarding the stability of the 
genetic and environmental components (van den Berg, Glas & 

Boomsma, 2007; Schwabe, Gu, Tijmstra, Hatemi & Pohl, 2019). Future 
research could prevent this problem by specifying a measurement model 
for the latent NA and SI constructs when testing the genetic stability of 
these traits with an ACE model. 

2.2.6. A small simulation study 
The methods reviewed above differ in the types of temporal stability 

they can detect. In the section we illustrate based on simulated data 
whether various statistical methods can detect relative stability, mean- 
level absolute stability or individual-level absolute stability. We simu
lated data for two repeated measurements of a particular construct and 
in four scenarios varied the presence or absence of relative stability, 
mean-level absolute stability and individual absolute stability. The 
upper row of Fig. 1 reports the estimated temporal stability in terms of 
Pearson correlation coefficient, Cohen’s d for paired data, consistency 
ICC, absolute agreement ICC, and the reliable change index (assuming a 
test reliability of 0.9). The middle row visualizes the individual and 
mean scores on two repeated measurements. The bottom row shows the 
individual and mean growth curves. 

In the first scenario, all individual scores remain constant across time. 
As expected, all methods suggest temporal stability because there is no 
intra-individual change and no interindividual differences in this 
intraindividual change. The second scenario also does not involve 
interindividual differences in change, because the intraindividual 
change of each individual is similarly positive. Consequently, both the 
mean-level (Cohen’s d) and individual-level (RCI) absolute stability 
methods indicate that there is significant change across time, while the 
relative stability methods (Pearson correlation and consistency ICC) 
suggest perfect relative stability because the ranking of individual scores 
does not change. As opposed to the consistency ICC, the absolute 
agreement ICC is sensitive to deviations from absolute stability and 
therefore does not suggest temporal stability. 

In the third scenario, the simulated scores on both time points are 
completely unrelated yet similar on average. As expected, Cohen’s 
d suggests mean-level absolute stability. Pearson correlation and both 
ICCs indicate no temporal stability because the ranking of individuals 
completely changes across time. Interestingly, the RCI suggests poor 
individual-level absolute stability because significant change across 
time is concluded for more than half (51 %) of the individuals. 

Lastly, in the fourth scenario the change across time depends on the 
score at the first timepoint. The highest baseline scores increase across 
time; the lowest baseline scores decrease across time; average baseline 
scores remain stable across time. Cohen’s d indicates mean-level abso
lute stability. The RCI suggests no poor individual-level absolute sta
bility because more than half of the individuals (52 %) show significant 
change across time. The ICC’s and Pearson correlation coefficient all 
indicate acceptable temporal stability, yet the ICC’s estimates are 
slightly smaller than the Pearson correlation coefficient, likely because 
ICC’s assumption of equal variances is violated (McGraw & Wong, 
1996). 

Based on this simulated example we can infer several relations be
tween the various types of temporal stability. First, the presence of 
perfect individual-level absolute stability implies both relative stability 
and mean-level absolute stability (column 1). Second, the presence of 
perfect mean-level absolute stability does not necessarily imply relative 
stability or individual-level absolute stability (column 2). Third, the 
presence of perfect relative stability does not necessarily imply mean- 
level absolute stability (column 3) or individual-level absolute stabil
ity (column 4). 

2.2.7. Synthesis 
The temporal stability of a construct is arguably not a dichotomous 

property (i.e., stable or not), but rather a dimensional property with 
varying degrees of stability. Although for some methods researchers can 
conclude temporal stability based on a threshold (e.g., a test–retest 
correlation of at least 0.7), a dimensional conceptualization of temporal 
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stability implies a focus on differences in degree of temporal stability. 
For instance, when two constructs show test–retest correlations of 0.69 
and 0.71 in the same population and across the same follow-up time, 
then researchers may conclude based on a cutoff of 0.70 that one 
construct is stable and the other not, yet arguably both have a very 
similar temporal stability. 

Several conclusions can be drawn regarding the reviewed studies on 
the temporal stability of Type D, NA and SI. First, our simulated data 
example illustrates why researchers should first explicitly define the 
type of temporal stability they want to assess and subsequently select 
one or more models that can adequately detect such stability. Table 2 
summarizes for each reviewed method the types of temporal stability 
that can be detected. If researchers want to know whether individuals do 

not change in their personality across time, then only using a relative 
stability method is not sufficient and may better be complemented by an 
absolute stability method. 

When answering the question whether NA and SI are stable per
sonality traits, we should therefore focus on studies that have reported 
separate analyses of relative and absolute stability, or on studies that 
have used analysis that are sensitive to both types of stability, such as the 
absolute agreement ICC. Three of the reviewed studies assessed both 
relative and absolute stability on the same sample (Dannemann et al., 
2010; Pedersen et al., 2009; Romppel et al., 2012). Mean-level absolute 
stability was concluded for NA in all studies and for SI in two of the three 
studies. Regarding the relative stability of these personality traits, the 
three studies generally showed less than adequate test–retest 

Table 2 
Characteristics of methods used to assess temporal stability in the reviewed studies.  

Statistical 
focus 

Statistical method Handles measurement 
error in  

item scores 

Detects relative 
stability 

Detects mean 
absolute stability 

Detects individual 
absolute stability 

Detects ipsative 
stability 

Detects genetic 
stability 

Association Pearson 
correlation 

– þ – – – – 

ICC (consistency) – þ – – – – 
ICC (agreement) – þ – + – – 

Mean 
difference 

Paired t-test – – þ – – – 
Cohen’s d – – þ – – – 
RM ANOVA – – þ – – – 
Reliable change 
index 

þ – – + – – 

Classification % caseness – – – – þ – 
Chi-square test – – – – þ – 
Logistic 
regression 

– – – – þ – 

Cohen’s Kappa – – – – þ – 
Genetic ACE model þ – – – – þ

ACE = statistical model used to assess genetic and environmental influences in twin studies; ICC = intraclass correlation; LGCM = latent growth curve model; LMI =
Longitudinal measurement invariance; RM ANOVA = repeated measures analysis of variance. 

Fig. 1. Simulated data on two time points, varying in the presence (+) or absence (-) of relative stability, mean-level absolute stability and individual absolute 
stability. The upper row shows estimated stability statistics. The middle row shows the individual- and mean scores at each time point. The bottom row shows the 
individual- and mean growth curves. ICC = intraclass correlation. * Temporal stability concluded based on this statistic. 
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correlations (NA: 0.61, 0.61, 0.85; SI: 0.59, 0.60, 0.63). These results 
suggest that although on average participants did not change in their NA 
and SI scores over time, the relative ranking of participants showed less 
temporal stability. Still, the Pearson correlations used to assess this 
relative ranking likely suffered from attenuation bias because these 
correlations were not estimated while taking into account the mea
surement error in the NA and SI item scores. In sum, based on these 
studies the temporal stability of both NA and SI appears suboptimal. 

However, a limitation of the reviewed studies is that the commonly 
used methods do not consider the properties of the Type D measurement 
instrument when assessing temporal stability. The DS14 item scores are 
not equivalent, generally not normally distributed, and more informa
tive in the higher than in the lower NA and SI score ranges (Emons, 
Meijer & Denollet, 2007). Such characteristics may contribute to a 
violation of certain model assumptions (e.g., linearity and homosce
dasticity) discussed in this study. Another major limitation is that none 
appropriately tested for longitudinal measurement invariance, though 
two studies partly investigated this assumption (Romppel et al., 2012; 
Condén et al., 2014; see Study 2). Longitudinal measurement invariance 
is often overlooked in longitudinal research and when this assumption is 
violated then changes on the observed scores do not necessarily reflect 
changes in the latent constructs of interest. 

We therefore argue that the starting point of any temporal stability 
assessment should be a test for longitudinal measurement invariance. 
After establishing measurement invariance, relative and absolute sta
bility should ideally be investigated using approaches that adjust for 
measurement error, such as latent variable modeling. Study 2 illustrates 
three such longitudinal latent variables models that can be used to 
investigate the temporal stability of constructs measured with ordinal 
items that often show skewed score distributions. 

3. Study 2: Longitudinal latent variable models 

A major disadvantage of the temporal stability methods discussed in 
Study 1 is that they were applied to observed scores and therefore assess 
change in aggregated item scores (e.g., sum or mean scores) and not in 
latent construct scores. These observed score methods implicitly as
sumes that these aggregate scores do not contain measurement error and 
thus are perfectly reliable measures of the underlying construct at all 
measurement occasions. However, questionnaire scores generally are 
imperfect measures of the underlying latent construct. Modern test 
theory assumes that each questionnaire has measurement properties (e. 
g., loadings/intercepts/thresholds/residuals in factor models, or 
discrimination/difficulty parameters in item response models) that 
relate observed item scores to latent construct(s). Scores on question
naire items are therefore not exclusively caused by the variation in the 
latent construct, but also by other factors unique to each particular item. 

3.1. Longitudinal measurement invariance 

An assumption underlying most absolute stability methods is that 
these measurement properties do not change over time, a requirement 
called longitudinal measurement invariance (Pentz & Chou, 1994; Liu 
et al., 2017). The fact that factor loadings and other measurement 
properties can change over time, implies that absolute changes in item 
scores (and therefore also in aggregated scores) are not necessarily the 
result of changes on the construct level, but may also result from changes 
in measurement properties. When assessing the temporal stability of 
constructs, researchers should first test for longitudinal measurement 
invariance to disentangle changes in the measurement properties from 
changes on construct level. 

As an example, consider a sample of participants completing a seven- 
item negative affectivity questionnaire in both summer and winter. 
Further suppose that researchers concluded no absolute stability for 
negative affectivity, because a paired t-test indicated significantly lower 
negative affectivity sum scores in winter than in summer. Lastly, 

suppose that people did not change in their true negative affectivity 
scores over time. How is it possible that the paired t-test suggested sig
nificant change while there was no true change in negative affectivity 
over time? One reason could be that the intercept of the negative 
affectivity item ’I often take a gloomy view of things’, was lower in 
winter than in summer due to people having a lower mood in winter, a 
phenomenon called the winter blues (Rosenthal, 2012). Such temporary 
changes in mood involve a different psychological process than scoring 
high on the personality trait negative affectivity. Using latent variable 
models to distinguish the latent construct of interest (e.g., negative 
affectivity) and the individual items measuring it, allows for detecting 
changes in the item scores due to other influences while the latent 
negative affectivity scores remain constant. Differences in item in
tercepts also violate longitudinal measurement invariance (Oort, 2005), 
further complicating the comparisons of scores over time. Violating this 
assumption at intercept level would imply that participants scored 
higher on that particular item in winter than in summer, regardless of 
their latent negative affectivity score. 

Researchers typically test for longitudinal measurement invariance 
using a series of increasingly restricted structural equation models (SEM; 
Bollen, 2005). According to these models, each psychological construct 
is a latent (unobserved) variable and one or more observed item scores 
reflect the scores on this latent variable. However, each item generally is 
an imperfect representation of the construct of interest. The variance in 
an item score not explained by the latent variable is called measurement 
error or unique variance. By distinguishing the item variance explained 
by the latent construct from the variance explained by measurement 
error, latent variable models allow for estimating the association be
tween latent constructs themselves (rather than aggregated observed 
scores), resulting in estimates that are unaffected by measurement error. 

When testing longitudinal measurement invariance using SEM, re
searchers typically fit a series of nested models to the data. First, a 
configural invariance model is tested to determine whether the factor 
structure is similar across time. In each step, an additional type of 
measurement model parameters is constrained to be equal across time 
(Millsap & Cham, 2012). In the second step, the weak invariance model 
constrains the factor loadings to be equal at each measurement occasion. 
Next, a strong invariance model adds the constraint that either the in
tercepts (for continuous data) or the thresholds (for ordered categorical 
data) are equal across time. Lastly, the strict invariance model constrains 
the residual variances for each item to be invariant across time. These 
four models are nested because each additional constraint builds upon 
the already existing constraints of a previous model. In structural 
equation modeling, such nested models can be compared using for 
instance a chi-square difference test or likelihood ratio test. Such tests 
indicate whether the additionally imposed constraints cause a signifi
cantly worsening in model fit. If so, then longitudinal measurement 
invariance is violated for the newly constrained parameter type. Follow- 
up tests for partial measurement invariance can be performed to 
investigate whether measurement invariance is still plausible for a 
subset of the parameters that were not invariant across time. 

Regarding the temporal stability of the Type D personality traits, 
Table 1 in Study 1 shows that longitudinal measurement invariance of 
NA and SI has been investigated in two studies (Romppel et al., 2012; 
Conden et al., 2014). However, these studies merely showed that the NA 
and SI factor loadings were invariant across time and did not test for 
longitudinal invariance of the intercepts/thresholds and residuals. These 
tests are essential when assessing temporal stability of psychological 
constructs, because if researchers want to interpret absolute changes 
over time as resulting from changes at the latent construct level, then at 
least strong invariance has to be established for continuous scores and 
strict invariance for ordinal scores (Liu et al., 2019). Given that the two 
studies included in our review only investigated a weak invariance 
model, it is not clear whether the observed changes (or stability) in the 
NA and SI scores are attributable to changes in the NA and SI constructs, 
or to changes in the unstudied measurement properties (i.e., intercepts, 
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thresholds, residual variances). Moreover, these studies failed to 
consider the ordered categorical measurement level of the NA and SI 
items. Treating ordered categorical data as continuous and normally 
distributed might cause biased parameter estimates in the structural 
equation model when there are fewer than five answer categories or 
when the item scores are not normally distributed (Rhemtulla, Brosseau- 
Liard, & Savalei, 2012). To solve these problems, study 2 illustrates a 
test for the longitudinal measurement invariance of NA and SI that can 
adequately handle the skewed ordinal nature of these item scores. 

In this second study, we assess the temporal stability of the Type D 
personality traits NA and SI, and depression and anxiety using various 
latent variable models. These models do not only allow us to determine 
the relative and absolute stability of the Type D traits, but also assess 
their relation to the temporal stability of the related psychological states 
depression and anxiety. Before estimating the longitudinal latent vari
able models necessary to answer this research question, we will test the 
assumption of longitudinal measurement invariance separately for each 
of these four constructs. The next section introduces each of those three 
latent variable models. 

3.2. Longitudinal latent variable models 

3.2.1. Estimation with ordinal items 
When testing the longitudinal measurement invariance of a mea

surement instrument (and when fitting latent variable models in gen
eral), researchers should first evaluate whether the item scores conform 
to an ordinal or continuous measurement level. Psychological ques
tionnaires often involve Likert-type data with item options ranging be
tween two and nine response categories. Whether these item scores can 
be considered ordinal or approximately continuous depends not only on 
the number of response categories, but also on whether the response are 
approximately normally distributed. Simulation studies have indicated 
that normally distributed Likert scale data with five or more response 
categories can be analyzed as continuous variables (Dolan, 1994). Item 
scores should be analyzed as ordinal variables if they are not (approxi
mately) normally distributed, or if they result from Likert scales with 
fewer than five response categories. Ignoring the ordinal nature of item 
scores and treating them as continuous in subsequent analyses results in 
biased factor loadings and standard errors, especially when the number 
of response categories is low or the item score distribution is skewed 
(Rhemtulla, Brosseau-Liard, & Savalei, 2012). 

The structural equation models used to test longitudinal measure
ment invariance on ordinal item scores involve different parameter 
types than models based continuous items. For continuous item scores, 
the strong invariance model evaluates the longitudinal invariance of the 
item intercepts (expected item score when the score on the latent 
construct is zero), while for ordinal item scores, it tests the longitudinal 
invariance of the item threshold parameters. For an ordinal item with X 
response categories, there are X-1 estimated threshold parameters that 
connect the observed ordinal response pattern to an assumed underlying 
continuous item score. The strong invariance model tests whether the 
threshold parameters of each ordinal item are invariant across time. 
Regardless of whether the data are continuous or ordinal, the weak 
invariance model tests whether the factor loadings are invariant across 
time and the strict invariance model tests whether the residual variances 
are invariant across time. 

In practice, models based on continuous or ordinal item scores often 
differ in the method used to estimate the parameters of the structural 
equation models. For continuous item scores, the model parameters are 
typically estimated using a full information method such as maximum 
likelihood (ML) estimation, while the parameters of ordinal item score 
models are often estimated using limited information methods such as 
weighted least squares (WLS), diagonally weighted least squares 
(DWLS) or unweighted least squares (ULS). See Liu and colleagues 
(2017) for an excellent review of the differences between longitudinal 
measurement invariance tests based on ordinal or continuous item 

scores. 

3.2.2. Latent growth curve models 
After testing longitudinal measurement invariance, we will use latent 

growth curve (LGC) models to determine the absolute stability of the 
NA, SI, depression and anxiety, and to investigate how changes over 
time in one of these constructs relate to changes in the other constructs. 
LGC models are a special kind of latent variable model where a longi
tudinal growth curve is estimated for each individual (Hertzog, Lin
denberger, Ghisletta & von Oertzen, 2006). These models use latent 
variables to express the individual differences in the growth curve pa
rameters (i.e., the intercepts and slopes). Different types of growth curve 
models have been proposed in the literature. A first distinction is be
tween first- and second-order LGC models. First-order models estimate 
the latent growth curves directly from the observed data (typically 
repeated measurements of sum scores). Second-order models estimate 
the latent growth curves based on other latent variables, where each 
latent variable has a measurement model that connects it to the observed 
item scores. A second distinction is between univariate and multivariate 
LGC models. Univariate models concern the longitudinal change in a 
single latent construct, whereas multivariate models assess change in 
two or more constructs simultaneously. 

LGC models are comparable to longitudinal multilevel models 
(Curran, Obeidat & Losardo, 2010). Indeed, the least complex LGC 
model, the univariate single-order model, is mathematically identical to 
a multilevel model that allows the intercept and slope (effect of time) 
parameters to vary across individuals (random regression coefficients), 
instead of assuming they are similar for each individual (fixed regression 
coefficients). These random regression parameters can be seen as latent 
variables because they are unobservable, vary across individuals and are 
estimated from the observed data. We did not use standard multilevel 
models to assess the temporal stability of psychological constructs 
because these do not explicitly model measurement error in the item 
scores. 

Both issues are handled by multivariate second-order latent growth 
models. Being multivariate, these models allow for studying correlated 
change (Allemand & Martin, 2017) by testing the association between 
the growth parameters of multiple constructs. In the context of the 
present study, it would for instance be interesting to assess how indi
vidual change over time (the slope parameter) in the latent constructs 
depression or anxiety relates to individual change in NA. Earlier longi
tudinal research suggests that NA fluctuates together with the severity of 
depressive symptoms, indicating that the NA construct may not be 
temporally stable due to its sensitivity to changes in mood. However, 
this study (Marchesi et al., 2014) ignored the presence of measurement 
error in the item scores and did not to test the longitudinal measurement 
invariance assumption. Consequently, it could be possible that changes 
in NA over time were not caused by changes in the NA construct, but 
rather by changes in the measurement model (e.g., factor loadings). 

Although the two Type D personality traits are the primary focus of 
our study, in this study we compare their temporal stability to that of the 
related constructs depression and anxiety. We first used four univariate 
second-order latent growth curve models to determine the absolute 
temporal stability of NA, SI, depression and anxiety. The test whether 
the average latent slope parameter differs from zero indicates whether a 
construct shows absolute stability across all participants. The test 
whether the variance of the latent slope differs from zero indicates 
whether there are individual differences between individual in the 
change in the construct over time. Subsequently, we used six multivar
iate second-order latent growth models to investigate how the change 
over time in each latent construct relates to change in the other con
structs. Fig. 2 visualizes the multivariate growth model of NA and 
depression. In this model, the correlation between the latent slopes of 
two constructs indicates to what extent individuals show similar change 
over time on both constructs. 
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3.2.3. Latent trait-state-occasion models 
Latent trait-state-occasion (LTSO) models are latent variable models 

used to estimate what proportion of the variance in longitudinal scores 
can be seen as a stable trait and what proportion as a changeable state. 
LTSO models are related to various other latent variable models with a 
similar purpose (e.g., the trait-state-error model or the state-trait model 
with autoregression), but simulation studies found LTSO models to 
outperform these other models in decomposing the trait-state variance 
when the constructs are highly correlated across time (Cole, Martin & 
Steiger, 2005). LTSO models assume that a latent state is at each 
repeated measurement occasion explained by two sources of variance: 
(1) a shared latent trait variable similar across all measurements; (2) a 
time-specific latent occasion variable at each measurement. Like LGC 
models, there exist single-order and second-order LTSO models. We will 
use a second-order LTSO model to the repeated measurements of NA, SI, 
depression and anxiety, to determine for each of these constructs the 
proportion of variance that can be considered trait or state, while 
dealing with the skewed ordinal nature of the item scores. Fig. 3 visu
alizes an example of such a second-order LTSO model fitted on four 
repeated measurements of a latent construct. 

3.3. Method 

3.3.1. Participants 
Data were used from a study conducted using the PROFILES registry 

(van de Poll-Franse et al., 2011). This population-based longitudinal 
cohort study assessed patient reported outcomes of colorectal cancer 
survivors. Eligible participants included all colorectal cancer patients 
(Stage I to IV) admitted to hospitals in the southern part of the 
Netherlands between 2000 and 2009. Full details on the inclusion and 

exclusion criteria and the data collection can be found online (https:// 
www.dataarchive.profilesregistry.nl/study_units/view/22). The data 
collection was approved by the ethics committee of the Maxima Medical 
Centre in Veldhoven, the Netherlands (approval number 0822). An 
informed consent statement was signed by all participants. In the pre
sent study, we included all participants who completed the psycholog
ical questionnaires on at least one time point. Measurements were 
performed yearly starting in 2010 and ending in 2013. At baseline, the 
2625 colorectal cancer survivors were on average 69.4 years old (SD =
9.5, range = 29 to 86). A larger percentage of survivors identified as 
male (55.1 %) than as female (44.9 %). On average, they participated 
5.2 years since diagnosis (SD = 2.8, range = 1 to 11 years). Part of the 
sample was lost to follow-up, with 75.8 %, 55.5 % and 45.3 % of the 
participants responding at the second, third and fourth measurement 
occasion, respectively. Earlier research on this dataset has indicated that 
dropouts were significantly more likely to be female, have older age, a 
lower education and socio-economic status, and show more depressive 
symptoms than full responders (Ramsey et al., 2019). 

3.3.2. Measures 

3.3.2.1. Type D personality. The DS14 questionnaire (Denollet, 2005) 
was used to measure NA and SI, the two traits underlying Type D per
sonality. Each trait was measured with seven items on a five-point Likert 
scale, ranging from “false” (0) to “true” (4). The DS14 has been validated 
in several populations, including the general population (Denollet, 
2005) and a breast cancer population (Batselé et al., 2017). Item scores 
should be considered as having an ordered categorical measurement 
level, as they are often slightly positively skewed. In the current sample, 
the estimated McDonald’s Omega (total) based on the polychoric 

Fig. 2. Multivariate second-order latent growth curve 
model for negative affectivity and depression. Ordinal 
item scores are modeled using threshold parameters 
(τ), mapping for each item the observed ordinal 
response pattern to an assumed continuous normally 
distributed latent variable. Change in the latent vari
ables scores across the four time points is modeled 
using higher-order intercept (i) and slope (s) latent 
variables. The residuals of the same item at different 
time points are allowed to correlate. Dotted lines 
represent fixed parameters and solid lines represent 
freely estimated parameters.   
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correlation matrices of the NA and SI item scores suggested adequate 
reliability estimates at each of the four measurement occasions (NA =
[0.92, 0.93, 0.93, 0.93]; SI = [0.91, 0.91, 0.91, 0.90]). 

3.3.2.2. Symptoms of depression and anxiety. The Hospital Anxiety and 
Depression questionnaire (HADS; Zigmond & Snaith, 1983) was used to 
measure symptoms of anxiety and depression. Each construct was 
measured with seven items on a four-point Likert scale, ranging from 
0 to 3. These items should be considered ordered categorical scores as 
they are generally positively skewed and have only four response cate
gories. The HADS questionnaire has been validated in several pop
ulations, including in the general population (Spinhoven et al., 1997) 
and several cancer populations (Bjelland, Dahl, Haug, & Neckelmann, 
2002). In the current sample, the estimated McDonald’s Omega (total) 
based on the polychoric correlation matrices of the depression and 
anxiety item scores suggested adequate reliability estimates at each of 
the four measurement occasions (Depression = [0.89, 0.88, 0.88, 0.89]; 
Anxiety = [0.89, 0.88, 0.88, 0.89]). 

3.3.3. Statistical analyses 
We used to the R-package lavaan for all latent variable models 

(Version 0.6–4; Rosseel, 2012). The questionnaires used to measure 
these constructs involve Likert scale items with either 3 or 4 response 
categories and typically result in positively skewed item scores (see 
Appendix B). Therefore, in each latent variable model these ordinal item 
scores will be modeled using threshold parameters and the models will 
be estimated using DWLS estimation. P-values smaller than 0.05 were 
considered statistically significant. 

3.3.3.1. Longitudinal measurement invariance. The R-scripts used to test 
for longitudinal measurement invariance were based on the scripts 

reported by Liu and colleagues (2017). Testing for measurement 
invariance involves fitting a series of nested models, starting with a 
baseline model. In the present study, this baseline model is a correlated 
four-factor model, where each factors represent the latent construct at 
one of the repeated measurements. In each of the three subsequent 
models a new type of structural equation model parameter is con
strained to be invariant across time. This invariance constraint applies to 
the factor loadings in the weak invariance model, to both the factor 
loadings and thresholds in the strong invariance model, and to the factor 
loadings, thresholds and residual variances in the strict invariance 
model. The chi-square difference (likelihood ratio) test was used to 
determine whether the more constrained model more poorly fitted the 
data than the lesser constrained model. Given that the study’s large 
sample size will make even the smallest deviations from measurement 
invariance statistically significant, we also evaluated the change in the 
fit indices RMSEA, SRMR and CFI. When the decrease in model fit of the 
more constrained model was<0.015 (RMSEA), 0.030 (SRMR) or 0.002 
(CFI), the newly induced longitudinal invariance constraints were 
considered to show an acceptable fit to the data (Chen, 2007; Meade, 
Johnson & Braddy, 2008). Fit of the baseline models was evaluated 
based on the RMSEA (<0.07), SRMR (<0.10) and CFI (greater 
than0.95). Missing data on the repeated measurements were handled 
using available case analysis (pairwise deletion). 

3.3.3.2. Relative stability. After investigating longitudinal measurement 
invariance, relative stability was investigated by inspecting the corre
lations between the repeated measures of each latent variable. Another 
model was fitted to assess relative stability from a different perspective 
by regressing the latent variable scores at the T2, T3, and T4 on the 
latent variables score at the preceding time point. The standardized 
regression coefficients of these autoregressive effects indicate the extent 

Fig. 3. Second-order latent trait-state-occasion model fitted on four repeated measurements of a latent construct. T = Trait; O = Occasion; S = State; T1-T4 =
repeated measurements; i = observed item score; e = prediction error variance; r = measurement error variance; The curved arrows indicate that the measurement 
errors of the same item are allowed to correlate over time. 
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to which the latent variables scores at a certain time point can be pre
dicted from the score on a preceding time point (Borghuis et al., 2017). 

3.3.3.3. Latent growth curve models. We fitted a univariate growth 
model for each latent construct and six multivariate growth models for 
the six pairs of two constructs. The first longitudinal measurement 
invariance model was used as a baseline model. Assuming conditional 
independence, the correlations between each construct’s repeated latent 
measurements were fixed to zero and latent intercept and linear slope 
variables were added to model individual differences in change over 
time. The factor loadings of these latent growth parameters on the four 
repeated measurements of each latent construct were fixed to 1 for the 
latent intercept and to 1, 2, 3, and 4 for the latent slope. In the multi
variate models, the correlations between the latent intercepts and slopes 
of both constructs were freely estimated. Identifying the multivariate 
growth model required several parameter constraints. First, for each 
construct the variances of the latent variables were constrained to be 
equal across the four time points. 

(homogeneity of variances). Second, the correlation between the two 
latent constructs was constrained to be equal at each time point. Given 
that second-order multivariate latent growth models require estimation 
of many parameters, a robustness test was performed by determining the 
correlation between the latent slopes of two constructs in multivariate 
first-order growth models based on the observed scores of both con
structs (i.e. the sum of the item scores at each time point). 

3.3.3.4. Latent Trait-State-Occasion models. A separate LTSO model was 
fitted for each of the four constructs. As previously, the first longitudinal 
measurement invariance model was used as a baseline model. For each 
construct, the correlations between the repeated latent measurements 
were fixed to zero. To identify the LTSO model, for each latent construct, 
the latent variable correlations and the state variance at each mea
surement occasion was fixed to zero (Cole, Martin & Steiger, 2005). 
Next, for each latent state the factor loadings on both the shared latent 
trait and the time-specific latent occasion were fixed to one. Autore
gressive effects between the four time-specific latent occasion variables 
were freely estimated (Gana & Broc, 2019). The decomposition into trait 
and state variance was calculated by dividing respectively the latent 
state or latent occasion variance at baseline by the sum of these two 

variances. 

3.3.4. Transparency and openness 
PROFILES registry data is freely available according to the FAIR 

(Findable, Accessible, Interoperable, Reusable) data principles for non- 
commercial (international) scientific research, subject only to privacy 
and confidentiality restrictions. Data is made available through Ques
tacy (DDI 3.x XML) and can be accessed at (https://www.profilesregist 
ry.nl). The R-scripts for all analyses reported in this article can be 
found on the Open Science Framework (https://osf.io/e7ajr/?view_
only=41e3de13bb2e4a2eaa4168f0e124fdcc). This study’s design and 
analyses were not preregistered. 

3.4. Results 

3.4.1. Longitudinal measurement invariance 
Of all 2625 participants, data from 2597 (99.4 %) participants were 

available for the NA models, 2604 (99.7 %) participants for the SI 
models, 2603 (99.7 %) for the Depression models and 2602 (99.6 %) for 
the Anxiety models. Table 3 presents the fit statistics for the models used 
to test the longitudinal measurement invariance of the DS14 (negative 
affectivity & social inhibition). For comparison we also included results 
of the HADS (depression & anxiety). For all constructs, the chi-square 
statistic of the baseline model was statistically significant, suggesting a 
strict mismatch between the observed and model implied covariance 
matrices. However, as the chi-square test is sensitive to large sample 
sizes, model fit was also evaluated using the RMSEA, SRMR and CFI. 
Based on these fit indices all baseline models showed adequate fit to the 
data. 

The next step in the longitudinal measurement invariance procedure 
is to introduce the constraint that the factor loadings of each latent 
construct are invariant across time (weak invariance model). For all 
constructs, the chi-square difference test was not significant, indicating 
that this constraint did not lead to deterioration in model fit. This result 
was corroborated by the small changes in RMSEA, SRMR and CFI 
compared to the baseline model. 

The third step is to constrain the thresholds of each item to be 
invariant across time (strong invariance model). Based on the chi-square 
difference test, only the depression. 

Table 3 
Fit statistics for models testing the longitudinal measurement invariance of the DS14 (negative affectivity & social inhibition) and HADS (depression & anxiety).  

Model df Δdf χ2 Δχ2 RMSEA (95 %CI) ΔRMSEA SRMR ΔSRMR CFI ΔCFI 

Negative affectivity 
1 320 –  998.5  – 0.035 [0.033 0.037]  –  0.034  –  0.998  – 
2 338 18  1016.4  22.5 0.033 [0.031 0.035]  0.002  0.034  <0.001  0.998  <0.001 
3 380 42  1064.0  74.3* 0.031 [0.029 0.033]  0.002  0.034  <0.001  0.998  <0.001 
4 401 21  1186.2  49.1* 0.028 [0.026 0.029]  0.003  0.035  0.001  0.998  <0.001 
Social inhibition 
1 320 –  3338.8  – 0.068 [0.066 0.070]  –  0.052  –  0.992  – 
2 338 18  3352.6  18.7 0.065 [0.063 0.067]  0.003  0.052  <0.001  0.992  <0.001 
3 380 42  3412.1  97.3* 0.061 [0.059 0.063]  0.004  0.052  <0.001  0.992  <0.001 
4 401 21  3783.2  120.6* 0.053 [0.051 0.054]  0.008  0.054  0.002  0.991  0.001 
Depression 
1 299 –  382.0  – 0.018 [0.016 0.021]  –  0.028  –  0.999  – 
2 317 18  400.3  22.2 0.018 [0.015 0.020]  <0.001  0.028  <0.001  0.999  <0.001 
3 359 42  433.9  41.9 0.016 [0.014 0.018]  0.002  0.029  0.001  0.999  <0.001 
4 380 21  497.6  28.4 0.014 [0.012 0.017]  0.002  0.030  0.001  0.999  <0.001 
Anxiety 
1 299 –  759.4  – 0.030 [0.028 0.033]  –  0.037  –  0.997  – 
2 317 18  767.5  11.8 0.029 [0.027 0.031]  0.001  0.037  <0.001  0.997  <0.001 
3 359 42  820.9  65.7* 0.027 [0.025 0.029]  0.002  0.037  <0.001  0.997  <0.001 
4 380 21  899.6  31.8 0.023 [0.021 0.025]  0.004  0.039  0.002  0.996  0.001 

Model 1 (Configural invariance): Baseline model. 
Model 2 (Weak invariance): Invariant factor loadings. 
Model 3 (Strong invariance): Invariant factor loadings & thresholds. 
Model 4 (Strict invariance): Invariant factor loadings, thresholds & residuals. 

* p <.05 on the scaled chi-squared difference test (Satorra, 2000). Note that these scaled differences are larger than the raw chi-square differences. 
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thresholds appeared to be invariant, yet this test is very sensitive 
with large sample sizes. The effect size of this invariance violation can be 
evaluated by computing for each item the change in the estimated 
response probabilities when freely estimating the thresholds across time, 
compared to constraining them to be equal. These changes in response 
probability never exceeded 0.05, suggesting that different item re
sponses than those observed are expected only for a small percentage of 
participants. Based on guidelines by Liu and colleagues (2017), a change 
in response probability smaller than 0.05 should be no reason for 
concern. Appendix C shows that none of these estimated probabilities 
exceeded 0.05, indicating that the effect sizes of the invariance viola
tions were very small. Moreover, for all constructs the change in RMSEA, 
SRMR and CFI relative to the weak invariance model was very small (i. 
e., < 0.005), suggesting that these thresholds can be considered 
invariant across time. 

The last step is to constrain the residual variance of the items to be 
invariant across time (strict invariance model). Based on the chi-square 

difference test this constraint adequately fitted the data of the depres
sion and anxiety models, but did not fit the data for the SI and NA 
models. However, again the changes in RMSEA, SRMR and CFI are small 
compared to the strong invariance model, suggesting that the residual 
variances can also be considered invariant across time. 

The current findings indicate that it is safe to assume that the 
properties of the instruments used to measure NA, SI, depression and 
anxiety are invariant across time. The evidence in favor of longitudinal 
measurement invariance renders it unlikely that longitudinal changes in 
the observed scores resulted from changes in the properties of the 
measurement instrument. Consequently, any reported change (or 
absence of change) can be interpreted as change in the latent construct. 

The first rows of Table 4 report for NA, SI, depression and anxiety, 
the correlations between the baseline estimate of each construct and the 
estimates at the three later time points. As these estimates concern the 
correlation between the latent constructs, they are, opposed the corre
lations between total questionnaire scores, uncontaminated by the 
presence of measurement error in the item scores. The correlations 
suggest that the relative stability of these constructs was moderate to 
high (Shrout, 1998). Interestingly, as the time interval between the 
repeated measurements increased from one to two and three years, the 
relative stability of NA, depression and anxiety decreased, while it 
slightly increased for SI. Lastly, Table 4 also reports the autoregression 
coefficients, indicating high rank order stability in the latent variable 
scores at each time point when regressed on scores at a preceding time 
point. 

3.4.2. Latent growth curve models 
When assessing absolute temporal stability using latent growth curve 

models, the mean of the latent slope indicates whether there is absolute 
stability averaged across all participants, whereas the variance of the 
latent slope indicates whether this absolute stability is identical for all 
individuals. Concluding perfect absolute temporal stability would 
require that both the mean and variance of the estimated latent slope are 
equal to zero. 

Table 5 shows the fit indices for each of the four univariate growth 
models, as well as results of the Wald tests indicating whether the mean 
and variance of the latent intercepts and slopes differed significantly 
from zero. Though each of the four univariate growth models showed 
misfit based on the significant chi-square test (which is sensitive to misfit 
in large sample sizes), the RMSEA, SRMR and CFI all suggested good 
model fit. Fig. 4 shows the estimated individual growth curves for NA, 
SI, depression and anxiety. The red and blue curves represent decreasing 
and increasing individual trends respectively. The black line indicates 
the mean estimated latent growth curve across all participants. These 
plots suggest that on average there were no large changes in these latent 
constructs over time. Indeed, Table 5 shows that only the average latent 
slope of depression differed significantly from zero, with a slight in
crease in depression over time. Based on these findings, the two Type D 
personality traits NA and SI showed absolute stability when change over 
time was averaged across all participants. Mean-level stability was also 
found for anxiety, but not for depression.Fig. D1.. 

The estimated variance of the latent intercept and slope indicate 
individual deviations from the average intercept and slope. For all four 
constructs, the variance of the latent intercept was significantly larger 
than zero, showing that there were significant individual differences in 
the baseline scores of the four constructs. For NA, depression and anx
iety, the estimated variance of the latent slope was small, yet signifi
cantly larger than zero, suggesting that for these constructs the 
estimated individual growth curves deviated from the mean latent slope. 
Although participants did on average not change in NA and anxiety over 
time, the significant estimated slope variance indicated that a consid
erable number of individuals deviated from this pattern showing either 
positive or negative change over time. 

Table 6 reports the estimated correlations between the latent slopes 
of the four constructs according to both first- and second-order 

Table 4 
Across four measurements of negative affectivity, social inhibition, depression 
and anxiety, the relative stability, autoregression coefficients, and latent vari
able mean differences relative to the first time point, including 95% confidence 
intervals.  

Latent 
construct 

Negative 
affectivity 

Social 
inhibition 

Depression Anxiety 

Latent variable correlations    
r(T1, T2) 0.780 (0.748, 

0.812) 
0.803 (0.778, 
0.828) 

0.821 (0.785, 
0.857) 

0.825 
(0.795, 
0.855) 

r(T1, T3) 0.736 (0.696, 
0.776) 

0.819 (0.792, 
0.847) 

0.805 (0.760, 
0.851) 

0.820 
(0.783, 
0.857) 

r(T1, T4) 0.733 (0.678, 
0.779) 

0.823 (0.795, 
0.850) 

0.767 (0.712, 
0.822) 

0.791 
(0.749, 
0.834) 

Autoregression coefficients    
β (T1, T2) 0.845 (0.822, 

0.867) 
0.894 (0.875, 
0.912) 

0.873 (0.849, 
0.897) 

0.885 
(0.860, 
0.910) 

β (T2, T3) 0.879 (0.857, 
0.900) 

0.929 (0.915, 
0.944) 

0.927 (0.907, 
0.948) 

0.932 
(0.911, 
0.952) 

β (T3, T4) 0.893 (0.868, 
0.919) 

0.928 (0.911, 
0.946) 

0.904 (0.877, 
0.931) 

0.915 
(0.891, 
0.939)  

Table 5 
Fit indices and individual change in negative affectivity, social inhibition, 
depression and anxiety in terms of the mean and variance of the latent intercept 
and slope.   

Negative 
affectivity 

Social 
inhibition 

Depression Anxiety 

Model fit N = 2597 N = 2604 N = 2602 N = 2601 
Free 

parameters 
211 211 183 183 

χ2 1262.3* 4016.8* 565.5* 1020.0* 
RMSEA (95 

%CI) 
0.035 [0.033, 
0.037] 

0.069 [0.067, 
0.071] 

0.018 [0.016, 
0.021] 

0.030 
[0.028, 
0.032] 

SRMR 0.034 0.052 0.029 0.037 
CFI 0.987 0.962 0.995 0.987 
Latent growth parameters    
Mean 

Intercept 
− 0.253* − 0.291* − 0.527* − 0.401* 

Variance 
Intercept 

0.455* 1.111* 1.626* 1.798* 

Mean Slope − 0.004 0.027 0.059* 0.035 
Variance 

Slope 
0.011* 0.009 0.030* 0.029*  

* p <.05. 
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multivariate latent growth models. First-order growth models do not 
handle measurement error in the item scores, but served as a robustness 
test. In general, both models resulted in similar estimates of the corre
lation between the latent slopes. The weakest slope correlation was 
found for NA and SI (r = 0.30, p =.142) and the strongest for depression 
and anxiety (r = 0.71, p <.001). Interestingly, the NA slopes correlated 
substantially with the slopes of both depression (r = 0.49, p =.007) and 
anxiety (r = 0.51, p =.001). Similar estimates were found for the slope 
correlation of SI with depression (r = 0.57, p =.221) and anxiety (r =
0.56, p =.243), though these estimates failed to reach significance due to 
the very large standard errors. All growth models involving SI resulted in 

very broad confidence intervals for the correlation between the latent 
slopes. Although we are not entirely sure how to explain this, it may 
have been caused by the low variability in the latent SI slopes, as shown 
by the result of the univariate growth models reported in Table 5. 

In sum, the latent growth curves models showed that averaged across 
all participants, the two Type D personality traits showed absolute sta
bility, as was the case for anxiety. The mean estimated slope of 
depression differed significantly from zero, yet indicated only a slight 
increase in depression over time. The variability estimates of the latent 
slopes suggested that for NA, depression and anxiety the absolute sta
bility did not apply equally to every individual. Lastly, the multivariate 
growth models revealed that change in these constructs over time was 
correlated. These results suggest that although NA and SI are personality 
traits, especially NA appears to covary with changes in depression and 

Fig. 4. Estimated individual growth curves for negative affectivity, social inhibition, depression and anxiety. Red and blue curves represent decreasing and 
increasing individual trends respectively. The black line indicates the mean latent slope across all participants. 

Fig. D1. The statistical power to detect a latent slope of particular size, given a 
significance level of 0.05 and a sample size of 2600 participants. 

Table 6 
Estimated correlation (95% confidence interval) between the latent slopes of 
negative affectivity, social inhibition, depression and anxiety, according to both 
first- and second-order multivariate latent growth models.  

Latent slope correlation First-order growth model Second-order growth model 

NA & SI 0.38 (-0.01, 0.78) 0.30 (-0.10, 0.70) 
NA & Depression 0.55 (0.31, 0.79)* 0.49 (0.14, 0.85)* 
NA & Anxiety 0.69 (0.45, 0.92)* 0.51 (0.22, 0.80)* 
SI & Depression 0.56 (0.20, 0.92)* 0.57 (-0.34, 1.00) 
SI & Anxiety 0.51 (0.14, 0.89)* 0.56 (-0.38, 1.00) 
Depression & Anxiety 0.66 (0.50, 0.82)* 0.71 (0.36, 1.00)*  

* p <.05. 
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anxiety. It seems that part of the NA construct is a stable personality 
trait, while another part behaves more state-like and is susceptible to 
internal and external influences. However, the models presented so far 
do not speak to the extent to which the constructs are traits or states. 
This last part of this article will investigate this using a Latent trait-state- 
occasion model. 

3.4.3. Latent Trait-State-Occasion models 
Table 7 presents for the LTSO models of NA, SI, depression and 

anxiety the fit indices and variance estimates of the latent state and trait 
variables. Similar to the LGC models, each of the four LTSO models 
showed misfit based on the significant chi-square test (which is very 
sensitive to misfit under large sample sizes), while the RMSEA, SRMR 
and CFI all suggested good model fit. For each of the four constructs, 
after partialling out the measurement error variance, the estimated 
variance proportions corresponded more to a stable trait than to a 
changeable state. SI turned out to be most trait-like (83 %), followed by 
anxiety (78 %), depression (76 %), an NA (74 %). However, because the 
confidence intervals of these percentages showed overlap, the differ
ences between these constructs are likely not statistically significant. 

3.4.4. Models assuming continuous item scores 
As a sensitivity analysis, Appendix E reports the fit indices and es

timates of the longitudinal measurement invariance analysis, the LGC 
model and the LTSO model, when treating the ordinal item scores as 
continuous variables. In general, the fit of these continuous models is 
worse than that of the ordinal models. Longitudinal measurement 
invariance is still established, but the growth models for continuous item 
scores did not fit the data very well. Lastly, the estimated proportion of 
trait variance was slightly larger for depression and anxiety when those 
ordinal item scores were assumed to be continuous. 

4. General discussion 

In this study, we reviewed methods commonly used to assess the 
temporal stability of psychological constructs and focused on Type D as 
an example. Furthermore, we illustrated how to test the assumption of 
longitudinal measurement invariance and how to assess temporal sta
bility using various latent variable models that handle skewed and 
ordinal nature of item scores and measurement error. Based on simu
lated data we illustrated what types of temporal stability can be detected 
by several commonly used statistical models. We recommend re
searchers to explicitly report the type of temporal stability they are 
interested in and then select a statistical model that can detect such 

temporal stability. If the researcher is not interested in a specific type of 
temporal stability, then we recommend them to use multiple stability 
methods to comprehensively assess individual differences in the change 
on a construct across time. 

In Study 1, our review of temporal stability methods used in the 
literature on Type D personality covered 25 studies that jointly reported 
76 tests for the temporal stability of either Type D personality or its 
underlying personality traits NA or SI. The review concluded that the 
temporal stability of both NA and SI was less than optimal based on 
studies investigating both the relative and absolute stability. The sta
bility methods encountered in the Type D literature failed to account for 
measurement error when estimating the relative and absolute stability, 
thereby risking attenuated stability estimates. Furthermore, the 
reviewed studies did not test the assumption of longitudinal measure
ment invariance. When this assumption is violated (or not investigated) 
researchers cannot exclude the possibility that any observed changes 
over time were merely caused by changes in the measurement instru
ment, rather than by change in the psychological construct. 

In Study 2, we showed how to handle these issues using various kinds 
of latent variable models. We assessed both the relative and absolute 
stability of the personality traits NA and SI and the psychological states 
depression and anxiety over a period of four yearly measurements. First, 
we illustrated how latent variable models can take into account the often 
skewed and ordinal nature of the item scores measuring these con
structs. Next, we showed that the assumption of longitudinal measure
ment invariance was met for all constructs of interest in the current 
sample of colorectal cancer survivors. Because this assumption was met, 
any observed change (or stability) in questionnaire scores could be 
interpreted as being caused by the construct, rather than by the mea
surement instrument. 

Based on the latent variable models, we concluded moderate to good 
relative stability for NA, SI, depression and anxiety, based on guidelines 
by Shrout (1998). The four-year relative stability estimates were lowest 
for NA and highest for SI. This finding is in line with the relative stability 
estimates discussed in our review, with NA showing a slightly lower 
median relative stability than SI. Our estimates were often higher than 
those seen in our review. This may be explained by the fact that the 
reviewed studies did not adjust for measurement error, thereby risking 
an underestimation of the true relative stability. 

The univariate LGC models indicated absolute stability for NA, SI, 
and anxiety. Absolute stability could not be concluded for depression, 
yet the significant increase in depression over time was small. Earlier 
research on the current dataset has shown that dropouts were more 
likely to have high depressive symptoms than full responders (Ramsey 
et al., 2019). This suggests that the depressive symptoms at later mea
surement occasions may be overestimated. Indeed, our findings indicate 
that of all four psychological constructs, only depression shows a 
significantly positive latent slope, suggesting that on average these 
participants increased in their depression during the four-year follow- 
up. However, this estimate should be interpreted with care, as it is 
possible that without attrition this latent slope estimate for depression 
would have been closer to zero, similar to the slopes of anxiety, NA and 
SI. 

SI was the only construct with both absolute stability and no sig
nificant individual differences in this stability over time. Although NA 
and anxiety were on average stable over time, these constructs showed 
significant individual deviations from this absolute stability on group 
level. The multivariate LGC models revealed that these significant in
dividual differences in change over time correlated between the con
structs. In line with our expectations, individual changes in NA 
moderately correlated with changes in anxiety and depression. This 
suggests that NA is not entirely a stable personality trait, but may also in 
part be susceptible to changes in an individual’s life, such as an increase 
or decrease in depression or anxiety. These findings resonate with earlier 
research by Ossola et al. (2015) who used a repeated measures ANOVA 
to show that the observed DS14 (NA) sum scores covaried over time with 

Table 7 
Fit indices and trait/state variance proportions (95 %CI) for the second-order 
latent trait-state-occasion models of negative affectivity, social inhibition, 
depression and anxiety.   

Negative 
affectivity 

Social 
inhibition 

Depression Anxiety 

Model fit     
N 2597 2604 2602 2601 
Free 

parameters 
186 186 158 158 

χ2 1059.1* 3533.5* 565.5* 868.4* 
RMSEA (95 

%CI) 
0.028 [0.026, 
0.030] 

0.059 [0.058, 
0.061] 

0.018 [0.016, 
0.021] 

0.024 
[0.022, 
0.026] 

SRMR 0.036 0.061 0.029 0.039 
CFI 0.991 0.967 0.995 0.991 
Proportion explained variance    
Latent trait 0.74 [0.68, 

0.80] 
0.83 [0.79, 
0.87] 

0.76 [0.69, 
0.83] 

0.78 [0.72, 
0.83] 

Latent 
occasion 

0.26 [0.20, 
0.32] 

0.17 [0.13, 
0.21] 

0.24 [0.17, 
0.31] 

0.22 [0.17, 
0.27]  

* p <.05. 
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the HADS-D (depression) sum scores. That study also used an explor
atory factor analysis on the DS14 and HADS items, revealing that the NA 
and depression items loaded on the same factor, while the SI and anxiety 
items all loaded on separate factors. 

The LGC models suggested that the NA construct may in part reflect 
the episodic or transient distress also reflected in psychological states 
such as anxiety and depression. 

The LTSO models highlighted the extent to which each of those 
constructs can be considered a stable trait or a changeable state. All 
constructs were more trait than state, with SI being most trait like (83 
%), followed by anxiety (78 %), depression (76 %) and NA (74 %). The 
finding that SI corresponds more to a stable trait than NA is in line with 
our findings regarding the absolute and relative stability of these con
structs. Interestingly, together with NA, depression and anxiety also 
turned out to be less trait-like than SI. According to Baltes (1987) both 
stable and unstable processes underlie most psychological constructs. 
Personality traits are known to become less stable as the time between 
the measurements increases (Roberts & DelVecchio, 2000). Other 
studies have indicated that both trait and state processes underlie con
structs such as depression (Hartlage, Arduino, & Alloy, 1998) and anx
iety (Kantor et al., 2001). Our finding is partly in line with an earlier 
study showing that anxiety and the personality traits behavioral inhi
bition and neuroticism are more trait-like than depression, which was 
found to be more episodic in nature (Prenoveau et al., 2011). 

One explanation for this unexpected finding is methodological. In the 
LTSO model, the stable latent trait variable captures the individual 
differences in the construct that remain unchanged across time, whereas 
the time-specific latent occasion variables capture the individual dif
ferences in the construct that are unique at each time point. In theory, 
when none of the participants in a dataset change over time, then the 
LTSO model would indicate that the construct is a completely stable 
trait. This could also happen in case of floor effects, when there is so 
little anxiety or depression in the population that most participants show 
very low scores on these measurements. This implies that the conclu
sions resulting from LTSO models should always be interpreted in light 
of the characteristics of the dataset. If the participants in the current 
dataset would have shown more changes in depression and anxiety over 
time, then the LTSO models would likely have estimated a smaller 
proportion of trait variance. It would therefore be interesting for future 
research to apply the LTSO models to a dataset where individuals change 
in their depression or anxiety over time. 

4.1. Strengths and limitations 

One strength of the present study is that it provides a comprehensive 
review of commonly used methods to assess temporal stability. Another 
strength is that we use a large sample of 2625 cancer survivors to 
illustrate how several longitudinal latent variable models can be used to 
study the temporal stability of psychological constructs that are 
measured with skewed and ordinal item scores. 

A limitation of the present study is that the Type D personality traits, 
depression, and anxiety were measured only once during four consec
utive years. Although personality changes happen across longer time
spans, they are often quite small and tend to peak in stability after the 
age of 50 (Roberts & Nickel, 2017). Therefore, it would be interesting to 
replicate our findings using data stretching over lengthier time periods 
(e.g., decades). The long interval between consecutive measurement in 
the current study limits conclusions regarding the temporal stability of 
state-like constructs, as these tend to vary over much shorter time frames 
(e.g., hours, days). Therefore, future research could also investigate 
whether our results hold when these psychological constructs are more 
frequently measured than once a year. In recent years, there has been a 
surge in researchers focusing on time-intensive longitudinal data (e.g., 
daily depression measurements) and latent variable models can 
certainly be used in that context (e.g. Vogelsmeier, Vermunt, van Roe
kel, & de Roover, 2019). 

A limitation of the univariate LGC model (and all other reviewed 
methods testing for the absolute stability) is that a non-significant 
average latent linear slope does not necessarily imply that there is ab
solute mean-level stability, because the non-significant finding may also 
be caused by insufficient statistical power. The present study involved 
over 2000 participants and was sufficiently powered to detect small 
changes in the constructs over time (see Figure D1 in Appendix D). We 
recommend researchers to evaluate the statistical power when testing 
for absolute stability. Alternatively, researchers can use Bayesian sta
tistics to directly estimate the evidence in favor of the null hypothesis of 
no difference between the measurements (Kruschke, 2014). Researchers 
wishing to stay within a frequentist statistics framework are advised to 
use equivalence tests (Lakens, 2017) to test the plausibility of absolute 
stability. 

4.2. Recommendations 

Longitudinal latent variable models can become quite complex and 
fitting them can be a daunting task, often with unexpected complica
tions (Geiser, Keller & Lockhart, 2013). When fitting LGC models, the 
number of measurement occasions determines which growth curve 
shapes can be modeled. Linear growth curves can be estimated with as 
little as two measurement occasions, Quadratic and cubic growth curves 
require at least 4 and 5 measurement occasions respectively, though in 
practice often more measurements are required to properly estimate the 
growth model without convergence problems, especially when also 
simultaneously a measurement model for each of the repeated mea
surements of the latent constructs. Indeed, in the current study-four 
timepoints were not sufficient to model quadratic growth curves. 

With respect to the sample size required to adequately fit a LGC 
model, several aspects need to be considered (Preacher, 2010). First, the 
sample size needs to be sufficiently large to produce a stable estimation 
of all model parameters. Second-order growth models that include a 
measurement model generally require more participants then first-order 
growth models, because a larger number of parameters need to be 
estimated. Second, to adequately determine the fit of the model to the 
data, researchers should conduct a power analysis to determine the 
sample size required to detect a poorly fitting model based on the chi- 
square test (or another model fit measure) with a power of for 
instance 0.80. Lastly, when researchers have specific hypotheses 
regarding specific model parameters, such as the latent slope, then they 
should conduct a power analysis (such as the one reported in Appendix 
D) to determine the sample size required to detect a latent slope of a 
particular size with sufficient power. 

For an elaborate discussion of other common analysis choices when 
fitting longitudinal latent variable models to ordinal item scores, we 
refer the reader to excellent tutorials specifically focused on longitudinal 
measurement invariance analyses (Liu et al., 2018) and second order 
LGC models (Masyn, Petras & Liu, 2014; Zheng, Yang & Harring, 2022). 

4.3. Conclusion 

In this study, we provided a comprehensive review of the methods 
traditionally used to assess the temporal stability of psychological con
structs. We noted how most of the reviewed methods do not handle the 
measurement error in the questionnaire item scores. At least in the 
literature on Type D personality, we observed that the crucial assump
tion of longitudinal measurement invariance is typically not tested. We 
illustrated how these issues can be handled using several longitudinal 
latent variable models. As we focused on commonly used latent vari
ables, other latent variables model such as continuous time models (e.g., 
Haehner, Kritzler, Fassbender & Numann, 2021) fell beyond the scope of 
the current study. Nevertheless, our work illustrates the general benefit 
of latent variable modeling when assessing the temporal stability of 
psychological constructs. 
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Appendix A:. Mathematical details behind several temporal stability methods 

Cohen’s d (for paired data). 
Cohen’s d can be calculated by standardizing the raw difference in mean scores between the two measurements (M2 − M1) by a pooled standard 

deviation for paired data (formula 1; Borenstein, Hedges, Higgins & Rothstein, 2011, page 29), where SDT1 and SDT2 are the standard deviations of the 
scores at each measurement and where r(T1,T2) denotes the correlation between the two measurements. Because the numerator is a single difference 
between average scores, this method only assesses mean-level absolute stability and does therefore not necessarily detect individual-level absolute 
stability. 

d =
M2 − M1

⎛

⎜
⎜
⎝

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
SD2

T1
+SD2

T2
− 2*r(T1,T2)*SDT1 *SDT2

)√

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2*(1− r(T1,T2))

√

⎞

⎟
⎟
⎠

(1) 

Reliable change index (RCI). 
The RCI can be computed using Formula 2 (Christensen, 1986), where Di denotes the difference between scores on two measurements for indi

vidual i (Di = X(T2)i − X(T1)i) and SE the standard error of measurement, which can be calculated using formula 3, where S(T1) indicates the standard 
deviation of scores at T1 and r(T1,T2) the test-rest reliability. 

RCI =
Di

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(2(SE

2)
√ (2)  

SE = S(T1)*
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
1 − r(T1,T2)

)√

(3) 

The last step involves an interpretation of the RCI’s computed for each individual. An RCI larger than 1.96 suggests significant increase, an RCI 
smaller than − 1.96 suggests significant decrease, and an RCI between − 1.96 and 1.96 indicates no significant change at a significance level of 0.05. 

Appendix B:. Item baseline characteristics for the DS14 (negative affectivity & social inhibition) and HADS (depression and anxiety) 
questionnaires  

Construct Item n mean sd median min max skew kurtosis 

NA DS_2 2542 1.51  1.34 2 0 4 0.37  − 1.01  
DS_4 2555 0.84  1.13 0 0 4 1.14  0.34  
DS_5 2553 1.12  1.19 1 0 4 0.68  − 0.59  
DS_7 2555 0.92  1.17 0 0 4 1.04  0.06  
DS_9 2562 0.65  0.95 0 0 4 1.39  1.28  
DS_12 2562 1.37  1.31 1 0 4 0.5  − 0.92  
DS_13 2560 0.76  1.07 0 0 4 1.31  0.86 

SI DS_1 2579 0.99  1.09 1 0 4 0.72  − 0.33  
DS_3 2554 1.67  1.29 2 0 4 0.26  − 0.86  
DS_6 2563 0.97  1.15 1 0 4 0.92  − 0.15  
DS_8 2560 1  1.18 1 0 4 0.9  − 0.24  
DS_10 2562 1.14  1.26 1 0 4 0.73  − 0.64  
DS_11 2561 1.15  1.18 1 0 4 0.66  − 0.54  
DS_14 2564 0.93  1.13 0 0 4 0.96  − 0.01 

DEP HADS_2 2572 0.63  0.75 0 0 3 1.02  0.52  
HADS_4 2575 0.43  0.65 0 0 3 1.41  1.59  
HADS_6 2572 0.39  0.7 0 0 3 1.82  2.74  
HADS_8 2572 1.05  0.82 1 0 3 0.63  0.06  
HADS_10 2573 0.56  0.74 0 0 3 1.3  1.37  
HADS_12 2575 0.63  0.79 0 0 3 1.11  0.6  
HADS_14 2582 0.72  0.9 0 0 3 0.96  − 0.22 

(continued on next page) 
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(continued ) 

Construct Item n mean sd median min max skew kurtosis 

ANX HADS_1 2571 0.8  0.73 1 0 3 0.82  0.83  
HADS_3 2572 0.71  0.85 0 0 3 0.98  0.08  
HADS_5 2556 0.73  0.8 1 0 3 0.93  0.31  
HADS_7 2574 0.62  0.78 0 0 3 1  0.09  
HADS_9 2570 0.45  0.64 0 0 3 1.37  1.7  
HADS_11 2567 0.9  0.98 1 0 3 0.78  − 0.52  
HADS_13 2578 0.43  0.61 0 0 3 1.41  2.26  

Appendix C:. Difference in item response probabilities between the models with and without the constraint that item threshold 
parameters are invariant over time. These probabilities indicate the change on an item response probability when freely estimating the 
threshold parameters. Absolute changes larger than 0.05 are considered significant.  

Time Response Item 

Negative affectivity DS_2 DS_4 DS_5 DS_7 DS_9 DS_12 DS_13 

T1 False 0.00 − 0.01 0.00 0.00 − 0.01 0.01  0.00  
Rather false 0.00 0.01 0.00 0.00 0.00 − 0.01  0.00  
Neutral − 0.01 0.00 0.00 0.00 0.00 0.00  0.00  
Rather true 0.01 0.00 0.01 0.02 0.00 0.01  0.01  
True − 0.01 0.00 0.00 − 0.01 0.00 − 0.01  − 0.01 

T2 False − 0.01 0.00 0.00 0.01 0.00 0.00  0.00  
Rather false 0.00 0.00 0.00 0.00 0.01 0.00  0.01  
Neutral 0.01 0.01 0.01 0.01 0.00 0.01  0.00  
Rather true − 0.01 0.00 − 0.01 − 0.01 0.00 0.00  0.00  
True 0.01 − 0.01 0.00 0.00 − 0.01 0.00  − 0.01 

T3 False 0.01 0.01 0.00 0.00 0.01 − 0.01  0.00  
Rather false 0.00 0.00 0.01 0.00 0.00 0.01  0.01  
Neutral 0.00 0.00 0.00 0.00 0.00 0.00  0.00  
Rather true 0.01 0.00 0.01 − 0.01 0.00 − 0.01  − 0.01  
True − 0.01 − 0.01 − 0.01 0.01 0.00 0.01  0.01 

T4 False 0.00 0.01 − 0.01 0.00 0.01 − 0.01  0.01  
Rather false 0.00 0.00 0.01 0.01 − 0.01 0.01  − 0.01  
Neutral 0.01 0.01 0.01 0.01 0.00 0.01  0.00  
Rather true − 0.01 − 0.01 − 0.01 − 0.02 − 0.01 0.00  − 0.01  
True 0.00 0.00 − 0.01 0.01 0.00 − 0.01  0.01          

Social inhibition DS_1 DS_3 DS_6 DS_8 DS_10 DS_11 DS_14 
T1 False − 0.01 − 0.01 0.01 0.01 0.00 0.01  0.00  

Rather false 0.01 0.01 − 0.01 − 0.01 0.00 − 0.01  0.00  
Neutral − 0.01 − 0.01 0.00 0.00 0.00 0.00  0.00  
Rather true 0.00 0.01 0.01 0.01 0.00 0.01  0.01  
True 0.00 − 0.01 − 0.01 − 0.01 0.01 − 0.01  0.00 

T2 False 0.00 − 0.01 0.00 − 0.01 0.00 0.00  0.00  
Rather false 0.00 0.01 0.00 0.01 0.00 0.00  0.00  
Neutral 0.01 0.01 0.01 0.00 0.00 0.01  0.00  
Rather true 0.00 0.00 0.00 − 0.01 0.01 − 0.01  − 0.02  
True − 0.01 0.00 − 0.01 0.00 − 0.01 0.01  0.01 

T3 False 0.01 0.00 0.00 0.00 − 0.01 0.00  0.00  
Rather false − 0.01 0.00 0.00 0.00 0.01 0.01  0.00  
Neutral 0.00 0.01 0.00 0.00 0.00 0.00  0.00  
Rather true 0.00 − 0.01 − 0.01 0.00 0.01 0.00  0.01  
True − 0.01 0.01 0.01 0.00 − 0.01 0.00  − 0.01 

T4 False 0.01 0.01 − 0.01 0.00 − 0.01 − 0.02  0.00  
Rather false − 0.01 − 0.02 0.01 0.00 0.01 0.02  0.00  
Neutral 0.01 0.01 0.01 0.01 0.01 0.01  0.01  
Rather true − 0.01 − 0.01 − 0.03 − 0.01 − 0.01 0.00  − 0.01  
True 0.00 0.00 0.01 0.00 0.00 − 0.01  − 0.01         

Depression HADS_2 HADS_4 HADS_6 HADS_8 HADS_10 HADS_12 HADS_14 
T1 Not at all 0.00 0.00 0.01 0.00 − 0.01 0.00  0.01  

Sometimes 0.00 0.00 − 0.01 0.00 0.00 0.00  − 0.01  
A lot of the time 0.00 0.01 0.00 0.00 0.01 0.00  0.00  
Most of the time 0.00 0.00 0.00 − 0.01 0.00 0.00  0.00 

T2 Not at all 0.00 0.00 0.00 0.00 0.00 0.00  0.00  
Sometimes 0.00 − 0.01 0.00 0.00 − 0.01 0.00  − 0.01  
A lot of the time 0.00 0.00 0.00 0.00 0.01 − 0.01  0.01  
Most of the time 0.01 0.00 0.00 0.00 0.00 0.00  − 0.01 

T3 Not at all − 0.01 0.01 0.01 − 0.01 0.01 0.01  0.00  
Sometimes 0.02 0.01 0.01 0.02 0.02 0.00  0.02 

(continued on next page) 
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(continued ) 

Time Response Item 

Negative affectivity DS_2 DS_4 DS_5 DS_7 DS_9 DS_12 DS_13  

A lot of the time 0.01 − 0.01 − 0.01 0.00 − 0.01 0.01  0.00  
Most of the time − 0.03 − 0.01 − 0.01 0.00 − 0.02 − 0.01  − 0.01 

T4 Not at all 0.00 0.01 0.01 0.00 0.01 − 0.01  − 0.01  
Sometimes 0.03 0.04 0.03 0.01 0.04 0.03  0.04  
A lot of the time 0.01 − 0.02 − 0.02 − 0.01 − 0.01 − 0.01  0.01  
Most of the time − 0.04 − 0.02 − 0.02 0.00 − 0.04 − 0.01  − 0.04         

Anxiety HADS_1 HADS_3 HADS_5 HADS_7 HADS_9 HADS_11 HADS_13 
T1 Not at all 0.01 0.01 − 0.01 − 0.01 0.00 − 0.01  0.00  

Sometimes − 0.01 0.00 0.01 0.00 − 0.01 0.01  − 0.01  
A lot of the time 0.00 − 0.01 0.00 0.01 0.00 0.00  0.00  
Most of the time 0.00 0.00 − 0.01 0.00 0.00 0.00  0.00 

T2 Not at all − 0.01 0.00 0.01 0.00 − 0.02 0.00  0.01  
Sometimes 0.02 0.02 0.00 0.01 0.02 0.01  0.01  
A lot of the time 0.00 0.00 0.00 − 0.01 − 0.01 0.00  − 0.01  
Most of the time − 0.01 − 0.01 − 0.01 0.00 0.00 − 0.01  − 0.01 

T3 Not at all − 0.02 0.00 0.00 0.02 0.02 − 0.01  0.01  
Sometimes 0.04 0.02 0.02 0.01 0.00 0.02  0.03  
A lot of the time 0.01 0.02 − 0.01 − 0.02 − 0.01 0.01  − 0.01  
Most of the time − 0.04 − 0.04 0.00 − 0.01 − 0.01 − 0.02  − 0.03 

T4 Not at all − 0.01 0.00 − 0.01 0.01 0.02 0.01  0.01  
Sometimes 0.04 0.02 0.03 0.02 0.01 0.01  0.04  
A lot of the time 0.00 0.01 − 0.01 0.01 − 0.02 0.00  0.00  
Most of the time − 0.03 − 0.04 − 0.01 − 0.03 − 0.01 − 0.01  − 0.05  

Appendix D:. Power analysis for the univariate latent growth curve model 

We conducted a power analysis for the univariate LGC model to test the null hypothesis that the average latent slope parameter is equal to zero. We 
used the R-package simsem to conduct the power analysis for our LGC model fitted in Study 2. We assumed a significance level of 0.05 and investigated 
the minimal size of the latent slope that could be detected with sufficient power given the current sample size of 2600 participants and a significance 
level of 0.05. Figure D1 below indicates that this number of participants is enough to detect a latent slope of 0.06 or larger with a power of 0.80. A 
latent linear slope of 0.06 implies that on average participants change 0.18 on the scale of the latent variable over a four-year period. The estimated 
variance of the latent NA factor varies across repeated measurements between 0.17 and 0.22, corresponding to standard deviations of 0.40 and 0.47. 
The most conservative estimate is that our study was sufficiently powered to detect a latent slope corresponding to a change in NA of 0.18 / 0.40 =
0.45 standard deviations. 

Appendix E:. Analyses assuming the ordinal items to be continuous 

This appendix shows the fit and estimates for models that assume the ordinal item scores to be continuous by fitting a standard linear structural 
equation model to the Pearson correlation matrix. Table E1 presents the model fit for each of the continuous longitudinal measurement invariance 
models fitted to the repeated measures of NA, SI, depression and anxiety. The results indicate that the continuous invariance model also adequately 
fitted the data, though the fit of the ordinal model reported in the main text was slightly better on almost all fit indices. Based on the small changes in 
RMSEA, CFI and SRMR across the tested measurement invariance models, this continuous model similarly supports the presence of longitudinal 
measurement invariance of NA, SI, depression, and anxiety. 

Table E2 presents the model fit indices and latent growth curve estimates of the univariate latent growth curve models, assuming continuous NA, 
SI, depression and anxiety item scores. The continuous models fitted the data less adequately than the ordinal models reported in the main text. 
Especially the SRMR and CFI showed poor model fit. The estimates and statistical significance of the latent slope parameters were very similar to the 
estimates produced by the ordinal model. However, the average latent intercept differed considerably from the estimate in the ordinal model. One 
explanation could be that the mean structure of skewed ordinal item scores can be more adequately modeled using multiple threshold parameters than 
with a single intercept parameter. 

Table E3 presents the model fit indices and trait/state variance estimates of the trait-state-occasion model fitted to the NA, SI, depression and 
anxiety item scores, assuming that these item scores are continuous. The results again indicate slightly worse model fit than for the ordinal models 
reported in the main text. Nevertheless, the estimated proportions of trait and state variance were very similar to those produced by the ordinal 
models, except for depression and anxiety, for which the continuous model suggested more trait variance. 
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Table E1 
Fit statistics for models testing the longitudinal measurement invariance of the DS14 (negative affectivity & social inhibition) and HADS (depression & anxiety).  

Model df Δdf χ2 Δχ2 RMSEA (95 %CI) ΔRMSEA SRMR ΔSRMR CFI ΔCFI 

Negative affectivity 

1 302 –  989.1  – 0.049 [0.046 0.052]  –  0.043  –  0.963  – 
2 320 18  1006.8  17.6 0.048 [0.044 0.051]  0.001  0.046  0.003  0.963  <0.001 
3 338 18  1047.3  40.5* 0.047 [0.044 0.050]  0.001  0.046  <0.001  0.962  0.001 
4 359 21  1100.2  52.9* 0.047 [0.044 0.050]  <0.001  0.046  <0.001  0.960  0.002 
Social inhibition 

1 302 –  1642.9  – 0.067 [0.063 0.070]  –  0.079  –  0.930  – 
2 320 18  1664.3  21.3 0.065 [0.062 0.068]  0.002  0.080  0.001  0.930  <0.001 
3 338 18  1712.7  48.4* 0.064 [0.061 0.067]  0.001  0.081  0.001  0.928  0.002 
4 359 21  1791.2  78.5* 0.063 [0.060 0.066]  0.001  0.081  <0.001  0.925  0.003 
Depression 

1 302 –  477.7  – 0.024 [0.020 0.028]  –  0.028  –  0.989  – 
2 320 18  501.4  23.6 0.023 [0.019 0.027]  0.001  0.032  0.004  0.988  0.001 
3 338 18  535.9  34.6* 0.024 [0.020 0.028]  -0.001  0.032  <0.001  0.987  0.001 
4 359 21  581.3  45.4* 0.024 [0.021 0.028]  <0.001  0.033  0.001  0.986  0.001 
Anxiety 

1 302 –  660.9  – 0.034 [0.030 0.038]  –  0.038  –  0.976  – 
2 320 18  683.4  22.5 0.033 [0.030 0.037]  0.001  0.040  0.002  0.976  <0.001 
3 338 18  712.8  29.4* 0.033 [0.029 0.036]  <0.001  0.041  0.001  0.975  0.001 
4 359 21  754.6  41.8* 0.033 [0.029 0.036]  <0.001  0.042  0.001  0.974  0.001 

Model 1 (Configural invariance): Baseline model. 
Model 2 (Weak invariance): Invariant factor loadings. 
Model 3 (Strong invariance): Invariant factor loadings & intercepts. 
Model 4 (Strict invariance): Invariant factor loadings, intercepts & residuals. 

* p <.05. 

Table E2 
Fit indices and individual change in negative affectivity, social inhibition, depression and anxiety in terms of the mean and variance of the latent intercept and slope, 
estimated using a latent growth curve model assuming continuous item scores.   

Negative affectivity Social inhibition Depression Anxiety 

Model fit N = 2597 N = 2604 N = 2602 N = 2601 
Parameters 99 99 99 99 
χ2 5168.3* 5116.4* 8767.9* 8633.2* 
RMSEA (95 %CI) 0.075 [0.073, 0.076] 0.074 [0.072, 0.076] 0.098 [0.097, 0.100] 0.098 [0.096, 0.099] 
SRMR 0.112 0.124 0.216 0.200 
CFI 0.840 0.838 0.650 0.645 
Latent growth parameters    
Mean Intercept 1.299* 0.991* 0.461* 0.760* 
Variance Intercept 0.795* 0.452* 0.090 0.221* 
Mean Slope − 0.056 0.016 0.022 − 0.004 
Variance Slope 0.015* 0.005 0.002 0.005*  

* p <.05. 

Table E3 
Fit indices and trait/state variance proportions (95 %CI) for the second-order latent trait-state-occasion models of negative affectivity, social inhibition, depression and 
anxiety, assuming the ordinal item scores to be continuous variables.   

Negative affectivity Social inhibition Depression Anxiety 

Model fit     
N 2597 2604 2602 2601 
Parameters 130 130 130 130 
χ2 1491.0* 2872.1* 751.3* 970.6* 
RMSEA (95 %CI) 0.037 [0.035, 0.039] 0.055 [0.053, 0.057] 0.023 [0.021, 0.025] 0.028 [0.026, 0.030] 
SRMR 0.042 0.076 0.030 0.041 
CFI 0.961 0.914 0.982 0.972 
Proportion explained variance    
Latent trait 0.75 [0.71, 0.78] 0.82 [0.78, 0.85] 0.80 [0.77, 0.83] 0.81 [0.78, 0.84] 
Latent occasion 0.25 [0.22, 0.28] 0.18 [0.15, 0.21] 0.20 [0.17, 0.23] 0.18 [0.15, 0.21]  

* p <.05. 
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