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A B S T R A C T   

There would seem to be a potential regulatory problem with the crash algorithms for connected and autonomous 
vehicles that (normally) “kick in” should a crash be inevitable. Although the general regulatory considerations 
which have been put forward tend to seek a “fair balance” that would protect various users of the roads, a 
configuration which shielded other parties at the cost of the car user could be seen as posing an existential threat 
to the user by encroaching on his or her right to self-preservation. “Hacking the system” (i.e. modifying the 
configuration in order to obtain a more favourable outcome for the user) could therefore be understood as acting 
on one’s instinct for self-preservation and – though illegal – could in certain situations turn out to be an action 
that is not punishable in law. The present article argues that in certain real post-crash situations, a person who 
has modified the code for his or her own benefit could be exonerated on the basis of existing legal provisions and 
thus go unpunished. This could create unforeseen flaws in the connected autonomous vehicles regulatory system.   

1. Introduction 

Although the advent of connected and autonomous vehicles (CAVs) 
has given rise to a rather fierce discussion on their regulation, certain 
sets of guidelines and rules on CAV traffic have gradually seen the light 
of day. The trait which they all have in common is that they well-nigh 
unanimously exclude the idea of a “selfish” algorithm setting that 
would prioritize the safety of the driver of the CAV over that of other 
road users. Although it comes as no surprise that the proposed rules 
should attempt to find a “fair balance” for all users of the roads, this 
would seem to leave a certain regulatory shortcoming or “loophole” that 
we would like to address in the present article. Indeed, this quite 
peculiar “loophole”— which in all probability would hardly ever be 
used— could eventually prove to be the “Achilles’ heel” of all the CAV 
regulations that are currently being considered, as it lays bare a poten-
tial gap between legal practice and legal theory (in this case the 

“perfectly” regulated AI reality that many dream of) — a gap that would 
create a state of tension between the CAV user’s instinct for self- 
preservation and a regulatory scheme that could be seen as posing a 
definite danger to that same user. 

The key issue addressed here is the fact that by enacting CAV rules 
which attempt to find a fair balance between the interests of all users of 
the roads, the CAV user is being exposed to a permanent threat to his life 
that is based solely on the existence of crash algorithms and which 
therefore creates a strong incentive to find a solution to the problem by 
modifying the crash algorithm in favour of the CAV user. In any sub-
sequent court proceedings, the CAV user might well be exonerated and 
thus evade criminal liability, in which case his or her crime would prove 
to be “unpunishable”. 

The present article does not in any way question the importance of 
creating rules for CAVs, nor does it propose to offer any “all-encom-
passing” solution for the afore-mentioned problem which is currently 
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posed by CAV regulation. Its aim is merely to pinpoint a certain legal 
problem which could arise and which could potentially undermine the 
system that is at present being built.2 In particular, our arguments are 
based on the considerations and proposed rules that have been put 
forward by the European Commission Report of 2020 (because of their 
importance and the all-embracing character of the subject matter). In 
this article we shall look at certain regulatory considerations and ideas 
that have been proposed (I) and confront them with the possibility of 
“hacking” one’s own car (together with the legal consequences thereof) 
(II), as well as with the possible social consequences of such an occur-
rence (III). In the article, we confront the possibility of regulatory 
intervention with the limits of rulemaking, as well as with the philo-
sophical and legal basis for such limits. 

2. The dream of the prefect CAV regulation 

The concept of creating autonomous and connected cars has always 
had a regulatory layer attached to it (cf. [1,2]. From the very beginning, 
it was apparent that before CAVs could be allowed on public roads, some 
existing rules would need to be modified and/or new ones put in place. 

This issue was (and still is) one of great consequence and one that is 
highly controversial, if only because – at least in part – it is a matter of 
life and death. Road traffic will most probably never be completely safe, 
owing to various unpredictable external contingencies, while the “Moral 
Machine” experiment has made it even more apparent that in certain 
situations a choice would have to be made as to who is going to be the 
“casualty” [3]. 

From a legal perspective, however, these decisions would have to 
conform to certain pre-defined ethical rules and be anchored in law and 
thus not based on arbitrary algorithms, as no one (outside the limited 
legal powers of the State) should be able to decide on the life or death of 
an individual citizen. This would also be necessary for the predictability 
of traffic. 

Connected and autonomous vehicles (CAVs) are a general name for 
various kinds of the more or less autonomous car (cf. [4]; 12). The 
question of “autonomy” is also a question about the machine’s judge-
ment (cf. [5,6]. Much has been said on this subject and of late it has been 
one of those which are most widely discussed (cf. [3,5,7–15]. 

One particularly problematic issue has been the specific nature of 
decisions taken by autonomous vehicles, especially those decisions 
which lead to collisions, as these are based on certain algorithmic set-
tings. They are therefore not the consequence of carelessness or igno-
rance, but the result of meticulously “thought-out” scenarios (cf. [7]; 
74). It has been noted that while the driver may not have time for 
deliberation, an autonomous car might be able to react in an “optimal 
way” and make a more informed decision, taking into account many 
variables that are not available to or that cannot be processed by a 
human driver [7]; 74). When thinking about a non-avoidable accident 
involving a human driver, we understand that certain circumstances 
were beyond the driver’s control, thus forcing him to fall back on in-
stinct. Such a situation is also understandable from the point of view of 
the public, as we cannot make the driver fully responsible for the 

outcome. In the case of automated vehicles, however, we are dealing 
with a scenario that is planned and executed and that has usually been 
chosen from among many others. What the problem boils down to, 
therefore, is: who should be allowed to die (and why)? 

Here we are getting into very murky territory, where decisions are 
made as to whose life is more “valuable”. Given the variety of moral 
perspectives on this issue, the question of algorithm settings would at 
first sight seem to be far from straightforward. This is reflected in the 
sheer variety of opinions and standpoints. This issue was laid bare by the 
Moral Machine experiment, which showed that preferences and stand-
points vary [3]. Thus the question of how to regulate the situation in real 
life became even more important. One of the authors of the original 
Moral Machine Experiment, for example, has been reported to be 
leaning towards the idea of manufacturers being allowed to take “cul-
tural differences” into account while designing CAVs [16].3 At the initial 
stage of development, certain car makers signalled a preference for 
constructing a vehicle that would prioritize the safety of the driver over 
that of other road users [12]. One journalist suggested that we should 
ultimately be able to choose between car models that would share our 
own moral point of view [17]. We can therefore see that ideas for al-
gorithm settings abound and differ widely, being based as they are on a 
diversity of moral judgments. 

When considering legal solutions, however, this concentration on 
various ethical choices is not very helpful. As has been rightly noted, 
ethical dilemmas dominate the discussions and obfuscate other issues 
[18]. CAVs are already with us and a response – a legal one, at least – is 
urgently needed. The ethical problem – to which there seems to be no 
“right answer” and which is therefore unsolvable [18] – can to a certain 
extent be addressed by the basic principles of legal systems – in partic-
ular rules of a constitutional kind (or something similar), e.g. the EU 
Treaties and the EU Charter of Fundamental Rights [19]. Although 
ethical reasoning is normally the source of legal solutions, paradoxically 
in this case existing legislation could help us navigate the dark waters of 
dilemmas connected with CAVs. Indeed, when we look at various reg-
ulatory propositions, they are based on certain well-grounded legal 
principles. We might even say that we are re-cycling the ethical con-
siderations on which these principles are based. 

It has been stressed that AI should be lawful, meaning that it is 
required to comply with laws and regulations (AI High Level Expert 
Group 2018, 2). This would also apply to CAVs (on different grades of 
autonomy) and their operation. The issue of including CAVs in legal 
frames in order to permit their operation has been discussed in various 
contexts: there have been very valuable publications discussing the legal 
dilemmas in the context of certain existing legal systems (e.g. Ref. [20], 
as well as more universal considerations, bringing certain general rules 
into the equation (see in particular: [21]. Also, the last few years have 
seen publications giving recommendations on how to include CAVs in 
normal road traffic and how to devise special legal regimes based on 
ethical recommendations issued in particular at a State or multi-State 
level [4,22,23]. As the CAV problem that we shall be facing is a uni-
versal one, all of these publications are of importance because they shed 
light on the likely ethical perspective and the possible regulatory 
response. 

Discussions on life and death situations in the case of CAVs are a very 
particular issue for several reasons, some of which will be mentioned 
here. As far as the dilemma situations are concerned, it has been pointed 
out that “genuine dilemma situations” would probably be very rare [23]; 
11) and that the present ethical dilemma is probably not the most 
pressing or problematic issue in the CAV regulations [4]; 17). To some 
extent it was also argued that – owing to current technical developments 
and the state of the art, etc. – they would in any case be unlikely to occur 
[23]. Having said that, it has also been recognized that the general 
public would be paying close attention to possible negative occurrences, 

2 During the process of its writing, this article has received many comments 
from lawyers and non-lawyers alike, for which we are very grateful. Interest-
ingly, this “feedback” has revealed not only a great discrepancy between the 
understanding of the core purpose of the regulatory process and its possible 
“effectiveness”, but — in many cases — a different understanding of the 
boundaries of law-making.Arguably, we believe, it could be attributed to the 
subject matter and the not-so-uncommon idea that we are dealing with some-
thing that is “magical”, being the ultimate problem solver (AI). Some lawyers 
have tended to believe that in the case of AI we are dealing with something that 
is different from imperfect “human” reality and which therefore requires new 
rules. Some philosophers have shown a lack of understanding of the boundaries 
of law-making and also of the possibility of a legal excuse. 3 Referring to Azim Shariff. 

K. Mamak and J. Glanc                                                                                                                                                                                                                       



Technology in Society 71 (2022) 102127

3

which alone could have a great influence on the acceptability and 
adoption of CAV technology [8]; 88). It would probably seem intuitive 
to agree with Lin, who says that some accidents would be unavoidable 
and would thus necessitate crash optimization, by which he means the 
necessity of making a choice “between two evils” in order to somehow 
minimize any harm done [7]; 72). Also, even a marginal number of 
potential casualties – perhaps even the death of one person – would 
suffice to make the question and the answers regulatorily relevant for 
CAVs to operate in a particular system without any vagueness or blind 
spots. 

It has also been rightly noted by Bonnefon, Shariff and Rahwan in 
one of their contributions that although the classical trolley dilemma 
may well be over-sketched and that the cars may not be making de-
cisions between the “outright sacrificing of the lives of some to preserve 
those of others”, they will nevertheless be making decisions about who is 
to be put “at marginally more risk of being sacrificed”, which on a large 
scale would result in a shifting of the risk and in a larger perspective 
could be detrimental to certain groups (e.g. pedestrians), having similar 
consequences to the classically framed trolley dilemma (the “statistical” 
trolley dilemma – [24]. Krügel and Uhl – the authors of a recent study 
which included a more realistic scenario of CAV accidents with an 
element of risk (uncertainty), including stochastic trolley problems – 
point out that the public expects a well-balanced reflection on the po-
tential risks and harm as a whole and not only their consideration when 
accidents are imminent [25]. It has been pointed out that the standard 
trolley problems would seem to have retained their relevance for ethical 
questions about CAVs [25]; 9). It has been said that as a society, we will 
need to decide what we view as being a fair distribution of risks for road 
users [24]. This is also what the new regulations somehow attempt to 
address – at least in a preliminary fashion and on a more abstract level. 

3. The idea of the “selfish” car as a public enemy 

The last few years have brought not only ethical and legal discussions 
on the issue, but also the first regulatory and ethical recommendations 
and their explanations. From these endeavours, a slowly evolving 
framework for the regulation of CAVs has emerged and is notable for its 
attempt to strike a balance between the interests of various road users 
and also for its tendency to exclude – at least to a certain extent – the 
idea of the “selfish car” from those solutions which at present are 
available. 

Having said this, we would like to analyse the particular tension that 
exists between the interests of the CAV car user and that of other road 
users and its influence on potential regulation and factual outcomes. The 
CAV car user is potentially in a more privileged position than most other 
road users, as – particularly in the case of a crash – he or she is protected 
by the car itself. This imbalance is and has been noticeable in the case of 
conventional (non-CAV-based) traffic, where cyclists or pedestrians are 
highly vulnerable. The envisioned system of CAV operations would 
ideally correct this imbalance, as has been provided for in Recommen-
dation 5., which speaks of “redressing inequalities in vulnerability 
among road users” [4]; 7). This added protection would somehow have 
to be implemented in regulatory considerations and in the algorithms 
themselves. 

To make this possible, however – and thus have a level playing field – 
we would have to combat the idea of the “egoistic car” (or “selfish car”). 
One of the important points of the ethical discussion has been the op-
position between “selfish algorithms” and “utilitarian algorithms” [26]. 
Generally speaking, selfish algorithms would give the greatest priority to 
the occupant of the CAV (i.e. the car user), which would lead to the 
phenomenon of crash optimalization as described by Lin, who has 
pointed out that the choice (or target) of the crash could also depend on 
the particular interest that has been encoded – to protect the car’s oc-
cupants or to protect other road users. If the “attitude” is to protect the 
occupant of the car, the CAV will choose what or who to crash into – and 
so will probably choose “easy” (i.e. lighter) “targets” such as a 

motorcycle instead of a car or a child instead of an adult [7]; 72). This 
would be equivalent to targeting [7]; 72). 

This state of affairs would hardly be acceptable, especially when 
trying to improve the situation by introducing a balance of protection. 
To achieve a balance and add protection for vulnerable road users, the 
selfish algorithms would somehow have to be limited or curbed, which 
would constitute an encroachment on the “vital” interest of the CAV 
user. 

Moving further on to the issue of when the car would have to decide 
whether to kill someone outside the car (especially uninvolved pedes-
trians) in order to save the life of the driver and his or her passengers, the 
answer should be in the negative (at least in theory). On a more abstract 
and theoretical plane, we must remember that any person who uses a car 
is knowingly putting himself/herself and other members of the public at 
risk (cf. [7]; 80). By allowing vehicles on the roads, Society as a whole is 
agreeing to a certain level of risk (and to a certain number of inevitable 
car accidents) for the sake of convenience and the needs of commuting. 
This is, of course, a necessity of our times and the idea that cars should 
simply be banned altogether is obviously a non-starter. However, the 
idea that preferential treatment should be given to those who are the 
root cause of the risk would seem to be going against the basic principles 
of fairness. An exception might be a situation in which, for example, we 
were dealing with a pedestrian who was acting against the rules, e.g. 
crossing the street in an irregular way or running onto a motorway. In 
such cases, the car should of course do all it can to avoid or minimize a 
collision, but it should not be expected to save the life of a “rogue road 
user” at the cost of that of the driver. The general rule of a German 
commission has stated that “those parties involved in the generation of 
mobility risks must not sacrifice non-involved parties” [22]; cf. [23]. It 
has been noted that such a principle would mean that the CAV’s algo-
rithm cannot make the idea of unconditionally saving the life of the 
driver a general rule [27]; 553). 

The limiting or “curbing” of the “selfish car” concept with its driver 
prioritization could be variously tailored, with different scopes of pro-
tection being given to different parties. However, we might consider the 
example of a situation in which a CAV avoiding a crash swerves onto the 
pavement and kills uninvolved passers-by. Such a situation would be 
considered unacceptable by the State and would greatly detract from the 
general popularity of CAVs. Some curbing of “selfish algorithms” would 
therefore seem to be imperative. 

It is also worth mentioning that in order to somehow avoid or at least 
overcome (in a more morally-neutral manner) the tricky question of 
preferences and algorithm settings, the idea of “randomization” has also 
been considered, whereby in the eventuality of a radical choice having 
to be made, such as the one under discussion, the machine would ran-
domise its decision [28] To a certain extent, this would eliminate the 
burden of arriving at a morally grounded choice by basing the decision 
on randomness. A recent study on moral preferences and randomness 
has shown that randomization preferences were displayed in a stronger 
manner in situations with actual ethical dilemmas [29]. This could 
therefore seem to be a tempting scenario should we be facing the most 
radical choices – or at least it could be presented as being “the best of the 
completely bad solutions”. This, however – though technically feasible 
on an individual level – could potentially lead to negative consequences 
(if, for example, two CAVs were to be involved in the collision, two 
random choices could end up worsening the possible outcome – not only 
systems, but also traffic normally benefits from the predictability of 
behaviour). It is also unclear if and exactly how that would appeal to car 
users [29] and – as far as our “hacking scenario” is concerned – whether 
it would make the alteration of the system less likely. 

These are some of the most important points in the discussion and all 
of them display a certain tendency to establish a “fair” balance – in 
particular between the protection given to the user of the car and the 
protection given to other parties. In other words, they exclude the one- 
sided privilege of the CAV owner. However, one might ask what the 
latter himself/herself might think of such a noble approach. In 
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particular, the car owner may be tempted to tamper with the underlying 
algorithms in order to prioritize himself/herself in the event of a crash – 
be it in the case of algorithms prioritising other parties, or in the case of 
algorithms set to randomness. 

4. Modyfing CAV settings for one’s own benefit and criminal 
liability 

At this juncture it is important to clarify that this paper is not about 
who should be responsible for the “regular” crashes of an autonomous 
car. This is a separate question that needs to be answered (cf. [30–32]. 
Here we are talking about a distortion of the system – i.e. about an 
atypical situation in which someone is changing something that has 
been set. This can be illustrated by the following example: let us imagine 
that there is an electricity company that is providing electricity to an 
individual customer. In general, the company should take care of the 
system’s maintenance and if a problem arises or some damage is done, 
we can check to see whether the company has followed all its safety 
procedures. If, however, someone gains illegal access to the power grid 
and causes damage to another user, it is he who will be held legally 
responsible. In the same way, the autonomous car user who hacks the 
system could be held responsible for his actions. 

In this article the word “hacking” is understood somewhat loosely in 
order to describe changes in the crash algorithms of CAVs that have been 
made by the owners. The actual hacking of autonomous cars is a sepa-
rate problem that could arise together with the advent of autonomous 
and connected cars [33]. 

We make two assumptions. Firstly, that there will be legally binding 
guidelines covering the ethical dilemmas of crash algorithms. These 
guidelines cannot be based on the prioritization of cars, i.e. they reject 
the idea of the “selfish car”, as this would be contradictory to the values 
described in the Ethics of Connected and Automated Vehicles Report 
(justice, solidarity and dignity) [4]. 

The second assumption is that the car user will generally not be 
responsible for the accident. Briefly put, responsibility assumes that 
there is an element of knowledge and control (see e.g. Ref. [34], which 
here would exclude the responsibility of the car user. "Generally", 
because we could imagine behaviours of the car owner which could be 
treated as being criminal, for example not keeping the car in good 
condition, not uncovering the sensors before starting the car, not 
changing the tyres or simply throwing something out of the window and 
causing a collision. The owner could, of course, be held criminally 
responsible for such behaviour. Traffic involving autonomous cars does 
not mean that road crimes will be a thing of the past. 

Let us imagine that there is a collision in which a pedestrian dies 
under the wheels of a CAV. There will be an investigation. If the au-
thorities find that the crash algorithm has been altered, then the person 
who changed it – and who therefore (partially, at least) determined the 
outcome (Recommendation 19. of the Ethics of Connected and Auto-
mated Vehicles Report) – may well be held responsible for the death of 
the pedestrian. 

The problem here, however, is that although such behaviour may be 
unlawful, this does not necessarily mean that the car owner will be 
criminally liable, as – for a crime to be committed – there is a require-
ment that guilt be ascribed to the perpetrator, this reflecting the classic 
rule nullum crimen sine culpa. For example, the attribution of guilt is 
excluded when the perpetrator is mentally ill or is under age. In the case 
of tampering with algorithms, we could speak of a state of necessity such 
as self-defense [21]. The person who changes the algorithm in order to 
prioritize himself does so in order to protect his own life. The existence 
of a state of necessity means that the perpetrator is excused. He cannot 
be held culpable and therefore cannot have committed a crime. Thus he 
evades punishment. 

Although the construct of legal excuse may be structured differently 
in various legal systems, it has a common basis: Legal excuse – especially 
self-defense – is one of the basic concepts of criminal law, which is based 

on the instinct for self-preservation. Ashworth notes that the right to life 
and physical security is considered to be “the most basic claim of every 
human being.” [35]; 282). In his treatise entitled Leviathan (1651), 
Thomas Hobbes claims that “If a man by the terror of present death, be 
compelled to do a fact against the law, he is totally excused; because no 
law can oblige a man to abandon his own preservation.” [36]; 199–200). 
It has been pointed out that the existence of the instinct for 
self-preservation is a barrier that cannot be transgressed by law [37]. On 
the more general level, therefore, even the very creation of a law that 
poses a permanent danger to the user is questionable. 

Moreover, the legal excuse that could be invoked is not merely some 
general moral consideration that could be balanced against other moral 
considerations for the purpose of making the system “bullet-proof”, as 
there are existing legal provisions on which such a “defense” could be 
based. Although different systems have different prerequisites (e.g. 
considering whether the danger was “imminent” or not), if it came to 
invoking someone’s legal responsibility and using this excuse, this 
would mean that the danger of the accident had materialized. 

Taking all this into consideration, even if a balanced CAV regulation 
were to be put in place — as indeed it is planned to be — it would not be 
an all-encompassing solution. 

To conclude, although hacking one’s own car in order to prioritize 
the person in the car might be seen as being unlawful, it may well be 
impossible to attribute blame to the perpetrator because he or she will be 
able to excuse himself or herself on the ground that he or she was merely 
following the dictates of the instinct for self-preservation. 

5. Societal risks and ways in which they could be mitigated 

This section will indicate potential risks to the desired values which 
should be embedded in the organization of traffic comprising automated 
and connected cars (see, for example, the Ethics of Connected and 
Automated Vehicles Report [4]). Identified risks result from the modi-
fication of car algorithms in order to prioritize the people in the vehicle. 
Such behaviour could be treated as a legal excuse that excludes the 
imposition of blame on the perpetrator. Although such an action could 
be treated as being illegal in the light of criminal law, the perpetrator 
could not be punished, as he could not be held criminally responsible. 
Such a state of affairs could have serious implications, as it might un-
dermine the desired balance between the values which we want to be at 
the core of CAV traffic control. 

The scale of the risks depends on the scale of the modifications. If 
changes are marginal, the problem will also be marginal. If the scale of 
the modification is broader, the risks will be higher. However, we should 
also be concerned even if there is a marginal scale of modification, as the 
impact on Society does not solely depend on the scale of the changes. 
Even individual cases of modification could have a huge social impact, 
irrespective of the factual scale of the problem. Initially at least, the 
public’s attention will be focused on every anomaly connected with the 
new traffic system, especially if deaths are involved. The worldwide 
press gave wide coverage to the first death connected with the operation 
of an autonomous vehicle, even though at that same time thousands of 
people were dying in “regular” car accidents all around the world. After 
that experience, we should carefully assess every potential risk associ-
ated with the functioning of the system, as any irregularities could cause 
a public outcry against these new technologies (see e.g. Ref. [38]. 

Below we present the potential spheres in which the problem of 
attributing blame could militate against the values on which system 
should be built. 

5.1. The risk of looking for a scapegoat for unpunished harm 

In the [4] report, there is a claim that the lack of culpability for the 
behaviour of CAVs that cause harm could lead to people looking for a 
scapegoat (Recommendation 19, [4]. The report even uses the term 
“culpability gap” [4]; 61), which has connection with the similar term 
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“responsibility gap” that is often associated with autonomous systems 
(cf. [39–42]; see also [43]. Here there is no problem of ascribing re-
sponsibility, for we do know who changes the algorithms and we do 
know the person’s intention. The problem is that it will not be possible to 
ascribe blame and, accordingly – given the rule nullum crimen sine culpa – 
this means that no crime has been committed. This in turn could lead to 
a “retributive gap” [44] because there will be no one to punish. Danaher 
draws attention to the risk of scapegoating. The risk indicated in the 
report materializes in the problem discussed. The person who is 
responsible for altering the algorithm is excused, despite the fact that 
such an action could be unlawful. Thus there may be a death that cannot 
be punished in criminal law. The perpetrator could even publicly admit 
that he had changed the algorithm, yet still be acquitted. 

5.2. The excessive privileging of people in cars in relation to other road 
users 

Creating a CAV system based on the values presented in the Report 
assumes that no category of participator is privileged at the expense of 
others. The report clearly states that “[…] no category of road user (e.g. 
pedestrians, cyclists, motorbike users, vehicle passengers) should end up 
being more at risk of harm from CAVs than they would be against this 
same benchmark.” [4]; 25). All human beings share the instinct for 
self-preservation, but – on the roads, at least – human beings in cars are 
in a more favourable situation than other road users. Cyclists and pe-
destrians hardly have a chance in confrontations with people in cars. 
The far-reaching consequences of using legal excuses to protect users of 
cars mean that they are overprivileged when they are on the road. This 
in turn would seem to contradict the value of justice, as exposure to 
harm is not distributed fairly. We are already seeing a trend to “reclaim 
the streets” for pedestrians [45,46]. It is doubtful that Society at large 
would accept the fact that CAVs are overprivileged. 

5.3. The risk of rising social inequalities 

Another far-reaching consequence could be the deepening of social 
inequalities. In certain places around the globe – and especially in 
developing countries – people in cars are usually wealthier than pe-
destrians or cyclists (cf. [47]. The fact that people in cars are over-
privileged by the system might send a message to Society saying that the 
lives of car users are worth more than those of pedestrians or cyclists. 
Such a state of affairs would run counter to the principle of dignity. 
According to the report, “Dignity is the basis of the equality of all human 
beings and forms the normative point of reference that grounds human 
rights.” [4]; 21). The CAV system should not give the impression that the 
lives of poorer citizens are worth less than those of the rich. 

Thinking about how we could mitigate the above-mentioned risks, 
we are forced to admit that there is not much that can be done. However, 
we would like to draw attention to four possible new ideas. 

5.4. Abandon the force of the legal excuse 

Could and should we change the law regarding the legal excuse? This 
is technically feasible. The law is a social technology (cf. [48] and 
human beings could change it, since it was they who created it in the 
first place. Here, however, it is the word “should” that is problematic. 
Based as it is on the instinct for self-preservation, the legal excuse is at 
the core of criminal law and would therefore seem to be untouchable: 
any attempt to remove it from the law would simply be unacceptable, as 
this could lead to the creation of laws that were unethical. In a 
life-threatening situation, everyone should have the right to 
self-defence. Any violation of the law on this point would merely create 
a new set of problems. 

5.5. Creating new crime 

Could we create a crime that will “indirectly” forbid tampering with 
algorithms? For example, “Whoever impacts the functioning of the 
autonomous car is subject to a penalty”. This is also technically possible 
and such a crime could be a proxy crime (see e.g. Ref. [49]. Leaving 
aside the issue as to whether such a crime would meet the criteria for 
criminalization [50] – the harm principle, for example (cf. [51–53] – the 
main problem will remain. As with every crime, we will have to examine 
the motive of the person’s action, the elements of the crime and then 
attribute guilt. The judge will assess the motives of the crime and mo-
tives based on the instinct for self-preservation could be assessed as 
before, i.e. as an excuse that excludes the attribution of guilt. 

5.6. The infrastructure of the roads 

We are at the stage of thinking about how to design traffic that in-
cludes CAVs. We should think not only about how cars will be designed, 
but also about all other elements of road infrastructure. The building of 
the system should be based on how the participants actually behave and 
not on how we would like them to behave. This is also recommended 
directly in the report: “[…] CAV technologies should be designed to 
reflect the road users’ psychological capabilities and motivations […]” 
[4]; 18). If the instinct for self-preservation is unavoidable and we 
cannot force car users to participate equally in the distribution of harm, 
we should at least limit the spheres where there could be mutual in-
teractions. What should this mean in practice? The number of areas in 
which collisions are possible should, for example, be reduced to a 
minimum and there should be a warning that an autonomous car is 
approaching. Admittedly, this is not very much. There will still be places 
where mutual interactions are unavoidable, but designing a new road in 
a city centre would be an entirely different enterprise if the CAV issue 
was not problematic. 

5.7. Resistance to modification 

The most promising measure depends on a design that would restrict 
the possibility of tampering with the system that governs crash algo-
rithms. The success of this measure depends on technical possibilities. 
This part of the software should be designed with the awareness that 
changes could hinder the success of the whole project, making it 
impossible for other participants and Society as a whole to accept CAVs 
in the public sphere. At the designing stage, therefore, an effort should 
be made to make it impossible to change the algorithms and there should 
also be a monitoring system recording any changes made after the cars 
have been sold. Potential changes should be undone by updates, while 
security loopholes that allow car owners to make alterations should also 
be eliminated. 

6. Conclusions 

To conclude, although hacking one’s own car in order to prioritize 
the person in the car might be seen as being unlawful, it may well be 
impossible to attribute blame to the perpetrator because he or she will 
always be able to excuse himself or herself on the ground that he or she 
was merely following the dictates of the instinct for self-preservation. 
This is something that cannot be ignored when considering how to 
organize the system and is an issue that should be the subject of further 
debate. We hope that our article will trigger new investigations. We 
believe that the use of the qualitative and quantitative approach – for 
example, taking into consideration the interviews carried out with 
several lawyers and other specialists – could be of particular value (see 
other studies, cf. [54–59]. 
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