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Abstract

In this work we extend the characterization of semimartingale functions in Çinlar et al.
(1980) to the non-Markovian setting. We prove that if a function of a semimartingale
remains a semimartingale, then under certain conditions the function must have intervals
where it is a difference of two convex functions. Under suitable conditions this property
also holds for random functions. As an application, we prove that the median process
defined in Prokaj et al. (2011) is not a semimartingale. The same process appears also
in Hu and Warren (2000) where the question of the semimartingale property is raised
but not settled.
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1. Introduction

Let B be a Brownian motion and suppose that (Dt(x))t≥0,x∈[0,1] satisfies the stochas-
tic differential equation

dDt(x) = Dt(x) ∧ (1 − Dt(x))dBt = σ(Dt(x))dBt, D0(x) = x. (1)

This two parameter process was analyzed in Prokaj et al. (2011) in detail and played an
important role in the construction that led to the solution of the drift hiding problem.
Hu and Warren (2000) considers

dGt(x) = dBt + β sign(Gt(x))dt, G0(x) = x, x ∈ R. (2)

When β = 1/2 then G is a transformed version of D, G(p(x)) = p(D(x)), where p
is the Lamperti transformation associated to σ, that is p′ = 1/σ, p(1/2) = 0. The
case β > 0 is just the matter of scaling both time and space. The aim of this paper
is to show that (D−1

t (1/2))t≥0 is not a semimartingale. As (G−1
t (0))t≥0 is the same
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as p−1 ◦ D−1(1/2), this result also confirms the expectation of Hu and Warren, see the
remark after Proposition 1.2 on pp. 288. Their motivation came from Bass and Burdzy
(1999); Gt(x) − Bt is the special case of the bifurcation model of that paper.

Our argument uses the fact that both D and G can be viewed as a stochastic flow
in the sense of Kunita (1986). For t ≥ 0 denote Bs,t = Bs+t − Bs, which is a Brownian
motion that starts evolving at time s. Let Ds,t(x) be the solution of (1) starting from x
and driven by (Bs,t)t≥0. Then Ds+t = Ds,t ◦ Ds and D−1

s+t(1/2) = D−1
s (D−1

s,t (1/2)) for
any s, t ≥ 0.

Suppose that mt = D−1
t (1/2), t ≥ 0 is a semimartingale in the filtration of B denoted

by (Ft)t≥0. Fix a positive time point s, then the same is true for (ms,t = D−1
s,t (1/2))t≥0

in the filtration of (Bs,t)t≥0, denoted by (Fs,t)t≥0. Put Gt = Fs ∨ Fs,t for all t, then
G is an initial enlargement of (Fs,t)t≥0 with an independent σ-algebra Fs, so (ms,t)t≥0

remains a semimartingale in G.
On the other hand if m is a semimartingale in F, then since Gt = Fs+t, the process

ms+t = D−1
s (ms,t), t ≥ 0 is also a semimartingale in G, which is obtained by substituting

a G-semimartingale into a random G0 measurable function. By the main result of Section
3 it means that D−1

s must be a semimartingale function for the process (ms,t)t≥0 almost
surely. We give a necessary condition for this in Section 2, and analysing Ds and ms,t in
detail in Section 5 we conclude that D−1

s is almost surely not a semimartingale function
for (ms,t)t≥0.

In Section 4 we give a simple proof in a similar fashion for a result of Rogers and Walsh
(1991). Throughout the paper all σ-algebras are augmented with null sets and each
filtration is assumed to be right continuous.

2. Semimartingale functions

We call a function F a semimartingale function for X if F (X) is a semimartingale.
Semimartingale functions are characterized in the Markovian setting by Çinlar et al.
(1980). First, we give a simple proof of their result for Brownian semimartingale functions
using the embedded random walk of the Brownian motion. This argument, with some
slight modification, provides a necessary condition for F being a semimartingale function
for a continuous semimartingale X even for the case when F is random.

A central part of the argument is a characterization of differences of convex functions.
We prove below in Proposition 6.3 that if lim supδ→0 µδ,F (I) < ∞ for an interval I, then
F is a difference of two convex functions on I, where

µδ,F (H) =
∑

k:kδ∈H

1

δ

∣

∣(∆δF )(kδ)
∣

∣,

and (∆δF )(x) = F (x + δ) + F (x − δ) − 2F (x) is a kind of discrete Laplace operator. To
motivate this condition, observe that when F is twice continuously differentiable then
the limit is the total variation of F ′ on H . Since in the argument we consider a single
F , we also use the notation µδ for the measure µδ,F .

Theorem 2.1. Suppose B is a Brownian motion and F : R → R is a continuous function.
Then F (B) is a semimartingale if and only if F is a difference of two convex functions.
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Proof. The sufficiency of the condition in the statement is just the Itô-Tanaka formula.
So we only show the necessity.

In the proof we use the embedded random walk of the Brownian motion B with step
size δ. That is, we define the stopping times

τδ
0 = 0, τδ

n+1 = inf
{

t ≥ τδ
n :

∣

∣Bt − Bτ δ
n

∣

∣ ≥ δ
}

, n ≥ 0.

With this choice, the sequence Sδ
n = Bτ δ

n
, n ≥ 0 forms a symmetric random walk with

step size δ.
The discrete Itô formula gives us that

F (Sδ
n) = F (0) +

n−1
∑

k=0

F (Sδ
k + δ) − F (Sδ

k − δ)

2δ
(Sδ

k+1 − Sδ
k)

+
1

2

n−1
∑

k=0

(F (Sδ
k + δ) + F (Sδ

k − δ) − 2F (Sδ
k)).

It can be also written in the Itô–Tanaka form

F (Sδ
n) = F (0) +

n−1
∑

k=0

F (Sδ
k + δ) − F (Sδ

k − δ)

2δ
(Sδ

k+1 − Sδ
k)

+
1

2

∑

r∈Z

(F ((r + 1)δ) + F ((r − 1)δ) − 2F (rδ))ℓδ(rδ, τδ
n),

where ℓδ(x, t) =
∑

k:τ δ
k

<t 1(Sδ
k

=x) denotes the number of visits of Sδ to the site x before
t.

Suppose now that F (B) is a semimartingale with decomposition F (B) = M + A,
where M is a local martingale and A is a process of finite variation. Denote V the
total variation process of A. Then V has continuous sample paths taking finite values.
Consider the following stopping times

ρK = inf{t ≥ 0 : max(Vt, |Bt|) ≥ K},

and for a fixed δ
ηK = inf

{

τδ
k : τδ

k ≥ ρK

}

.

We later choose K to be sufficiently large. From the relation

E
(

F (Sδ
k+1) − F (Sδ

k)
∣

∣

∣
Fτ δ

k

)

=
1

2

(

F (Sδ
k + δ) + F (Sδ

k − δ) − 2F (Sδ
k)
)

and that τδ
k < ηK happens exactly when τδ

k < ρK we get

1(τ δ
k

<ηK )

1

2

(

F (Sδ
k + δ) + F (Sδ

k − δ) − 2F (Sδ
k)
)

= 1(τ δ
k

<ρK )E
(

F (Sδ
k+1) − F (Sδ

k)|Fτ δ
k

)

= 1(τ δ

k
<ρK )E

(

F (Bτ δ

k+1
) − F (Bτ δ

k+1
∧ρK

) + F (Bτ δ

k+1
∧ρK

) − F (Bτ δ

k
∧ρK

)
∣

∣

∣
Fτ δ

k

)

= 1(τ δ
k

<ρK )E
(

F (Bτ δ
k+1

) − F (Bτ δ
k+1

∧ρK
)
∣

∣

∣
Fτ δ

k

)

+ E
(

Aτ δ
k+1

∧ρK
− Aτ δ

k
∧ρK

∣

∣

∣
Fτ δ

k

)

.
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Estimating the increment of A with that of V and using the boundedness of F (BηK ) this
leads to

1(τ δ
k

<ηK )

1

2

∣

∣F (Sδ
k + δ) + F (Sδ

k − δ) − 2F (Sδ
k)
∣

∣

≤ E
(

Vτ δ
k+1

∧ρK
− Vτ δ

k
∧ρK

∣

∣

∣
Fτ δ

k

)

+ 2c(K, δ)P
(

τδ
k+1 ≥ ρK > τδ

k

∣

∣

∣
Fτ δ

k

)

,

where
c(K, δ) = sup

|x|<K+δ

|F (x)|.

Taking expectation of the sum we get for δ < 1 that

E

(

∑

r∈Z

1

2
|F ((r + 1)δ) + F ((r − 1)δ) − 2F (rδ)|ℓδ(rδ, ηK)

)

≤ K + 2c(K, 1).

A simple calculation shows that

E
(

Lrδ
τ δ

k+1

− Lrδ
τ δ

k

)

= δE
(

1(Sδ
k

=rδ)

)

,

hence
E
(

Lrδ
ρK

)

≤ E
(

Lrδ
ηK

)

= δE
(

ℓδ(rδ, ηK)
)

.

From this we obtain that

∑

r∈Z

1

2δ
|F ((r + 1)δ) + F ((r − 1)δ) − 2F (rδ)|E

(

Lrδ
ρK

)

≤ K + 2c(K).

Finally, let I be a bounded interval. Since ρK → ∞ as K → ∞, there is a K such

inf
x∈I

E
(

Lx
ρK

)

> 0.

To see that this is really the case, note that x 7→ E
(

Lx
ρK∧1

)

= E(|BρK ∧1 − x| − |x|) is
a continuous function for all K and as K goes to infinity they tend to the everywhere
positive function x 7→ E(Lx

1) = E(|B1 − x| − |x|) in a pointwise increasing manner, so by
virtue of the Dini lemma the convergence is uniform on compacts.

Then

µδ(I) =
∑

r:rδ∈I

1

δ
|F ((r + 1)δ) + F ((r − 1)δ) − 2F (rδ)| ≤ 2

K + 2c(K)

infx∈I E
(

Lx
ρK

) < ∞.

Since this upper estimate is independent of δ ∈ (0, 1), we obtain that

sup
0<δ<1

µδ(I) < ∞,

which together with Proposition 6.3 proves the necessity of our condition.

Next, let X be a continuous semimartingale, and suppose that F is locally Lipschitz.
The next theorem provides a necessary condition for a deterministic function F to be a
semimartingale function for a continuous semimartingale X .
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Theorem 2.2. Let X be a continuous semimartingale in the filtration F, denote the
local time of X by (Lx

t )x∈R,t≥0 and put

H(X) =
{

x ∈ R : lim
t→∞

min(E(Lx
t ), E

(

Lx−
t

)

) > 0
}

.

Suppose that F is locally Lipschitz continuous.
If F (X) is a semimartingale in F, then each point in H(X) has a neighborhood I

such that F is the difference of convex functions on I.
In particular, if F is continuously differentiable, then each point in H(X) has a

neighborhood I such that the total variation of F ′ is finite on I.

Proof. We are going to use a similar argument as in the case of the Brownian motion.
Suppose that X = MX + AX , where MX is a continuous local martingale and AX is a
process of finite variation. Denote V X the total variation process of AX . As F (X) is a
semimartingale,

F (Xt) = F (X0) + Mt + At,

where M is a local martingale in the filtration F with continuous sample paths starting
from zero and A is a process of finite variation also starting from zero. Denote the total
variation process of A by V . Let us consider the following stopping time

ρK = K ∧ inf
{

t ≥ 0 : max(Vt, V X
t , |Xt|, [M ]t) ≥ K

}

,

where K will be chosen sufficiently large. With this choice the local martingale part
(MX)ρK of the stopped process XρK is a true martingale and V ρK is integrable.

Since we want to apply the discrete Ito formula to the embedded random walk, we
modify X after ρK . By enlarging the probability space we can assume that there is a
Brownian motion B independent of F∞. Let

X̃t = Xt∧ρK
+ Bt − Bt∧ρK

,

F̃t = Ft ∨ FB
t .

Shortly, we can assume that for each δ > 0 the stopping times

τδ
0 = inf

{

t ≥ 0 : X̃t ∈ δZ
}

,

τδ
k+1 = inf

{

t ≥ 0 :
∣

∣

∣
X̃t − X̃τ δ

k

∣

∣

∣
= δ
}

, k ≥ 0,

ηK = inf
{

τδ
k : τδ

k ≥ ρK

}

,

are all almost surely finite. As in the case of the Brownian motion Sδ
k = X̃τ δ

k
is a random

walk on the lattice δZ, although not necessarily symmetric. As in the proof of Theorem
2.1

1(τ δ
k

<ηK)

1

2

(

F (Sδ
k + δ) + F (Sδ

k − δ) − 2F (Sδ
k)
)

= 1(τ δ
k

<ρK )E

(

F (Sδ
k+1) − F (Sδ

k) −
F (Sδ

k + δ) − F (Sδ
k − δ)

2δ
(Sδ

k+1 − Sδ
k)

∣

∣

∣

∣

Fτ δ
k

)

.
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This identity follows from the fact that the left hand side is Fτ δ
k

measurable. In this case,
however,

1(τ δ
k

<ρK )E
(

Sδ
k+1 − Sδ

k

∣

∣

∣
Fτ δ

k

)

= E
(

AX
τ δ

k+1
∧ρK

− AX
τ δ

k
∧ρK

∣

∣

∣
Fτ δ

k

)

,

and

1(τ δ
k

<ρK )E
(

F (Sδ
k+1) − F (Sδ

k)
∣

∣

∣
Fτ δ

k

)

= 1(τ δ
k

<ρK )E
(

F (X̃τ δ
k+1

) − F (X̃τ δ
k+1

∧ρK
)
∣

∣

∣
Fτ δ

k

)

+E
(

F (X̃τ δ
k+1

∧ρK
) − F (X̃τ δ

k
∧ρK

)
∣

∣

∣
Fτ δ

k

)

.

Here

E
(

F (X̃τ δ
k+1

∧ρK
) − F (X̃τ δ

k
∧ρK

)
∣

∣

∣
Fτ δ

k

)

= E
(

Aτ δ
k+1

∧ρK
− Aτ δ

k
∧ρK

∣

∣

∣
Fτ δ

k

)

.

From these we get that

E

(

1(τ δ
k

<ρK )

1

2

∣

∣F (Sδ
k + δ) + F (Sδ

k − δ) − 2F (Sδ
k)
∣

∣

)

≤ c(K, δ)E
(

V X
τ δ

k+1
∧ρK

− V X
τ δ

k
∧ρK

)

+E
(

Vτ δ

k+1
∧ρK

− Vτ δ

k
∧ρK

)

+2C(K, δ)P
(

τδ
k < ρK ≤ τδ

k+1

)

where

c(K, δ) = sup

{∣

∣

∣

∣

F (y) − F (x)

y − x

∣

∣

∣

∣

: |x|, |y| ≤ K + δ, x , y

}

, C(K, δ) = max
|x|≤K+δ

|F (x)|.

After summation

∑

r∈Z

1

2
|F ((r + 1)δ) + F ((r − 1)δ) − 2F (rk)|E

(

ℓδ(rδ, ρK)
)

≤ K(1 + 2c(K, δ)) + 2C(K, δ) < ∞. (3)

To finish the proof we use Lemma 6.1 below, which for each x ∈ H(X) provides us a
K > 0, a non-empty open interval I and δ0 > 0, such that

inf
δ∈(0,δ0)

inf
r:rδ∈I

δE
(

ℓδ(rδ, ρK)
)

> 0.

Then a rearrangement of (3) gives

lim sup
δ→0

µδ(I) < ∞,

which by Proposition 6.3 proves the claim.

3. Random semimartingale function

Throughout this section (S, S) will be a measurable space and ξ will be a random
variable taking values in S. As it can cause no confusion, for the sake of brevity, we
use “for almost all z ∈ S” instead of the correct but longer form “for P ◦ ξ−1 almost

6



all z ∈ S”. We will consider random variables (and processes) of the form X̃(ξ) where
X̃ : Ω̃ = Ω×S → R. The goal here is to show a version of Theorem 2.2 when the function
F is also random. For the precise formulation we replace the single variable function F
with a parametric version F : R×S → R, and consider the process (F (Xt, ξ))t≥0. This has
the form (X̃t(ξ))t≥0 with X̃t(z) = F (Xt, z). Suppose now that X̃(ξ) is a semimartingale

in the enlarged filtration Fξ, where F
ξ
t = Ft ∨σ(ξ) and ξ is independent of F∞. Note that

the right continuity of F is inherited to Fξ by the independence of F∞ and ξ. We show
in Theorem 3.1 below that in this case X̃(z) is also a semimartingale in F for almost all
z ∈ S. So, if (F (Xt, ξ))t≥0 is a semimartingale in Fξ, then F (Xt, z) is a semimartingale
in F for almost all z and Theorem 2.2 applies to x 7→ F (x, z) for almost all z.

Theorem 3.1. Let F be a filtration such that ξ is independent of F∞.
Suppose that X̃ : [0, ∞) × Ω̃ → R is such that X̃(ξ) is a continuous semimartingale

in Fξ. Then X̃(z) is a semimartingale in F for almost all z ∈ S.

Corollary 3.2. Let F be a filtration such that ξ is independent of F∞. Suppose that
X is a continuous semimartingale in F, F : R × S → R is locally Lipschitz in the first
variable and (F (Xt, ξ))t≥0 is a semimartingale in Fξ.

Then each point in H(X) has a neighborhood I(z) for almost all z ∈ S such that
x 7→ F (x, z) is the difference of convex functions on I(z).

In particular, if F is continuously differentiable in its first variable for almost all z,
then the following holds for almost all z: each point in H(X) has a neighborhood I(z)
such that the total variation of x 7→ ∂xF (x, z) is finite on I(z).

We start with preliminary lemmas. In the next lemmas for a σ algebra A the family
of A measurable functions is denoted by m(A).

Lemma 3.3. Let A be a σ-algebra of events and X ∈ m(A ∨ σ(ξ)). Then X = X̃(ξ),
where X̃ : Ω̃ → R and X̃ is A × S measurable.

Proof. This is a monotone class argument. Let H be the collection of random variables
having the desired representation property, that is

H =
{

Y ∈ m(A ∨ σ(ξ)) : ∃Ỹ ∈ m(A × S), Y = Ỹ (ξ)
}

.

H is obviously a linear space. Although Ỹ is not unique one can find Ỹ for Y ∈ H, such
that sup|Y | = sup|Ỹ | and therefore H is closed under uniform convergence.

Then let
D = {A ∈ A ∨ σ(ξ) : 1A ∈ H}.

D is clearly a λ-system, and it is also obvious that D extends the π-system

C = {A ∩ B : A ∈ A, B ∈ σ(ξ)},

which generates A ∨ σ(ξ). So D = A ∨ σ(ξ) and H contains all bounded A ∨ σ(ξ)
measurable random variables. Now if X ∈ m(A ∨ σ(ξ)), then Y = arctan(X) ∈ H and
X̃ = 1(|Ỹ |<π/2) tan(Ỹ ) shows that X ∈ H.

Lemma 3.4. Let F be a filtration. Suppose that X is a càdlàg process adapted to the
filtration (Fξ

t )t≥0. Then there is a parametric process X̃ : [0, ∞) × Ω̃ → R, such that
7



1. X and X̃(ξ) are indistinguishable,

2. X̃(z) is adapted to F for all z ∈ S.

When F∞ is independent of ξ then the sample path properties are inherited by X̃, that is

3. X̃(z) is càdlàg for almost all z ∈ S.

4. If X have continuous sample paths, the same is true for X̃(z) for almost all z ∈ S

5. If X is of finite variation, then the same is true for X̃(z) for almost all z ∈ S.

Proof. Via Lemma 3.3 there are X̃q ∈ m(Fq ×S) for q ∈ [0, ∞)∩Q such that X̃q(ξ) = Xq.
Then

X̃t(ω, z) = lim inf
qցt

X̃q(ω, z), t ≥ 0

defines for each t ≥ 0 an Ft × S measurable function. Here we used the right continuity
of F, which is tacitly assumed. In other words, X̃(z) is adapted to F for all z ∈ S.

From the definition of X̃ we also have that X̃t(ξ) = Xt for all t ≥ 0 whenever
the sample path of X is càdlàg, which happens almost surely, hence X̃(ξ) and X are
indistinguishable.

Suppose now that F∞ and ξ are independent. The last part of the claim is the
application of the Fubini theorem. Let A ⊂ Ω be the collection of outcomes ω ∈ Ω such
that (Xq(ω))q∈Q∩[0,∞) has right limits at each t ≥ 0 and left limits at each t > 0. Then,
using for example the upcrossing number, A ∈ σ({Xq : q ∈ Q ∩ [0, ∞)}). Similarly, let
g : S × Ω → {0, 1} the indicator that (X̃q(z))q∈Q∩[0,∞) has right and left limits at each
t. The function g satisfies g(ξ) = 1A and g ∈ m(S × A). As by assumption P(A) = 1, so
we have that E(g(z, ·)) = 1 for almost all z ∈ S. That is, for almost all z, X̃(z), which is
the right continuous extension of (X̃q(z))q∈Q∩[0,∞), is càdlàg.

The last two parts of the claim go along the same line, so they are left to the reader.

Lemma 3.5. Let G ⊂ F be two σ-algebras. Suppose that ξ is independent of F. Using
Lemma 3.3 write X ∈ L1(F∨σ(ξ)) and Y = E(X | G ∨ σ(ξ)) as X = X̃(ξ) and Y = Ỹ (ξ).
Then Ỹ (z) = E

(

X̃(z)
∣

∣ G
)

almost surely for almost all z ∈ S.

Proof. X is integrable, so by the independence of ξ and F we also have that X̃(z) is
integrable for almost all z ∈ S. By the monotone class argument E

(

X̃(z)|G
)

has a version

which is G × S measurable, that is there is Z̃ ∈ m(G × S) such that E
(

X̃(z)|G
)

= Z̃(z)
almost surely for almost all z ∈ S.

Let
A = {Z̃(ξ) > Ỹ (ξ)} and A(z) = {Z̃(z) > Ỹ (z)}.

Then A ∈ G ∨ σ(ξ) and 1A = 1A(z)|z=ξ, so by the independence of ξ and F

E
(

(X̃(ξ) − Ỹ (ξ))1A

∣

∣ ξ
)

= E
(

(X̃(z) − Ỹ (z))1A(z)

)∣

∣

z=ξ

= E
(

(Z̃(z) − Ỹ (z))1A(z)

)∣

∣

z=ξ
.

In the last step we used that E
(

X̃(z)
∣

∣ G
)

= Z̃(z).
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Then as Y = E(X | G ∨ σ(ξ)) we have that

0 = E((X − Y )1A) = E(g(ξ)), where g(z) = E
(

(Z̃(z) − Ỹ (z))1A(z)

)

.

Since g is non negative by the choice of A(z), we have that g is zero for almost all z and
Z̃(z) ≤ Ỹ (z) almost surely for almost all z. The other direction is obtained similarly.

So for almost all z the G measurable random variables Ỹ (z), Z̃(z) and E
(

X̃(z)
∣

∣ G
)

are almost surely equal, which proves the claim.

Lemma 3.6. Let F be a filtration. Suppose that ξ is independent of F∞ and X is a
càdlàg martingale in the filtration (Fξ

t )t≥0.
Then there is a parametric process X̃ : [0, ∞) × Ω̃ → R such that X̃(ξ) and X are

indistinguishable and X̃(z) is a martingale in F for almost all z.

Proof. Let X̃ be the parametric process obtained from the application of Lemma 3.4. By
Lemma 3.5 (X̃t(z))t∈[0,∞)∩Q is martingale in (Ft)t∈[0,∞)∩Q for z ∈ H where P(ξ ∈ H) = 1.

As we have seen in Lemma 3.4 X̃(z) is a càdlàg process for almost all z, hence for z ∈ H ′

with P(ξ ∈ H ′) = 1.
As the filtration F is right continuous we have for z ∈ H ∩H ′ the càdlàg process X̃(z)

is a martingale in F.

The localized version of Lemma 3.6 follows from the next claim.

Lemma 3.7. Suppose that τ is a stopping time in Fξ. Then there is τ̃ : Ω̃ → [0, ∞] such
that τ̃ (ξ) = τ and τ̃(z) is a stopping time in F for all z ∈ S.

Proof. {τ < t} ∈ F
ξ
t , so using Lemma 3.3, 1(τ<t) = Ỹt(ξ) where Ỹt ∈ m(Ft × S). If we

define
τ̃ (z) = inf

{

q ∈ Q ∩ (0, ∞) : Ỹq(z) , 0
}

, z ∈ S,

then, as for fixed z the random variable Ỹq(z) ∈ m(Fq), it follows that {τ̃(z) < t} ∈ Ft

for all t ≥ 0, which by the right continuity of F implies that τ̃(z) is a stopping time for
all z ∈ S. It is an easy exercise that

{τ̃(ξ) < t} = ∪q<t{Ỹq(ξ) , 0} = ∪q<t{τ < q} = {τ < t},

and τ̃(ξ) = τ follows.

Now we turn to the

Proof of Theorem 3.1. X̃(ξ) is a semimartingale in Fξ, which means that X̃(ξ) = M +A,
where M is local martingale and A is a process of finite variation. Then M = M̃(ξ) and
A = Ã(ξ) by Lemma 3.4, moreover both M̃(z) and Ã(z) inherit the path properties of
M and A, respectively, for almost all z ∈ S.

Combining Lemma 3.6 and Lemma 3.7 we get that M̃(z) is a local martingale in F

for almost all z ∈ S.
Finally, using the Fubini theorem we get that X̃(z) and M̃(z) + Ã(z) are indistin-

guishable for almost all z ∈ S.
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4. Examples

In the following few examples S is either C(R) or C([0, s]) for some s > 0, that
is, the space of continuous functions. With a suitable metric S is complete separable
metric space and its Borel σ-algebra S is the same as a the smallest σ-algebra making
all coordinate mapping measurable. We consider two type of examples here

F (x, w) =

∫ x

0

wsds or F (x, w) =

∫ s

0

1(w(u)<x)du.

In the first version x 7→ F (x, ξ) is continuously differentiable regardless of the choice of
ξ, in the second version it is continuously differentiable almost surely, for example, when
ξ is a Brownian motion.

Suppose that ξ is a random variable taking values in S and independent of the Brow-
nian motion B. Denote F the natural filtration of B. Then since H(B) = R, for the
process (F (Bt, ξ))t≥0 to be a semimartingale in Fξ it is needed that x 7→ F (x, ξ) is the
difference of two convex functions almost surely. When F (x, ξ) is C1 in x, it simply
requires that the sample paths of x 7→ ∂xF (x, ξ) have to have finite total variation on
compact intervals.

Proposition 4.1. Let B and ξ be two independent standard Brownian motions and let
F = (Ft)t≥0 be the natural filtration of B and Fξ is the initial enlargement of F with

σ(ξ), that is F
ξ
t = Ft ∨ σ(ξ), t ≥ 0. Let F be the following random function:

F (x, ξ) =

{

∫ x

0 ξydy, x ≥ 0,

0, x < 0.

Then (F (Bt, ξ))t≥0 is not an Fξ–semimartingale.

Proof. In this example ∂xF (x, ξ) = ξx, where ξ is a Brownian motion. Since the total
variation of ξ is almost surely infinite on any non-empty sub-interval of the positive half
line, x 7→ F (x, ξ) is not a difference of convex functions almost surely and (F (Bt, ξ) is
not a semimartingale.

Proposition 4.2. Let ξ = BH be a fractional Brownian motion with Hurst index H ∈
(0, 1) and B be a Brownian motion, independent of BH . Let F = (Ft)t≥0 be the filtration

generated by B and Fξ be the initial enlargement of F with σ(BH), that is F
ξ
t = Ft ∨

σ(BH), t ≥ 0. Let F be the following function:

F (x, ξ) =

{

∫ x

0 ξydy, x ≥ 0,

0, x < 0.

Then (F (Bt, ξ))t≥0 is not an Fξ–semimartingale.

Proof. It is well know that the total variation of the fractional Brownian motion is almost
surely infinite on any nonempty sub-interval of the positive half line, see for example
Pratelli (2010) and the references therein, and the statement follows the same way as in
the case of Proposition 4.1

10



As an application of Theorem 3.1 we can obtain a preparatory example for the process
A(t, Bt) investigated in Rogers and Walsh (1991). Here A(t, x) is the amount of time
spent by the Brownian motion B below the level x up to time t. First, we treat the case
where there are two independent Brownian motions involved.

Proposition 4.3. Let B and ξ be two independent standard Brownian motions. For a
fixed s > 0 consider the following function

F (x, ξ) =

∫ s

0

1(ξu≤x)du.

Let F be the natural filtration of B and Fξ be the initial enlargement of F with σ(ξ), that

is F
ξ
t = Ft ∨ σ(ξ), t ≥ 0.
Then (F (Bt, ξ))t≥0 is not an Fξ–semimartingale.

Proof. By the occupation time formula

F (x, ξ) =

∫ x

−∞

Zydy,

where Zy = Ly
s(ξ) denotes the local time profile of ξ at time s. For a compact interval

[a, b] the quadratic variation of Z (see (Revuz and Yor, 1991, Theorem (1.12))) exists
and is given by the following formula

[Z]b − [Z]a =

∫ b

a

4Zydy.

Since P (L0
s(ξ) > 0) = 1 and Zy = Ly

s(ξ) is continuous in y, we can conclude that

P
(

∫ b

a Zydy > 0
)

= 1 also holds for any a < 0 < b. From this it easily follows that on an

almost sure event x 7→ Zx has infinite total variation on any non-empty interval contain-
ing zero. So almost surely F is not a semimartingale function for B and (F (Bt, ξ))t≥0

can not be a semimartingale in Fξ by Theorem 3.1.

Now we turn to the process A(t, Bt) of Rogers and Walsh (1991).

Proposition 4.4. Let B be a standard Brownian motion and denote F its natural fil-
tration. For x ∈ R put

A(t, x) =

∫ t

0

1(Bu≤x)du.

Then A(t, Bt) is not semimartingale in F.

The result in Rogers and Walsh (1991) actually states more than just the lack of the
semimartingale property, namely, they define

Xt = A(t, Bt) −

∫ t

0

LBs

s dBs

and show that the p order variation of X on [0, 1] is zero when p > 4/3 and infinite when
p < 4/3.
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Proof. Fix s > 0 and for t ≥ s write A as

A(t, x) =

∫ t

0

1(Bu≤x)du =

∫ s

0

1(Bu≤x)du +

∫ t

s

1(Bu−Bs≤x−Bs)du.

Denote by βt = Bs+t − Bs, t ≥ 0. Then (βu)u≥0 is a Brownian motion independent of
Fs.

With

α(t, x) =

∫ t

0

1(βu≤x)du

we can write for t ≥ 0

A(s + t, x) = A(s, x) + α(t, x − Bs), A(s + t, Bs+t) = A(s, Bs+t) + α(t, βt). (4)

Suppose now, on the contrary to the claim that (A(t, Bt))t≥0 is a semimartingale in
the natural filtration of B, that is, in F. Then (α(t, βt))t≥0 is a semimartingale in the
filtration of β. As (Gt = Fs+t)t≥0 is an initial enlargement of the natural filtration of
β with an independent σ-algebra Fs, the process (α(t, βt))t≥0 is also a semimartingale
in (Gt = Fs+t)t≥0. Since (A(s + t, Bs+t))t≥0 is obviously a semimartingale in (Gt)t≥0,
we get from the second part of (4) that (A(s, Bs+t))t≥0 also needs to be a (Gt)t≥0

semimartingale. But

A(s, Bs+t) =

∫ s

0

1(Bu≤Bt+s)du =

∫ s

0

1(Bu−Bs≤Bt+s−Bs)du.

Note that ξu = Bs−u − Bs, u ∈ [0, s], which is the time reversal of (Bu)|u∈[0,s], is a
Brownian motion (on [0, s]), independent of (βt)t≥0. With

F (x, ξ) =

∫ s

0

1(ξu≤x)du =

∫ s

0

1(Bu−Bs≤x)du,

we have
A(s, Bs+t) = F (βt, ξ).

In Proposition 4.3 we already proved that (F (βt, ξ))t≥0 is not a semimartingale in the
initial enlargement of the natural filtration of β with ξ which is the same as G. On the
other hand, the assumption that (A(t, Bt))t≥0 is a semimartingale in F would lead to
the conclusion that (A(s, Bs+t)t≥0 is semimartingale in G. This contradiction proves the
claim.

5. The median process is not a semimartingale

Consider the equation

dDt(x) = σ(Dt(x))dBt, D0(x) = x, (5)

where σ(x) = x ∧ (1 − x). The aim of this section is to show that (D−1
t (α))t≥0 is not

a semimartingale for α ∈ (0, 1), in particular, the conditional median mt = D−1
t (1/2)

lacks the semimartingale property. It is useful to collect some of the properties of D. It
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was shown in Prokaj et al. (2011) that x 7→ Dt(x) is differentiable for all t almost surely
and the space derivative is given by the stochastic exponential of

∫ t

0

σ′(Ds(x))dBs,

provided that σ is Lipshitz continuous. In this case σ′ exists Lebesgue almost everywhere
and is a bounded function. Note that, it also follows, for example from the positivity of
D′

t, that x 7→ Dt(x) is stricly increasing for all t on an almost sure event. We prove below
that (x, t) 7→ D′

t(x) is continuous whenever σ is Lipshitz and σ′ is monotone, for example,
σ(x) = x ∧ (1 − x) has this property. In other words, D′ is continuous almost surely if
σ is a convex (or concave) Lipschitz function, that is σ(x) =

∫ x

0 σ′ for some monotone
bounded function denoted by σ′. The proof of the continuity in Lemma 5.2 uses the
Lamperti representation of D, and at this step the monotonocity of σ′ is important. On
the other hand, all other parts of our argument only use that σ′ is of bounded variation on
compact intervals, that is σ is a difference of two convex functions. Even this assumption
seems to be too strict. In the proof below we compute the quadratic variation of D′

t with
respect to the space variable x and use that the total variation is infinite if the quadratic
variation is non-zero. Finding another way of proving the unboundedness of the total
variation would relax the condition imposed on σ.

Theorem 5.1. Suppose that σ is a convex (or concave) Lipschitz function, B is a Brow-
nian motion and (D, B) satisfies (5). Let α ∈ R such that σ(α) , 0 and denote C the
connected component of R \ {σ = 0} containing α.

If σ′ is not continuous on C, then qt = D−1
t (α) is not a semimartingale in the natural

filtration of B.

Before the proof we discuss the case σ(x) = x ∧ (1 − x). Then

Dt(x) =

{

x exp
{

Bt − 1
2 t
}

, x ≤ 0,

1 − (1 − x) exp
{

−Bt − 1
2 t
}

, x ≥ 1.

So for α < (0, 1) the process qt(α) = D−1
t (α) can be explicitly given

qt(α) =

{

α exp
{

−Bt + 1
2 t
}

, α ≤ 0,

1 − (1 − α) exp
{

Bt + 1
2 t
}

, α ≥ 1,

and from this explicit form we see that it is a semimartingale. On the other hand,
C = (0, 1) contains 1/2, the point of discontinuity for σ′ and for α ∈ (0, 1) the process
(qt(α))t≥0 is not a semimartingale by the theorem.

Proof. We suppose on the contrary to the claim that q is a semimartingale and show
that this leads to a contradiction.

Let s > 0. Then, as it was already indicated in the introduction, we can decompose
(qs+t = D−1

s+t(α))t≥0 as

D−1
s+t(α) = D−1

s (D−1
s,t (α)), (6)

where Ds,t(x) is the solution of (5) with B replaced by Bs,t = Bs+t − Bs a “Brownian
motion that starts evolving at time s”. Then Ds+t(x) = Ds,t(Ds(x)) and this is the
rationale behind (6).
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As by our assumption q = D−1(α) is a semimartingale in the filtration of the driving
Brownian motion, so is (qs,t = D−1

s,t (α))t≥0 in the filtration of (Bs,t)t≥0 denoted by
(Fs,t)t≥0, where Fs,t = σ({Bs,u : u ≤ t}). Denote by F the filtration of B, that is Ft =
σ({Bu : u ≤ t}). Then (qs,t)t≥0 remains a semimartingale in the filtration (Fs+t)t≥0

as Fs+t = Fs ∨ Fs,t, that is, (Fs+t)t≥0 is an initial enlargement of (Fs,t)t≥0 with an
independent σ-algebra Fs.

On the other hand, as q is supposed to be a semimartingale in F, the process (qs+t)t≥0

is a semimartingale in (Fs+t)t≥0. By (6) qs+t = D−1
s (qs,t) and the random function D−1

s

is a semimartingale function for (qs,t)t≥0.
Our necessary condition for (D−1

s (qs,t))t≥0 being a semimartingale involves the set
H((qs,t)t≥0) defined in Theorem 2.2. Below we show in Corollary 5.5 that H((qs,t)t≥0)
is dense in C, the connected component of R \ {σ = 0} containing α. In Corollary 5.10
we also show that almost surely there is a non-empty open interval I ⊂ C such that the
total variation (D−1

s )′ is infinite on any non-empty subinterval J ⊂ I.
Recall that by Corollary 3.2, if qs,t and D−1

s (qs,t) are semimartingales, then each
point in H(qs,·) must have a neighborhood which may depend on Fs and on which the
total variation of (D−1

s )′ is finite. Points in I do not have this property, and as H(qs,·)
is dense in C, D−1

s can not satisfy the necessary condition of Corollary 3.2. We can
conclude that qs+t = D−1

s (qs,t) can not be a semimartingale in (Fs+t)t≥0, which would
follow from our starting assumption.

5.1. Continuity of (D′
t(x))t≥0,x∈R

First we want to show the continuity of (t, x) 7→ D′
t(x) on [0, ∞)×(R\{σ = 0}). Recall

from Prokaj et al. (2011) that x 7→ Dt(x) is absolutely continuous and its derivative can
be written as

D′
t(x) = exp

{

Zt(x) − 1
2 [Z(x)]t

}

, where Zt(x) =

∫ t

0

σ′(Ds(x))dBs.

When |σ′| ≤ L this yields the estimate

E(|D′
t(x)|p) ≤ exp

{

1
2 L2p(p − 1)t

}

. (7)

Lemma 5.2. Suppose that σ is a convex (or concave) Lipschitz function, B is a Brownian
motion and (D, B) satisfies (5). Then

Zt(x) =

∫ t

0

σ′(Ds(x))dBs, and [Z(x)]t =

∫ t

0

(σ′(Ds(x)))2ds (8)

have modifications which are continuous functions of (t, x) on [0, ∞) × (R \ {σ = 0})
almost surely.

Remark. Even in one of the simplest cases the continuity of D′
t(x) on [0, ∞)×R may fail.

Consider σ(x) = |x|, then Zt(x) = sign(x)Bt, which is continuous on [0, ∞) × (R \ {0})
but discontinuous at (t, 0) whenever Bt , 0, that is almost surely for t > 0.

Proof. We need to show the continuity of Z on [0, ∞) × C, where C is a connected
component of R\{σ = 0}. This is obtained via the usual combination of the Burkholder-
Davis-Gundy inequality and Kolmogorov’s lemma, see for example (Revuz and Yor, 1991,
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Chapter VI, proof of Theorem (1.7)). That is we use that

E

(

sup
s≤t

|Zs(y) − Zs(x)|2p

)

≤ cpE([Z(y) − Z(x)]pt ) for x, y ∈ C,

and show that this can be further bounded by c|y − x|p. We can assume without loss of
generality that σ′ is increasing (for the other case replace both σ, B with −σ, −B). By
assumption σ′ is bounded, say |σ′| ≤ L, so for x < y (hence Ds(x) ≤ Ds(y)) we have
that

[Z(y) − Z(x)]t =

∫ t

0

(σ′(Ds(y)) − σ′(Ds(x)))
2
ds

≤ 2L

∫ t

0

σ′(Ds(y)) − σ′(Ds(x))ds. (9)

The right hand side of (9) can be related to the process Yt(x) = h(Dt(x)), where
h : C → R is such that h′ = 1/σ. Sometimes h(Dt(x)) is referred to as the Lamperti
representation of the process. Simple calculus with the Itô formula yields that

dYt(x) = dBt −
1

2
σ′(Dt(x))dt, Y0(x) = h(x).

From this we get that

[Z(y) − Z(x)]t ≤ 4L(h(y) − Yt(y) − (h(x) − Yt(x))).

Then

Yt(y) − Yt(x) =

∫ y

x

h′(Dt(z))D′
t(z)dz

and

(Yt(y) − Yt(x))p ≤ (y − x)p 1

y − x

∫ y

x

|h′(Dt(z))|
p
|D′

t(z)|pdz.

To finish the proof let a < b such that [a, b] ⊂ C, 0 < δ < minx∈[a,b] σ(x) and

τδ = τ = inf{t > 0 : σ(Dt(z)) < δ for some z ∈ [a, b]}.

With these choices we get that

E((Yt∧τ (y) − Yt∧τ (x))
p
) ≤ (y − x)p 1

δp
e

1
2

L2(p(p−1))t if a < x < y < b,

and

|h(y) − h(x)|p ≤ (y − x)p 1

δp
.

So, we can conclude that

E([Z(y) − Z(x)]pt∧τ ) ≤ cp|y − x|p,

which shows that (t, x) 7→ Zt(x) is continuous on [0, τ) × (a, b) almost surely. Letting
δ → 0 we have that τδ → ∞, so (t, x) 7→ Zt(x) has a continuous modification on
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[0, ∞) × (a, b) whenever [a, b] ⊂ C. As C is open interval, this also means that there is a
continuous modification on [0, ∞) × C.

For [Z(x)]t note that by the Schwarz inequality

(

[Z(y)]
1/2
t − [Z(x)]

1/2
t

)2

≤ [Z(x) − Z(y)]t,

hence the argument above also proves the continuity of [Z(x)]
1/2
t and therefore the con-

tinuity of (x, t) 7→ [Z(x)]t on [0, ∞) × R \ {σ = 0}.

5.2. Decomposition of (qt)t≥0

Lemma 5.3. Suppose that σ is Lipschitz continuous, B is a Brownian motion, (D, B)
satisfies (5), and (x, t) 7→ D′

t(x) is continuous on [0, ∞) ×R\ {σ = 0} almost surely. For
α ∈ R let qt = D−1

t (α). Then

At = qt +

∫ t

0

(D−1
s )′(α)σ(α)dBs

is a process of zero energy, that is, the quadratic variation of A exists and [A] ≡ 0.

Proof. When σ(α) = 0, then Dt(α) = α and qt = At = α for all t ≥ 0, so the claim is
obvious for this case. Hence we may assume that σ(α) , 0.

For s < t

Dt(qt) − Dt(qs) = Ds(qs) − Dt(qs) = −

∫ t

s

σ(Du(qs))dBu.

From this

At − As = qt − qs +

∫ t

s

(D−1
u )′(α)σ(α)dBu

=

∫ t

s

(D−1
u )′(α)σ(α)dBu − R(s, t)

∫ t

s

σ(Du(qs))dBu,

where by the mean value theorem R(s, t) has the following form

R(s, t) =

{

qt−qs

Dt(qt)−Dt(qs) qt , qs

1
D′

t
(qt) qt = qs

=
1

D′
t(ϑqt + (1 − ϑ)qs)

, for some ϑ ∈ (0, 1).

The only idea in the calculation is that when s is close to t then σ(Du(qs)) is close to
σ(α) and R(s, t) is approximately (D−1

s )′(α).
Let π = {t0 = 0 < t1 < · · · < tr = t} be a subdivision of [0, t]. Then

∑

i

(Ati+1
− Ati

)2 ≤ 3(Q1(π) + Q2(π) + Q3(π))
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where

Q1(π) =
∑

i

(
∫ ti+1

ti

(

(D−1
u )′(α) − (D−1

ti
)′(α)

)

σ(α)dBu

)2

,

Q2(π) =
∑

i

(

R(ti, ti+1)

∫ ti+1

ti

σ(α) − σ(Du(qti
))dBu

)2

,

Q3(π) =
∑

i

(

((D−1
ti

)′(α) − R(ti, ti+1))

∫ ti+1

ti

σ(α)dBu

)2

.

For Q3 observe that since (t, x) 7→ (D−1
t )′(x) is continuous, we have that

max
i

∣

∣(R(ti, ti+1) − (D−1
ti

)′(α)
∣

∣ → 0, almost surely as max
i

(ti+1 − ti) → 0,

so Q3(π)
p

→ 0 as the mesh of the partition π goes to zero.
For Q1, Q2 we use the next observation

Proposition 5.4. For a subdivision π = {t0 = 0 < t1 < · · · < tr = t} of [0, t] let
π(u) = ti if u ∈ [0, t) and ti ≤ u < ti+1, that is, π(u) is the starting point of the subin-
terval containing u. Denote mesh(π) = maxi(ti+1 − ti). Suppose that (ϕ(u, v))u,v≥0 is a
two parameter process such that ϕ(u, v)1(u≥v) is integrable with respect to the Brownian
motion B for each fixed v. If

∫ t

0

ϕ2(u, π(u))du
p

→ 0, as mesh(π) → 0, (10)

then
∑

i

(
∫ ti+1

ti

ϕ(u, ti)dBu

)2
p

→ 0, as mesh(π) → 0.

For Q1(π) we can use

ϕ(u, v) = (D−1
u )′(α) − (D−1

v )′(α)

and note that by the continuity of (x, u) 7→ D−1
u (x) condition (10) holds and Q1(π)

p
→ 0

as mesh(π) → 0.
For Q2 we consider

ϕ(u, v) = σ(Du(qv)) − σ(α) = σ(Du(qv)) − σ(Dv(qv))

and now we can refer to the continuity of (x, u) 7→ Du(x) and q to get that condition

(10) holds. To see that Q2(π)
p

→ 0 we only need to add that

max
i

R(ti, ti+1) → max
s≤t

(D−1
s )′(α) < ∞, almost surely as mesh(π) → 0.

Proof of Proposition 5.4. For a subdivision π = {t0 = 0 < t1 < · · · < tr = t} of [0, t],
denote by (Y (s, π))s≥0 the following process

Y (s) = Y (s, π) =

∫ s

0

ϕ(u, π(u))dBu.
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Note that from
∫ t

0 ϕ2(u, π(u))du → 0 it follows that

sup
s≤t

|Y (s, π)|
p

→ 0 as mesh(π) → 0. (11)

By Itô’s formula

(
∫ ti+1

ti

ϕ(u, ti)dBu

)2

= 2

∫ ti+1

ti

(Y (u) − Y (ti))ϕ(u, ti)dBu +

∫ ti+1

ti

ϕ2(u, ti)du.

Hence

∑

i

(
∫ ti+1

ti

ϕ(u, ti)dBu

)2

= 2

∫ t

0

(Y (u) − Y (π(u)))ϕ(u, π(u))dBu +

∫ t

0

ϕ2(u, π(u))du.

By assumption the time integral tends to zero in probability as mesh(π) → 0. For the
stochastic integral it is enough to show that

∫ t

0

(Y (u) − Y (π(u)))2ϕ2(u, π(u))du
p

→ 0.

Here
∫ t

0

(Y (u) − Y (π(u)))2ϕ2(u, π(u))du ≤ 4 sup
u≤t

Y 2(u)

∫ t

0

ϕ2(u, π(u))du.

Although it is suppressed in the notation both factors in the upper bound depend on π.
Nevertheless, it is easy to see that both factor tends to zero in probability and so does
their product. For the second factor it is the main assumption, while for the first one it
was already observed in (11).

The next claim follows from Lemma 5.3.

Corollary 5.5. Suppose that the assumptions of Lemma 5.3 hold and σ(α) , 0. Let C
be the connected component of R \ {σ = 0} containing α. Then

P

(
∫ ∞

0

1(qs∈(a,b))d[q]s > 0

)

> 0 for any (a, b) ⊂ C.

Especially, if q is a semimartingale, then H(q) is dense in C.

Proof. By Lemma 5.3 q has quadratic variation and

∫ ∞

0

1(qs∈(a,b))d[q]s =

∫ ∞

0

1(Ds(a)<α<Ds(b))((D
−1
s )′(α)σ(α))2ds.

Since ((D−1
s )′(α)σ(α))2 > 0, it is enough to show that the continuous process (Dt(x))t≥0

hits α with positive probability for any x in C. Indeed, the set {s > 0 : Ds(a) < α <
Ds(b)} is open, so if not empty, then it has positive Lebesgue measure.

This is an easy martingale argument. Let c < α, x < d be such that [c, d] ⊂ C. Then
inf σ|[c,d] > 0 implies that τ = inf{t ≥ 0 : Dt(x) < [c, d]} is almost surely finite, and since
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E(Dτ (x)) = x, both P(Dτ (x) = c) and P(Dτ (x) = d) are positive, which implies by the
continuity of the sample paths of D(x) that D(x) hits α with positive probability.

Finally, suppose that q is a semimartingale. Then its local time exists, and for any
fixed t the mapping x 7→ Lx

t (q) is càdlàg. From the first part of the statement, for
(a, b) ⊂ C and t large enough

∫

(a,b)
Lx

t (q)dx > 0 with positive probability. This yields

that for some ε > 0 and (a′, b′) ⊂ (a, b) we have infx∈(a′,b′) Lx
t (q) > ε with positive

probability and (a′, b′) ⊂ H(q).

5.3. Quadratic variation of D′
t in the space variable

Lemma 5.6. Suppose that σ is Lipschitz continuous and is the difference of convex
functions, B is a Brownian motion, (D, B) satisfies (5), and

(x, t) 7→ Zt(x) =

∫ t

0

σ′(Ds(x))dBs

is continuous on [0, ∞)×R\{σ = 0} almost surely. Then the quadratic variation processes
of the random functions x 7→ Zt(x) and x 7→ Ut(x) = [Z(x)]t exist,

[Zt](b) − [Zt](a) =

∫ t

0

∑

z∈[Ds(a),Ds(b))

(∆σ′(z))2ds and [Ut] ≡ 0,

where σ′ denotes the left hand side derivative of σ.

Proof.

(Zt(y) − Zt(x))2 = 2

∫ t

0

(Zs(y) − Zs(x))(σ′(Ds(y)) − σ′(Ds(x)))dBs

+

∫ t

0

(σ′(Ds(y)) − σ′(Ds(x)))2ds.

For a subdivision a = x0 < x1 < · · · < xr = b

∑

i

(Zt(xi+1) − Zt(xi))
2

= 2

∫ t

0

∑

i

(Zs(xi+1) − Zs(xi))(σ
′(Ds(xi+1)) − σ′(Ds(xi)))dBs

+

∫ t

0

∑

i

(σ′(Ds(xi+1)) − σ′(Ds(xi)))
2ds.

(12)

As σ is the difference of convex functions, its left derivative exists everywhere and is of
finite total variation on compact intervals. Denote by µ the total variation measure of
σ′. Then the integrand in the stochastic integral is bounded by

sup
s≤t, i

|Zs(xi+1) − Zs(xi)|µ([min
s≤t

Ds(a), max
s≤t

Ds(b)]).

This upper bound goes to zero almost surely by the continuity of (s, x) 7→ Zs(x), hence
the integral with respect to the Brownian motion goes to zero in probability as the mesh
of the subdivision goes to zero.
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For the second integral, note that

∑

i

(σ′(Ds(xi+1)) − σ′(Ds(xi)))
2 →

∑

z∈[Ds(a),Ds(b))

(∆σ′(z))2

and
∑

i

(σ′(Ds(xi+1)) − σ′(Ds(xi)))
2 ≤ (µ([min

s≤t
Ds(a), max

s≤t
Ds(b)))2.

So by the dominated convergence theorem the time integral in (12) almost surely goes
to

∫ t

0

∑

z∈[Ds(a),Ds(b))

(∆σ′(z))2ds

as the mesh of the subdivision goes to zero and the formula for the quadratic variation
of x 7→ Zt(x) is proved.

The computation for the Ut is similar

(Ut(y) − Ut(x))2 = 2

∫ t

0

(Us(y) − Us(x))
(

(σ′)2(Ds(y)) − (σ′)2(Ds(x))
)

ds

≤ 4L

∫ t

0

|Us(y) − Us(x)|µ([Ds(x), Ds(y)))ds,

where L is the Lipschitz constant for σ, that is supr|σ′(r)|, and

∑

i

(Ut(xi+1) − Ut(xi))
2 ≤ 4Ltµ([min

s≤t
Ds(a), max

s≤t
Ds(b))) sup

s≤t, i
|Ut(xi+1) − Ut(xi)|.

By the continuity of (s, x) 7→ Us(x) this upper bound goes to zero almost surely when
the mesh of the subdivision goes to zero.

Lemma 5.7. Let (Xz)z∈[a,b] be a process with continuous sample paths whose quadratic
variation ([X ]z)z∈[a,b] exists. If h : [a, b] → R is continuously differentiable, then the
quadratic variation of h(X) exists and

[h(X)](b) − [h(X)](a) =

∫ b

a

(h′(Xz))
2
[X ](dz). (13)

Proof. When h is linear or continuous and piecewise linear, then (13) follows from the
definition of the quadratic variation.

For a subdivision π = {t0 = a < t1 < · · · < tr = b} of [a, b] and for a process Y
denote

Q2
π(Y ) =

∑

i

(Yti+1
− Yti

)2.

Note that Qπ(Y ) is the Euclidean norm of the vector (Yt1
− Yt0

, . . . , Ytr
− Ytr−1

), so by
the triangle inequality, for any processes Y, Z and subdivision π, we have

|Qπ(Y ) − Qπ(Z)| ≤ Qπ(Y − Z).
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Similarly, if Q̃2(h) =
∫ b

a (h′(Zz))2d[Z](dz) denotes the right hand side of (13), then

|Q̃(h1) − Q̃(h2)| ≤ Q̃(h1 − h2).

If h is Lipschitz continuous with Lipschitz constant L, then

(h(Xt) − h(Xs))2 ≤ L2(Xt − Xs)2,

so for any subdivision π
Qπ(h(X)) ≤ LQπ(X).

When h is C1 and η > 0, then there is a continuous piecewise linear function hη such
that h − hη is Lipschitz continuous with Lipschitz constant η. Then

∣

∣Qπ(h(X)) − Q̃(h)
∣

∣

≤ |Qπ(h(X)) − Qπ(hη(X))| +
∣

∣Qπ(hη(X)) − Q̃(hη)
∣

∣+ |Q̃(hη) − Q̃(h)|

≤ Qπ((h − hη)(X)) +
∣

∣Qπ(hη(X)) − Q̃(hη)
∣

∣+ Q̃((h − hη))

≤ ηQπ(X) +
∣

∣Qπ(hη(X)) − Q̃(hη)
∣

∣+ η([X ]b − [X ]a)1/2.

Now, let (πn) be a sequence of subdivisions of [a, b] with mesh(πn) → 0. From the
previous estimation, using that the middle term and Qπn

(X) − ([X ]b − [X ]a)1/2 goes to
zero in probability, we get that

lim sup
n

P
(
∣

∣Qπn
(h(X)) − Q̃(h)

∣

∣ > 2ε
)

≤ inf
η>0

P
(

2η([X ]b − [X ]a)1/2 > ε
)

= 0.

So Qπn
(h(X))

p
→ Q̃(h) and Q2

πn
(h(X))

p
→ Q̃2(h), which proves the claim.

Corollary 5.8. Under the assumptions of Lemma 5.6 the quadratic variation of x 7→
D′

t(x) exists and is given by the formula

[D′
t](b) − [D′

t](a) =

∫ b

a

4(D′
t(x))2[Zt](dx),

where

[Zt](x) − [Zt](a) =

∫ t

0

∑

z∈[Ds(a),Ds(x))

(∆σ′(z))2ds.

Corollary 5.9. Suppose that the assumptions of Lemma 5.6 hold. Denote by S the set
of discontinuity points of σ′ and let C be a connected component of R \ {σ = 0}.

On an almost sure event the following holds: if

(a, b) ⊂ C and (min
s≤t

Ds(a), max
s≤t

Ds(b)) ∩ S , ∅,

then the total variation of D′
t over the interval [a, b] is infinite.

Corollary 5.10. Suppose that the assumptions of Lemma 5.6 hold. Denote by S the set
of discontinuity points of σ′ and let C be a connected component of R \ {σ = 0}. Suppose
that S ∩ C , ∅

Then almost surely there exists a non-empty open interval I ⊂ C such that the total
variation of x 7→ D′

s(x) is infinite on any non-empty subinterval of I.
The same is true for (D−1

s )′.
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Proof. Let z ∈ S ∩ C. Since σ(z) , 0, we have that mint≤s Dt(z) < z < maxt≤s Dt(z).
By the continuity of (t, x) 7→ Dt(x) there is a < z < b, such that mint≤s Ds(b) < z <
maxt≤s Dt(a). As Dt(x) is increasing in x from this we have that for any a < c < d < b

min
t≤s

Dt(c) < min
t≤s

Dt(b) < z < max
t≤s

Dt(a) < max
t≤s

Dt(d).

So, by Corollary 5.9 the total variation of D′
s on (c, d) is infinite.

Finally, since (D−1
s )′ = 1/(D′

s ◦ D−1
s ) and Ds maps C onto C, the image of I under

Ds is a subinterval of C such that the total variation of (D−1
s )′ is infinite on any of its

non-empty subintervals.

6. Some technical results

Lemma 6.1. Let X be a one dimensional continuous semimartingale and for x ∈ R,
δ > 0 put

σx,δ
0 = 0,

σx,δ
2k+1 = inf

{

t ≥ σx,δ
2k : Xt = x

}

, k ≥ 0,

σx,δ
2k+2 = inf

{

t ≥ σx,δ
2k+1 : |Xt − x| = δ

}

, k ≥ 0,

ℓδ(x, t) = inf
{

k : σx,δ
2k+1 > t

}

=
∑

k≥0

1(σ2k+1≤t).

Suppose that (ρK) is a sequence of stopping times tending to infinity almost surely as
K → ∞ and x ∈ H(X). Then there is a K > 0, a non-empty open interval I containing
x and δ0 > 0 such that

inf
δ∈(0,δ0)

inf
y∈I

δE
(

ℓδ(y, ρK)
)

> 0.

Remark. Note that the definition of ℓδ in this claim is slightly different from that of used
in Theorem 2.1 and 2.2. In this lemma it is defined for x ∈ R, while in the formulation
with the embedded random walk it was only defined for x ∈ δZ.

We will denote by X = X0 + M + A the semimartingale decomposition of X , that is
M is local martingale starting from zero and A is process of finite variation. Also, V is
used for the total variation process of A.

The proof of Lemma 6.1 is based on the following estimation.

Proposition 6.2. With the notation introduced above let

ℓδ
+(x, t) =

∑

k≥0

1(Xσ2k>x)1(σ2k+1≤t).

If ρ is a stopping time such that [M ]ρ and Vρ are integrable, then

lim sup
δ→0

sup
x∈[a,b)

E

(

1

2
Lx

ρ − δℓδ
+(x, ρ)

)

≤ sup
x∈(a,b]

E

(
∫ ρ

0

1(Xs=x)dVs

)

.

where (Lx
t )x∈R,t≥0 is the family of local times for X.
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Proof of Lemma 6.1. ρK is a sequence of stopping time tending to infinity almost surely.
Since ℓδ(x, t) is non-decreasing in t, we can clearly assume ρK is bounded, and [M ]ρK

, VρK

are integrable for each K. For x ∈ H(X), E
(

Lx
ρK

)

, E
(

Lx−
ρK

)

> 0 for some K sufficiently
large.

By our assumptions on ρK the function E
(

Lx
ρ

)

is right continuous, so there is b > x

such that infy∈[z,b) E
(

Ly
ρ

)

= c ≥ 1
2E
(

Lx
ρ

)

> 0. The formula µ(C) = E
(∫ ρ

0
1(Xs∈C)dVs

)

defines a finite measure on the Borel σ-algebra of the real line, whence there are only
finitely many y-s, such that µ({y}) > c/4, and taking a smaller b if necessary it is possible
to achieve that supy∈(x,b] µ({y}) < c/4. With this choice

lim inf
δ→0

inf
y∈[x,b)

E
(

δℓδ(y, ρ)
)

≥ lim inf
δ→0

inf
y∈[x,b)

E
(

δℓδ
+(y, ρ)

)

> 1
4 c ≥ 1

8E
(

Lx
ρ

)

> 0

by Proposition 6.2.
Similar analysis applies to the left hand side, as L−x

t (−X) = Lx−
t (X). So from the

previous argument we get a < x, such that

lim inf
δ→0

inf
y∈(a,x]

E
(

δℓδ(y, ρ)
)

> 1
8E
(

Lx−
ρ

)

> 0

Then with this K we have a δ0, such that for a < x < b

inf
y∈(a,b), 0<δ<δ0

δE
(

ℓδ(y, ρK)
)

> 0,

which completes the proof.

Proof of Proposition 6.2. Let

ϕδ
s =

∑

k≥0

1(σ2k≤s≤σ2k+1)1(Xσ2k
>x).

Then
∫ ρ

0

ϕδ
sdXs =

∑

k≥0

1(Xσ2k
>x)(Xσ2k+1∧ρ − Xσ2k∧ρ)

and from the definition of the stopping times (σk)k≥0, we obtain that
∣

∣

∣

∣

|Xρ − x|+ − |X0 − x|+ −

∫ ρ

0

ϕδ
sdXs − δℓδ

+(x, ρ)

∣

∣

∣

∣

≤ 2δ.

Using the Tanaka formula, we have

1

2
Lx

ρ = |Xρ − x|+ − |X0 − x|+ −

∫ ρ

0

1(Xs>x)dXs.

The mean difference between 1
2 Lx

ρ and δℓδ
+(x, ρ) (using that s 7→ ϕδ

s −1(Xs>x) is bounded
and E[M ]ρK

< ∞, so the expected value of the integral w.r.t. M vanishes) is

E

(

1

2
Lx

ρ − δℓδ
+(x, ρ)

)

≤ 2δ + E

(
∫ ρ

0

ϕδ
s − 1(Xs>x)dXs

)

= 2δ + E

(
∫ ρK

0

ϕδ
s − 1(Xs>x)dAs

)

.
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Recall that V is the total variation process of A. We have the following estimate
∣

∣

∣

∣

E

(

1

2
Lx

ρ − δℓδ
+(x, ρK)

)∣

∣

∣

∣

≤ 2δ + E

(
∫ ρ

0

∣

∣ϕδ
s − 1(Xs>x)

∣

∣dVs

)

≤ 2δ + E

(
∫ ρ

0

1(Xs∈(x,x+δ))dVs

)

. (14)

Let g and h be the following functions

g(y, δ) = E

(
∫ ρ

0

1(Xs∈(y,y+δ))dVs

)

, h(y) = E

(
∫ ρ

0

1(Xs=y)dVs

)

.

For an interval [a, b) let (yn, δn)n≥1 be a sequence for which

lim
n→∞

g(yn, δn) = lim sup
δ→0

sup
y∈[a,b)

g(y, δ).

Clearly, we can assume (by passing to a subsequence if necessary) that δn → 0 and yn is
convergent. Let y∗ = limn→∞ yn, y∗ ∈ [a, b]. We have the following estimation:

g(yn, δn) ≤ E

(
∫ ρ

0

1(Xs∈(min(yn,y∗),max(yn+δn,y∗+δn)))dVs

)

.

If yn < y∗ only for finitely many n, then for n large enough we have yn ≥ y∗ and

E

(
∫ ρ

0

1(Xs∈(min(yn,y∗),max(yn+δn,y∗+δn)))dVs

)

≤ E

(
∫ ρ

0

1(Xs∈(y∗,y∗+δn))dVs

)

,

and by the dominated convergence theorem the right hand side tends to 0. If y∗ = a,
then this is the case.

If yn < y∗ for infinitely many n, then

lim sup
δ→0

sup
y∈[a,b)

g(y, δ) = lim
n→∞

g(yn, δn)

≤ lim sup
n→∞

E

(
∫ ρ

0

1(Xs∈(min(yn,y∗),max(yn+δn,y∗+δn)))dVs

)

≤ E

(
∫ ρ

0

1(Xs=y∗)dVs

)

= h(y∗).

In this case y∗ ∈ (a, b]. So in both cases we have

lim sup
δ→0

sup
y∈[a,b)

g(y, δ) ≤ sup
y∈(a,b]

h(y).

By (14) this proves the claim.

Recall that

µδ,F (H) =
∑

x∈H∩δZ

1

δ
|(∆δF )(x)|,

where (∆δF )(x) = F (x + δ) + F (x − δ) − 2F (x).
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Proposition 6.3. Let F : R → R be a continuous function and I be an open interval.
Then F is the difference of convex functions on I if and only if

lim sup
δ→0

µδ,F (J) < ∞, for all compact intervals J ⊂ I. (15)

Proof. First suppose that (15) holds for I. It is enough to show that F is a difference
of convex functions on compact intervals J ⊂ I. Using our assumption we define below
two sequences of convex functions fn, gn : J → R such that F − (fn − gn) is linear on
J ∩ 2−nZ for each n and fnk

→ f , gnk
→ g pointwise for suitable subsequence (nk) of

the indices. Then f, g are convex and F − (f − g) is a linear function on J , hence F is a
difference of convex functions on J .

Let us now define fn, gn. For δ > 0 and H ∈ B(J) let

µ̃δ,+(H) =
∑

x∈H∩δZ

1

δ
|(∆δF )(x)|+, µ̃δ,−(H) =

∑

x∈H∩δZ

1

δ
|(∆δF )(x)|−.

µ̃δ,+, µ̃δ,− are finite measures on the Borel σ-algebra of J . Since ϕ(x, y) = |x − y|+ is a
convex function in x for each fixed y, we have that

fδ(x) =

∫

J

ϕ(x, y)µ̃δ,+(dy), gδ(x) =

∫

J

ϕ(x, y)µ̃δ,−(dy)

are convex functions (on R). For x, y ∈ δZ, we have that

∆δϕ(x, y) = ϕ(x + δ, y) + ϕ(x − δ, y) − 2ϕ(x, y) =

{

0 x , y

δ x = y
,

which yields for x ∈ J ∩ δZ that

1

δ
(∆δfδ)(x) = µδ,+({x}),

1

δ
(∆δgδ)(x) = µδ,−({x})

and
1

δ
∆δ(F − (fδ − gδ))(x) = 0, for all x ∈ J ∩ δZ.

We obtained that F − (fδ − gδ) is linear on J ∩ δZ.
We put fn = f2−n and gn = g2−n . The families of finite measures {µ2−n,+ : n ≥ 1}

and {µ2−n,− : n ≥ 1} are tight as J is compact and

sup
δ∈(0,1)

µδ,±(J) ≤ sup
δ∈(0,1)

µδ,F (J) < ∞.

Then there is a subsequence (nk) of the indices such that µnk,+ and µnk,− converge
weakly to some limit. As y 7→ ϕ(x, y) is bounded continuous on J , the sequences fnk

(x) =
∫

ϕ(x, y)µnk ,+(dy) and gnk
(x) =

∫

ϕ(x, y)µnk,−(dy) are pointwise convergent on J , which
finishes the proof of the suffiency of (15).

To prove the necessity of (15) it is enough to consider a convex F . Let [a, b] ⊂ I and
δ so small that (a − δ, b + δ) ⊂ I. As F is convex on I, we have that ∆δF (x) ≥ 0 on [a, b]
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and

µδ,F ([a, b]) =
∑

x∈J∩δZ

1

δ
(∆δF )(x) =

F (b′ + δ) − F (b′)

δ
−

F (a′) − F (a′ − δ)

δ

≤
F (b + δ) − F (b)

δ
−

F (a) − F (a − δ)

δ
,

where a′ = min[a, b] ∩ δZ and b′ = max[a, b] ∩ δZ. In the first step we used that we have
a telescoping sum, while in the last step we used that a ≤ a′ ≤ b′ ≤ b and the divided
difference x 7→ 1

δ (F (x + δ) − F (x)) is increasing in x. Now letting δ → 0 gives that

lim sup
δ→0

µδ,F ([a, b]) ≤ F ′
+(b) − F ′

−(a).

This upper bound is finite since F is convex on I and [a, b] ⊂ int I.
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