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INTRODUCTION

This work describes the development of a compu­

ter program for the analysis of the time - dependnet in­

compressible viscous flow problems.

Mathematically, the problem is that of solving 

numerically a partial differential equation in three 

variables containing non-linear terms. The most natural 

boundary conditions to impose, those in which velocities 

are prescribed at the boundary, are also among those 

which are the most difficult to handle computationally. 

These various difficulties are illustrated in the recent

work. It was found necessary to approximate the bounda­

ry conditions in a way which affected accuracy, and also to 

take such small time steps for reasons of stability and 

accuracy that the computer time become excessive.

The method here depends on the use of the primi­

tive variables - i.e the velocities and the pressure - 

and is applicable to problems in two and three space 

dimensions. An analytical disscussion of the properties 

of the method requires a background of numerical ana­

lysis for that reason, we have collected the relevant

e.g definitions and theormesin chapter I.informations,

In chapter II the general method of solving numerically 

the Navier - Stokes equations for pressure and velocities 

in Hydrodynamic is presented. Finally chapter III con­

tains a flow chart and Algol 60 Program for solving



ii

the test example given at the and of chapter II.

Finally at the end of this work a list of the referen­
ces used will he given.
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CHAPTER I

PRELIMINARIES DEFINITIONS AID NOTATIONS
This chapter iincludes the required theoremes, notations 

and definitions which we shall need throught this work.

^1. NORMS AND MATRICES

The norm of a matrix is a number assigned 

to the matrix which is in some sense a measure of the
magnitude of the matrix. The norm of A, denoted by 

j A I have the following properties.

=0 if and only if A = 0 

where C is any real number
П) All£ o, ||a
(2) (1-1)CA = C A

< ||a(3) А+Б, + IB

(4)

among the many possible ways of defining |a 

satisfy (1-1) we consider:
which

l II - <t ± 1/2
,) , the Euclidean norma i дE i=l o=l
1/2

A , the spectral norm= max
tS

Both of which is defined for any nx'&~matrix. In the

definition of the spectral norm the n о tatáron^/AA1) de­
lsTnotes an eigenvalue of AA . 

norm in the Euclidian sense as,
For vectors we define the

IIx 11= fxTx)1/2 = jx I
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The spectral radius is defined, by,
= max fV(A) J

I x
Па) the maximum modulus 

eigenvalue of the mat­
rix A,

IIA I s [f(AATThus

||a К = ешwhen A is symmetric,
Theorem 1*1

If A is the tridiagonal matrix,

Ъ Q 
c a b w
a

where a,b and c are

. кО * с a,
real and bc^O, then the eigenvalues of A are givenby,

m HOk. = a + 2 n), fms 1, 2cos , • • • ,n+Tm

Theorem 1.2

(a II in A), ||a II = f(A)lor any matrix A, if A is symmetric,

Def. The matrix A is convergent to zero if the sequan-
A2, A3,ce of matrices A, converges to the nullда ф Ф

matrix 0.

Theorem 1.3

bim:-Ar = 0 if IA (I <1

proof:

Ml Ar_1r—1 < a= AA

Theorem 1.4

« S2so£ü I
V ‘

only if 1*0 j<if or all^ 

n) of A.
Lim Ar = 0

Г-»-еоeigenvalues (i = 1, 2
if and

, • • •,



- 3

proof: Consider the Jordan canonical form of A. A 

Jordan submatrix of A is of the form, x О
I

I -

LO ' "V
where "V is an eigenvalue of A. If the Jordan submat­

rix is raised to the power r, then the result tended ’

only if j'X |<1.to the null matrix as r—s*-«; if and

Theorem 1« 3

If \ j'Xg.
eigenvalues of Alc are X-Г, 'Д;;

n are the eigenvalues of A, then the

, more generally 

if pfx) is a polynomial, the eigenvalues of p(A) are 

p(

Theorem 1«6

• « « 5

9***9

pf”Xn).> • « • »

If A is real and symmetric, all eigenvalues and eigen­

vectors are real. Moreover, eigenvectors corresponding

to distinct eigenvalues are orttwgonal and the left
Teigenvector corresponding to the eigenvector x. is x^. 

Theorem 1.7

Any similarity transformation PAP”1 applied to A leaves 

the eigenvalues of the matrix unchanged.

Let "X be an eigenvalue of A and x the associ­

ated eigenvector then,

proof:

Ax = "Ax, so that , PAx = Xpx (1-2)



- 4 -

= P"1Ъе-fc У = Px so that x У ’

substituting in (1.2) gives

-1У = А У
Thüs A is an eigenvalue of PAP”'*" 

ciated eigenvector.

Theorem 1.8

PAP

and у is the asso-

f(A ) = IA — AI I = 0let

be the characteristic equation of A then f(A) = 0

Theorem 1.9

Given an arbitrary matrix A, there exists a 

non-singular matrix P, whose elements may be comp­

lex, such that

Ji — 

?4 Jl \
.... о

\I
4^

P“1AP = I
(1-3$\I f

\
\ '■ t\

4 \1 \I
........ Ö
M^n is a matrix with an eigen-

L-0— - 
, к = 1, • • • ,

value of A on its main diagonal and I’S on the

diagonal above the main diagonal.

Where J

Thus \ 1 Or------- 0

\ \ "

I
I

0Jk = 1 \
■ \

WN
\ \!

Ö--------------- JQ \
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Note that a given eigenvalue may appear as the dia­

gonal element of more than one . The matrix in 

(1-3) is called the Jordan canonical form of A. The

determinants

|fjk- ml =
where V is the order of J^. are called the elementary 

divisors of A.

^2. THE SUCCESSIVE OVERRELAXATION METHOD FOR

SOLVING A SET OF LINEAR ALGE3RIC EQUATIONS

An implicit finite differente formula which approxi­

mates a partial differential equation in any number of 

space variables involves several grid points at the 

advanced time level. So it is required to find the solu­

tion of the equations which arises there. A set of si- 

multanous linear equations, which can be written in the 

form.
P x = c , ( |P I ^ 0) (2.1)

where P is a square matrix, with no zero on the main 

diagonal, x> _c are vectors requiers to be solved at each 

time step.

Equation (2.1) can be written in the form

b , ( IA I ^ 0 ) (2.2)A x =
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where A = DP Ъ = De

and D is a diagonal matrix chosen so that the elements

of the principal diagonal of A are unity. A can he
ín -Hte -j-aTj« A = I -D - U

where I is the unit matrix, and L, U are the lower and 

upper triangular matrices respectively.

An iterative process is used to solve (2-2). We begin 

by initial value. xQ and is successively improved by 

the iterative process until it is arbitrary close to 

(2-2) can b written in the form 

(I-L-U)x = b

and Xj, Xj_+q_ are successive approximate solutions of 

equation (2-2), then using of equation (2-3) give,

x.

(2-3)

= (L + U) Xj_ + b 

which is the point Jacobi iterative method, or

),(i=l,2Lx , . *.-i+1

(I - L) x = Ux^ + b-i+1

which is the Gauss-Seidel iterative method. These two

methods are special cases of the general iterative

process

) (2-4)xi+1 = Bx. + c , (i = 1, 2

= Ъ + U and (I-L)”'1' in the point Jacobi and 

Gauss-Seidel processes respectively,
■+■ Vi

An error in the i

,. ♦.

where В

iterate is

),(i = 0, 1, 22 , * • •

Then
—i+! + x = + Bx + c

(i = 0, 1, 2 )= B_eie ,.. •-i+1
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then

= в1£0 - and so,
id)

if B^O

where 0 is the null matrix В is convergent (i.e B^—+0 

as i~*-«xO if and only if /i?fB)<l (see theorm 1-2).

^i

0, as i•*i

Thus the iteration (2.4) is convergent if and only if
( f(B)< 1.
Thus to solve equations (2-2) by the method of succes­
sive overrelaxation, we introduce,

(2-5)S1+i = L2i+i + + ь
where

+ (l-ü>)x. (2-6)-i+1
wheretb>o an arbitrary parameter, independent of i,

= a> x j +q

called the relaxation factor.
Elimination of x between (2-5), (2-6), gives,-i+1

= [u +(1- **>)ij(I - wDx xi+ w_b-i+1
i.e

i= (i-tfb)"1 [ x^+ w( I- <*»Ъ)“Ь (2-7)uí U+ (1— w-i+1

This is an iterative method of successive overrelaxa­

tion and simillar to (2.4) with
В = (I-WL)"1 [wU+d-w)ij

so the method of successive overrelaxation will be

convergent if and only if,

f [(I - OIL)“1 |uiU+(l -u> )ljJ <1

we can write
Hj = (I- wL)"1 IaiU+ (1- u ) i}
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if^ isThus, an eigenvalue of , then,

Iv*1 I =0 (2-8)

So, we shall calculate the maximum eigenvalue of Hw 

from equation (2-8) and minimize this with respect

too) .

Definition 2.1

A matrix is two-Cyclic if by a siutable permu­

tation of its rows and corresponding columns, it can 

he written in the form,

I F

G I

where I is a square unit matrix, and F, G are rectan­

gular matrices.

Definition 2.2

A matrix is weakly two-cyclic if hy a siutable 

permutation of its rows and corresponding columns, it 

can be written in the form

0 F

G 0

where, 0 is a square null matrix. 

Def i nit ion 2.3

If the matrix fl-L-U) is two-cyclic, then it is 

consistently ordered if all the eigenvalues of the 

matrix
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I («/ о)o(L + Uсь

are independent of .
Thus returning to equation (2-8), it can be written
in the form,

I (I -iab)-1^I + U)(U - I)} -Híj = 0 

J{l + tó (U - I)} - X (I - ft) L) I = o

j(U + иъ) - 7\ + w - 1 1=0u*

"X + “1 Tcl/2ь + 'S и) - = ü

H, + -
"T^

Ь - U is two-cyclic and consistently ordered

— I j = О|~У2Ь + "X“l/2U) -

If I

then
\+м -1 т

‘ IPS ‘
Thus for any eigenvalue^ of the successive overrelaxa­
tion Нш , there corresponds an eigenvalue^ of the 

point Jacobi matrix (L + U), where

(L + U) C 0

Tl+M -1}K = (2-9)üi75
Equation (2-9) conects the eigenvalue of the succes­
sive overrelaxation matrix with the eigenvalues of the 

point Jacobi matrix, provided that I-L-U is two-cyclic 

and consistently ordered.
If the matrix I-L-U is symmetric as well as being two

cyclic and consistently ordered, and so (L + U) is 

symmetric and hence the eigenvalues of (L + U) are real.

’f:
О■

Й S^GE0 f

/?
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Since (Ь+U) is weakly two-cyclic, its non-zero eigen­

values occure in pairs different in sign, 

i.e
- (*(Ъ + u)< ys. %С(Ъ + U)

interchanging rows and corresponding columns of (b +U), 

it can he written as,

°i г ,
G 02

where 0^, Og, are square matrices of order r,s res­

pectively and (L + U) is square matrix of order fr+s). 

Since the interchanging of rows and columns does not 

affect the eigenvalues of a matrix, the eigenvalues of 

(L + U) are given hy,

-N1 ¥
= 0

G

I'2 are unit matrices of order 

; respectively. Thus

where I r and s1*

F
= 0

G >i2

hy multiplyaing the first r rows and the last s 

columns of the determinant hy -1. This shows also

is also an eigenvalues of (L +U). We assume 

that the point Jacohi method is convergent and hence,

that

o<f(L +U)<1
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Also since I - L - U is a consistently ordered two- 

cyclic matrix, the G&uss-Seidel method is also con­
vergent. From equation (2-9) we consider for a given 

value of^in the range

0 < /** < С(Ъ + U) <1
the two functions ofX

~>-S fai -1 (1) = )khi) =Ui gÍ0

These function can he shown in the figure (d), where 

1Й(Х) is a straight line passing through (1,1) and 

g(X) is a parabola.

ИЛ)
9ftC

В

Fi Sure 1

Thus equation (2-9) geometrically represents the 

intersection of the curves f^(A) and g(A) with the 

two values of "X at the points of intersection A and Б 

given by
J^(w —1) -1/2 jurt*)"jX + (

^ 2 2 г 2 2
Л = 1/2^ ^ -(Ы -l)±Ku> jl/4-.^W

u)-l)2 = 0X2 + 2
4.i.e

-f<d -1)
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It is clear that the large abscissa of the two points

of intersection decreases with increasing^ , until 

fj f Д ) becomes a tangent to g(^\ ) ateventually 

the point C. Thus
2 2

1/4 ^ W -w+l = 0

i.e 1/2
lífl-A2)b) =
1/2

2id =
lyfl-F)

The range of úJmust include ü) = 1, and so, we have

' (a-tf)2■■vJ

W = T/21 + Q- К2)

if i0><2 , ^ has two со jugate complex roots,

1/2
1 = \ )>? Ы2- ( w-l) i

Thus

ill= id -1

Thus the minimum value of^ is^\ = S -1

where Sis given by (2-10) and is the eigenvalue of 

(L + U) in the range

о<^<р(ъ +u) 4i, 

CÁ) = f>( ь + un1-since g
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is the envelope of all the curves g(~X) = ?,

where
0<K < f (L + U) < 1,

it follows that,

min f(H ) = (*(H ,) =(O ! (tó ‘ opt (2-11)Oi ,-lopt
where 4J is given hy,opt

26)
opt T/2

1 + O -^opt’ 

= f(ъ + u)Aopt

Thus we found the value of&j , given hy (2-11), which 

minimizes the maximum modulus eigenvalue of H^.
Also since the point Jacobi method is convergent if

and so from equation (2-11) it fol-0 <P(L + U)< 1

lows that

1 У <>J «£ ?1 4 opt 4 *
and also from (2-10)

0< ^(Нш )< 1
opt
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SOME NOTES ABOUT THE ITERATIVE METHOD EOR

SOLVING PARTIAL DIFFERENCE EQUATIONS

In the numerical solution by finite differences 

of boundary value problems involving partial differen­

tial equations, one is led to consider linear systems 

of high order of the form

n
,n) (3-1)+ d^ = 0 (i=l,2,a ij UD # « ©

i=l

where u-, , 

numbers a 

satisfy the conditions

, u^ are unknown and where the real 

and d. are known* The coefficients a

® # ®

1313

fa) |au f and for some i the 
inquality holds

a 13
0=1»3/i

(b) Given any two nonempty disjoint subsets 

S and T of W, the set of the first n po­

sitive integers such that SVT=W, there 

exists a; 0 such that i £ S and jfc T.

( 3-2 5

13
I tcan be shown that the determinant of the matrix

A = (a^) does not vanish. Moreover, if the matrix 

A = fa...) is symmetric, where a.

n), then A
- aiiaij{aii| *13i 3 *

fi,3 = 1,2 is positive definite.

Eor if\is non positive real numbers, then the matrix 

A -'XI, where I is the identity matrix, also satis-

, •..,

fies (3-2) and hence its determinant can not vanish.
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*
There fore all eigenvalues of A are positive, and
* *A is positive definite. On the other hand if A

is positive definite then a^. ^ 0, (4=1,2,

An appropriate method for solving equations (3-1) 

numerically, is that of systematic iteration, which 

is better for computer. We shall consider linear 

systems such that either the matrix A satisfies
, л *conditions (3-2; or such that the matrix A 

tive definite. In order to define the iterative methods 

it is necessary that a. ^ 0 (i=l,2 

assume that a.. >0, (i=l,2

has properity (A): there exist two disjoint subsets 

S and T of W, the set of the first n integers, such

£ 0 then i = j or ié S and

j € T or i€ T and j C S. This is the ioungehs condition 

for the matrix A.

, n),

is posi-

n), we shall 

n) also the matrix A

, . •.,

, • •.,

that SÜT = W and if a i j

A short summery will be given here for the solution 

of linear systems derived from boundary value-prob­

lems, the matrix of which satisfies (3-i) and has 

property (A).

An iterative method, which converge s fastes than 

the usual methods will given. We assume that the rows 

and columns of A are arranged in the ordering^.

n) (3-3(m > 0, i=l,2 ,. • •,
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where is arbitrary Г 1=1,2 n), and»• • • 1

"ai/a (i^j)

~~{o ii
(3-4)b. . 

ID ( i=D )

and
ci “ “ Vaii

Equation (3-3) can b« written in the form

(i=l,2 n)» • • • 1

m+1 x [ m 1 u = L Lu j +t (3-5)> m> 0<r>«

where иПл = (u^, u™ 

fixed, and L <r»w
ordering of the equations, and.Cú is the relaxation fac­

tor. This is the method of successive overrelaxation.

^2.that if A has property (A), then 

there exist certain orderings (Tsuch that for all Ы a 

relation holds between the eigenvalues of L
О ; ^

eigenvalues of the matrixß = (b^) defined by (3-4) •

If /x denotes the spectral norm ofB ,i*e the maximum of 

modulii of the eigenvalues ofß , then L 

if and only if ./*-< 1 (the Gauss-Seidel method). Condi­

tions (5“. 2) imply yM-< 1.

If A is assumed to be symmetric and have property (A)

ПК
un5 ’ $ =tffltf2 fn)»f is

is a linear operator, «"denotes the

, »»•, ,...,

As we show in

and the

converges

then/k< 1 if and only if A is positive definite. The 

optimum relaxation factor is given by,opt

“opt»1 ? - 4f “pt-D - 0 (3-6)
> 2Wopt
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For more details and complete proves of the following 

theormes see O’]-
Theorem 3.1

A matrix A has property fA) if and only if there

#a) with integral com-

I *i- I
a vector $ = f, Й,, 

ponents such that if a

exists »• ® * j

/ 0 and i / j thenid
Theorem 5»2

Let A he an n x n matrix with property fA) and with

a consistent ordering of rows and coulmns. If the ele-
> . / . // ments of A = (a. j) and A

a -ia^ч "tk
- fa^) are defined hyid

f i й j) 

f i > d)id

f i=d)a. . 
10

1/2
aij w

f i/ d)^aid

Then for all "A we have

I/1 . I/
Theorew3«3

Let A denote a matrix with property fA), and let 

<r denote a consistent ordering. If Од / О, and if Д is 

a non-zero eigenvalue of L and if /1 satisfies,

2 и2л»АД

<Г jW»

fД + a- i)2 f 3-7)= ou
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Then/^is an eigenvalue of В . On the other hand if/* 

is an eigenvalue of ß , and if^ satisfies (3-7), then 

is an eigenvalue of 1 

and L

, where В is given by (3-4),
<r ,Ui

is defined by (3-5)»6',ui

To prove this theorem we shall need the following

Lemma, and corrollaries.

Lemma:

If / is a к-fold non-zero eigenvalue of ß, then 

' -?■) is a к-fold eigenvalue of В •

Cor ollary 3.1

If is an eigenvalue of В , then /-2 is an eigen- 

(Gauss-Siedel), if^ is a non zero eigen- 

and if - X , then ^M*is an eigenvalue

value of L<r,l
value of L

of В .
<r, 1

Cor .ollary 3.2

If A is symmetric, then the method of simultanous 

displacement converges if and only if A is positive 

definite.

Cor.ollary 3.3

If A is symmetric, then there exists £0 such that 

converges if and only if A is positive definite.L<r,w
Theorem 3.4

Let Jx and ^\(i*)) denote respectively the spectral 

norms of ß and L . If <0 which satisfiesopt<r »W

Wopt л -4( -1) = 0opt
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where ^ , the optimum relaxation factor, then theopt
rate of convergence of L is given by,6-,tuapt

A
) = - 2 logRfL

1+fl- a2)'/x6СЭopt

and for all real (Л such that a)/- wopt’

EfIv,a )
<Г, opt

^4. GARABEDIAN METHOD FOR THE ESTIMATION OF THE

RELAXATION FACTOR FOR SMALL MESH SIZE

Consider the Laplace difference equation for an 

unknown function u of two independent variables in a 

region <P covered by a mesh with h units spaced apart. 

We use the subscripts p, q to the location of the node 

points, and superscript n to indicate steps in the 

relaxation process, so that the method of successive 

overrelaxation can be described by the equation.

=“K-lr
where 0) is the relaxation factor, we express ú) in the

n+1+u„ ^ 1 q,r-l -4u">r) (4-0n+ Unq+l,r +Uq,r+1

form
2 (4-2)U) = 1 + Ch
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where C is any positive value, and constant, if we 

rearrange (4-1), we get,

n n n n -4unU -I q-l,r +U„ ^ n +Uq,r-l 1+1»r +Uq,r+1 q.»r
h2

un+1
q»r

n+l-U -U -1 +u q,r q-l,r un+1 -uq,r q»r
n+l-un n n n
q,r-l +uq-l,r q,r-l

++
h2h*

, n+l 
uq,r “uq,r

n
(4-3)+ 2 C

h

hy refering the index n as time variable, and that it 

indicate the location of new net points spaced at time 

intervals equall to the original mesh size h, it is 

.known that (4-3) is the difference analogue of the 

hyperbolic partial differential equation.

(4-4)+ 2Cu^uxx +uyy = uxt +uyt
where u denotes differention with respect toxx’ Uyy 

x and у respectively.

Thus for small values of h the convergence of the ite­

rative scheme (4-1) can be investigated by an analysis 

of the decay of time-dependent terms in the solution

of (4-4).

The substitution s = t + x/2 + y/2 , makes (4-4)

in a canonical form,

7 (4-5)= 0у ft uss-20us
For a fixed set of boundary conditions, the method of

+ uuxx
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Separation of variables gives the representation,

•^ms) (-OSum к0Cx,y) + (x,y) (4-6)u = U +b e meTP

for the solution of (4-5), where Uo is the steady-state 

solution, where am, bm are Fourier coefficients, where

1/2 1/2
P = 2C-(4C2-2k2) w m

2where Um and km are the eigenfunctions and eigenvalues 

of the equation,

= 2C +(4C-2k2) m (4-7)

vrU + k2U v m mm (4-8)= 0

with homogenous boundary conditions,

P= Re [Pq] = Re
pcorresponding to the lowest eigenvalue k^ 

rate of convergence of the terms on the right in (4-6) 

with in creasing time t.

[20-f402-2k2X) ' ] (4-9)

, governs the

By (4-9) the choice of the positive constant C

which maximizes p and hence yields the most rapied con-
1/2

vergence is clearly C = k^/2

area, of the region £) , it can be shown that,
1/2

k^A £ к 7%

where к = 2.405 denotes the first root of the Beesel 

function of the first kind of order zero. Thus the

, and if A denotes the

1/2
(4-10)

good approximate formula for the relaxation a) is,
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2 2 (4-11)Cú — =
^ ich 1+3.014 h/A1/2l+( V2A)

This approach is given in the case of five-point Lap­
lace difference equation, an approach to nine-point 

Laplace difference equation can also he given.



- 23

CHAPTER II

. NUMERICAL METHOD EOR SOLVING THE EQUATIONS

OE MOTION OE AH INCOMPRESSIBLE VISCOUS ELUID.

INTRODUCTION

The equations of motion of an incompressible fluid

are

~0ui
— + u

'bui
= -

'ЭР1 + yv" ui- + Ei »Го ^i

2 'Ъ' v s X -hij °xj

where are the velocity components, p is the pressure, 

is the density, E^ are the components of the external 

forces per unit mass, }/ is the coefficient of the ki­

nematic viscosity, t is the time, i,j = 1,2,3 x de-

notes the space coordinates, the summation convention is

used in the equations.

We begin by using the method of dimensionalless analy­

sis, writing
xiu.

l ' / Xp ' ' № ) Pui = — ’ xi = X" ’
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t = f—sOt,
x^E'i -(Jf2 5 Ei >

where U is a reference velocity, and X is a reference 

lenght, the equations become

Du-
+ R u ^ui

3 3Xj - - + V2u1 + Ej fl)

~bn ■
(2)= О

where R = is the Ryenolds number* We now try to 

introduce a finite difference method for solving these 

equations in a bounded region £) , in either two or three

dimentional space* The basic feature of this method 

lies in the use of equations Cl) and (2) rather than 

higher-order derived equations.

This makes it possible to solve the equations and to 

satisfy the imposed boundary conditions* We achive ade­

quate computational efficiency, even in problems of 

three dimensions and space variables.

The princibles of the used method:

Equation fl) can be written in the form

Du. Dp r-r
+ äxT = чЛ u fi)~3t

where^ u depends on u^ and E^, but not on p,
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equation (2) can Ъе differentiated to give

1_ flil) . 0'^xi (2)

The present method can he summerized as follows; 

the time t is discretized, and at every time step j?. u 

is evaluated, then it is decomposed into the sum of a 

vector with zero divergence and a vector with zero curl. 

The component with zero divergence is which can he

used to obtain u^ at the next time level, and the 

component with zero curl is

This decomposition exists and is uniqually determined

whenever the initial value problem for the Mavier-Stokes

equations is well posed.

The existence and uniquness proofs for the solution 

of these equations can be seen in£l}.

Let u^, p denote only the solution of fl) but also its

discrete approximation, and let D u = 0 be a difference 

approximation to lit = 0.Эх,
J

It is assumed that at time t = n £t a velocity and

pressure fields u? , pn are given such that Dun

The method used is to evaluate u?+^

tion (1) so that Du 

n+1

= 0«

pn+1 from equa-
n+1 = 0.

- Bu^ approximate , where b is aLet Tu. = bu^

constant and Bu^ is a suitable Linear Combination of
n+1 n—1 n-2n+1 о n 0 n-1 u -2u +2uui~3;j2° • [<* - + ofM4)] .-u-u

12 *t2 Д t
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auxAn auxilairy field u^

■, aux

is first evaluated throught,

- В ui = F^ u

where i\u approximate ^ u • u^ux differs from uV+1

because the pressure term and equation (2) have not
uaux

i.e F^u may depend on u^, u^
+*
ui *

now approximates 'J\ u within an error

(3)b u^

been taken into account. may be evaluated by
auxan implicit scheme,

*and intermediate fields, 

b u^

say uiS
aux - В u^

which may depend on At.

Let G^p approximates • To obtain uV

is necessary to perform the decomposition
-n , aaxFi u = bu?

Df Tu) = 0

It is however, assumed that Du 

Substituting the value of T u^ into equation (3), we 

obtain

n+1 ^ + , p itn+1

/n+1 
P » (3)- Bu. = T Uj_ + Gj

n-;j
2 ^ 0.= °>

n+1 -1 n+1aux (4)Gip+ bUi = u^
n+1 n+1where Du^

boundary conditions. Since pn is usually avaiable and 

is a good first guess for the values of pn+1 

decomposition (4) is probably best done by iteration.

= 0, and u^ satisfies the prescribed

, the

For that purpose, we introduce the following iteration 

scheme:
aux , -1п1П- b Gtp 

n+l,m n+l,m+l

n+l,m+l (3 a),m ^ 1ui = ui

рП+1,т+1 (5 b),m ^ 1= P

■У
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where”"X is a parameter, uVbb^’m+~

n+1 ,m

n+l,m+land p

and pn+-L’m an(3 g!1 p is a func- 

рП+1,т converges to G^ pn+~

are successi­

ve approximations to u. 
n+l,m+l

|рП+1,т+1 _ pn+l,mJ
tion of p and

as zero
m-г «

We start by assuming that,

рП+1,1 r. (5 c)= P

The iterations f5 a) are to 

ofí) , and the iterations (5 b) in the interior of^S) 

on its boundary.

It is clear that (5 a) tends to (4) if the iterations

be performed in the interior

and

converge.

G™ p is used instead og G.p in (n a) to improve the 

rate of convergence of the iterations. A detailed dis­

cussion will be given in a later section.

The form of equation (5 b) was suggested by experience 

with the artifitial compressibility method [2"] , where 

for the perpose of finding steady state solutions of

equations (l) and (2), p was related to u^ by the equa­

tion,
= const ^i

when for some i and small predetermined constant t ,

(рП+1,1+1 _ рП+1,11 
n+1,f+1

та*
pn+l,t+1

The iteration (5) ensure that equation (1) including 

the pressure term is satisfied :inside£), and equation 

(2) is satisfied inside <£) and on its boundary.

n+1n+1we set Pui = u ^
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Now we try to find specific schemes for evaluating 

and specific representations for Du, G^p, G^p, 

many other schemes and representations can be used [l] • 

The method which will be presented is efficient, and 

suitable mainly for problems in which the boundary 

data are smooth and the domain has a simple shape. 

Evaluation of uL

aux
ui

aux
>

aux , defined by (3) willSchemes for evaluating u^ 

be presented here.

Equation (3) represents one step in time for the solu­

tion of the equation

Ъи.
■эг = 7^

We can use a combined DuEort-Frankel scheme, in which 

the time and first space derivatives were approximated 

by centered differences, and a second derivative such

T>2as k was replaced by

n-1n+11 ( n —? к uns uf qAx,nűfc)Q.
r.+ и - и * и

q+i q-l 1Ax1.
This scheme is sutable only when an asymptotic steady 

solution is sought. It is inaccurate when real time 

dependence is studied, unless At is small.

Our reason for studying this scheme is that, the 

DuFort-Frankel scheme is explicit and unconditionally 

stable* it is a natural scheme to use when the nonli­

near terms in (l) are differenced in "Conservation—Law"
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~Ü (UjU .)
rather than u..-^-“- ,

o' <№- i
form, i.e -

in problems in which the viscosity is not small, it

it is found^x.

is preferable to use "non-conservative" difference 

scheme for non-linear terms, and avoid the DuFort-Fran- 

kel one. The equation cam be approximated in many 

ways. But we shall use schemes which are implicit, and 

accurate to OfAt) + OfAx2).

Implicit schemes were used because explicit ones requiere, 

in three space dimenssions that

At<- Ax2

which is restrictive condition [2]. Also implicit sche­

mes of accuracy higher than O(At), require the solution

of non-linear equations at every time-step, and make 

it necessary to evaluate u^ux 

rather than in succession.

and u^ simultaneously

Two schemes will be presented, for both of them,

fb"ÍAt, Bu.auJ/Zit)n+1 - u^) /AtTu=(ui

(A) In two-dimensional problems, we use a Beaceman- 

Rachford analogue formula [7]• The implicit form of 

equation (1) can be written in the form (neglecting 

the pressure term),

exp|- T-Atf-Ru-^ D^+D2)] .

;

r 1 Pi[- |AtfEugD2+D|)|Ui(i

[|Л* (-RajDj+Bf )J.exp[!At (-Hu2D2+d2 )J u°( q (r)

exp ,r) *
+ Eexp i(q,r)
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i.e

[l- ■|Atf-Ru1D1+D^)][l- 7^ At (-Ru^+D^)] u 

[l+ifltf-EulDl+D2)][l+IAtf.Eu2D2+D2)] ujf } +

СШ*

ifq,r)

+ E if q,r)

which can be split into two forms, if an intermediate 
n+i ^

. is introduced, retaining only-x-n+1 T:value u^ = ui
the second order terms.

[1- ^Atc-Hu^+Df)] J
+ \ Eifq,r)

= u

=[i+ lAtf-Hv2+i4>Rrq)P)+ifq,r)

= f 1+ iAtf-Ru^+D^)] JqjjM[l- -ÍAt(-Ru2D2+l|)J u
i(VJif q.r)

+ 2 Eifq,r) 

wiich gives

*At* (и*tin ) -ifq,r) " ^ alfq,r) ifq+l,r)- Uifq-l,r)= uUifq,r)

futAtAt „a r n n л
U2(q,r) uifq,r+l) “ ai(q,r-l/

At r n

R ifq+l,r) +AxJ

a* n
ifq-l.r) * 2a + u+ u if q,r-l)ifq»r)

■л n-2u, fб a)if qr)

**■At -*aux
Uif q, r) )fuif q,r) ” 4ДХХ Ulf q,r) ifq+l,r)~ uifq-1,r)= u

V-AXj iCV)

At / <^4(
2ДХгг V. Üf(<

/ aux <( a _ a
4 ‘(ill'll) C

At ( U*
^ДхГ L'

aw \ *V) 4 H-f'/r)1 СЯ|Т-/)
ojM-OMX ) +¥£<-+ Ub)— 2 a■+ (i1/^0 <.4q,r-i) i-tl.-r)
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2. i9 1
where Ih = ^7-, D? = = 1,2

n un p2 n um+l ” 2um
h . U =1 m

n n
um+l " + um-1 m-1TV nD. u = 1 m 2дх1 ДХ1

*
where UL are intermediate fields, r>= u^fqAx,r£x2)

(В) In two-dimensional and three-dimensional problems 

another scheme suggested by Samaraskii[3]will presented 

in the form,

p - t ,,h
2ДХ-, ulfq,r,s)

t / *
? uifq+1,r,s)

fu.n
Ui( q,r,s) = u if q,r,s) if q+l,r,s)

f7 a)
* * ) + -A"

^x2
* 2uuifq-lr,s) + u ifq.,r,s,)if q—1,r,s)“

Д-1 * , **•
2 u2fq,r,s)uifq,r+1,s)

-*■

if q,r, s) ~ ±l 2дхuifq,r,s) = u

*■*

At / *■*
^ uifq,r+l,s)

*•*) +uif q,r-l,s) + u if q,r-1,s)Ax2

) f7 b)2aifq,r,s)

At ** / aux
lifq,r,s) “ 2ax^ u3fq,r,s) aifq,r,s+l)

Л-А fu

aux
Uifq, r, s) = u

_ „&UX Л , _«
ifq,r,s-l); 'Дх2

aux
if q,r,s+l)

aux
if q,r,s-l)~+ u

7

2uaux ) + At E f7 c)if q,r,s) ifq,r,s)

where uifq,r,s)= Uif qAx,rAx2,SAx^)
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Eirq,r,SP МчДхГ ^Дх2,5Дх3)
*•

and u^, Ut

In symbolic form equations f6) can be written in the form

are auxiliary fields.

Ihfq.r)* R л , n 
2 At U1 ту At пП

- R “ U2f q, r)'
n

u i f q, r) = u i(q»r) 

in*

lfq*r)

2 n^4 nOU. At 3uifq,r) . At p 
+ ~ T— + “2 Ei+ éti 

2
if q,r) if q,r)§ (8 a)
D*2 Ъх1 Ъ :

~duif a ,r)
'öx1

+ E + 2h

if q,r)~ R T Ulfq,r)

2 aux
, At . ^>uifq,r) 

2 2 ^X2

*• _ r *h! •
2

aux
Uifq,?) = u

aux 
if q.r)"du*■

f8 b)' U2fq,r) ~d x2

i.e

7) 2~b л *5 5 u(I + 1 At u? At
If q,r) ‘öx1 ifq,r)2 'dx-^^

At Ъ2 
2 ^ 5^x2

fl- ^tQ1)ifi = fl- AtQ2)u^ + ^ Eu

~г>, x R A, n= f I - 2 M u2 , At -у.+ “5 Ei) u?2fq,r)'dx2 + ifq,r)

f8 c)

where
1 "d “ R n

= 2цг - 2 ul(q,r)

„ E n *a 17?'a = 2 U2fq,r) Э':г + 2 f 2

Q1
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also,

»At "d2
U2fq,r) Эх2 ^
-*

A t ) u*ux(I + § ~ =
Эх2

At <3 ^ * At ^+ 2 5 Ul + 2 1

= (I - At Q* ) lb + Et

At * ___
2 al (q, r) "Эх-jf I-R (9 a)

*
(I - At Q ) u®ux (9 h)

where
1 s2
2i^

*■ R * d _
41 = ^ ul(q,r) -ÖX-, "

* 1 ~d2 R * Ъ
Q2 = 2£"Z " 2 u2 (q, r)

* *where Q^, Q2, Q^, Q2, involves differentiation withresf«<h 

to variables x-^» xr,, and I the identity operator.

U* = [fl - AtQ2) ^ E^] fl + AtQ-^ + OfAt2)

(I -AtQ2 +AtQ1) uj Ei + OfAt2)

ibUX = [fl + AtC^) + Щ- Ej fl + AtQ*) = fl + At(fx

+ ^tQ* - AtQ1 - AtQg) u* + ^ E. + OfAt2) 

ibUX = (I + A tQ* + AtQ* ) ib E. + OfAt2)

- At Gipn+1 = fI+AtQ^ + AtQg) [fl - AtQ2 +

+ AtQ-j^) u* - ~ Ei + OfAt2)j - AtGLP

(6 &)Ui =

+

un+1
1

aux=

n+1
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, ■X’ n л +
= fl- AtQ2 + AtQx + AtQx + AtQ2) uj + ЛХn+1

"TEi +ui

+ OfAt2) n+1- AtG.p

we can set at the boundary

ui = fI- AtQ^ - AtQg) и£+1- AtEi + AtG._p

where TTTp = G^ +o(At)
at the boundary the normal component of G^p is approxi­

mated by one-sided differences while it is not necessary 

in the interior of ).

i. e

- AtQ^u*?+1*= u^+1- AtQ-^ uV 

_n+l

n+1-x- AtE^ + AtG^pui

u*ax + AtG^p= u^

But, u* S fl - AtQ2+ AtQ1) ua + + OfAt2)

1
2 Эх2

"Ь Л n At -— ui + —?

* Гт л , ,B. n
U1 = L1 - At U2fq,r) Щ 2 } +

Atf| ^5 - I Afq.r) 3^

^r3f“?fq,r+l) 

ifq+l,r)

E. +0fAt2)+

* fu? nn ) +£дх2 a2fq,r) ifq,r+1) ~ uifq,r-l)Ui =

+ uni f q»r—1)

о n2u.nfu? )+ u ifq-l,r)~ i f q > r)
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+ Ei + OfAt2)

i. e

= [uj + At| * , nui К
nR 1aux )-ui iCq+1,r) “ uifq-l,r)4äx1 4Лх12

ИI Ал2U?fq,r)J* fű* n + At+ uif q+1,r) if q-l,r) 4AXl

* f nU2 iuifq,r+l)~* ftu о Ъ2u.n ) - R+ uifq,r+l) if q»r~i) ifq.,r) ’ A x2

)j - 1 / n
2 uifq+1,r)

n n n П2u, )Uifq,r-1) + u if q-l,r) ifq,r)4Axi

2,r- ,r-4Ax2

2- 2u? fll)E. + OfAt )if q,r)
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A similar expressions for scheme (B) can be written 

in symbolic form, as follows:

(I -AtQ^)u^ 

(I -ÄtQg)S*

П- tQ3)u®UX

n
= Ui

(12)=

*-*^ + AtE^= u

Where I is the identity operator, and represents 

differentiations with respeet to x^ only.
О p

It is clear that scheme (6) is accurate to 0(At ) +0(Ax ) 

in both cases when R = 0 and R ^ 0.

If both schemes are to be used in a problem in wich the 

velocities are known at the boundary, values of u^, 

u*ux at the boundary have to be given in advance so 

that the several implicit operators can be inverted.

In the case of scheme (12), we have,

ui»

n+1 = (I + &tQ1 + AtQ2 + AtQ3)uJ + AtEt - AtGj.pT1+0(At2)

(I + AtQ1)uJ + 0(At2)

(I + AtQ1+AtQ2) uj + 0(At2)

u7ux = (I + AtQ1 + AtQ2 + AtQ3)uJ + At E± + 0(At2)

ui

*u. =

u^ =

The scheme will be accurate to 0(At) at the boundary if,
n+1n+1 n+1 - At E +At G, p"1 - AtQgui - AtQ,uUi = u 3 i



- 37

** n+1-AtQ„ un+1+ üt &.p 
1 3 1 1

+ At Giptl

Ui = u

n+1aux
ui = uu

where

Gipn = G.pn + O(At)

It is clear that more accurate expressions for the 

auxiliary fields at the boundaries can be used but it 

needs great programming effort on the computer.

In case of negligible viscosity, i.e. V = 0 , another 

schemes will used, i.e explicit schemes which accurate 

to O(At^) + O(Ax^), and stable when At =0(Ax).

A scheme we suggested for this case can be given in the 

explicit form, 

n+1
Uifq,r)

~d^.
1 ijxT + u Uhq,r)

J Uifq,r)

^-At( u + E= exp ifq,r)2

?>ui , 3%
1 7)^ + u2 7)^2 += [l - At ( u + E ifq,r). . •

n n
uif q+l,r)”ui(q-l,r)n - At= u if q,r) A

n n
ai(q,r+l)~ ui-q,r-l) }" U2(q,r) + E ifq,r)2 A x2

retained only the first order terms, which can be solved 

to give u!?+1 . Such problem can be discussed later.

The rest of this work will show how we can derive D,

G™ , and the choice of”A , used in (5a) and (5 b), so

we need some facts about the DuFort - Frankel scheme

for heat equation, and its relation to the relaxation
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method for solving the Laplace equation [7]» Consider 

the equation,
г»2- yL = f . 2 (13)V = ----- 2 +Эх-l 2

in some domain £) , rectangle for example, u is assumed 

known on the houndary of£), it can he approximate to 

the equation,
(14)- bu = f

it is clear that L is the five point approximation to 

the Laplacian, u and f are now m-component vectors.

X.

WH

Ul,rЪ '/r u
% r-lс*г

ftx

->
Xi

ft'3 lire í

m is the number of internal nodes of the resulting 

difference equation. Lor simplicity v/e assume that the
x2 directions are equal, i.e.

=ßx, so the operator L is represented

mesh wedthes in the x1»
Ax^ = Ax2

hy an m x m matrix A.
The matrix A can he written in the form,

//A = A - E - E
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/
where A is diagonal, and E, E respectively upper and 

lower triangular matrices«. The convergent relaxation 

scheme for solving (14) is given Ъу,

(A - <*>E) un+1 = £(1- oJ )A7 + *TZ }un + «*f
= (Á - ШЕ)"1 [^(l -<0) A + WEJ un + uJ(A~uE)i1f

(15)
n+1and hence u

where o>is the relaxation factor, 0<<>J< 2, and un are 

the successive iterates. [5], [jf] •

It is known that there is optimal relaxation factor

depends on the fact that Aasatisfies "Young,s con-(jóopt
dition (А)" [9]• i.e there exists a permutation matrix

P such that,
5. /

P-1AP = Л- N

where Лis diagonal, and N has the normal form,

(15)

0 G

G 0

The zero submatrices here are squere, under this con- 

aition %t
on the order in which the components of u 

puted from ub. The changing of that order is equiva­

lent to transforming A into P-1AP, where P is a per-

can be determined. The matrix A depends
n+1 are com­

mutation matrix.

The solution (17) is consider to be the steady solution

of,
Du 2 л.—— - V7U + f

D'ZT v
(16)
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The latter equation can be approximated by the DuFort-

Frankel scheme,

un+1 -и“'1 > Щ,
Ч’г 4>r Ax"

n+1
q,r

(nr: n a n
-2uCl+l.r +U + u + u1-1 »3? q,r+l q,r-l

n-1
If **

) + 2 ДГ f- 2u

where

u“>r= ufq^x n Д'*')r ^x2,

which approximates (13), where At = 0(Дх), we obtain,

_ At , n 
= 2 Дх2 Ur

/1 . ДТ ■> n+1(1 + 4 ДХГ5 Uq»r г-, , Дг , n-1
- fl - 4 X?’ Uq,r 1+1 »r +

n n p ) + 2 At f (17)+ u + u + u1-1» r q, r+1 q,r-l
where

n =1/Uq,r~ -5fu

Clearly u„ _ does not appear in (17) so the calculation 1»1
splits into two independent calculations on inteijwined 

meshes, one of which can be omitted then we can write,

Un+1

n+1 n-1
l»r).Ф u

2nu n+1, (u has m components)=l2n+l
when we write,

8 bX / д x2
1+4 Дг/Дх2

(18)со -

We see that the iteration (17) reduces to an iteration
n+1of the form (15), where the new components of U 

calculated in an order such that A has the normal form
t r

(15) . [This
equation (14) can be written in the form,

are

is clear since, the difference equation of
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1 r„n n n n - 4«») + f = 0,+ u + u + uq+l,r q,r-i q-l,r

we can write,

1 (un+1 n-l
q»r

n ), hence the equation takesUq,r = 2 

the form,

+ u

1 (un n nn+ u + u+ u q» r—1q+l,r q-l,r q,r+lAx

= 0 ] •n+1
q,r2u

Í«Then it,clear that the DuFort - Pranke scheme appears 

to be a particular ordering of the over-relaxation 

method whose existence is equivalent to Young’s con­

dition (A).

The best value of At , i.e

and equation (18), clarly &T

AT can be determinedopt
= 0(Л x),from (*> opt

the DuPort - Prankel scheme approxi-
opt

then for /AT = AT. 

mate also the equation,

/ ДХХ1 л\
ъ^"du _2.AD— = у а -

Ъъ
м-see

These remarks can be generalized to problems of more 

than two space variables. Also it will be noted that, 

we can approximate equation (16) by explicit method

+ u +U1 -^аиПдг{<Hr T 4'Ш 4'T-I fir J

and used as an iteration procedure for solving (14),

И Л-r / л- U = _АГ ( U
%т дхг ^ + Í (w)u

V

but the iteration converges only when 1/4, and
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converges very slow [4J .

The representation of Д, and the iteration

n+l> Pn+lprocedure for determining vu

For simplicity we shall assume that the domain £) 

is two-dimensional and rectangular, and the velocities 

are know^ at the boundary. Extension té three - dimensi­

onal problems is possible, also domains of other shapes 

can be treated by the help of interpolation procedures. 

Firstly we define£). Let ß denote the boundary of £)andG 

the set of mesh nodes with a neighbor in|3 . In$)- ß we 

approximate the equation of continuaty by the centered 

differences, i.e.

' +zax2(zY<j,r,/)T)u. =• (u
2 AX\ 4

At the points of ß 

differences,

On the boundary line Xg = 0, we have,

20 )

we use second-order one-sided 

so that Lu is accurate to Of &x ) everywhere.

■ i “од)! ~ )= Pi 21)

,j)] * h, (, я-fi
, knowing u ’

^a= tW) "
Du-= iix ~
let fq,r) be a node inJJ -p -0 ift.i

i
n+l,m we shall evaluate simultanauslyi = 1, 2 and P

u
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n+l,m+ln+l,m+l n+l,m+l 
ul(q+l,r) ’ a2(q_,r+l)

n+l,m+l
Pq,r

using the forum-and p

la
n+l,m n+l,m+l

with similar expressions at the other boundaries. 
Clearly equation (20) states that the total flow of the 

fluid into a rectangle of sides 2 2Дх2 is zero,
while equation (21) does nat have this elementry in­
terpolation.

= P

< (1,5)

C%2)

(M.(<N,0 (4*01)
=----- =---<2 = °

point of£) - by,
f/G-ure 3

Also we define G..p at every

f Pl+l>r ’

®2P = Тдх1Р4.г+1- Pq.r-l5

'(«г1

is approximated by centered diffe-
oX

Our

GXP = 2 Д av

where

~2>PIt is clear that
renees. One can use other forms for G^p and Du. 
purpose now is to perform the decomposition (4). 

u^+^- is given on the boundary^?, u®ux is
is to be found in<Q(including the boundary) 

, so that

given in Ю-ß,

n+1also p

inD-p* inD-fП+1and u
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n+1aux + AtG^p

and in£)(including the boundary) 

n+1

u.l = u.

Du = 0

This must be done using the iterations (5), until now 

the form of G^p is not specified. At a point (q,r) in 

, i.e. far from the boundary, we cun substi­

tute equation f5 a) into equation (5b) and obtain, 

pn+l,m+l . pn+l,m = + AtMmp

c

(22)

An analp^aeto this method was used by Harlow and Welch 

£9) , as follows:

Let Du = 0 approximate
I

DXl*
u1? are given, satisfying Dun = 0, then equation (2) 

can be approximated by 

n+1

■1Ш-- = 0» and G.p approximate
J

It is assumed that at time t = nAt velocity fieldsDP

^ + ^tLu? - AtQ^u1 - AtQipn+ AtEj (23)= uui
2

wher Lu approximates V (1 , and Q^u approximates 

Performing the operator D on the previous equation
~b Xj

assuming
n+1 = 0, we haveDu

L'pn = " ~ET + DLuT1-;DQuT1+DEi

wher L'p = DGp approximates y^p. This equation is a 

difference analogue of the equation

(23)'

(24)
V f> = - — U. UDxc DXj L j, -v vt

dxj
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which can be obtained from equation (1) by talcing its 

divergence. In view of the definitions of D, G? , and 

, equation (22) is an iteration procedure for 

solving an analogue of equation (23). In this sense

aux
ui

the method used is related to Harlow and Welch like a

predictor-corrector method, wheareas Harlow and Welch

first determine pn so that Dun+1 = 0, a guess will made at •

the values at u*?+~, pn+\ and then correct them until
n+1the condition Du 

at the points of

= 0 is satisfied. It is clear that
not

or C it is posible to substitu-
n+1te (5 a) into (5b) because at the boundary u^

n+1
is

un+l,m+l for all: :m, (5 a) does notprescribed,

hold and therfore (22) is not true. Hear the boundary
/

the iterations (5)provide boundary data for (23) and

= u

ensure that the constraint of incompressibility is

satisfied. We proceed as fallows:

We chose G^p and such that (22) is rapidly
/

ging iteration for solving (23); Gtp at the boundary

conver-

are chosen so that the iteration (5) converges everywhere. 

Let (q,r) again be a node in£) -jß - C. 

n+l,m are assumed known. We shall evaluate si- 

n+l,m+l

volved in the equation Du
n+l,m+l n+l,m+l 

ul(q+l,r) ’ a2(q,r+l)

and p

multanously p and the velocity components in- 

n+1 = 0 at (q,r), i.e

a r
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These velocity components depend on the value of p 

at (q,r) and on the values of p at the other points* 

The value of p at (q,r) can taken to he,

/ n+l,m+l 
2 pq, r

while at the other points we use p

to the following formula,

n+l,m+l n+l,m -w n+l,m+l 
Pq,r ■ Pq,r’ - ^

whereDu is given Ъу Г20).

п+1,пк+ p
n+l,m . This leads

(25 a)

И+1 ,m \
+ 'V ))

+ V )- К*)
, "+V»"+I "+I,M

И-И,'г> _

C )- VO

я+ljUi-tlAt ( bn^W 
- -—V lc| +z,r ~

•П41|*|1

U'(W) = 4

4. __ u
‘(СН)Г) ЧНО

(25 b)au4
tC \r'(<jf+i/r) Z AM

»41/ Эи-v I- £1 (_L( b 
JAX( Vi V '1,r (25 c)

Ou.% «41/ ina о
2A»2 4

2 (v+0 = i I2 сч/г-н; V+2 (25 d)

►'41/'» + !

■ЧЪг-') “ i
aitx п41,гУ1+1

(KP,At + (25 e)2(%ГЧ) 4,r2.

&íp[ „n+1
ul(q-1,r)

n+l,m+l
UKq-l,*>It is clear that G?p since,

n+l,m+l ^п+1."ТЬе first equation gives,Pas p
M4-I, Vr\_ fn+l,m+f 

^'C Ч-Ы)

(C-C)

Ou-K
= U IC

П41 auxa At= aK<Hr) -U»c^-/,r;
2 ДХ»

Й S^GCö
t

P;

/?



- 47 -

i>H'
-At3lv я ^

М-l, г)

п+1 auЛ п+1 1-А*С,,Р J •“'cw) - Vw 'äXi

and similar expressions for the other equations* In
ßthese formulae have to he modified. Consider again

the boundary line x^ = 0, assume the velocities are
n+1 
i(q,l)

i = 1, 2. There are several ways of including that 

information in the iteration f5)* The consistent way 

would to he set.

C and

prescribed at the boundary i.e u are given,

n+1
i(q,l)

aux
Ui(q,l) + At G.pn= u

and , n+l,m+l
Ui(q,ir = U

n+1
ifq,l)

for the sake of simplicity, we chose an in inconsistent
n+l,m
ifq,D =

aux 
ifq,1)way of treating the boundary, we set = u

n+l,m+l 
if q»l)

u^+1, it introduce an additional error of Of &t) into

the computed ppressure term. Equations f25) can be sol-
n+l,m+l 
q+r
П + l, w

n+1
ifq,l)‘ This does not affect the values of= u = u

ved for p as follows:

Л+ljW+l [+.,(Y. = fi л . / П+1,т+1 нцт-и Л) + -— íü -а ) / 2äx2 V4v+') 2(1,r-9'J
У1 fl,m+ I

‘(M

>1+1, »>+/ а
•Ol+b*)

VV _ и

n+i,m

Li‘d'ÍWr) p<
= fi -V >1+1,#»

?+2,r
И+1 ,*+/ LM+,/mv+ U%r -Líf 

í \'<%r

-or \ u^+1/"’ \YI) - U)))w+i,«Ht'/fH+l+ fi +'(Hr) V V
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* г» -
ИГ)}]

«+)/»•+1-±í р7' п
я-pl/ *t 

%Г+ 2
J- íuT
2ДХг Li

- -éi Cp %rС%г+0

И41, »1+1aut(а к 1
Hfl/УХ_ ж (± (ь:2ДхЛ2 ^ ‘ + 4/гl<V-o ЪГ

collecting the similar terms we find that;
n+l,m + I ГЦ|,)И

1*1, T + 0400Ь ** au,X / Il%r 0 + *‘+*0 * p -'XDa + «i( I3.
V

1 * в #

-I Г адмс /,
Р?(Г = (l -*■*» [( <-«1-«‘г)|’г -^Du. + «\(в + Смо С)]й-К/»|

<?+i,r
7 (26 а)

where

= ^kt/4 & х? , i = 1, 2 , also;Öí
1

/ Л“* c
(UL _ U.
V2C%r-+l) 2C9,r-|)

OUa*

Ъu*| - 1 ((Г*
Ír" ^ЛИ

This can he seen to he a DuFort - Frankel relaxation 

scheme for the solution of (23)# The &V of the procee- 

ding equations (17) is replaced ЪуЛ— 

that corresponding to ^
If p were known on ^3 

tions (26 a) would fallow and^Xs^

(M л )
к<?+1/г; 2 AX*

It is clear 

we f ind "~X60
opt or opt’

and C, convergence of the itera-
opt*

would lead toopt
fastest convergence.
Inland C formulae (25) are modified by the use of

at the boundary.n+1the values of u.
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Лад

j

Я-Iß %i я

io д~ Тй я! 2 4 w
а■4b- 4b--4-

*1г» 4*v я**,!*Н,1
Figure t-On С,

. H4l,»j+I H +
^ + —- ( a _ a 
у ' 2дх2 чгаз; 2 с?»1)

Dui =1 f
■ „ 2ДД. v ЯД '

Й41, *+l
U
1С4+'Д)

(27);_ a
'С?Ч1)

n+l,m+l takes the form *ui
(И\,т4\ И+1/W.

U)
»1+1,"I+1

/ *,+,'W / L.

tT M ."+'/*>
КЯ-/Д) - TaÍ.'&'v

diaa (28 а)- a +ЧЯ-нд)
Я+1|«+1

СЯ-1Д) =

hq-йд)

M4l,*t
I

Я-2; 2
)+ ^ )-fi (28 Ъ)

h*1; ^ ®
“iirbV = ищч,г) > я ~ 2-

•Hl/»*1 out
= u

И+W , .»Н» \At-0U -?<Л> О) (28 c)a
г (7/3) 2(f(S) 2 ДХг

(28 d)Я41 j*t+i dM*a u.
2<fy) ~ 2 C 7(0

Suhestituting equations (28) into (27) we have, using

the equation,
»141/М + 1 h-H/DH-l

_ ^X U. 
iakSW)

n H4l,*i4> 
-+ ——— tL 

2Д*г 2(^1)

441, m
= I3.. - hit ^HZ) 4 TZißW)fi X.ÍÍ

I/2

И+1;ж41 4+1,*

W "2
, n+l/Jufl

Ov 4
»1+I/>W _ ^.JiT

глл,1,с*Н»)К At I= 4,2 2ДХ|

)" 4-2,2. ) j ~иИ/Л+l »f//*»

+ 4/2Л \+ —--- 1 U-
2ЛХ»1- I if-//2;
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а rxЧ2 //] + 2b*l2<iChÜ
>1+1 /*"+' 
V + . í71(C-vUAtx L

2&X2l

OLtX

~ 2ДХ2гс^д;

o*i *'/" h^V 
_ "X 2> л I -+ *»( ^+Z;24 4-2,i)i. e. 

»1+1, m+l

•IV
-I m<iw

iV If <i,2- (it*'-4!*2) ( i-*i- 1Л
И+1/« '

>24 ; 1°4 U 26 к )n+Ort-(r *«

where
а"л _ ' ( (l

- адхЛ

Oxp'k CUVfi -v
") “t Тдх2 ^ 2<4/0 “ 2«?,0 )0-U-Xüw+C

_ CA
lC<f+l,2) IC 4-1,1)fD U I z3°!/2 . _ n+1, m+1Similarly the equations юг р on the boundary

0) are given as fellows,( e.g the line x^ =

ми+i r
"3)a^J " Д>2^2С?,2)

И+1/Ш+1 1 I , *+1,*" + / *1+1, * + /
aC^/j)J 4 2 cix A^(<f+i,l) <*H,0 )

»+i,m+i , *4*
и л L ( a144 J + Ч2сгз)

*i+i, >n+i

where,
П+1, Ж+1 , «+4+1 n+i,m v\4(4* A J)»+!,**»Ou* _6t_ / 1, 

2Ь*ЛЧЗ ; 9^''
7 - /

Li - u
2?

'•<1,0 г £ 
и+1,ж+|

Й/)№ ~
UL au*

~ Ui (44-1,0

M+1, m+l

V-'A = ^a-1,0

*c%o
M+l,***i+i,w

'’v )(fAt >17/ЧА2 ДХг
= />4

Ä^-X

к £»Ce

LA- a 
4АХгг4/^

>1+1,m+l а-Х Ю" 
+ TÄ г,*3)

и+ly т+/n+i,/»i
ii
ДХг ^ 11* = Р< (9,0111*1

m+1/Л) +1 
<ti (<i-i,0

Л-f (у Hf-f Í

1^, V+'*')
л .'Lw'ete^v 

f S*EG£ö f

4
2 AXi A 4.С

£
/?
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i.e
mii«+/ iи-t I,m H+ljhiil

-iU.
Ы\)»>

1° 4.1
У>Цг»if (p

ДХ2 i 2cq.l) 2 ЛХ2 4 '= H1/ v
Hipn

i<1/8 " lAJl ?/*
Л ^i* U Лхг l

- IPoOk **** I_ u j—L
ДХ2 Up) т Iff V

■л л“'5(
2.ЛХ1 1

fc«X ^
- TbXiUu1lO ~ 2ÜXI lC^') + , Ч7 !

r„, = o+^)[o-*«*j^, 6 0)
ot;'e,C-.lÄe'är'rived on the other bounda­
ries, e.g Рд_ r i.e the line x^ = 0 etc^ by similar 

expresion^Dug“ [l£^
I ÚU-X

+ Ш. ( ^-t'/b “ •C9-l,o)
aux

Д«*к. I / *"* _ ,. <^Х л]-*(.4,0^ ~ * ^ г<ъ9'1

it is clear that we consider, 

is interpreted as u^+'1'.

The whole iteration system i.e, equations (26 a),

(26 b), (26 c), converges for all"X>0 and 

fastest when J *

Because of our representation of Du = 0* which expres­

ses the balance of mass in a rectangle of sides 2Ax^, 

i = 1, 2. The pressure iterations split into to calcu­

lations on intertwined meshes , coupled at the boun-

at the boundaryui

converges

dary. The most efficient ordering for performing the 

iterations are such that resulting over-all scheme is 

a DuFort-Frankel scheme for each one of the intertwi­

ned meshes. The iterations are to be done until for

some k,
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n+l,k+l n+1, к 
Pq,r " P<brmax

q,r

where £ is a given small number.

The new velocities u^+^" 

using (25 b), (25 c), (25 d), (25 e). This must be do-

, i = 1, 2 are to be evaluated

n+l,mne only after p 

to evaluating Du

are converged. It is also better 

at the beging of each iteration.aux

There are two advantages for this iteration procedure 

n+1(1) Du can be made as small as one desire indepen­

dently of the error in Du11 (2) we could then use latest
n+l,k+l to evaluate u’?+'*"through formula suchiterate p

as,
n+1 n+l,k+luäux - G.P

. if At = 0( Дх2),
ui = u

Dpwhere G- . p approximates 

when рп+1»^:+1 an(j pn+l»^differ by less than £ ,
i)*!

Dun+1= 0( ^/Я ). Also a g££in in accuracy appears, which

can use to relax the convergence messure for iterations.
Yl+T.This gain in accuracy is due to the fact that u^

are evaluated by using an appropriate combination of 

pn+!,k and рп+1,к+1? rather than pn+l,k+l.

The problem of stability and convergence will be sup­

ported by numerical evidence.
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Solution of a lest Problem.

Our method can be applied to a simple-two-dimen­

sional test problem.^)is the 0^xi^7= , i в 1, 2.square

The external forces E'»1 > ^2 assumed to be zero. i.e.

E1 ■ B2 

The boundary data are,

= 0

-2t = 0Ü = - sin x_e u» 11 2
X-, =0 = 0] 0

-2t = 0= sin x^ e )
- re= 7Г

-2tI = 0 = 0 : sin eu2 ;
0

-2t1lx9 =7t
= 0 sin X-, eu 1

= 7T

also the initial data are,

I : sin X1 eos X= -cos x^ sin x?, u 2
:0 t=0

The exact solution of the problem is.
e‘2t e"2t= sin X-j COS X-COS X-, sin XU1 = U21 2 2

cos 2x,J e“^1.p = - R — fcos 2x^ + 

where R is the Reynolds number,
2
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"XWe first evaluate for the equation,opt

- bu = f

with a grid of mesh widths 2 Ax^, 2Ax,>, and u к 

known on the boundary then,

0in

2со
°p* = 1

where •<= tj (cos 2 Дх^ + cos 2 Дх2) is the largest 

eigenvalue of the associated Jacobi matrix ^5} , ^7^ .

equation (18) can be written in the form

CO _ 8q
opt ~ l+4q

*opt
1 = ---- 2~

Д* )we put "b

then

11 =: T72
(1- *2)

and
14

opt ( ^Axt + ÄtAxJ Ci- «гУ/г
then,if we assume Дх-^ = Дх2 = Дх,

2 Ax2Xopt At sin(2Ax)
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CHAPTER III

We record here the list of symbol s, Algol 60 

listing, and logic flow chart for the two-dimensional 

viscous flow test problem given at the end of chapter II.

A. List of Symbols

M a ux
Ul(q.,r) ’ 

aux
U2fq,r) ’

U1A x-cpmponent of auxilary 
velocity.

[q , r]U2A у-component of auxiliary 
velocity.

[q,r] u?U1S lfq,r) , x-component of intermediate 
velocity ’

M Jfи-U2S 2fq,r) , у-component of intermidiate 
velocity *

the pressure before iteration» 

the pressure after iteration*

[q,r] n+l,m 
P(q,r) ’ 
n+l,m+l 

Pfq,r) >

Ul(q,r) ,

PI

[ .1P2

[q,r]IJ1 x-component of velocity at 
time step n.

[q.r] nU 2 U2fq,r) , у-component of velocity at 
time step n.

[Q,;r] n+l,m+l
Ulfq,r)UliT the computed x-component of 

velocity.

M n+l,m+l 
U2fq,r) ’ the computed у-component of 

velocity .
U2H

[q,r ] PuauPA

"XLA opt.
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o(АЪ

time step At.ВТ

Bx mesh interval Ax.
£tps

n+l,m+l
pq,r
time step.

n+l,m
*q,rM at eachmax

q>r

absolute difference between the exact 
and computed value of r) .

HIER

absolute difference between the exact 
and computed value of r) .

U2ER

absolute difference between the exact 
and computed value of p.

PER

N number of time steps.

M number of iterations.

Q x-coordinate

y-coordinateR

timeT

The Algol listing (Section C) and flow chart (Section B) 

follow.
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ъ. START

U:=0
I

Read input values of BX, ВТ, EPS, 
___________ AXi, LA «_____

1
Calculate problem parameters,initial 
values, and boundary conditions 
___________ Pi, Ul, TJ2 »_________________

t
U1:=U1N Calculate the values of U1S, U2S, 

U1A, U2A, also PA which dependson 
[TI, U2U1A, U2A, U1S, U2S._______

ШШ
U2:=U2Ui i

"TITER

Begin by considering 
J?l: = P2 , " _____

Calculate the values 
of U1U, U2U________

u
U: = Ж+1

A
OUTPUT: U1ER, U2ER, PER, M, 
The number of iterations for 
each UjOf the pressure.______

'N <20
N

(STO pj

F/obJ diart
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Schemes A and Б, were used for the solution 

of the test problem, i.e. formulae (6a), (6 b), 

(7 a), (7 b), (7 c) were used to evaluate u^UjY . 

£ is the convergence criterion. In tables I,

II, n is the number of time steps; e(u^), i =

= 1, 2, are the maxima over £) of the difference 

between the exact and the computed solution u^, 

efp) in the tables represents the maximum over 

the grid of the differences between the exact 

pressure at time n&t and the computed pn di­

vided by R. The accuracy of the scheme is to 

be judged by the smallness of efu^). Уг\ is 

the number of iterations.



Table I

; &x= 7r/39íCüt=2A x2; t - to2 R = 1scheme A J

efu.) ef u0) ef p)n m2i
-4 -42*6x10 0*0243 11 2*8x10

-4-4 0*01362*7x10 72 2* xlO
-4-4 0*00691•5x10 1*3x10 43
-4-4 0*01451*9x10 41*8x104
-4-4 1*7x101*3x10 0*0089 55
-4-4 0*01166 1*8x10 41*3x10
-4-4 0*01441*6x107 1*9x10 4
-4-49 1*7x10 0*0147 41*4x10

-4 -41*6x10 0*015610 1*3x10 4
-4-4 0*02411*8x10 2*3x10 420



Table II

О p
scheme В; Дх =7Г/39; /\t = Дх ; £ = дх ; R = 20

efu-, ) е( Uo) е(р)n m1 2
-3 -3 163*9x101 4*4x10 0*0404
-3 -36*0x10 0*04665*9x10 113

-3-3 6*7x108*5x10 105 0*0505
-3-2 7*4x107 1*0x10 0*0551 10
-3-29 1.1x10 7*9x10 100*599
-3-2 7*8x1020 1*0x10 0*0839 10
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