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ABSTRACT

The of engineering microscopic collectives such as bacteria, mammalian cells and microrobots has
implications from the design of novel biomedical therapies to the development of functional mate-
rials. Controlling microagent behaviour is challenging however, due to the limited capabilities of
individual agents, lack of straightforward programmability and difficulties in visualisation. To
address this, the Dynamic Optical Micro-Environment (DOME) has been developed as a low-cost,
modular and open-source device for closed-loop light-based control of microagent systems at
both an individual and collective level. The DOME offers an accessible means to study complex
multiagent phenomena and implement new behaviours with desired functionalities. This work
explores the state-of-the-art regarding light-based microagent control and the current hardware
landscape for optical control systems. The DOME is presented, with details of the low-cost fabrica-
tion process and characterisation of key specifications. Control over microsystem behaviour using
light is demonstrated through the implementation of building blocks towards swarm control
in a system of light-responsive Volvox agents. Future steps explored include the engineering of
cellular collectives, such as biofilms and migrating tissue, as well as the potential for integration
of machine learning techniques for the discovery of de novo swarm behaviours.
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CHAPTER

INTRODUCTION

1.1 Introduction

Controlling the behaviour of microscale systems is a challenging but crucial task across numerous
fields, from biomedicine to microrobotics. The limited capabilities intrinsic to microagents make
the application of traditional engineering practices difficult, often requiring creative solutions to
achieve a desired behaviour. One approach is to use external control to influence microsystem
dynamics and to enable the emergence of desired behaviours. To facilitate this, the work detailed
in this thesis focuses on the design and fabrication of a device for the optical control of microagent
systems. This device, known as the Dynamic Optical Micro-Environment (DOME), provides
an open-source platform for closed-loop interaction with microagent systems at an individual
and collective level. The DOME combines digital light processing with a custom microscopy
set-up to facilitate spatiotemporal light-based control with a resolution of 30x301m, allowing
for the delivery of multi-wavelength illumination to many microagents simultaneously and
independently. A closed computational feedback loop enables the system to respond dynamically
in real time to changes in a microsystem and alter the optical stimulus accordingly. The device
costs just £685 to build, and all design files are freely available online as an open-source project
along with all calibration code, with the goal of widening accessibility to collective control
techniques at the microscale. In this thesis, the capabilities of the DOME are demonstrated
through its use in the implementation of building blocks towards collective control of microscale
systems, as depicted schematically in Figure 1.1. To do this, Volvox colonies were employed as a
model microagent system in which to enact augmented signalling and stigmergy communication

channels, as well as to demonstrate phototactic motion control.
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Light pattern
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@ @
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P eontor | Stigmergy

Real-time image analysis
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Figure 1.1: The DOME project. Schematic representation of the DOME device (left), which
provides closed-loop control over microagent systems using localised light patterns. The DOME
platform was used in the implementation three building blocks towards swarm control; signalling,
stigmergy and motion control (right), all enacted in a living Volvox system.

1.2 Motivation

This project was motivated by a desire to control complex microsystems on both an individual
and collective level, in this case through the use of light-based interactions. Light is frequently
employed as a controller for many types of microagent, yet there is little in the way of unifying
technology or practices across this work. In an ever more interdisciplinary research landscape,
technological tools that are accessible across specialities are increasingly important. This work
aims to provide a platform towards the engineering of microagent systems for the development of
novel collective behaviours, and to help widen accessibility to optical control techniques at the

microscale.



1.3. CONTROL AT THE MICROSCALE

1.3 Control at the microscale

The ability to engineer the behaviour of microagents such as bacteria, mammalian cells, mi-
croparticles and microrobots has wide-reaching implications. For applications such as the design
of novel biomedical therapies [89, 278, 356], drug delivery [239, 306, 365], the development of
functional materials [15, 184], and environmental remediation [212, 271], the development of
effective microagent control strategies is crucial. There are however some significant challenges

in the engineering of behaviours at the microscale. These can be summarised as:

1. Programmability — In traditional macroscale engineering the actuation, power, and sens-
ing capabilites of an agent are typically achieved using programmable onboard electronic,
and computational components. Evidently, these methods are not feasible at the microscale,
and so alternative forms of control reliant on various biological, physical and chemical
phenomena must be utilised. This is generally achieved through iterative agent design
and functionalisation [4, 301, 363] which can be resource intensive, often requiring many

rounds of chemical synthesis, molecular engineering or other design processes.

2. Scalability — At these very small scales, it is rare for agents to operate solely as individuals.
Instead, they tend to form part of wider systems that operate in large numbers such as
bacterial colonies [74] or eukaryotic cell collectives [89]. This can make it difficult to develop
control processes that are able to address individual agents as well as the collective system,

something that is important in the engineering of more complex behaviours.

A step towards addressing the first challenge is to employ an automated external control
framework that is capable of controlling microsystems both at a collective and individual level.
By providing an external control system, an additional degree of programmability can be lent to
otherwise simple agents, allowing the exploration of the conditions and parameters required for
the emergence of desired behaviours. To address the second challenge, this system must provide
highly localised control in space and time for interaction with individual microagents, and operate

an automated, closed-loop scheme to respond rapidly to evolving microsystem dynamics.

1.4 Light as a control mechanism

In the absence of computational programmability, control at the microscale is usually exerted
through external methods. Commonly employed techniques are the use of electrical [140, 145],
magnetic [102, 359], acoustic [103, 411], or optical [61, 96] interactions to illicit various microa-
gent responses. All these control methods operate in very different ways, and the optimum choice
for a given application is fundamentally dependent on the properties of the microagents in ques-
tion, as well as the desired behavioural outcome. Given that the work detailed here is concerned

with the design of a hardware platform for use across many microsystem types, this choice is less

3
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straightforward. Although optical control was ultimately deemed to be the most suitable choice in

this context, it is worthwhile to consider the key benefits and potential drawbacks to each. Direct

comparisons between different methods are challenging, since important control specifications

such as resolution are highly hardware dependent and thus can very significantly. A full review

of these methods is outside the scope of this work, however some important characteristics

(summarised in Figure 1.2) will be considered here in brief:

¢ Capability for independent control

* Range of agents that may be controlled through by this method

¢ Potential damaging effects on agents

¢ Possibility of multi-channel control using orthogonal control inputs

Cons

Limited agent range
Not independent
Single-channel

Pros
Non-damaging

Cons

Little independence
Single-channel
Potentially damaging

Electrical

Pros
Large agent range

Pros

Large agent range
Non-damaging

Cons

Single-channel
Not independent

Pros

Independent
Optical Multi-channel
ﬁ Cons
Limited agent range

Potentially damaging

Figure 1.2: Microagent control methods. Benefits and drawbacks to commonly employed
methods for exerting control over agents at the microscale.

One method of controlling microscale agents is by subjecting them to dielectrophoretic

forces generated by the application of non-uniform electric fields [424], through which spatial

4



1.4. LIGHT AS A CONTROL MECHANISM

manipulation and trapping can be achieved. The specific response of the agent to this force
is highly dependent on agent properties such as size, shape and conductivity [316], making
dielectrophoresis particularly useful in agent separation and sorting applications [140]. When
sufficiently strong electrical fields are applied to organic agents such as bacteria there is the
potential for damage to occur. In general however, the field strength required for dielectrophoretic
manipulation falls below this level, and thus electric field manipulation is mostly compatible
with living biological agents [317]. The use of electric fields to exert control in this way is capable
of generating significant local forces that are applicable to a wide variety of organic [264, 329]
and inorganic [42, 203] agent types. The primary disadvantage to this method is the difficulty in
achieving independent parallel agent control. Although independent control is possible and has
been demonstrated, it requires the use of intricate microelectrode arrays and complex control
strategies [422].

An alternative control method is the application of magnetic forces, exerted either by an
electromagnetic coil or permanent magnet. This is a powerful control mechanism, generating
large forces that can result in rapid translational or rotational motion [6]. Magnetic fields are
also largely non-damaging to organic matter, making them useful in the context of medicine
and biomedical research [143, 436]. Drawbacks to a magnetic control system include the limited
agent range, requiring that agents exhibit magnetic properties, as well as the lack of independent
control. Given the nature of magnetic fields, it is a great challenge to simultaneously drive
multiple homogeneous agents independently, with uncoupled manipulation requiring the use of

heterogeneous microagents or techniques such as selective trapping [102, 310, 357].

It is also possible to perform trapping and manipulation of microagents through the use of
acoustic waves, with variations in the applied frequency and amplitude resulting in the reposi-
tioning of agents in 2 or 3 dimensional space [78, 153]. This technique is highly biocompatible and
non-specific, able to work with a wide variety of organic and inorganic agents [103, 220]. However,
although parallel control of many agents is possible [297], this control is not independent, and is

limited to a single control channel.

For optical control, there are many interaction types that are not tied to direct physical
manipulation. Although trapping and manipulation from optical forces is a well established
technique [21, 68, 259], many optical control systems instead operate using light as a means to
induce some secondary control processes. This is made possible by the many light-responsive
mechanisms that exist at the microscale in both organic and inorganic systems, including
phototaxis and the generation of local heating. In the case of manipulation via optical forces,
a wide range of microagents types may be used, as control is exerted by photonic momentum,
however control schemes become complex for agents of larger size [13], non-spherical shape
[45] or high-motility [377]. Additionally, high light intensities are required which necessitates
the use of focused laser beams and can have damaging effects in some circumstances [39, 325].

Outside of optical trapping, implementations of optical control rely on the use of light-responsive

5
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agents [303] or substrates [385] and thus have a degree of specificity in terms of compatible
microsystems. Despite this, there are significant benefits to light-based control, namely the high
resolution attainable and the capability for independent agent control. Using high resolution
light patterning techniques, many agents can be controlled simultaneously and independently,
with maximum resolution dictated by the diffraction limit of the light delivery system used. An
additional advantage of optical control compared to the other methods discussed is the capacity
for multi-channel control. This means that for microsystems with more than one wavelength
specific photoresponse [5, 60, 177], multi-wavelength illumination can facilitate the realisation of
multiple orthogonal control modes using a single system. A possible drawback to optical control
is the potential for damage, particularly for biological agents through the destructive interaction
of light with DNA.

Ultimately, of the control methods considered here, optical control was deemed to be the
most suitable around which to develop a control device. Specifically, an optical control scheme
for parallel manipulation of light-responsive agents using secondary processes was chosen, as
opposed to optical force based direct manipulation. The deciding factor was largely the capability
for high resolution and independent agent control compared to other control methods, as this
is crucial for achieving the individual and collective level control required. The capacity for
multi-channel control is also appealing, as it could allow for the development more complex
control schemes, particularly for systems that undergo a reversible change under different light
wavelengths. In terms of the potential for agent damage, this typically requires very intense levels
of light, and is more common in the UV range than for visible light. The risk of this occurrence
can thus be greatly minimised through the selection of appropriate light wavelengths and the
modulation of overall intensity. The issue of agent specificity is also much less problematic
than for other control methods, such as magnetic manipulation, owing to the abundance of
light-responsive processes that occur at the microscale. Some mechanisms by which light can be

converted into useful processes for microagent control are represented in Figure 1.3.

One such mechanism is the photothermal effect, through which a material absorbs light and
converts it into thermal energy. Incident photons cause the excitation of electrons within the
material, which ultimately releases this extra energy as heat. This can be harnessed for the
purpose of microagent manipulation in a number of ways, including the deformation of polymer
microrobots [303, 370] and the self-propulsion of micromotors by way of local temperature gradi-
ent [117, 417]. Photothermal nanoparticles are also used in medical therapies, most commonly
for the targeting of tumours through local heating [186]. A second light-responsive mechanism
is photochromism, the reversible transformation of a molecular structure between two isomers
occurs due to optical stimulation. This can be utilised to effect changes in properties of the bulk
material such as conductivity, refractive index or morphology [427]. In particular, photochromic
polymers have been widely adopted in the design of soft microrobots owing to their ability to

reversibly deform as a response to incident light [23, 130, 284].

6
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[ Light Light \
1}‘ Heat generation 1}\1\ Current generation
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Figure 1.3: Mechanisms for light conversion. Non-exhaustive list of mechanisms by which
light can be converted at small scales. Included here are heat generation, current generation,
phototactic movement, protein activation, catalytic reaction and chemical transformation.

otlhe

Another light reactive phenomenon is photoconductivity, in which the electrical conductivity
of a material increases due to the absorption of light. Many crystalline semiconducting materials
posses photoconductive properties and hence are commonly used in light-sensitive devices such
as photodetectors and photoresistors [318]. In these materials, the absorption of photons causes
electrons to be promoted across the energy gap, from valance to conduction band, where they
are able to contribute to the overall conductivity. In the context of microagent manipulation,
the primary application of this is for the construction of optoelectronic devices, which use light
to locally enhance the conductivity of a photoconductive substrate. This allows for a hybrid
control scheme in which light is used to induce dielectrophoresis, typically with a greater level
of independence and spatial resolution than is possible with electric fields alone [61, 385].
Photocatalytic reactions operate in a somewhat similar way, with the absorption of light triggering
the promotion of electrons to the conduction band, leaving behind holes in the valance band. In a
photocatalyst, the electron-hole pairs then migrate to the surface to participate in redox reactions

with the surrounding medium, which can be used as a microagent power source [417].
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CHAPTER 1. INTRODUCTION

Phototaxis is a light-responsive biological process that can manifest in different ways across
a variety of microorganisms. Broadly, the term describes the movement of a living agent in
response to light illumination, usually directionally towards or away from the source [190]. This
can be observed across many types of organisms, both prokaryotic and eukaryotic [154, 323],
and thus there is no singular way in which to describe the phototactic process. Commonly
however, phototaxis in flagelleated microorganisms occurs when a change in light intensity leads
to some variation in the beat pattern of the flagella [101, 108, 128, 410]. Phototaxis is useful
for microagent control not only in terms of direct manipulation of phototactic microorganisms
[218, 351], but also through the use of these agents a source of power and actuation within
bio-hybrid microsystems [32, 355, 366]. Another way to interact optically with cellular systems
is through the use of photoactivatable proteins, including optogenetic techniques [163, 420].
This can facilitate precise, optically-mediated control over biological processes such as velocity

regulation and cellular signalling [394, 428].

Given the numerous light-responses detailed here, optical interaction as a means for devel-
oping control strategies applicable to many microagent types is highly feasible. In addition to
the many microagent types that are directly light-responsive, optical control can also by applied
to non-responsive microsystems through secondary interaction means, such as the use of light

reactive substrates.

1.5 Democratisation of optical control techniques

While the primary goal of this work is the development and demonstration of a device for
the optical control of microscopic agents and collectives, a secondary driving motivation is
widening accessibility to these control techniques. The development of hardware for closed-loop
optical control is not trivial, requiring the integration of optical, electronic and computational
components. Implementations of optical control schemes in literature often employ entirely
custom built set-ups specific to a particular application [131, 302, 324, 366], and although a
number of reproducible platforms have been proposed [53, 64, 218, 224, 340, 369] little exists in
terms of truly open-source hardware. The extent to which localised, closed-loop optical control has
been adopted is therefore currently limited by the expertise and resources required to develop
or recreate the appropriate hardware. Widening the accessibility of these control techniques
could have significant implications across fields such as optogenetics [121, 205], microrobotics
[303, 4171, synthetic biology [227, 237], and optoelectronics [385, 4301, which frequently employ
light as a controller, but rarely the type of closed-loop spatiotemporal control scheme described

here.



1.6. APPLICATIONS OF COLLECTIVE CONTROL

( Engineering cellular collectives \
Epithelial tissue

Bacterial biofilm
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\

Figure 1.4: Applications of closed-loop, localised optical control. Two proposed applica-
tions; the engineering of cellular collectives such as biofilms and epithelial tissue, and the
automated discovery of swarm behaviours such as self-assembly and sitgmergy in microagent
systems.

1.6 Applications of collective control

To demonstrate the utility of a device capable of both individual and collective optical control, two
potential applications are proposed in Figure 1.2. The first is the study and engineering of cellular
systems which naturally act as collectives, such as biofilms [275], migrating epithelial tissue
[335] and particular tumour environments [89, 133]. In systems such as these, local changes
are capable of affecting the state of the system as a whole through various communication
and competition channels. In order to fully understand these processes and the dynamics with
which they may play out in real world environments, the ability to target individual cells is
beneficial. Optical interaction is a widely employed technique for interacting with systems such
as these through engineered optogenetic processes [46, 185, 271], or innate light responses
[126, 146, 327]. However, in many instances this interaction is either not dynamic, spatially
localised or parallelisable. Combining these optical interactions with a more sophisticated control

scheme could allow for the collective dynamics of cellular systems to be better understood, and
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CHAPTER 1. INTRODUCTION

reengineered.

The capability for closed-loop control also offers opportunities for automated study and
engineering of microagent behaviour. In particular, this could be applicable to the engineering of
swarm behaviours in microscale systems, an avenue of interest in fields such as drug delivery
[161, 399] and microassembly [244, 361]. Swarm engineering takes inspiration from the collective
behaviours that emerge in particular animal and insect groups through local interactions, and
seeks to apply the same principles to artificial systems [138, 409]. In swarm robotics, agents
are typically equipped with local sensing and communication capabilities that are facilitated
by electronic components and computational control. When engineering swarm behaviour in a
robotic collective with computational programmability, control parameters can be discovered
and optimised through iterative algorithmic processes. The use of machine learning techniques
further streamlines this process, removing the need for human intervention at every stage. In
comparison, attempts to engineer similar behaviours in the types of microsystems discussed
require careful iterative agent design and functionalisation owing to the limited capabilities
and lack of straightforward programmability of agents. The significant human involvement and
expenditure of consumable resources can make this process slow and resource intensive. As an
alternative to this, the use of a closed-loop control system capable of interacting with individual
agents could provide an external control framework for automated discovery of swarm behaviours
in a microsystem. This could facilitate the exploration of parameters that lead to the emergence
of swarm behaviours, providing a base of knowledge for the the design of new microswarm
systems. Furthermore, a system for controlling microagent systems in a manner analogous to
methods traditionally employed at the macroscale could allow for greater translatability of swarm

engineering techniques across scales.

1.7 Thesis overview

A review of the literature is presented in Chapter 2 with specific focus on light based control of
microagents and microagent collectives, as well as the state-of-the-art relating to optical control
devices. Following this, Chapter 3 introduces the DOME, detailing fabrication, calibration and
algorithmic control processes and presenting the results of characterisation tests. Chapter 4 then
provides a discussion of swarm control across scales, and presents a number of building blocks
towards collective behaviours at the microscale, implemented on the DOME using Volvox as a
model microagent. Finally, Chapter 5 explores the potential of the DOME in future work, laying

out some specific applications of the device.

Key contributions

¢ An overview of the state-of-the-art in light-based control of microagents and microscale

collectives was completed.
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A new device called the Dynamic Optical Micro-Environment (DOME) was developed as
an open-source platform for spatiotemporal control of microscopic collectives. The device
provides 30x301m resolution and can be built for under £700 using accessible fabrication

techniques.

Building blocks towards the engineering of swarm behaviour in microsystems were imple-

mented on the DOME using Volvox colonies as model microagents.

Discussion and preliminary work towards collective control of microagents using the DOME

was carried out.

Two papers were produced; "Augmented reality for the engineering of collective behaviours
in microsystems" [92] and "An open platform for high resolution light-based control of

microscopic collectives" [93].
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CHAPTER

BACKGROUND

2.1 Introduction

At the microscale, light is capable of eliciting a vast array of responses, making it an incredibly
versatile control mechanism. Many organic systems naturally exhibit light reactive tendencies,
and many more hold the potential for synthetically engineered responsive behaviours. Inorganic
systems may also react to light, for instance through the generation of current, local heating, or
alterations to molecular alignment. This review will focus on the use of the light-responsive mech-
anisms discussed in Section 1.4 for the control of microagents. Examples of light-based control
are spread across many disciplines, from robotics to synthetic biology and beyond. Consequently,
reviews of optical control techniques and implementations are often limited to a particular subject
area [303, 375, 402, 417]. Instead, this review aims to provide a broad overview of optical control
across all disciplines. This will be limited to the use light-based interactions for microagent
control, and will not include examples of alternative mechanisms such as magnetic manipu-
lation or acoustic trapping. This review also does not set out to cover all possible interaction
mechanisms with any given agent group, rather it is concerned specifically with spatiotemporal
control and the potential this provides in engineering collective microsystems. Consequently,
only examples of light-based control with spatial responses will be considered withing the scope.
This could include movement in space or a spatially heterogeneous response but would exclude
instances of a static system responding uniformly to light, such as light mediated expression
of microbial fluorescence [199, 395], unless spatially selective [227]. Additionally, a review of
the state-of-the-art for closed-loop optical control hardware is provided. This covers set-ups and
devices that provide localised and dynamic interaction options, and that can allow independent
control of multiple agents simultaneously.

To begin, light-based control of microagent types will be explored, followed by uses of optical
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interaction in the context of engineering collective behaviour within microsystems. Finally, the
experimental set-ups and devices which have been used to achieve localised light control over

microagents systems will be detailed and compared.

2.2 Light-based microagent control

In this section, different techniques for light-based control of microagents will be discussed. This
will consider the optical interaction mechanisms covered in Section 1.4 as applied to various agent
types including bacteria, mammalian cells, polymer microrobots and micromotors. By focusing on
control techniques rather than individual mechanisms or agent type, this section aims to explore

the common threads that tie together work in light-based manipulation across many disciplines.

2.2.1 Phototatic microorganism control

The migration of an organism towards or away from a light source, known as phototaxis, is
observed in both prokaryotes and eukaryotes [190, 323] and provides an in-built control mech-
anism for a variety of microorganisms. These organic microagents, driven by genetic circuits
and biochemical interactions that have evolved over millions, or even billions of years typically
demonstrate a higher level of complexity than their inorganic counterparts. Owing to this, as
well as the capability of many microorganisms for autonomous movement, there is considerable
interest in microorganisms as programmable microrobots [116]. As was touched upon in Section
1.4, among prokaryotes alone there are a wide variety of underlying biological processes that
lead to phototactic behaviour [190, 408]. In many cases, prokaryotic phototaxis is the result of a
biased random walk through the run and tumble motility mechanism that allows for gradient
following [17, 289, 364]. This is not true of all phototactic bacteria, for example the non-flagellated
cyanobacteria exhibit light reactive gliding motility and are even able to sense directionality
as they act as spherical microlenses [56]. This directional light sensing was demonstrated by
Schuergers et al. with the migration of Synechocystis cells towards an illumination source [351].
The light reactive motility of cyanobacteria is an example of naturally occurring phototaxis,
however many commonly studied prokaryotes, such as Escherichia coli (E. coli), do not exhibit
photoreactive behaviour. Nevertheless, advances in synthetic biology have made it possible to
synthetically engineer light sensors in bacterial cells [237]. In one instance, a blue light-regulated
genetic circuit was developed by Zhang et al. to control motility in E. coli [426], demonstrating
the ability of the cells to perform aggregation and pattern formation based on synthetic negative
phototaxis as seen in Figure 2.1A.

Phototactic responses are also found in eukaryotes, with mechanisms similarly varying
between species. As with their prokaryotic counterparts, there are examples of light responses
for both flagella [34] and gliding-based motility [286] which can be used to exert control over

eukaryotic agents. In one such case, a gliding phototactic algae, Porphyridium purpureum, was
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Figure 2.1: Phototatic microorganism control. (A) Sakura pattern formation by modified
E. coli cells with a resolution of around 1.2 mm. Adapted with permission from [426] © 2020
Elsevier. (B) Partial image of the light pattern used for illumination (left) and the formation of
the letters TUMCS’ by Porphyridium purpureum after 8 days of illumination (right). Adapted
with permission from [208] © 2020 Springer Nature.

used by Klotz et al. to produce patterned images using spatially structured light stimuli, shown
in Figure 2.1B [208]. Spatiotemporal control over a phototactic flagellated algae, Euglena gracilis,
was also demonstrated in work from Lam et al. that illustrated the viability of algae as a

light-responsive active swarm microagent [218].

2.2.2 Biohybrid phototactic systems

The viability of motile light-responsive microorganisms as controllable agents has sparked
interest in idea of biohybrid microrobotic systems [4]. Biohybrid microsystems can present in
many forms, however the overarching principle is to harness the power of living microorganisms
as a way to exert control over inorganic agents [31, 98]. One example of this, presented by Sentiirk

et el., is the use of E. coli as a cargo transport system [355]. Through surface functionalisation
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Figure 2.2: Phototatic microorganism control. A biohybrid microrobot powered by the photo-
tactic response of Serratia marcescens cells is driven by edge exposure to light. Reproduced with
permission from [366] © 2015 IEEE.

of the cells and cargo particles, the cells were able to bind to cargo under red light to form a
microrobot agent, transport the cargo in space and release under near infared light. Spatial
manipulation of a biohybrid microrobot was also demonstrated by Steager et al. using the
light-responsive bacterium Serratia marcescens (S. marcescens) bound to an SUS8 plate [366].
Selective illumination of subsections of the plate elicited a phototactic response in the illuminated
bacteria, causing a non-uniform application of force across the microrobot that was used to

achieve rotational and translational motion (Figure 2.2).

2.2.3 Optogenetics and photoactivatable proteins

In living systems such as bacteria and mammalian cells, it is possible to enact behavioural
controlusing light to regulate biological activities and processes. This include optogenetics, the
use of light to stimulate a genetic change within a biological system [163, 420, 428]. In contrast to
classical genetic techniques, this approach allows precise spatiotemporal manipulation of cellular
structures. In addition to optogenetic techniques, the use of photoactivatable proteins can also be
used to achieve non-genetic changes, such as velocity modulation [394]. Both of these methods
can be used to enact localised control over biological microagent systems to produce a wide array
of behavioural outputs [5, 331].

One such example is spatial patterning, which can be achieved through the synthetic regula-
tion of cellular fluorescence [340] and pigment production [227], or by using the cells themselves
as patterning agents [193, 265]. In particular, Fernandez-Rodriguez et al. used a synthetically
designed genetically encoded system to enable E. coli cells to sense and distinguish between red,

blue and green wavelengths [123]. This facilitated the production of colour images on a bacterial
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Figure 2.3: Optogenetics and photoactivatable proteins. (A) Pigmentation patterns pro-
duced by plates of E. coli cells by projecting the RGB images shown as insets. Reproduced with
permission from [123] © 2017 Nature Publishing Group. (B) The Mona Lisa recreated by density
patterning of modified E. coli cells controlled using projected light. Reproduced from [131] under
CC BY-A 4.0. (C) Array of 36 rotating microscale motors powered by modified E. coli cells.
Reproduced from [392] under CC BY-A 4.0.

plate in response to an RBG image projection, an example of which is given in Figure 2.3A. Spatial
patterning has also been achieved through the engineering of cell motility, for example through
bacterial density shaping demonstrated by Frangipane et al. [131]. In this case, genetically
altered E. coli were used to recreate well known images such as the Mona Lisa in high resolution,
as seen in Figure 2.3B. This was facilitated by the addition of a green-light driven proton pump
proteorhodopsin [16, 394] into the cells, which allows light-based velocity control for a freely
swimming bacterium. Similarly, E. coli cells engineered to express proteorhodopsin were also
used by Vizsnyiczai et al. to apply torque to 3D microscale motors, causing them to rotate with
speeds proportional to the intensity of incident light [392]. Through the the use of spatial light
modulation, they were able to achieve individual control over each biohybrid motor in an array of
36 motors, as depicted in Figure 2.3C.

Light-activation of proteins has also been employed to control motility in mammalian cells

by influencing cell migration dynamics [253, 398, 402, 415]. Additionally, in a ‘skeletal muscle-
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on-a-chip’ designed by Sakar et al., a light-activated channel was encoded into skeletal muscle
myoblasts [343], allowing for spatiotemporal control over the contraction of the muscle fibers.
Optogenetic methods have additionally been used to facilitate programmed cell death, known as
apoptosis, in mammalian cells through perforation by the translocation of light-activated proteins
[180].

2.2.4 Optoelectronic agent control

The term optoelectronic in this context is used to refer to the control of electric fields using light,
in particular for the purpose of microagent control. Most commonly this is achieved using an
optoelectronic chip, also known as optoelectronic tweezers or an optoelectrokinetic device. The
design of these devices typically consists of photoconductive layer, typically amorphous silicon
(a-Hi:H), on an indium tin oxide (ITO)-coated glass substrate onto which the agent medium is
placed [230]. A second piece of ITO glass is positioned atop, sandwiching the agents between two
electrically conductive layers as shown in Figure 2.4. The ITO layers act as electrodes to which
an AC bias potential can be applied, however in the absence of incident light the voltage drop
occurs almost entirely across the a-Si:H layer. Upon light illumination, the photoconductivity of
the silicon greatly increases, transferring the voltage to the liquid medium. If the light input is
localised, this in turn creates a localised non-uniform electric field at the points of illumination.
This photoinduced electric field has the effect of polarising microagents suspended within the

chip, giving rise to useful phenomena in the context of agent control.
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Figure 2.4: Optoelectronic agent control. (A) A chip for optoelectronic control in which
microagents are suspended in a liquid medium are sandwiched between two ITO electrodes. An
electric field can be induced within the medium by altering the photoconductivity of a silicon
layer through local light illumination. (B) The creation of 15,000 particle traps with a 4.5um
diameter, each able to trap a single polystyrene bead using negative DEP forces. Reproduced
with permission from [61] © 2005 Springer Nature.
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The most commonly utilised phenomena is dielectrophoresis (DEP), a process by which the
electric field interacts with a polarised agent to produce a force. This force may be attractive
or repulsive depending on the dielectric properties of the agent [33, 385]. Optically-induced
DEP (ODEP) can facilitate the manipulation of agents in space, with the advantage that this
technique can be applied to many agent types without the need for an intrinsic light response.
Additionally, the use of patterned light enables the parallel manipulation of many agents. This
was initially demonstrated by Chiou et al. with the simultaneous trapping of 15,000 polystyrene
beads using DEP force traps as seen in Figure 2.4, as well as the operation of a virtual optical
conveyor belt to sort beads by size [61]. Furthermore, they were able to selectively sort live
and dead human cells, owing to their differing dielectric properties. The relatively low light
intensities required for ODEP in comparison to a technique like optical tweezers [258] makes it a
particularly useful tool in relation to the manipulation of live cells. Studies have demonstrated
optoelectronic control over live mammalian cells to achieve rotational [55] and translation motion,
often used to achieve separation and sorting of cell groups with heterogeneous electric properties
[231] or sizes [178]. In particular, an optoelectronic microfluidic device was used by Chiu et al. to
isolate and harvest circulating tumour cell clusters through size-based selection [62]. Apart from
mammalian cells, similar techniques have been employed with other microagent types. Notably,
work by Lin et al. used ODEP forces to indirectly manipulate a single DNA molecule through
interactions with beads bound to either end, indicating the potential for optoelectronics in single
molecule studies [233]. Furthermore, the detection and isolation of bacterial cells with differing
levels of antibiotic susceptibility was demonstrated by Wang et al. by viability-based sorting after

ampicillin treatment [396].

In addition to spatial manipulation through DEP forces, there have been numerous inves-
tigations into optoelectronics as a tool for selective cell lysis. In this process, the non-uniform
electric field is used to generate a transmembrane potential in the cell sufficient to disrupt the
cell membrane through electroporation [258]. This allows individual cells to be selected for lysis
without damage to surrounding cells, and without damage to the nucleus of the selected cell [234].
Using patterned light, this process of selection can be performed in parallel as demonstrated with
a collection of HeLa cells by Valley et al. [386]. This technique can also provide a further layer
of selectivity by discerning between cell types in a given area. Work by Kremer et al. showed
that, given a mixed group of red and white blood cells, selective lysis of red blood cells could be

achieved by detecting the ‘electrical shadow’ cast by the differently shaped cells [213].

The underlying DEP mechanism is the same in both selective cell lysis and spatial manipula-
tion applications. The conditions for cells to undergo lysis relate to the voltage and frequency
of the electric field and to the conductivity of the liquid medium, requiring higher values than
for spatial manipulation. In general, optoelectronic spatial manipulation studies attempt to

minimise the applied voltage to maximise cell viability [65].
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2.2.5 Light reactive shape-changing polymers

Prevalent in fields such as soft robotics [284] and biomedical device design [207] are polymer-based
materials that react to external stimulus, known as shape-changing polymers. Of these, polymeric
materials that are responsive to light specifically are hydrogels, liquid crystalline polymers
(LCPs) and shape-memory polymers [370]. In these materials, light-induced actuation is possible
through both photothermal and photochromic mechanisms. In photothermal actuation, light is
harvested by the polymer and converted to thermal energy that can be used for shape deformation.
Photochromic actuation operates via changes to the chemical structure of a polymeric material
that can be induced by the energy of incident photons. Such changes include isomerisation, bond

forming and bond breaking [54]. A central application of light-responsive polymers has been in
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Figure 2.5: Shape-changing polymers. (A) Time series images showing a hydrogel microrobot
walking across a ratcheted surface. The leg first contracts under illumination (I-II) then swells
in the dark, causing the front leg to move over the ratchet (III). This is repeated in (IV-V),
resulting in a walking motion by the microrobot. Reproduced with permission from [130] © 2017
Elsevier. (B) Travelling-wave motion of a cylindrical polymer microrobot generated by exposure
to a periodic light pattern, represented by green overlays. Reproduced with permission from
[302] © 2016 Springer Nature.

the design of small agents capable of locomotion. In one instance, an LCP caterpiller-inspired
inching robot was created by Zeng et al. and shown to move across a variety of dry substrates
[423]. For this robot, movement was achieved by an inching motion driven by a light-induced
anisotropic thermal expansion. In an example of photochromically induced motion, Francis et

al. developed a hydrogel bipedal walker capable of walking on a ratcheted surface, induced
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by reversible shrinking and swelling [130]. This shrink and swell effect occurs as a result of
chemical changes in the molecular structure of the hydrogel polymer when exposed to white
light, producing a stepping motion (Figure 2.5A). For many shape-changing polymer agents, a
combination of photoactive processes are used. This can be seen in work by Palagi et al., in which
patterned light was used to generate a travelling-wave motion in an LCP microrobot, allowing

the microrobot to achieve translational motion as shown in Figure 2.5B [302].

Locomotion is just one of the actuation types exhibited by shape-changing polymer systems.
Another widely explored motion is that of gripping, a movement that is notoriously complex in both
micro and macroscale robotics [37, 294]. In one example, Wani et al. developed a photochromically
driven LCP artificial flytrap capable of executing a grasping motion [400]. Notably, the flytrap was
able to function autonomously in response to the optical properties of nearby objects. Similarly, a
light-driven microhand developed by Martella et al. was also shown to be capable of autonomous
object recognition and gripping through an optical feedback mechanism, even demonstrating
the ability to distinguish between different coloured particles [245]. A further application of
light-responsive polymers was demonstrated by Zuo et al. with the fabrication of photothermally
and photochromically active artificial flowers. These polymer flowers featured petals capable of
furling and unfurling, as well as changing colour, when illuminated by various wavelengths of
light [437].

2.2.6 Optothermally generated bubble actuation

It has been shown that surface bubbles can be formed and actuated by focusing a light beam
onto an absorbent substrate [416, 429]. Through the actuation of these optothermally generated
bubbles, indirect control over microagents can be achieved. In work by Zhao et al. a bubble
was used to manipulate polystyrene beads by trapping the beads on its surface through surface
tension and pressure forces [434]. When the position of the bubble generating laser beam was
then moved with respect to the sample, the bubble was found to follow the laser trajectory,
transporting the polystyrene cargo with it. Optothermally generated bubble have also been used
by Hu et al. for the actuation of hydrogel microrobots, which were in turn used to assemble
patterns of yeast cells. By employing an intermediate hydrogel control agent, they were able to
circumvent the issue of shear stress on the cell membrane. This shear stress can result from
direct contact between bubble and live cell, and has been utilised to achieve poration and lysis
of cells [119, 120, 164]. Optothermal bubble-based control is typically achieved using a single
focused laser beam, however in a number of instances spatial light modulation has been used
to facilitate parallel manipulation of multiple bubble agents [174, 324]. In particular, Hu et al.
used patterned light to generate and manipulate multiple bubbles for the assembly of microscale
objects, as shown in Figure 2.6, and additionally demonstrated parallel independent control over
three bubble agents [174].
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Figure 2.6: Optothermally generated bubble actuation. Independent parallel manipulation
of three bubble microrobots. Reproduced with permission from [174] © 2011 AIP Publishing.

2.2.7 Light driven micromotors

The term micromotor is applied to microscale particles capable of self-propulsion. This propulsion
can stem from external stimuli such as magnetic fields, temperature gradients or light [122]. Light
driven micromotors can operate through a variety of photoactive mechanisms [390, 417], however
two of the most commonly employed are photocatalytic and photothermal. Photocatalytically
driven micromotors are typically fabricated using semiconducting materials, distinguished by
well defined valance and conduction energy bands. In a semiconductor, these two energy bands
are separated by a band gap that prevents the transfer of electrons that would be expected
in a conductive metal. It is possible to promote an electron into the conduction band from the
lower valance band given that it is supplied with energy equivalent to the band gap, something
that can be achieved by light of the appropriate wavelength. Electron-hole pairs generated by
incident light lead to redox reactions with the surrounding medium which, in photocatalytic
micromotors, causes propulsion through self-electrophoresis, self-diffusiophoresis or bubble recoil
from the resulting chemical gradient [212]. Photothermal micromotors on the other hand absorb
light and convert the photonic energy to thermal energy, with movement then derived from
self-thermophoresis as a result of the raised temperature in the surrounding medium [232].
Light-driven micromotors have applications in many fields including biomedicine, envi-
ronmental remediation and cargo transport [196, 365, 417]. In an example from Wang et al.,
photocatalytic TiOg particles were used to remove suspended matter from environmental water
samples [397]. These micromotors were able to operate both individually and collectively as
assembled chains through phoretic interactions. Similarly, flocking catalytic TiO2 micromotors
were used by Mou et al. to demonstrate trajectory following, obstacle navigation and cargo
transport in response to light, as seen in Figure 2.7A [267]. In both these examples the external
light stimulus is in the UV range, as is common for photocatalytic materials owing to the high

energy required to overcome the band gap. There is however much interest in the production of
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Positive phototaxis Positive phototaxis
pristine AEEA

Negative phototaxis Positive phototaxis
CSPTMS platinum

Figure 2.7: Light driven micromotors. (A) A flock of micromotors performing collective cargo
transport in open space (upper) and in an enclosed channel (lower). Reproduced from [267]
under CC BY-NC-ND 4.0. (B) Superimposition of sequential frames showing that the Janus
nanotrees exhibit either positive or negative phototaxis depending on the surface treatment of
each. Reproduced with permission from [82] © 2016 Springer Nature.

visible light-driven micromotors [122], and in recent years some success has been found through
the use of materials such as bismuth compounds [105, 389] and cadmium based quantum dots
[298].

For photothermal micromotors, biomedical applications are of particular relevance due to
the common use of near-infrared (IR) light, which is able to effectively penetrate living tissue
[117]. One such example are the near-IR activated silica nanomotors used by Xuan et al. for
active seeking of cancer cells and thermomechanical percolation of the cell membrane [418]. A
near-IR photothermal effect has also been combined with a UV photocatalytic effect by Deng et
al. using TiO2/Pt particles [91]. These micromotors were able to both move autonomously under
UV illumination, and demonstrate a separate swarming behaviour under near-IR.

For all photoresponse types, the vast majority of self-propelling micromotors take the form of
spherical particles. There are a number of exceptions however, including a nanotree structure
designed by Dai et al. capable of mimicking phototactic behaviour. These nanotrees also have the
ability to sense and steer towards the direction of a light source, exhibiting positive or negative

phototaxis depending on the surface treatment applied (Figure 2.7B) [82].

2.2.8 Manipulation by optical forces

The final light-based control mechanism to be discussed is manipulation via the optical forces
exerted on matter by light [21]. Optical force manipulation uses the momentum carried by
photons to trap, transport, and control microagents [136]. Optical tweezers are a well known

implementation of this, in which a high-numerical aperture objective is used to tightly focus
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a laser beam to exert control over microagents. This technology, which gained popularity after
its advent in 1986 by Ashkin et al. [22], provides the ability to trap and manipulate objects of
microscopic size or smaller [259]. Although initially optical tweezers were largely only applica-
ble to single agent manipulation, technical advances have since allowed this technique to be
broadened for multi-agent manipulation [68]. In one case, a surface standing-wave light pattern
was used by Cizmar et al. to create an optical conveyor belt for holding and sorting multiple
particles in unison [69]. Additionally, parallel trapping and manipulation of many dielectric
microbeads was demonstrated by Righini et al. using 2D surface plasmon based optical tweezers
which utilise interface evanescent fields [333]. The use of holographic optical tweezers, which
typically rely on some form of spatial light modulation, is another popular option for parallel
agent manipulation [80, 299]. Outside of optical tweezers, optical forces have also been used
as a fuel to drive autonomous microrobots. This was demonstrated by Buzas et al. with ‘light
sailboats’, which owing to their angled wedge shape geometry were able to achieve translation

motion in response to an incident laser light directed from above [47].

2.3 Light-mediated collective behaviour of microagent systems

The term collective behaviour broadly describes a wide array of phenomena including foraging,
clustering and collective migration [147, 342, 388]. Generally, behaviour is considered collective
if it arises, at least in part, due to the influence of local interactions between agents. These
kinds of behaviours are observed in both natural and synthetic systems, and across scales. At
the microscale, there are numerous ways in which light-based interactions can affect collective
dynamics of a system [269]. In this section, three categories of light-mediated collective behaviour
will be discussed. The first of these is optically influenced collective behaviour, in which naturally
occurring collective behaviours in a microsystem are externally influenced using light. Following
this will be an exploration of optically induced collective behaviours, in which light is used to
generate collective behaviours in a system of microagents that would otherwise behave indepen-
dently. Finally augmented collective behaviour will be discussed, in which optical interactions
are used to engineer a collective response in a microsystem through augmented agent-agent

interactions.

2.3.1 Optically influenced collective behaviour

In nature, there exist a number of microsystems which demonstrate collective behaviours without
external input. One such example is the formation of bacterial biofilms. These are communities of
densely packed cells embedded into an extracellular matrix of secreted polymeric material, which
often show elevated antibiotic resistance when compared to individual cells [77, 276]. Given the
prevalence of biofilms in everyday life, in both harmful and helpful capacities [419], there is

much to be gained from the ability to control their formation and growth. One method by which
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this has been achieved is the use of optogenetics for spatiotemporal control over biofilm growth
dynamics. In work by Huang et al., optogenetic modules were incorporated in the chromosome
of Pseudomonas aeruginosa that enabled control of a messenger molecule linked to regulation
of biofilm formation [179]. Using focused projector images they were able to print and disperse
custom biofilm shapes with 10 pm resolution, using 632 nm and 434 nm light to prompt cell
attachment and detachment respectively. The same group also demonstrated that pDawn, a
plasmid for light-regulated gene expression [293], could be used to inhibit biofilm formation of
Pseudomonas aeruginosa in the presesnce of blue light [322]. Similarly, pDawn was used by Jin
et al. to engineer blue-light regulated adhesion in E. coli cells [193]. They were thereby able
to produce biofilms in a variety of patterns using static projected images, seen in Figure 2.8A,
with a resolution of 25 ym. One potential application for synthetically engineered biofilms is the
prevention of biofouling on water purification membranes. A major challenge in membrane based
water purification is the unwanted growth of microorganisms into biofilms [125], a process that
is mediated through quorum sensing. A route to tackling this is through the inclusion of quorum
quenching bacteria, which inhibit quorum sensing in other cells [292]. Given this application, it
is critical that the growth of quorum quenching biofilms on purification membranes is carefully
controlled such that the constituent cells are immobilised, so as not to negatively affect the
performance of the membrane itself. This was explored by Mukherjee et al. through the use of
a dichromatic gene circuit that allowed the control of biofilm formation by E. coli [271]. They
demonstrated the ability to promote growth and dispersal on a membrane using 632 nm and
465 nm light respectively. It was found that the quorum quenching E. coli biofilm inhibited the

biofilm formation by Pantoea stewartii, a second bacteria species.

Biofilm patterning has also been achieved using light-based methods outside of optogenetics.
In work by Chen et al., spatially controlled growth of E. coli biofilms was achieved by photopat-
terning of the adhesion surface [58]. A molecule known to be recognised by E. coli was linked to a
nonadhesive surface using a photocleavable linker, so that when 365 nm UV light patterns were
then projected onto the surface, the illuminated areas became nonadhesive and prohibited biofilm
growth. Using this technique, indirect bacteria patterning was achieved with a resolution of
10 pm. The advantage of this method is that although the biofilm is initially created using optical
interactions, continuous light illumination is not required after this point for the maintenance of

the biofilm structure.

Besides the formation of biofilms, certain types of bacteria have been found to exhibit other
types of collective behaviour such as bacterial swarming motility. This is characterised by elevated
surfactant secretion and the growth of additional flagella by cells [188, 198]. These adaptations
allow the cells to rapidly swarm over surfaces, and can also provide enhanced antibiotic resistance.
As with biofilm formation, this collective behaviour is enacted only at a critical cell density and is
therefore usually mediated through communicative signalling in the form of quorum sensing [85].

The dynamics of bacterial swarming are complex, and result from a combination of many biological
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Figure 2.8: Optically influenced collective behaviour. (A) Patterning of an E. coli biofilm
into stripes, polka dots and pictures using projected light images. Reproduced from [193] © 2018
AAAS. (B) Morphogenesis in early embryonic cells, optogenetically guided to form predetermined
patterns of a circle (upper), triangle (middle) and square (lower). Adapted from [185] under CC
BY-4.0.

processes. To better understand the collective motility, Patteson et al. used wide spectrum light
with a significant UV components to perturb a swarming colony of S. marcescens [309]. It was
found that light exposure induced immobilisation and quenching of the motile swarm, with the
extent of these effects scaling positively with light intensity and exposure duration. Furthermore,
in the illumination region for which quenching occurred, domains of immobilised cells were found
to block the movement of cells into and out of the exposed region. This has two effects; firstly to
localise photodamage only to the illuminated region, but also selection for UV resistance. The
rational for this is that faster moving cells tended to escape the illuminated region, while slower
moving cells that may be worse affected by the light were trapped by the outer immobilised cells.
When the light source was removed a recovery of collective motility was observed, with swarming

cells now able to access the quenched region and carry away those that had been immobilised.

There are also instances in which mammalian cells are found to exhibit collective behaviour.
This occurs predominately through the collective cell migration that is seen during process such
as wound healing, morphogenesis and tumour spread [132, 248, 335]. The underlying collective
dynamics of these processes are complex, with influences from many distinct but interacting
signalling and mechanical mechanisms [335]. A system of cells undergoing collective migration
is intrinsically heterogeneous, largely due to edge effects at the migration frontier that result
in leader and follower cells [336]. Owing to this, optogenetic techniques have proven valuable

to probe these systems with precise spatiotemporal control [144, 158, 402]. In particular, a
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photoactivatable form of the Rac protein, which modulates motility in epithelial cells [273],
was developed by Wu et al. and shown to enable light-based control of actin protrusions for an
individual cell [415]. This photoactivatable Rac protein has since been used by Wang et al. to
direct collective migration in Drosophila ovary cells [398]. Using pulsed 485 nm laser illumination,
they were able to redirect migration by choosing a new leader cell at the front of the cluster.
Furthermore, they demonstrated that border cell migration could be reversed entirely such that
the cluster moved in the opposite direction to their normal movement. As expected, it was found
that increasing Rac activity through illumination of a cell caused protrusions to occur in that cell.
Interestingly however, this was accompanied by the withdrawal of protrusions for cells on the
side and back edges of the cluster which received no direct light stimulation. This highlights that
Rac mediated collective cell migration is highly dependent on intercellular communication. An
optogenetic approach was also employed by Izquierdo et al. to study the role of the Rho signalling
pathway in the collective morphogenetic process of Drosophila embryogenesis [185]. Using a
photoactivatable form of Rho, a protein that drives epithelial folding, they were able to recreate
morphogenesis in early embryonic cells. Illumination of a monolayer of cells with 950 nm laser
light in a variety shapes was seen to cause the photoactived cells to move out of the light region.
This resulted in the reconfiguration of the cellular collective such that the monolayer contained
a hollow region absent of cells, as shown in Figure 2.8B for circle, square and triangle shapes.
Their results imply that Rho signalling alone is sufficient to drive this kind of tissue folding, and
that the spatiotemporal dynamics of this signalling within the cell collective are fundamental to

the folding process.

2.3.2 Optically induced emergent collective behaviour

Collective behaviour is by no means intrinsic to all microsystems. Many of the agent types that
have been discussed in this chapter typically act as individuals, even when present in large
numbers. In these systems, it is sometimes possible that collective behaviours can be induced
through means such as chemical engineering or the application of external stimuli [86]. This
section will consider the emergence of collective behaviours which in the absence of light would
not be observed. One example that has been well established is the use of the photocatalytic
processes present in certain microparticles to give rise to local agent-agent interactions [97]. In
work by Ibele et al., schooling behaviour was generated in AgCl particles through UV light induced
self-diffusiophoresis [182]. As these particles moved through the medium, ions secreted due to the
diffusiophoretic process caused a schooling effect toward the areas of higher particle density. It was
additionally found that a predator-prey dynamic occurred when photoinactive silica particles were
added, with the silica particles surrounding the AgCl particles as a response to the ionic secretion.
Similar behaviour has also been observed in other micromotor types, for example UV induced
schooling and exclusion behaviours were demonstrated by Duan et al. with AggPO4 microparticles

[109]. Photocatalytic agent-agent interactions have additionally been shown to facilitate the
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formation of self-organised ‘living cyrstals’ in a collection of bimaterial colloids responsive to
blue light [300]. Unlike the schooling behaviour discussed in the previous examples, the self-
organisation of the microspheres was clearly ordered, forming a two-dimensional lattice structure.
This arises owing to competition between osmotically driven self-propulsion and attractive
phoertic forces, both of which can be optically activated. The emergent crystal structures are
dynamic; observed to merge, break apart and explode under the presence of constant illumination.
When illumination ceases, the living crystal structure rapidly begins to dissociate due to diffusion
effects.

Photothermal effects have also been found to bring about collective behaviours in micromotor
systems. In one instance, Deng et al. used photothermal convection currents induced by near-IR
light to cause swarming behaviour in TiOg/Pt particles that otherwise moved autonomously
under UV light [91]. The particles were first formed into a swarm using 808 nm laser light, with
collective migration then performed through movement of the near-IR spot. It was observed that
due to the increased density of the swarm compared to dispersed particles, interactions between
particles were stronger and more frequent. This led to an exclusion behaviour when UV light was
pulsed on and off, and clustering behaviours when it was switched off, resulting from attractive
electrostatic and repulsive diffusiophoretic interactions respectively. Notably, this swarming
behaviour is independent of agent type as the photothermal process occurs in the liquid medium
rather than the agent itself, and was demonstrated using other particle types as well as E. coli
cells. Light-induced convection flows were similarly utilised by Hu et al. to bring about a swarming
behaviour in composite microparticles formed by the in situ deposition of Feg3O4 nanoparticles
onto polystyrene beads [176]. In contrast to the previous example however, convection flows
were generated by the interaction of light with the particles themselves, specifically the FegO4
nanoparticle coating, rather than with the surrounding medium. Unusually, the photothermal
effect was activated most strongly in the UV range, with blue and green wavelengths also giving

rise to a swarm response.

One application of particular interest with regards to collective microparticle systems is
microscale self-assembly, which can be difficult and time consuming to achieve through the control
of individual agents. To this end, Schmidt et al. investigated how emergent collective phenomena
could be engineered by creating building blocks of complexly interacting imotile microspheres
[349]. The system was comprised of both light-absorbing and non-absorbing immotile silica
microparticles, seen in Figure 2.9A. When illuminated by 532 nm light, heating occurred in
the silica microspheres that were able to absorb light, causing a local temperature rise in the
surrounding medium. Given the homogeneous composition of the particle, this local heating effect
was isotropic and therefore did not give rise to thermally induced self-propulsion. Instead, various
self-assembled configurations of the two particle species began to form through a combination of
phoretic interactions and short range attractive forces. These assemblies were seen to exhibit

configuration-dependent motile behaviours, arising due to the asymmetry of the newly formed
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Figure 2.9: Optically influenced collective behaviour. (A) Light-absorbing (red) and non-
absorbing (blue) colloid particles are initially non-interacting (I), but under illumination the
absorbing particles begin to locally heat the surrounding medium. When the two species of
particles meet under these conditions, they form dimers capable of self-propulsion (II), which over
time grow to include other particles, forming more complex structures (III) that disassemble when
illumination is switched off (IV). Reproduced with permission from [349] © 2019 AIP Publishing.
(B) Photoresponsive microtubules are seen to to aggregate into swarms under visible light, and
to dissociate into single strands under UV light. This is shown for both rigid (upper) and flexible
(lower) microtubules, with swarms of flexible microtubules demonstrating a circular motion.
Reproduced from [201] under CC BY-4.0.
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structure. Through this scheme, they were able to transform immotile silica building blocks into
active molecules such as migrators, spinners and rotators, laying the foundations for emergent
collective phenomena driven microscale self-assembly.

Light has additionally been used to bring about collective behaviours in organic systems. In
work by Keya et al. [201], the swarming of DNA-functionalised microtubules was demonstrated
in which the tethered DNA acted as molecular computing modules for programming agent-agent
interactions. In the first instance, swarming behaviour was induced by the introduction of linker
DNA and thus independent of light illumination. Following this however, photoresponsive DNA
strands were conjugated to the microtubules. The photoresponsive microtubules were shown to
aggregate and swarm when irradiated with 480 nm visible light, and to dissociate and move
independently under 365 nm UV light (Figure 2.9B). Swarming could therefore be switched on

and off in a rapid, reversible and non-invasive manner via optical control.

2.3.3 Augmented collective behaviour

An as yet less explored idea is the use of light-based control to engineer collective behaviours
in a microsystem that are not directly mediated by local agent interactions, referred to here as
augmented collective behaviour. This type of control scheme utilises microagents that exhibit
individual light responses, in conjunction with closed-loop computational methods, applied such
that the microsystem behaves in a collective manner. An augmented control system is of particular
interest in relation to the engineering of synthetic active particles, which unlike living organisms
such as birds, fish or bacteria have no intrinsic means of sensing and feedback. An example of
this is given by Béauerle et al., in the implementation of quorum sensing rules by an external
feedback-loop to effect self-organisation of light-activated particles [28]. In their control system,
active silica particles are propelled using laser light, where the magnitude of propulsion is
modulated by light intensity and direction is illumination independent. Using a real-time particle
detection algorithm linked to laser beam position, quorum sensing inspired rules relating agent
motility to local agent density were explored. Specifically, a rule was implemented that particles
should move at a predefined velocity through light-based propulsion until the local concentration
‘sensed’ by a particle exceeded a given threshold. Once this was exceeded, illumination was
set to zero, causing the particle to become non-motile apart from diffusive motion. Propulsion
of particles in this system occurs due to an asymmetric chemical gradient around the particle
induced by laser light heating. This quorum sensing based algorithm facilitated the organisation
of an active particle suspension into clustered regions by endowing particles with augmented
sensing capabilities. This work was later extended with the design of a similar motion-based
feedback loop that, instead of quorum sensing rules, employed a sensing rule more akin to visual
perception in social insects [221]. In this instance, agents were allowed to ‘see’ other agents
within a restricted vision cone, where perception also decays with distance. By varying these

parameters different emergent clustering dynamics were observed, providing insight into the
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Figure 2.10: Augmented collective behaviour. Organisation of active particles using pair
interaction rules, in which a laser is used to propel particles according to their separation distance
in relation to their neighbours (upper). This results in the formation of various structures, the
shape of which is determined by the defined separation distance and the number of particles in
the system (lower). Adapted from [202] under CC BY—4.0.

effects and implications of anisotropic long-range sensing in both living and synthetic systems.

In a similar fashion, real-time tracking and feedback control was employed by Khadka et al.
to facilitate information exchange between self-propelled laser-controlled active particles [202].
Despite the similar underlying control scheme, this implementation differs from the previous
example in that propulsion occurs due to self-thermophoresis, and control is exerted over the
direction of a particle rather than speed. Here, the laser beam is applied near the circumference
of the particle, with the propulsion vector being given by the vector of this point to the particle
center, as shown in Figure 2.10. The microsystem of functionalised melamine resin spheres was
shown to undergo self-organisation when an augmented signalling channel was introduced by

which positional information could be exchanged. Specifically, a pairwise control was established
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in which the desired outcome was that a predefined separation distance was achieved and
maintained. Where separation was found to be greater or lower than this value, particles would
be directed towards or away from each other respectively. Through these simple interaction
rules, self-organised structures were seen to emerge, with various arrangements being found at
different population numbers, as depicted in Figure 2.10. Once these structures had been formed,
the feedback control mechanisms continued to act to correct for the effects of Brownian motion.

In both of the systems described above, collective behaviours were able to emerge in the
absence of intrinsic agent-agent interactions. The wider implication of this is that this approach
could be broadened to other light-reactive agents, including living systems, with a plethora of
possible rules that could be implemented. This could provide a general method to implement
collective algorithms at the microscale, with applications in fields such as swarm robotics [29,
43] and active matter computing [113]. In particular, a closed-loop feedback set-up provides
opportunity to incorporate artificial intelligence techniques for for the discovery and optimisation
of collective behaviours in various microsystems [30, 67, 270, 320]. This kind of platform could
also facilitate the rapid prototyping of collectively interacting microsystems. An example could be
the use of optically augmented agent-agent interactions as a stand in for chemical interactions.
This would allow conditions and dynamics required for emergent behaviours to be tested without
requiring a new, time consuming round of synthesis and functionalisation for each parameter
test.

2.3.4 Summary

In this section, and in Section 2.3, a wide variety of light-responsive agents have been discussed.
Examples have been drawn from numerous different fields of research, however all are unified
by the the utilisation of light-based phenomena to facilitate microscale control. To provide a
summary of the work explored thus far, Table 2.1 presents a breakdown of each microagent system
discussed, providing key characteristics including agent type, size and the mechanism of optical
response. Details pertaining to the illumination scheme are also included, such as wavelength
and hardware, as well as specifying whether a closed-loop control system was employed. Crucially,
the response of the microagent system to the optical control scheme is also given, as well as an

indication of whether any swarm-like collective behaviours were observed.
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Agent type Mechanism Response IIlum. type A (nm) | Size (im) | Closed | Swarm | Ref.
E. coli motors Optogenetic Patterning Lamp 620-680 | 0.5-2%* N N [227]
E. coli bacteria Photoactivated | Rotational motion DLP projector | 565 7.6 Y N [392]
proteins

Mammalian cells | Optogenetic Apoptosis LED array 488 20—40%* N N [180]

Mammalian cells | Optogenetic Cell migration Unknown Unknown | 13-15% N Y [12]

Macrophage cells | Optogenetic Cell migration Laser 445 10* N Y [253]

Mammalian cells | Optogenetic Morphogenesis Laser 950 10* N Y [185]

Mammalian cells | Optogenetic Cell migration Laser 458,473 | 20-40* N N [415]

Mammalian cells | Optogenetic Cell migration Laser 485 20% N Y [398]

E. coli biofilm Optogenetic Patterning DLP projector | 460 0.5-2% N Y [193]

E. coli bacteria Optogenetic Patterning LCD projector | 530 & | 0.5-2% Y N [563]

660

E. coli biofilm Optogenetic Patterning Unknown 660, 465 | 0.5-2% N Y [271]

Pseudomonas Optogenetic Biofilm inhibition Laser 488 0.5-3%* N Y [322]

aeruginosa biofilm

Pseudomonas Optogenetic Patterning DMD + LEDs 434,632 | 0.5-3* N Y [179]

aeruginosa biofilm

Muscle-on-a-chip | Optogenetic Shape actuation, | LED, mercury | 473 144 N N [343]
stress control lamp

Nanotree mi- | Photocatalytic | Translational motion | LEDs 365 2.6-11 N Y [82]

croswimmers

BiOI-Based Janus | Photocatalytic | Translational motion | Mercury lamp | 520,590 | 2—4 N Y [105]

MMs and filters

Au@Ni@TiO2- Photocatalytic | Translation motion, | Lamp 385 0.7 N N [397]

based MMs cargo transport

BivO4 MMs Photocatalytic | Translation motion, | LED 400 4-8 N Y [389]
cargo transport

Quantum dot MPs | Photocatalytic | Translation motion, | LED 470-490 | 17 N N [298]
cargo transport

Table 2.1: Light responsive microagents. Continued on next page.
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Agent type Mechanism Response IIlum. type A (nm) | Size (im) | Closed | Swarm | Ref.
Polymer  micro- | Photothermal | Shape actuation Laser 532 100-300 N N [245]
hand
Optothermally Photothermal | Translational motion, | Laser 980 171-244 N N [173]
generated bubbles cargo transport
Optothermally Photothermal | Translational motion | LCoS + laser 1064 85 Y N [324]
generated bubbles
Optothermally Photothermal Translational motion | DLP projector | Visible 125 N N [174]
generated bubbles
Optothermally Photothermal | Cell poration Laser 980 10-15 N N [120]
generated bubbles
Silica MPs Photothermal Translational motion, | Laser 532 0.49 N Y [349]

self-assembly
Polystyrene MPs | Photothermal | Swarming Unknown 320-550 | 5 N Y [176]
Silica MPs Photothermal Self-organisation AOD + laser 532 4.4 Y Y [28]
Silica MPs Photothermal Clustering AOD + laser 532 4.28 Y Y [221]
Melamine MP Photothermal Self-organisation AOD + laser 532 1.09* Y Y [202]
Silica nanomotors | Photothermal Spatial manipu- | Laser 808 0.08 N Y [418]
lation, membrane
perforation
Polymeric artifi- | Photothermal, | Colour changing and | Unknown 365, 520, | 2 x 10* N N [437]
cial flower photochemical | shape actuation 808
Polymer  micro- | Photothermal, | Shape actuation, | DMD + laser 532 50-1000 Y N [302]
robot photochemical | translation motion
TiOo/Pt MPs Photothermal, | Translation motion, | Laser, LED 808,365 | 3 N Y [91]
photocatalytic | collective migration

Table 2.1: Light responsive microagents. Summary of the light-responsive microagents discussed throughout this chapter. For
convenience, abbreviations have been made; MPs — microparticles, MMs— micromotors, A — wavelength, illum. — illumination, closed —
closed-loop control, swarm — any swarm-like collective behaviours demonstrated by the microagent system. Agent size refers to the size of
single agents, even in cases where control was exerted over collective groups rather than individuals. Where agent size is not specified in

text, the value was estimated from alternative literature, or inferred from figure and is marked with an asterisks (¥).
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2.4 Devices for the optical control of microagent systems

As has been laid out thus far in this chapter, applications of optical control at the microscale
have been demonstrated in countless fields, and for a wide variety of microagents. The hardware
set-ups used in these applications range in complexity, from open-loop, uniform illumination to
highly localised, feedback-based light delivery. The latter type of system inherently allows for a
significantly higher level of control in terms of spatiotemporal dynamics. This enhanced control
enables the engineering of more complex microsystem behaviour, for example by independent
interaction with multiple microagents in parallel [28, 64, 202, 218], or subsectional targeting of
larger agents [302, 369]. For these applications, a custom-built optical set-up is often employed,
requiring real time visualisation and image analysis coupled to a spatially localised light delivery
system. The use of such control schemes is therefore limited by the expertise required for their
construction, and may not be feasible in many instances. This is particularly true given the multi-
disciplinary nature of the applications discussed, many of which are in fields such as microbiology,
cell biology and surface chemistry. Despite an increasing trend towards interdisciplinarity in
research [321], many research groups will not have the optical, electronic and computational
experience required to build an entire optical control system from scratch. It is therefore sensible
to examine implementations such systems that have been demonstrated thus far, and to consider
not just the technical merits of each but also the accessibility and reproducibility. This section
will detail the various experimental set-ups and devices from existing literature that have been
used for optically engineering the behaviours of microscale systems. Specifically, those included
must be capable of executing closed-loop feedback control over many microagents independently

and in parallel.

2.4.1 Time-shared laser beams

One method for localised light delivery is the use of a laser beam, which can yield extremely high
resolution when focused using a high-numerical aperture objective. This method can provide
submicrometer resolution in some instances [149, 431], however by itself is limited to single agent
control. Fortunately, technological innovations have made it possible to extend this type of system
to the manipulation of multiple agents. One such innovation is the time-sharing of a single laser
beam between a collective of spatially distributed agents. Given that microagents are almost
always situated within a medium, diffusion dynamics are relatively slow. Thus, manipulation
of multiple agents by a single beam is possible if the focal point of the laser is capable of rapid
movement between positions. This concept was initially demonstrated by Sasaki et al. in the
early 1990s with the use of 2 computer driven galvano mirrors to deflect a laser, allowing the
spatial patterning of 1-2 pm polystyrene latex particles [345]. More recent implementations have
favoured the use of acousto-optic deflectors (AOD) [391] or electro-optic deflectors (EOD) [384] for

ultra precise beam deflection by acoustic waves and electric fields respectively. Many applications
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of time-share laser-based manipulation operate on an open-loop basis, however a number of
closed-loop implementations have been demonstrated. Notably, in Section 2.3.3, the work of
Bauerle et al. [28] and Khadka et al. [202] were discussed. In both instances, a time-shared laser
beam was utilised to facilitate collective behaviour through augmented particle communication.
A simplified generic construction of such a system is shown in Figure 2.11, in which a laser
beam is directed through a deflector (AOD, EOD or otherwise), the position of which is digitally
controlled. Typically, the beam will then pass through relay optics before being reflected into a
focusing objective by a dichroic mirror or a similar component, allowing for combination with a
bright-field illumination light source. The focused laser and bright-field light passes through the
objective to the sample, which is imaged using an objective and camera coupled to the control
computer. To establish feedback control, the camera must be calibrated to the sample workspace
such that the positions of agents can be used to inform the deflector positions. Additionally, real
time image analysis of the camera images must be performed in order to transmit updated laser

beam coordinates to the deflector as the microsystem evolves over time.

lllumination
-~
Laser Deflector
Dichroic mirror
Relay optics
Focusing
objective
Sample
Computer

Imaging
objective

i l Camera

Figure 2.11: Time-share laser beam. Schematic representation of a time-share laser beam
system, in which a single laser can be shared between multiple positions using a deflector such
as an AOM or EOM.

A considerable advantage of the focused laser beam-based light delivery method is the high
resolution attainable. The focusing of a single beam by a high-numerical aperture objective allows

for accurate targeting of individual agents with microscale [28, 257, 345] or even submicroscale
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[561, 384, 391] resolution. This has allowed the dual manipulation of DNA molecules to investi-
gate protein organisation [83], as well as the implementation of active particle steering using
subsectional targeting of ~1 nm particles [202]. The main drawback of a time-shared laser is that
although technically allowing for multi-agent control, truly parallel manipulation is impossible.
Although theoretically feasible to control 100s of particles simultaneously using this technique
[28, 299], the overall time taken to complete a cycle of illumination must be small enough that sig-
nificant diffusion does not occur in that period. Since the distance that a particle will diffuse in a
given time period is inversely proportional to particle radius [69], this becomes less of an issue as
agent size increases. However, even for larger, less diffusive microsystems there is a problem with
scaling, as every additional agent results in a reduced illumination time per agent per cycle, since
illumination is performed sequentially rather than in parallel. Even negating diffusive effects,
this results in a significant slowing of the manipulation process. Another consequence of this is
that highly motile agents such as flagellated bacteria would difficult to control with a time-share
laser system. The high intensity provided by a focused single beam also presents a complication
when dealing with living biological matter due to the risk of photodamage [39, 279, 325], although
mitigation strategies are documented [256].

Time-shared laser beam systems provide an effective way to deliver a tightly localised, high
intensity light to multiple microscale agents. While control is not strictly simultaneous, in most
instances it can be considered as such, and employed for parallel optical control of multi-agent
systems. This technique is well suited to the high speed manipulation of a small collection of
agents with low diffusivity [14], but requires a relatively complex and precisely calibrated optical
set-up. There is therefore a fairly high barrier in terms of costs and expertise associated that may

make it inaccessible in many research settings.

2.4.2 Digitally controlled spatial light modulators

An alternative method for localised light delivery is to give spatial structure to the output of a light
source, something that can be achieved using a spatial light modulator (SLM). At the most basic
level, an SLM could simply be a static mask, however in practice it typically refers to a dynamic,
digitally controlled output [346]. The most frequently used types of SLM are digital micromirror
devices (DMDs) or liquid crystal (LC) based chips, both of which provide a controllable grid of
pixels that can be used to dynamically pattern light. A DMD is a semiconductor based array of
microscopic mirrors, depicted in Figure 2.12A. The mirrors are digitally switchable between a
binary +12 ° and —12 ° tilt angle, representing ‘on’ and ‘off’ respectively. Incident light is thus
spatially modulated through selective reflection.

For an LC material, the refractive index experienced by incident light is dependent on
the molecular orientations of the individual liquid crystals within, as shown schematically in
Figure 2.12B. Given that orientation can be controlled by an externally applied voltage, an

electronically driven array of LC cells functions as a SLM.
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Figure 2.12: SLM chips. (A) A DMD device consists of an array of microscopic mirrors that can
be angled between a binary ‘on’ and ‘off’ position. (B) An LC-based SLM contains an array of LC
cells whose molecular orientations can be controlled using pixel electrodes.

The resolution attainable using DMD or LC-based devices equates to the number of micro-
scopic mirrors, or number of LC cells contained in the full array. SLM technology has found
widespread use both commercially and in highly precise optical applications including microscopy
and holography [3, 110]. The choice between SLM types is highly dependent on application.
LC-based SLMs are able to achieve significantly smaller pixel size, and are capable of modulating
the intensity and phase of incident light where a DMD provides binary modulation [222]. DMDs
however exhibit faster response times and superior beam-shaping fidelity [110]. In addition, the
interaction of light with LC materials is highly wavelength dependent, prohibiting the use of
short wavelengths in the UV range due to absorption. This makes LC-based SLMs unsuitable for
use in UV-related processes such as lithography [222].

DMDs are commonly used in conjunction with a light source, optics and control electronics
to create digital light processing (DLP) systems. The main example of this is the DLP projector,
which can use a lamp, LED or laser light source. In a DLP projector, colour can be created either
using a single DMD chip together with a colour wheel or pulsed LEDs, or alternatively by using
three separate DMDs each relating to a single colour [197]. Liquid-crystal displays (LCDs) and
liquid crystal on silicon (LCoS) displays are LC-based SLM devices used for display applications.
In an LCD, the LC layer is sandwiched between conductive glass substrate layers that act as
electrodes to shape the crystal alignment, in front of which is a polarising filter. An LCD may
operate by transmission or reflection where illumination is delivered by a backlight or reflector
respectively. Colour is usually generated by a filtering layer that can produce coloured subpixels.

The backlight layer of an LCD makes them useful not only for light projection but also display
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applications such as smart phones and televisions. On the other hand, an LCoS display can be
thought of as combining principles of both LCD and DMD technology. An LC layer is used to
shape incident light, and a reflectively-coated silicon layer is used to reflect this structured light
back through the device. This results in less absorption than in an LCD, in which the layers of
glass and polarizing filters have absorbing properties. Colour generation for an LCoS display
works similarly to in a DLP system, with either a single or three chip arrangement.

In combination with microscopy techniques, SLM technology is powerful in the context of
optical control of microagents [55, 61, 208, 233]. The digitally controlled nature of LC and DMD
light delivery also allows a closed feedback loop to be realised, enabling complex microsystem
control schemes. Such closed-loop optical control set-ups are typically less expensive and complex
than comparable time-shared laser arrangements, however the integration of SLM technology
with microscopy optics and a closed computational system is not trivial. At a base level, it must
include an SLM based light delivery module, magnification optics and camera for agent visualisa-
tion, and a closed computational system. In this context, closed means that the computational
system is capable of simultaneously performing image analysis of the camera feed, and outputting
information to the projector. It should be noted that there are SLM-based, off-the-shelf light
delivery systems designed to work with microscopic system available, namely the Polygon 400
(Mightex) and the Mosaic (Andor, Oxford Instruments). These systems, although powerful and
high specification, are not here considered accessible, as they are priced in the £10,000s range and
run on proprietary software that could make the implementation of custom control algorithms
difficult. Furthermore, these devices do not constitute a full optical control system, rather they
are an attachment for an existing microscope that provide localised light calibrated to the camera
output. In contrast, this section will examine whole systems presented in literature that are
capable of closed-loop, SLM-based optical control. Specifications such as minimal projection pixel
size, total sample workspace and available illumination wavelengths will be highlighted. Also of
interest is the accessibility demonstrated by each system, in particular the extent of openness
and the provision of documentation, plans or protocols that would allow for the system to be

easily reproduced.

2.4.2.1 Application specific set-ups

In the first instance, custom built set-ups that are presented as part of a methodology towards a
specific application, as opposed to as an integrated platform will be considered. These systems
are generally less well characterised and may have limited reproducibility, however offer an
interesting point of comparison in regard to technical specifications.

In work from Rahman et al., closed-loop photothermal actuation of bubble microrobots was
demonstrated using an LC-based SLM [324]. In this set-up, shown in Figure 2.13, a laser beam is
directed through a beam expander and onto an LCoS chip (X10468- 07, Hamamatsu) to shape the
beam. The structured light is then reflected from the SLM through a series of optical components,
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Figure 2.13: Optical set-up for the photothermal actuation of bubble microrobots. Re-
produced from [324] under CC BY—4.0.

finishing by passing through a 10 xobjective lens to the sample, onto which a camera is aimed.
An open-loop pattern generation algorithm developed in LabVIEW was combined with an image
processing algorithm developed in MATLAB to facilitate a feedback-based control loop for the
microrobots. Given that the total manipulation area is stated as 16 x 12 mm and the SLM chip
used has a native resolution of 800 x 600 pixels, the minimum single pixel size can be estimated
as 20 pm. A 1064 nm wavelength laser was used, however it would be possible to use other

wavelengths with this set-up as there are no wavelength specific filters included.

Filter SP L4
T < 500nm
Digital Micromirror Device L3 A Sp

T>484 nm

Figure 2.14: Optical set-up for driving locomotion of a polymer microrobot. Reproduced
with permission from [302] © 2016 Springer Nature.

42



2.4. DEVICES FOR THE OPTICAL CONTROL OF MICROAGENT SYSTEMS

Figure 2.14 shows an optical set-up used by Palagi et al. for driving locomotion of a polymer
microrobot [302]. Here, a 532 nm laser beam passes through a beam expander and is reflected
by a mirror onto a DMD module (V-7000, ViaLUX). The patterned light is reflected onto a beam
splitter and through a 4 xobjective and onto the sample. The beam splitter allows the sample to
be imaged through the same objective, with light passed to a camera linked to the computer that
drives the DMD module. The native resolution of the DMD used is 1024 x 768 pixels, however no
specifications are given for the size of workspace or minimal pixel size. The beam splitter used
here has a cut-off wavelength of 484 nm meaning that any light source with a wavelength longer
than this could be used to supply light in place of the 532 nm laser. Due to the presence of the
beam splitter, the light patterns incident on the sample are not visible in the collected images as

only light under 484 nm is reflected to the camera.

Digital Micromirror Device

____________________ -
]
500 nm SP 1
High Energy :
Light Source —> o y Halogen '
W e Light DMD Control
o “ Source A
]
500 nm dichroic :
0% mirror 1
(beam combiner) Pattern
Generation
Microscope f
Stage 4 :
l l 1
]
a Microrobot
- [
10X c 2 Recognition
c i A
o
’ 3 2 :
]
1
\= -_— e J
Camera

Figure 2.15: Optical set-up for the manipulation of bio-hybrid microrobots. Reproduced
with permission from [366] © 2015 IEEE.

DMD technology was also utilised by Steager et al. for the manipulation of bio-hybrid micro-
robots through the phototactic control of bacteria cells [366]. This closed-loop system, shown in
Figure 2.15, uses a DMD projector (Lightcrafter, Texas Instruments) modified by the replacement
of the light engine by a high intensity blue and UV LED light source. Light from the projector is
directed through a dichroic mirror, where it is combined with light from a halogen light source
for bright-field imaging. The patterned blue light and background light is focused through a
20 x objective and onto the sample. A 10 x objective is used to image the sample, with light
filtered through a longpass filter to remove the blue and UV light before reaching the camera.

The minimum projector pixel size in the workspace is given as 1 j1m, however the workspace size
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as well as the projector model and resolution are unknown. Although in this set-up the projected

light is filtered out of the camera images, this is stated to be for ease of microrobot tracking and

could be included if desired.
11
Sealant
Annulus h
N

Sample on
piezo stage
Capillary
- filled
with cells
F1
DLP :I |D
400
"K """" um

Focal plane

Figure 2.16: Optical set-up for the density shaping of bacteria. Reproduced from [131]
under CC BY-4.0.

Shown in Figure 2.16 is an optical set-up employed by Frangipane et al. for the density
shaping of bacteria into well known images through optogenetic motility control [131]. A DMD
based projection module (DLP LightCrafter 4500, Texas Instruments) is directed through a
520 nm bandpass filter and reflected upwards by a dichroic mirror and through a 4 x objective to
the sample stage. The sample is imaged through the same objective, with red LED light passed
through this lens and through the dichroic mirror to the camera. An automated feedback loop,
running at 1 iteration every 20 seconds, was used to optimise the density control by comparing
real time camera images to the target image. The minimal pixel resolution is stated to be
2 nm, giving an estimated workspace region of 1.82x2.28 mm based on the native 912x1140
resolution of the DMD module. The projection module is able to deliver light in 617, 520 and
465 nm wavelengths, however due to the dichroic mirror used to combine imaging and projection

pathways only the latter two could be used with this set-up. The projected light is also not visible
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in captured images, being first reflected away by the dichroic mirror and then further filtered out

by a long pass filter before reaching the camera.

2.4.2.2 Open and reproducible optical control platforms

Where the previous section served to highlight some of the custom built optical systems employed
for a particular control application, this section focuses on platforms presented for wider use
for which a greater level of reproducibility should be expected. The availability of thorough
documentation is an important factor in this, such as detailed schematics, parts lists and and

availability of operational software.
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Figure 2.17: ‘Lab-on-a-display’ optical control device. Reproduced with permission from [64]
© 2006 Springer Nature.

A closed-loop optoelectronic manipulation device was designed by Choi et al., depicted in
Figure 2.17, which they call a ‘Lab-on-a-display’ [64]. This device features a monochromatic LCD
module that was removed from a commercial projector (EMP-5300, Epson). A photoconductive
layer needed for optoelectronic control was placed directly on top of the LCD, however this is
specific to the optoelectronic application. An upright, off-the-shelf microscope coupled with a
digital camera was used for imaging. The microscope used features both downside and upside
illumination, meaning that they were able to use the former for actuation and the latter for
observation of the system. Although white light was delivered by the downside illumination
source, only red light was able to permeate the photoconductive layer, likely due to wavelength-
dependent absorption in the amorphous silicon. It should be noted however that these absorption
effects would not be present in the absence of the photoconductive layer if a similar set-up was
employed for applications outside optoelectronic control. It was also observed that 2 out of every

6 pixels failed to light up for reasons thought to originate in the LCD driver circuits. This meant
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that the image patterns sent to the SLM chip were not reproduced in their entirety. Despite this,
the system was demonstrated to be capable of assembling polystyrene beads into an I shape
within 60 seconds. It is unclear whether a closed-loop algorithm was used in this instance, as
the images were drawn using Microsoft PowerPoint. Given that the same computer is used to
receive camera images and to drive the LCD however, this set-up does have the potential for
closed-loop control. Since the sample workspace in this device is directly on top of the SLM chip,
the minimal pixel size is simply equal to the pixel size of the chip. This is given as 33 pm, with a

total workspace area of 26.4x19.6 mm.
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Figure 2.18: Device for optogenetic illumination. Reproduced with permission from [224]
© Springer Nature 2011.

A device for optogenetic illumination based on a high speed feedback loop, proposed by Leifer
et al. [224], is shown in Figure 2.18. The system was demonstrated to be capable of controlling
the locomotion and behaviour of Caenorhabditis elegans through the optogenetic targeting of
cells expressing light-responsive proteins. The system, known as Colbert, uses a fast patterning
DMD module (Discovery 4000, Texas Instruments) to shape the light of a 532 nm or 473 nm laser
beam. The structured light passes through a 580 nm dichroic mirror and through a 10x objective
to the sample, which is situation on an x-y motorised stage. To avoid exciting the light sensitive
proteins, red light is used for dark-field illumination of the sample, with light passing through
the same objective and being reflected by the dichroic mirror to a high speed camera. Custom
software written in C called MindControl was developed for real time image analysis and DMD
pattern generation, all of which is available online. The minimum theoretical pixel size is given
as 5 ym, though in practice the minimum spatial resolution demonstrated was 30 pm for a
freely swimming worm with the system working at the maximum speed of around 50 frames per
second. The size of the sample workspace is not given, however using the minimum pixel size of
5 pm and a native DMD resolution of 1024 x 786 pixels this can be estimated as a maximum of
5.12x3.93mm. Any wavelength of light under the 580 nm limit of the dichoric mirror should be
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compatible with this system, however the light patterns are not visible to the camera due to the

combined imaging pathway.
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Figure 2.19: Device for optogenetic illumination. Reproduced by [340] under CC BY-NC-ND
4.0.

Another system for optogenetic illumination is presented in work by Rullan et al. (Figure 2.19),
in this case used for the precise single-cell control of transcription in Saccharomyces cerevisiae
[340]. This set-up uses a DMD based projector (DLP LightCrafter 4500, Texas Instruments)
to pass light through focusing optics to an off-the-shelf inverted microscope. The microscope is
equipped with both a fluorescence excitation light source and bright-field light source. Projector
light is combined with fluorescence illumination using a 50/50 beam splitter, and passed to the
sample plane by a second identical beam splitter. Light from the bright-field illumination source
is directed to the sample plane and through the second beam splitter to a camera. The use of
non-wavelength specific beam splitters means that projected light and fluorescence wavelengths
are both visible to the camera in addition to bright-field imaging. Although only blue patterned
light was used in the device demonstration, the light engine contained within this projection
module is capable of delivering 617, 520 and 465 nm wavelengths, all of which could be delivered
through the optics to the sample stage. The resolution and workspace size are unknown, however
the components required to reproduce the set-up are provided as supplementary material, as
well as an outline of the calibration process.

A platform for automated optogenetic illumination was also reported by Chait et al., and
shown to be capable of of controlling optogenetic expression for hundreds of individual bacterial
cells [53]. This plaform, shown in Figure 2.20, uses a LCD projector (PT-AT6000E, Panasonic)
modified by the replacement of the original light source with 530 and 660 nm LED sources, and
the removal of the projection lens. Light from the projector is carried by field and tubes lenses,
then directed into an off-the-shelf inverted microscope by reflection from a 50/50 beamsplitter.

The microscope also contains a fluorescence illumination light source, which is focused by the
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Figure 2.20: Device for optogenetic illumination. Reproduced by [53] under CC BY-A 4.0.

objective and used for sample imaging. Only fluorescence imaging is used in the set-up, with
sample fluorescence imaged through the objective and delivered through the microscope to a high
quantum efficiency camera. A pixel size as small as 0.24 nm is reported, although when lines
were projected at this spacing they appear hard to resolve individually. The workspace size is
not provided, however assuming that 0.24 pm is the minimal pixel size, the 19201080 native
resolution of the projector would imply a maximum workspace of 0.46x0.26 mm. A feedback loop
is operated using MATLAB, with the files needed for device control and data processing supplied
as supplementary materials. Also provided are specifics of the optical set-up and components
used, although details of the custom LED assembly used to replace the projector light source are

not given.

A closed-loop optical set-up was developed by Lam. et al with the goal of providing a platform
for the programming of swarm behaviours in microagent systems [218]. In this set-up, shown in
Figure 2.21, a DLP projector IVPJMP70, iVation) directs light through a 4 x objective. The sample
is then observed through 2 combined 4 x objective lenses forming a relay lens, passing the image

to a webcam linked to the control computer. This platform also includes an LED on each side of
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Figure 2.21: An optical device for the programming of microswarms. Reproduced from
[218] under CC BY-NC 3.0 published by The Royal Society of Chemistry.

the sample stage (4 in total) to provide directional light stimuli in the sample plane. The device is
demonstrated to be capable of directing a group of phototactic Euglena gracilis to complete tasks
such as group migration and shape formation. The minimal pixel size is stated to be 20 pm with
a 4.0x2.5 mm workspace. The projector uses a white light source, the emission spectra of which
is not available. As no wavelength specific filters or mirrors are used, the full spectrum of light
output by the projector is available to be used. All key components are detailed in text and the
software developed for feedback control, written in Java, is provided as supplementary material.
Detailed schematics are not available however, and although a construction cost of $750 is quoted,
this excludes the optical breadboard and associated optomechanical that appear in the set-up.
In work by Stirman et al., a protocol for the construction of an illumination system for precise
optical control of microscale structures was presented, depicted in Figure 2.22 [369]. Here, a LCD
projector (CP-X605, Hitachi) is modified by the addition of bandpass filters to select for particular
wavelengths contained within the native halide light source, and by the removal of the projection
lens. The device requires a inverted microscope with epifluorescence port, as it is through this
port that the projected light is passed using a tube lens or relay lens pair. Light is then directed
upwards by reflection from a dichroic mirror to be focused onto the sample by an objective lens.
The sample is imaged using the same objective lens, passing light through the dichroic mirror to a
camera attached to the microscope. An example application is demonstrated in which the motility
of Caenorhabditis elegans is optogenetically controlled. The minimal pixel resolution is dependent
on the objective lens used, and is stated to be 14 or 5 nm for 4 or 25x lenses respectively. The

manipulation area is not given, however using the native projector resolution of 1024 x768 the
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Figure 2.22: Device for optogenetic illumination. Reproduced with permision from [369]
© Springer Nature 2012

maximum area can be estimated as 14.37x10.75 mm for the lower magnification a 4x lens. The
wavelengths provided by the system are 430—475, 543—-593 and 585-670 nm, however as these
are dependent on the bandpass filters added to the projector this could be easily customised. Since
the dichroic mirror used to combine imaging and projection pathways has a cut-off wavelength
of 662 nm, projected patterns can be visualised by the camera. It is notable that of the systems
described thus far, this is the only instance in which instructions for the replication of the full
device are provided, with a detailed step-by-step procedure included alongside details of required
components. In this sense, this is the only system thus far that could be considered as an open

platform. Software is not provided but a high level description of the control scheme is given.

2.4.3 Devices summary and comparison

A summary of the technical specifications and available documentation for the devices discussed
is shown in Table 2.2. Presented are a number of high-quality platforms that provide a more
accessible path to closed-loop optical control than commercially available options. Alongside the
devices that have been laid out thus far in this chapter, the final row in the table also gives
specifications for the DOME platform that is the partial subject of this thesis, and which is
presented in full in Chapter 3. In summary, the DOME is an open-source platform for the closed
loop control of microagent systems which utilises DLP technology in combination with light
microscopy to enact this control scheme. It is a fully integrated, stand alone device fabricated
using 3D printing, with all printing files available online along with the relevant calibration code.
As seen in Table 2.2, the DOME provides light patterning with 30x30 pm resolution to a sample
area of 2.79x1.74 or 14.56x14.56, depending on the level of magnification. These specifications
are competitive with the other devices included in the table, although at the slightly lower end of

the resolution range. The DOME is one of the few devices to offer three different illumination
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wavelengths without any limitations imposed due to the use of filters in the optical pathway.
Crucially however, the DOME is one of only two platforms that constitutes open hardware. The
other open-source system is that presented by Stirman et al. [369], although unlike the DOME
there are no design files to be made available online, rather a detailed protocol for the assembly of
components using an off-the-shelf microscope and projector. The cost of constructing this platform
is higher than for the DOME by a factor of 10, as can be seen in Table 2.3 A-F, in which the costs
associated which each platform are broken down by major component. Specifically, the cost of
this system is given in Table 2.3 F at £6860, compared to £685 for for the DOME. For all but
one of the optical control systems detailed here, construction prices run into the thousands. The
exception to this is the system proposed by Lam et al., with much lower estimated cost of just
£524 (Table 2.2 E) [218]. However, this total does not include the optical breadboard used in
the construction and alignment of the system, a cost that could not be calculated as these parts
were not detailed in the text, but would likely be in the £100s at minimum. Of all these devices,
only the DOME provides a fully integrated device, where all others require external computer
connections, and in some cases specialised equipment such as optical breadboards. The technical
specifications of the DOME are comparable to those offered by similar devices at a significantly

lower price point.

2.5 Future perspective

This chapter has explored the use of a light as a control agent for both individually acting and col-
lective microagent systems. This includes a vast array of agent types, including bacteria, polymer
microrobots, microparticles and mammalian cells. By locally structuring the light delivered to
these agents, more complex behaviours can be facilitated such as shaping collective cell migration
[398], and biomimetic locomotion [302]. The further addition of closed-loop computation results
in an automated feedback scheme that allows the rapid changes in the patterning and delivery of
light based on the evolving dynamics of a microsystem. In certain fields, such as optogenetics,
there is a notable presence of such systems, however in general the adoption of such systems is
not yet widespread. Even in optoelectronic applications, which often use SLM technology for light
patterning, there is little integration of closed-loop computation for automation of manipulation
processes. Likewise for light-based micromotors, optical interaction is mostly limited to single,
uniform light sources. This despite the probing of collective phenomena that could benefit greatly
from a dynamic, locally structured light environment. In summary, there is significant potential
for closed-loop optical control techniques in applications for which they are not currently com-
monplace. It is reasonable to assume that in some instances the cost and expertise associated
with their construction is a prohibiting factor. Owing to this, the availability of accessible optical
control platforms, such as the DOME, could impact wider research by bring spatiotemporal

feedback-based light control into settings where it would otherwise have little chance of use.
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Component Specifics Cost (£)
Microscope Zeiss Axioskop 3000*
SLM type Epson EMP-5300 50
Camera Coolpix5400 85
Additional Optics - -
Light source - -
Other Function generator 225
Total estimated costs | 3360

A
Component Specifics Cost (£)
Microscope Nikon Eclipse TE2000-U 5000%
SLM type DLP discovery 400 715
Camera PhotonFocus MV2-D1280-640CL | 1500*
Additional Optics Filters and lenses 648*
Light source Laser sources 508
Other - -
Total estimated costs | 8371

B
Component Specifics Cost (£)
Microscope Nikon Ti-Eclipse 5000%*
SLM type DLP LightCrafter 4500 1345
Camera ORCA-Flash4.0 1000
Additional Optics Filters and lenses 721
Light source - -
Other - -

Total estimated costs

8066




CHAPTER 2. BACKGROUND

Component Specifics Cost (£)
Microscope Olympus I1X83 10,000%*
SLM type Panasonic PT-AT6000E 500%*
Camera ORCA-Flash4.0v2 1000%*
Additional Optics Filters and lenses 203*
Light source LED sources 640
Other - -
Total estimated costs 12,343
D

Component Specifics Cost (£)
Microscope Custom 217
SLM type iVation IVPJMP70 216
Camera Logitech ¢905 webcam 71
Additional Optics - -
Light source - -

Optical breadboard Unknown
Other Ardunio Uno 20
Total estimated costs | 524

E

Component Specifics Cost (£)
Microscope Olympus IMT-2 4000*
SLM type Hitachi CP-X605 1647
Camera AVT Guppy F-033 676
Additional Optics Filters and lenses 537
Light source - -
Other - -

Total estimated costs

6860

Table 2.3: Cost breakdown for various optical control devices. Construction cost for optical
control platforms proposed by (A) Choi et al. [64], (B) Leifer et al. [224], (C) Rullan et al. [340],
(D) Chait et al. [53], (E) Lam et al. [218] and (F) Stirman et al. [369]. Components that are no
longer available or not directly costable from a verifiable retailer for any other reason are marked
with an asterisk (*). All prices are given to the nearest whole pound (£).
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CHAPTER

THE DYNAMIC OPTICAL MICRO-ENVIRONMENT

Key Findings

This section relates to the fabrication methods and characterisation results of the DOME, a
device for closed-loop optical control at the microscale, parts of which are also presented in [93]
The DOME takes advantage of 3D printing and inexpensive electronics, ensuring that the device
is low-cost and reproducible. The integration of imaging optics, DLP technology and a closed
computational set-up facilitates multi-wavelength optical control, localised with 30pm resolution.
The use of feedback control, based on real time image analysis makes the DOME an effective

platform for closed-loop control of microagents systems.

3.1 Introduction

Light is a versatile and powerful tool for microagent control owing to the many photoresponsive
mechanisms encountered at these small-scales. As discussed in Chapter 2, optical control has been
demonstrated for a wide variety of different microagents and microsystems, with applications
across many disciplines. Despite the widespread applicability of optical control methods, hardware
options for the localised, dynamic control of microagents are limited. The few commercial options
that exist are high-cost and rely on proprietary software, making customisation challenging.
A number of non-commercial, reproducible set-ups have been proposed in literature [53, 64,
218, 224, 340, 369], as outlined in Section 2.4. Although these platforms demonstrate greater
accessibility that commercial options, many still require expensive equipment such as off-the-shelf
microscopes or optical breadboards. Furthermore, no platforms has yet fully integrated imaging
optics, a light delivery system and closed computational infrastructure into a self-contained

device. Here, the DOME is presented as an open-source, integrated device for closed-loop optical
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control of microagent systems. The device is constructed using 3D printed parts, together with
low-cost electronics and relatively simple optical components. All printing files and basic control
scripts are provided online under a CC BY-4.0 licence 1. Owing to this, the production process is
straightforward and inexpensive in comparison to custom set-ups of comparable specifications. A
modular design allows for switching between different magnification lenses and imaging modes,
as well as the ability to adapt the set-up for different applications. By providing the DOME as
an open-source device, it is hoped that the accessibility of light manipulation techniques can be
broadened by largely removing the barriers of cost and expertise. This could facilitate the deeper
exploration of optical control for agents such as micromotors, soft microrobots and phototactic
organisms, all of which have been shown to be influenced by light-based interactions, but often in
the absence of spatiotemporal control. The controllable pixel grid of light provided by the DOME
is also well suited to working with collective systems, including biofilms or mammalian tissue, as
the optical microenviornment can be shaped around many individual agents independently and
in parallel.

This chapter will discuss the components and construction process of the DOME, and the
integration of optical and computational components for effective closed loop control. The cal-
ibration process will also be outlined, as well as the image processing and control algorithms
employed. Additionally, results of characterisation tests for important system parameters such

as resolution and latency will be provided.

3.2 Background

The operation of the DOME is based around the closed-loop control of localised light delivery,
coupled with microscopy imaging. While this kind of optical control has been demonstrated
previously, the novelty of this device is it’s self-contained design, open-source availability, and low-
cost. In this background, the low-cost technology used to fabricate the DOME will be discussed,

as well as the growing popularity and impact of the open-source movement.

3.2.1 The open-source movement

The term open-source is used to describe a project that is freely accessible for all to use, adapt
and redistribute, encouraging a collaborative development process. It was originally coined in
the late 1990s to refer primarily to open-source software. Open-source software rejects a rigid
development structure in favour of a bottom up, decentralised process in which source code and
documentation are readily available. Many open-source software projects are now popular in
science and engineering applications, for example Python and Fiji [296, 348], as well as the more

mainstream use of programs such as Mozilla Firefox and Linux [165, 288]. Around the time that

LSTL files for 8D printing and custom PCB plans, along with calibration and control code for the DOME are all
available at bitbucket.org/hauertlab/dome
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the open-source software movement was formalised, the idea of open-source hardware also began
to gain traction. This was driven in large part by growing availability of compact, cheap electronic
tools and the advancement of DIY manufacturing processes such as 3D printing and laser
cutting. Open-source hardware consists of physical products that are easily reproducible through
freely accessible documentation such as schematics, PCB designs and CAD files. Although not a
prerequisite, open-source hardware is typically inexpensive, costing around 1-10% the price of

comparable commercial technology [326].

3.2.1.1 Open-source devices

Today, examples of open-source hardware products can be found in many areas. One of the best
known examples is the Arduino, a microcontroller board which is not only itself open-source, but
is futher utilised in numerous open-hardware projects [2, 8, 215, 319]. SparkFun Electronics
also supply open microcontroller and breakout boards that, although designed with education in
mind, are commonly utilised in more advanced hardware projects [10, 27, 281]. Open hardware
design has additionally been brought to small-scale manufacturing. The RepRap project (short for
replicating rapid prototyper) has created a number of open-source printers capable of producing
some of their own parts, with the eventual goal of total self-replication [195]. Precious Plastics
is another open-source project, based around a number of machines capable of recycling waste
plastic into new products through a series of reconstitutive processes [100, 225]. Also notable is
the Raspberry Pi range, a family of inexpensive single-board computers and related accessories.
While the boards themselves are not open-source, they do run an open-source operating system
and provide extensive documentation. This has resulted in the Raspberry Pi becoming a staple
of the open-source movement [63, 228, 405, 407]. The examples given here give just a small
glimpse into the wider world of open-source devices, with extensive lists available through the
open-source Hardware Association, an organisation that advocates for and maintains certification

of open hardware.

3.2.1.2 Open-source and DIY hardware in science and medicine

The influence of open-hardware is especially notable in the context of scientific and medical
research, with the design and use of open-source labware, research equipment and medical
devices becoming increasingly commonplace [84, 216, 283, 312]. Scientific equipment is tradi-
tionally expensive, in part due to the robust patent and copyright frameworks in which it is
often developed, and can therefore be exclusionary to institutions working in low-income coun-
tries or with limited funding [52]. The development of affordable scientific hardware within an
open-source framework is a challenge to this, elevating accessibility in these lower resource
settings. Besides cost considerations, the open-hardware model for scientific equipment is also
beneficial due to the enhanced speed at which innovation and distribution can occur, allowing

for further community development. New scientific hardware can therefore be developed in a
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rapid, decentralised manner in response to new discoveries and challenges. This was particularly
apparent during the COVID-19 pandemic, with the widespread dissemination of open-source de-
signs for personal protective equipment, ventilators and diagnostic technologies [240]. Moreover,
cutting edge research often requires tools that simply do not yet exist, leading many to turn to
technologies associated with open or DIY hardware. 3D printing has been especially popular in
this regard, facilitating the rapid prototyping and fabrication of tailor-made parts [25, 70, 150],
as well as the use of Arduinos and other microcontrollers for custom devices [111, 282]. Owing
to the increasing prevalence of open hardware in the scientific community, journals have been
established that focus specifically on this subject, most notably HardwareX and The Journal of
Open Hardware [311].

Examples of open-source hardware can be found in many scientific fields, including the e-puck
and Kilobot in robotics [261, 337], as well as numerous biotechnology innovations [211, 334, 367,
412]. Of particular relevance in the context of this work is the application of DIY techniques and
open-source principles to the development of low-cost microscopes. One of the most prominent
of these is the OpenFlexture microscope [72], a 3D-printed, automated microscope capable of
laboratory grade imaging. The OpenFlexture microscope is highly modular, with customisable
optics and filters providing a range of potential illumination and imaging modes. This highlights
one of the key benefits of open-source hardware in general; different applications of a given device
often require a different toolset, thus hardware that can be easily adapted is likely to be useful
in a wider variety of settings than a closed-source commercial product. Another example is the
FlyPi, a 3D printed microscope designed for monitoring the behaviour of small organisms such
as Drosophila, and Caenorhabditis elegans using a Raspberry Pi with camera accessory [241].
The FlyPi is also capable of optogenetic stimulation, although the spatial localisation of this
is limited to an 8x8 grid, dictated by the physical LED matrix used. A 3D printed microscope
developed by Nuiiez et al. was shown to be effective in the fluorescence imaging of multiple
wavelength emissions, operating using a Raspberry Pi and 470nm excitation LEDs [287]. Aside
from integrated microscope devices such as these, more modular microscopy toolboxes have also
been investigated. One such toolbox is the UC2, a set of 3D printed modular cubes that can house
various optical and electronic components, and can be connected in many different configurations

for a custom imaging set-up [99].

The examples given here constitute just a slice of the open labware landscape, which is
vast and ever growing. While much work remains to be done to standardise design principles,
characterisation and documentation [290], the unprecedented level of accessibility afforded by
the open hardware framework, together with the adaptability and community development it

facilitates holds much promise for the future of scientific instrumentation.
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3.2.2 Low-cost technology for closed-loop optical control

The development of closed-loop and localised optical control necessitates the integration of a num-
ber of different technologies, including light patterning, microscopy and closed-loop computation.
Building a system that includes all of these elements while maintaining the accessibility and cost
objectives can be challenging, as optical and electronic components have traditionally often been
priced at hundreds, or even thousands of pounds individually. Increasingly however, low-cost
alternatives are becoming available through new technological advances and a recognition by

manufactures of the growing open-source hardware and hobbyist markets.

3.2.2.1 Localised light delivery

In Sections 2.4.1 and 2.4.2, the two main methods of delivering localised light were outlined,
namely time-shared lasers and SLM devices. Time-shared laser beam systems, while an effective
way to deliver highly localised light, require high level experience of optical systems to build,
calibrate and operate. Furthermore, the high associated costs and issues with scaling for large
agent numbers make this type of set-up unsuitable in this context. The alternative and most
commonly used technology in optical control set-ups are DMD and LC-based SLM chips, either as
stand alone modules or within DLP, LCD or LCoS projectors. Although a more accessible option,
this technology has still traditionally been relatively expensive. The DLP LightCrafter 4500
(Texas Instruments) DMD module for instance, used in multiple devices discussed in Section 2.4,
is priced at £1,345. Commercial projector systems vary dramatically in price, with some budget
models such as that used in [218] retailing around just £210, up to the tens of thousands for
higher-end devices. In regards to the specific application of building an open-source, closed-loop
optical control device, off-the-shelf commercial projectors are problematic as they can be difficult
to integrate and adapt. A solution that is both low-cost and designed with development in mind
was launched by Texas Instruments in 2019, with the DMD-based DLP LightCrafter Display
2000 Evaluation Module. This module is priced around just £100, and can interface with single
board computers for straightforward system integration. Thus far, this device has been used to
build an open-source benchtop incubator with in built optogenetic capabilities [412], as well as
facilitating light-based experimentation in educational contexts [305]. It is also the light delivery
system employed in the DOME, providing rapid, digitally controllable RGB light projections

while serving the low-cost aim.

3.2.2.2 Imaging and image processing

While light delivery is the bedrock of optical control, closing the loop necessitates the ability
to visualise agents within a microsystem, and to process the images real time. Practically
speaking, this requires a computer linked to a camera that is equipped with magnification optics.

Conventionally, these pieces of equipment can be not only expensive but also bulky, and often use

59



CHAPTER 3. THE DYNAMIC OPTICAL MICRO-ENVIRONMENT

proprietary software. For all of the closed-loop optical control devices Section 2.4, the computer
was treated as external to the set-up, with the ‘device’ comprising the camera, microscopy optics
and light delivery system. Conversely, the objective of designing the DOME is the realisation of
a fully self-contained device that includes all projection, imaging and computational elements.
The solution employed to achieve this while minimising the issues of size, cost and proprietary
software is the use of a Raspberry Pi camera and computer board for image collection and analysis
respectively. The first Raspberry Pi computer was launched in 2012 as a low-cost, compact single
board computer capable operating as a classic PC as well as interfacing with other devices and
integration into wider systems [242]. Today, there exist a range of Raspberry Pi computers, with
prices ranging between ~ £10 — £75 for different models. Although the boards themselves are not
open hardware, Raspberry Pi equipment is well suited for use in open-source projects owing to
their ‘hackability’ and Debian-based open-source operating software. There also exist numerous
accessories, including the camera used in the imaging set-up of the DOME. All the camera
models are compact and low-cost, and interface neatly with the Raspberry Pi computer boards
such that all camera settings and operation can be controlled by terminal commands or custom
scripts. The use of Raspberry Pi technology to facilitate image capture and analysis in the DOME
allows for a fully integrated, stand-alone device while keeping costs low. This also enables a level
of portability that could be challenging for comparable non-integrated systems, including the
potential to operate the device within an incubator. The open-source nature of the Raspberry Pi
OS enables a great degree of control over the operation of the system, ensuring that the DOME

can be adapted for different applications as needed.

3.2.2.3 3D printing

As briefly mentioned in Section 3.2.1, a major driving factor in the expansion of the open-source
hardware movement has been the advancement of 3D printing. In 2018, the value of the global
3D printing market was estimated to be around $9.9 billion, with this number only set to increase
[118]. 3D printers can now be accessed through almost all institutes of higher education and
major research centers, as well as an ever growing ownership by private individuals. This is a
revelation for open-source hardware such as the DOME, as it enables physical system designs to
be uploaded and downloaded in the same manner as open-source software. It is through the use
of 3D printed parts that the DOME avoids the need to incorporate expensive structural systems,
such as optical breadboards or modified off-the-shelf microscopes.

The two main types of 3D printing, fused deposition modelling (FDM) and stereolithography
(SLA), were established in the 1980s [150, 204, 280]. Both methods are additive, in that a product
is formed by building up layers of printing material on top of one another based on a predefined
pattern. SLA printing uses an laser beam to polymerise monomers within a resin to product
a solidified structure, whereas FDM printing uses a continuous thermoplastic filament that is

fed though a heated nozzle to deposit melted filament. SLA printers can achieve significantly
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higher print resolution, as the limiting factor is laser spot size where FDM print resolution is
limited by nozzle size, and the precision of x-y movement during printing. SLA printing also
produces smoother prints, as layers are photochemically bonded together. Layer adhesion is much
weaker in FDM prints and it relies on the new layer bonding to the previous by applying pressure
and heat. The trade off for higher print quality is time and cost, as SLA prints are expensive
and slow compared to FDM [70]. Additionally, SLA printed parts may require post-processing
treatments such as washing, photo-curing or heating [280]. Owing to the faster printing time and
lower financial burden, there is a much higher prevalence of FDM printers in the open-hardware
movement and in the consumer market generally [70]. For these reasons, the DOME was designed
with FDM printing in mind, allowing the greatest possible level of accessibility. By providing
the system parts as open-source designs, potential users are also able to carry out modifications

where necessary, enabling the flexibility to integrate alternative or new components.
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3.3 Materials and methods

This work details the materials and methods that were involved in the fabrication and computa-
tional set-up of the DOME device. The DOME provides localised optical control over microagents
such as bacteria, algae or mammalian cells by selective illumination of agents using a projection
module, as demonstrated conceptually in Figure 3.1A. An imaging module observes changes
in the micro-system such as agent density or position, and communicates these changes to the
projection module via feedback control, causing the projected light to be restructured in line with

the new state of the system.
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Figure 3.1: The DOME. (A) Conceptional diagram of the DOME in which a microagent system
is illuminated by light patterns generated by a projection module. The microsystem is observed
by an imaging module that connects via a feedback control node to the projection module. (B) A
picture of the DOME with dashed boxes indicating the position of the projection and imaging
modules.

The DOME, pictured in in Figure 3.1B, uses an inverted microscopy in combination with light
projection technology to enable closed-loop control of microagents. A schematic representation of
this closed-loop control scheme can be seen in Figure 3.2, with light projected down through a
condenser lens onto a sample stage. Microagents within the sample are imaged using an inverted
microscopy set-up consisting of magnification lenses, a Raspberry Pi camera and optional optical

filters. Both camera and projector are controlled by Raspberry Pi computers that connect over

62



3.3. MATERIALS AND METHODS

a local network to allow two way communication for closed-loop control. Both computers run
Raspberry Pi OS, a Debian GNU/Linux based operating system, and control scripts are written
in Python 3. The set-up measures 192x175 mm in width and depth, with height varying between
347 and 432 mm depending on magnification. Samples may be imaged using bright-field or

fluorescence illumination, or using solely the projector.
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Figure 3.2: Schematic of the DOME’s closed-loop control. Optical components are shown
in blue and electrical components in grey. A solid line indicates a physical connection, such as
between camera and Raspberry Pi, while a dashed line indicates intangible connections, namely
a wireless network and light beam.

3.3.1 Projection module

Localised light delivery in the DOME is achieved using light projection technology, owing to
its low cost and ease of use relative to alternative methods such as time-shared laser beams
(see Section 2.4). The SLM-based optical projector outputs a digitally controllable pixel light
grid that can be used to interact with a microsystem sample. A DLP projector was chosen to
build the DOME due to lower light absorption rates compared to an LCD device, and superior
contrast performance at a lower cost in comparison to an LCoS projector. Light absorption is a
particularly important parameter, as some applications may require a change of light source to
wavelengths at the edge of or beyond the visible light spectrum that are often absorbed at higher
rates. The projection device used in the DOME is the DLP Lightcrafter Display 2000 EVM (Texas
instruments), which is a complete projection module containing a DMD-based light engine and
driver board. The device measures under 55x75 mm, facilitating straightforward integration into
a self-contained device compared to a standard sized model. The projector, positioned at the top

of the DOME as seen in Figure 3.3A, projects light directly onto the sample stage. The 0.2 inch
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ultra compact DMD inside contains a 640x360 micromirror array, and an LED RGB light source

based optical engine.
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Figure 3.3: Projection module. (A) Plans for the custom PCB used to interface the DLP
projection module with a Raspberry Pi Zero controller. (B) The full projection module shown
installed on the DOME.

The DLP Lightcrafter module is designed to interface with a BeagleBone Black single-board
computer (Texas Instruments) as a controller. In the DOME however, it was desired that all
computational control instead be carried out using Raspberry Pi boards, for several reasons.
Although the BeagleBone Black is a higher specification board than those offered by Raspberry
Pi, offering more processing power and onboard storage, it also comes at a higher price, with
just a single USB connection port and no HDMI connection. Furthermore, a major asset of the
Raspberry Pi brand is its flexibility and easy of use, with a familiar desktop environment and
support for widely used programming languages such as Python, Java and C++ [242].

Since the Raspberry Pi 4 that forms that basis of the imaging module is also the main user
interaction interface, it was desirable that this board remain freely accessible, thus a Raspberry
Pi Zero W was introduced as second computer to act as a controller for the DLP Lightcrafter
module. While it could be possible to operate both projector and camera from the Raspberry Pi 4,
the difficulties in interfacing with the projector are significant and would make the connection of
peripherals such as HDMI and imaging LEDs difficult. Additionally, having a dedicated computer
responsible for controlling light projection allows use of the imaging module computer as a
user interface, minimising the possibility that actions taken by the user will cause a change or
interruption to the light output of the system. To facilitate the use of a Raspberry Pi Zero as a

controller, a custom PCB was designed in collaboration with technical support staff. This PCB,
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the plans of which are shown in Figure 3.3A, enables the DLP Lightcrafter to interface directly

with a Raspberry Pi Zero as seen in Figure 3.3B.

3.3.2 Imaging module

While general settings of the Raspberry Pi camera such as resolution and ISO will vary between
applications, there is a fixed protocol to initialise the camera such that frames produced can be
used within the DOME. Firstly, the camera frame must be cropped to eliminate dead space that
occurs due to the series of circular lenses through which the camera images. This is done by
collecting a raw camera frame, either while the white bright-field LED is turned on or the projector
displays a uniform bright screen. The full camera frame will show a largely black rectangular
image with a circular bright spot towards the centre, as seen in Figure 3.4. The perimeter points
of the circle are found using contour detection, from which the width, height and center point can
be computed by using the OpenCV rotatedRect function to find the enclosing rectangle. Once
these parameters have been calculated the dimensions of the largest rectangle that may fit inside
the circle are found using Equation 3.1 where a is the full, uncropped dimension and b is the new
cropped dimension. These values can then be imported by all other scripts running on the DOME

to keep cropping consistent.

(3.1 b=

a4

Full camera frame Cropped to largest
rectangle within circle

Figure 3.4: Camera frame cropping process. Within the full camera frame a circular area
indicates the active imaging space. The diameter, a, of this area can be used to calculate the side
length, b, of the largest rectangle that fits inside the circle.

Next, camera frames must be re-orientated to align with the orientation of the projected

images to facilitate accurate calibration. This is done by projecting an irregular shape with
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Projected image

Cameraimage === Horizontal flip === Rotate 90°

Figure 3.5: Reorientation of the camera frame. Projecting an irregular shape with no ro-
tational symmetry allows the orientation of the camera frame to be adjusted to replicate the
projection image.

no rotational symmetry, and finding the transformations necessary to display the same shape
in the camera frame, as demonstrated in Figure 3.5. This process of cropping and orientation
should only require repeating if a change to the physical set-up occurs, for example a change in

magnification.

3.3.3 Device integration

A feature that sets the DOME apart from optical control systems that have been implemented
thus far (see Section 2.4.2.2) is that it comprises a fully integrated, self-contained device. This
means that the imaging and projection modules described above are physically combined into a
3D printed body, which also contains the mechanical components necessary to perform z plane
focusing and adjust the sample in the x-y plane. The design of the integrated optical pathway

and structural components are detailed in this section.
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3.3.3.1 Optical path design

To enable closed-loop control, the DOME must have the ability visualise agents and target them
with localised light. This necessitates combining together the optical pathways required for

projection and light microscopy (Figure 3.6). The light projection pathway begins inside the
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Diffuser%
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Objective lens
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) | S
Computer Tube lens
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C ) ND filter Camera &]
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C—)  Optional filters 125

b
Camera ¢ 48.8
d 35.0

A B

Figure 3.6: Optical path diagram for the DOME. (A) Diagram shows all illumination and
imaging components that may be used within the DOME. Simple single lens optical components
are represented in blue, while compound lenses and optoelectronics are shown in grey. All
computational components of the system are here simplified to a single computer element. (B)
Specifications of optical path design, with distances between components.

projector where light is generated by RGB LEDs, shaped by reflection from the DMD and emitted
as a structured divergent beam. A plano-convex condenser lens (50mm diameter, Edmund Optics)
collects and condenses the beam of light to illuminate the sample stage. A white LED, positioned
next to the projector, directs light onto a ground glass diffusor (DG10-1500, Thor Labs) to widen
the field of illumination. This white light then passes through the condenser lens alongside
the structured projector light to provide brightfield illumination for imaging the sample. The

DOME uses an inverted microscope imaging set-up, meaning that the sample is imaged from
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below through a series of lenses and filters. The specific configuration of the imaging pathway
is customisable and depends on the magnification and illumination type used. For a higher
magnification application, light from the sample is gathered and focused by a 10x finite conjugate
microscope objective (semi-plan standard objective, Edmund Optics). The image is then magnified
further by an eyepiece lens (9x eyepiece cell assembly, Edmund Optics) to produce a virtual image
that is relayed to the camera (Raspberry Pi camera V2, The Pi Hut) which has an integrated fixed
focus lens. A neutral density (ND) filter (NE10B-A, Thor Labs) of optical density 1 is placed atop
the eyepiece lens to reduce overall intensity by 90%, minimising optical artifacts and avoiding
over saturation of the camera sensor. Additional filters can be placed between the eyepiece and
camera, for example wavelength cut off filters for fluorescent imaging. For lower magnification
applications, the microscope objective can be removed and the 9x eyepiece lens used to image
the sample directly. The challenge in combining the projection and imaging pathways is that
projecting light into a camera can cause hotspotting, an extreme oversaturation caused when the
camera is exposed to the light source inside the projector (Figure 3.7A). This is exacerbated by the
condensing of light into a much smaller beam than would otherwise be produced by the projector,
meaning that the size of the ‘bright spot’ is large compared to that of the projected pattern. To
circumvent this problem in the DOME, the projector is placed at an angle 0 relative to the sample
and camera. By allowing off-axis projection, the camera is able to image the sample, including
projected light, without facing directly into the projector bright spot as shown in Figure 3.7B.
The choice of angle 0 is a trade off between even image saturation, and the distortion of each
projected pixel which increases with larger projection angle. The optimal 0 is the minimal angle
for which the image saturation is sufficiently even to obtain clear images which here was found

to be 10°through iterative part design.

An alternative to this, used in several other projector-microscope set-ups [53, 131, 302, 340,
369], is to bypass the hotspot issue by using a beamsplitter to combine projection and imaging
pathways perpendicular to each other (Figure 3.8). Beamsplitters are optical filters with both
reflective and transmissive properties that can split a beam of light based either on a cut-off
wavelength or simply by a given ratio. This property can also be used to combine perpendicular
beams into a single path. This is an effective method of beam combination in light projection
devices, as it enables light from the projector to be delivered through the objective to the sample
stage, where it interacts with the sample in tandem with the standard illumination light source.
The drawback to this design however is that it places limitations on the system. The use of
a wavelength dependent beamsplitter requires that a cut-off wavelength be chosen, meaning
that that only wavelengths on one side of the cut off can be used in projection, and these
wavelengths will not be seen by the camera. In the example shown in Figure. 3.8, the reflective
cut off wavelength is in the green visible light range, meaning that blue and green light from
the projector can be reflected upwards towards the sample, but only red light is able to pass

back through the beamsplitter to reach the camera. Therefore while this set-up is effective for
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Figure 3.7: Hotspotting in camera images. (A) An oversaturated camera image (upper) caused
by light projected directly into camera (lower). (B) Improved brightness balance (upper) due to
off-axis projection at angle 6 such that the internal light source of the projector is not visible to
the camera (lower).

individual applications, it is less well suited for a device that aims to be modular and applicable
to a wide variety of uses. Alternatively, a beamsplitter that operates by a transmission-reflection
ratio could be used. This is arguably less limiting as all wavelengths remain available for both
projection and imaging, however does lead to a drop in intensity in terms of the light delivered

both to the microsystem and the camera.

3.3.3.2 Structural part fabrication

The main structure of the DOME consists primarily of 3D printed custom parts. These parts

are modular, with the entire printed structure of the DOME formed of 12 pieces. Parts were

69



CHAPTER 3. THE DYNAMIC OPTICAL MICRO-ENVIRONMENT

Light source

/] sample
Objective
C]:I / Beamsplitter
Projector
Camera

Figure 3.8: Alternative optical pathway design. Projection and imaging pathways combined
using a beamsplitting filter with wavelength cut off in the green visible light range.

created using computer-aided design (CAD) software, specifically Inventor and Fusion 360 from
Autodesk. These part designs are shown in Figure 3.9, broken down into main body components
(Figure 3.9A-E), imaging column components (Figure 3.9F-I) and projection and illumination
components (Figure 3.9J-N). Part A forms the top half of the DOME, onto which the light blocking
lid (B) and projection components attach, fastening to the top of the sample stage (C). The sample
stage, which has a square hole cut out in the middle through which the sample is imaged, attaches
to the base of the DOME (D) by way of a linear guide rod set. In the center of the DOME base
is a raised platform to which the imaging column components are connected. At the base of the
imaging column is camera mount onto which a Raspberry Pi camera (E) can be fixed such that
it faces upwards. Connected to the mount is a filter block (F'), which features a hinged circular
filter holder that can be opened and closed by the user in order to add filters to the system. This
hinged component is an print-in-place part, a term describing 3D printed designs which have
moving parts but can be printed as one piece. This effect is achieved by leaving a small gap, in
this case 0.25mm, between moving parts so that the hinge may move freely. Onto the filter block
is connected the lens array, which can be an objective and magnifying eyepiece (G) or simply the
eyepiece for lower magnification applications (H). Both lenses are externally threaded, and so

can be secured to parts H and I using printed complementary internal threads.

The DLP projector is mounted onto a base (I) that attaches to the upper half of the DOME
(A). Incorporated into the projector mount is a circular holder into which the condenser lens

can be fitted. The holder is internally threaded such that an externally threaded clamp (J) can
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Figure 3.9: CAD designs of all DOME components. Parts are split into main body, imaging
and projection and illumination components.

be screwed in to secure the condenser lens in place. The projector is enclosed by a cover piece
(K) that shields the projector board from dust, and provides an attachment point for a white
illumination LED that is used for bright-field imaging. Light from this LED is diffused by a
ground glass diffuser, held in place by a clip (L) that fits above the condenser lens.

Parts are attached to one another using standard metric nuts and bolts, with the exception of
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the sample stage which attaches to the base by linear guide rods, and the density filter clip which
is slotted into place rather than mechanically fastened. All parts were printed using polylactic
acid (PLA), with parts being initially printed using Ultimaker 2+ and later replicated using an
lower budget model, the Anycubic i3 Mega. PLA is one of the most commonly used materials in
3D printing filament, being cheaply producible from renewable sources [24] and carrying less
health risks than the more traditional acrylonitrile butadiene styrene (ABS) filament. The main
drawback of PLA filament, it’s propensity for deformation at temperatures above 50° [226], is not
a relevant consideration in the fabrication of the DOME as it is unlikely that any application will

require temperatures above this deformation point.

3.3.3.3 Mechanical components

To operate effectively as a microscope, the DOME must be able to adjust the position of the
imaging focal point relative to the sample in the x, y and z directions. As precision moving parts
can be difficult to produce by 3D printing, this is achieved using a linear rod guide set and x-y
adjustable stage caliper. The x-y stage caliper, which attaches to the sample stage (Figure 3.10A),
allows the sample to be moved in the x-y plane by the turning of two adjustment dials. The linear
guide rod set connects the sample stage to the body of the DOME (Figure 3.10B). It is comprised
of a shaft optical axis with support shaft bearing and linear motion ball bearing, and a lead screw
with flexible shaft coupling, screw nut and bearing mounts. The sample stage moves up and down

the optical axis shaft when the lead screw is turned to allow precision focusing.

Flexible Shaft
Coupling

Optical
shaft axis

Sample / L
holder clip _/'

crew nut

Linear motion R
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Support guide R
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Figure 3.10: Mechanical components of the DOME. (A) x-y adjustable stage caliper. (B)
Linear guide rod set.
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3.3.4 Closed-loop feedback control

For the execution of closed-loop control algorithms, it is necessary that the imaging and projec-
tion module are able to communicate in real time. Furthermore, to ensure accurately localised
illumination of agents and their local environment, a protocol is required that enables a map-
ping between camera and projector space. This section lays out the computational set-up and

calibration process used to achieve this in the DOME.

3.3.4.1 Computation and communication infrastructure

The light output of the DOME is constantly updated based on observed changed in the micro-
system, as shown conceptually in Figure 3.1A, making it a closed-loop control system. The
imaging module is comprised of a Raspberry Pi 4, Raspberry Pi camera and LEDs for bright-field
and fluorescent illumination. This computer acts as the primary computing module and user
interface, and can be connected via USB to a monitor, mouse and keyboard, or accessed remotely
by secure shell (SSH) or virtual network computing (VNC). The projection module is comprised of
the DLP projector interfaced with a Raspberry Pi Zero W through a custom PCB.

To close the loop between the imaging and projection modules, they must be set-up for two
way communication. Due to the interface between the Raspberry Pi Zero and projector there are
no ports available for a physical connection. Instead, both computers are configured as nodes in
an ad-hoc wireless network. This has the additional benefit that, theoretically, more computers
could be included in this control process as desired, for example as a means to remotely connect
to the system or to facilitate additional functionalities such as temperature and humidity control.
The network is established by editing the network interface files on both Raspberry Pis to include
details of the required ad-hoc connection, as well as IP addresses for both nodes. Using the
Python socket library, the imaging module operates as a server socket (serversocket) to which
the projection module can connect as a client (clientsocket). Data can then be transmitted
between the sockets in a UTF-8 encoded format using the JSON encode and decode functions
json.dumps () and json.loads() from the json library. The networked configuration also allows
the user to interface with the projection module from the imaging module interface via VNC

connection by running VNC viewer on both devices.

3.3.4.2 Image capture and projection algorithm

Standard image capture in the imaging module of the DOME is performed using the picamera
package, a Python interface for the Raspberry Pi camera module. With this package, camera
settings can be defined and redefined within the code as needed, with key attributes being
camera.resolution, camera.shutter_speed and camera.exposure_mode. These settings will
vary between applications, however in general camera.exposure_mode is set to spotlight as

this was found to provide the clearest images while minimising optical interference artifacts. The
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camera is operated using the capture_continuous method, which capture frames continuously
as an infinite iterator until either the loop is manually interrupted via keyboard input, or broken
by the end of a control algorithm. The PiRGBArray class is specified as the output for this method,
producing 3-dimensional RGB numpy arrays from these unencoded frame captures.

Image processing is performed using the OpenCV library, specifically the cv2 interface. The
most basic processing for a captured frame is conversion to grayscale using cv2.cvtColor()
with the COLOR_BGR2GRAY colour space conversion code. After this, application specific processing
stages such as thresholding, blurring and dilation can be performed using the OpenCV library to
isolate relevant features in the camera frame.

In the projection module, a blank projection image is created through the creation of an empty
numpy array of size (display height, display width, 3) for a np.uint8 data type. The image can
then be patterned by accessing array indices and assigning new RGB values, or by using drawing
functions such as cv2.circle around particular indices. This image is displayed as a fullscreen
image using cv2.imshow () with cv2.WND_PROP_FULLSCREEN.

3.3.4.3 Coordinate transformation calibration

First quadrant search

‘

Second quadrant search

Figure 3.11: Iterative quadrant search. Total projection area is divided into quadrants which
are illuminated successively until an approximate center location of the camera field of view is
located. The number of iterations in this process depends on the current magnification of the
system.

Critical to the closed-loop operation of the DOME is the calibration of the camera to the
projector space. The first step in this process is finding the approximate point of the projector
coordinate system onto which the camera field of view is focused. This step is required as

the projected image will generally be larger than the camera field of view, particularly as
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magnification increases. Thus to find the area in which the camera is focused, an iterative
quadrant search is performed (Figure 3.11) in which each quadrant of the projection area is lit
up until the camera field of view is illuminated. Once the correct quadrant has been chosen, a
quadrant search of this subset area is performed, with iterative searches eventually locating an
approximate central coordinate. The projector coordinate located need only be approximately
centralised with respect to the camera field of view, as this process is just the first step in a more
rigorous calibration process.

For accurately localised illumination, it must be possible to translate a point m in the camera
image into a point M in projector space, such that light patterns can be projected with respect to
features within a given camera frame. The projection mapping methodology used in the DOME
is similar to camera calibration techniques employed in computer vision [433], however the
quasi-2D nature of set-up allows for simplification. Unlike in most applications, the surface
imaged by the camera and onto which light is projected is fixed and can be considered flat, given
that variations in z height within a given microsystem will be small compared to the x and y
dimensions.

A transformation between camera point ¢ and projector point p can be treated as a two
dimensional spatial transformation between coordinate systems, described by a transformation

matrix M as shown by Equation 3.2.

(3.2) pP=Mc

In the scheme of the DOME as described above, points p and ¢ are in a two dimensional plane.

This transformation can therefore be written as in Equation 3.3.

x/

(3.3) y|=M|y
1 1

The coordinate systems of the camera and projector are related by an overall transforma-

tion comprised of a translation, rotation and scaling. This is achieved by the application of a

translation, T, rotation R, and scaling S matrices.
1
(3.4) T=10
0

cosf —sinf O
(3.5) R=|sinf@ cos@ O
0 0 1
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s, 0 O
(3.6) S=]0 s, 0
0 0 1

The translation matrix, T', (Equation 3.4) shifts points along the x and y axes by amounts #,
and ¢, respectively. The rotation matrix, R, (Equation 3.5) rotates points with respect to the x
axis by angle 6 and the scaling matrix, S, alters the the distance between points along the x and
y axes, effectively stretching or squeezing the coordinate system by s, and s,.

To apply the full transformation there are 5 parameters that must be calculated; ¢,, ¢,,
0, sy and s,. To obtain these parameters, a 4-point calibration grid is generated around the
approximate center of the camera field of view generated by the iterative quadrant search and
projected onto a plain surface. The projected grid, shown in Figure 3.12, is read as a a camera
frame, and the centers of each point localised using contour detection. This gives 2 sets of points,
one describing the grid as generated in the projector coordinate system, the other describing
the grid as viewed in the camera coordinate system. Using OpenCV, a minimum area bounding
rectangle is computed for both sets of points using minAreaRect, a function which returns the
central coordinate of the rectangle as well as width, height and angle of clockwise rotation. These
can be written as (xp,y,),(wp,hp) and 0, for the projector rectangle, and (x., y.),(w.,h.) and 0.
for the camera rectangle. The transformation parameters can be extracted by comparing the
relative positions, rotations and sizes of the two shapes. Translational parameters are given
by the amount by which the rectangles are shifted with respect to each other (Equations 3.7
and 3.8) while scaling parameters are found by taking the ratio of the widths and heights for
both rectangles (Equations 3.9 and 3.10).

(3.7) te = 2p — e
(3.8) ty=Yp=Je
(3.9) 5 = 2P
We
(3.10) sy = Z—p

Stretching and rotation transformations are simplified if performed with respect to the origin.

To this end, the translation transformation is split into two operations such that the first shifts
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Figure 3.12: Calibration process for the DOME. A mapping of camera to projector coordinate
system is performed through the image processing sequence shown, with a projected grid used
to generate 2 sets of points. This enables a minimal area rectangle (green) to be drawn for both
projector and camera coordinate system.

the points to the origin. The sequential order in which the transformation matrices are applied is

therefore: translation, rotation scaling and translation (Equation 3.11).

P = TzSRTlc

77



CHAPTER 3. THE DYNAMIC OPTICAL MICRO-ENVIRONMENT

1 0 —x
(3.12) Ty={0 1 -y
0 0 1
1 0 x,
(3.13) Te=(0 1 y,
0 0 1

0 0
(3.14) s=| o (’;l_p) 0
0 1

A B

Figure 3.13: Determination of rotation angle. Calculation of rotation angle 6 by OpenCV
package minAreaRect is performed with respect to a horizontal line drawn at the lowest vertex
of the rectangle, where 0 is -90 for an non-rotated shape.

The rotational parameter 6 describes the relative rotation of the two rectangles. The method
by which minAreaRect calculates and returns the angle of rotation is to consider 6 as the
anticlockwise angle from a horizontal line drawn with respect to the lowest vertex, where
—90 <0 <0 (Figure 3.13). In the case of the DOME calibration process, this effectively means that
0p = —90 in all cases, while 6, will be closer to 0 for an anticlockwise rotation (Figure 3.13A), and
closer to -90 for a clockwise rotation (Figure 3.13B). This assumes that camera frames have been
appropriately rotated and flipped as described in Section 3.3.2. For the purpose of calculating
a rotation parameter, it is more convenient that 6 be negative in one rotational direction and
positive in the other. To this end, a piecewise function is used to determine 6, as described in
Equation 3.15.
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Figure 3.14: Transformation mapping camera to projector space. The original rectangle
obtained from the 4 point grid as observed in the camera frame (green) is transformed by
translation to the origin (blue), rotation about origin (purple), scaling about origin (yellow) and
finally translation to projector space (orange).

Thus the transformation matrix is given by Equation 3.16, where 6 is given by Equation 3.15.
This represents the full transformation process that maps the rectangle produced by the 4 point
projector grid to the resulting rectangle that appears in the camera field of view, demonstrated
step by step in Figure 3.14. The transformation parameters are exported as a text file that can be
imported by any DOME application, which can then use the matrix to map camera points into

projector space.

(Z—Z)cos@ f}—i’)sin@ L:}—’c’)(xccos0+yc sin0) + xp
(3.16) T2SRT, = —(Z—‘:) sin6 };L—‘c’)cosﬂ Z—i’)(yccose—xc sin0) + yp
0 0 1

This calibration process should be completed after the z plane and projector focus have been
appropriately adjusted. Figure 3.15 demonstrates proper system focusing, in which both the
projector and imaging systems are focused onto the microsystem plane, as well as improper

system focusing, in which the who systems are focused on different points. The imaging system
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should be the first to be focused on the sample, followed by focusing the projector onto the same
plane by rotating in-built focusing screw until the image appears crisp and well defined. The
surface onto which the calibration grid is projected should be similar to that of the relevant
sample to account for different sample dimensions and compositions, for example that of a petri
dish compared to a glass slide. Ideally, calibration is completed on the sample itself at a point

that does not contain the light sensitive microsystem, for example at the edge of a glass slide.

—_—0 _0 00 Y00 000
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Figure 3.15: Focusing of projector and imaging systems. In a properly focused system (left)
both image and projection systems have the same focal plane, which is that at which the sample
is positioned. An improperly focused system (right) has the two systems focused at different
planes, at least one of which is not sample plane.

3.3.5 Previous versions

The development process leading to the current DOME design as described above was an iterative
process in which different approaches to the integration of projection, imaging and computational
systems were evaluated and improved upon. Disregarding minor alterations, the design of the
DOME underwent 3 major iterations, shown in Figure 3.16. The current DOME, (Figure 3.16C )
is therefore DOMEv3, with predecessors v2 and v1 shown in Figures 3.16B and 3.16A respectively.
While materials and fabrication methods used for each version of the DOME differed slightly, the
core configuration (Figure 3.2) remained largely the same throughout the design process.

In the DOMEv1-2 light, was delivered using an off-the-shelf DLP projector (Mitsubishi
XD221U) containing a DLP5500 0.55inch DMD chip with a 1024 x768 micromirror array. The
projector was adapted by removal of the original halogen lamp light source (Figure 3.17A)
and RGB colour wheel. The light source was replaced by a LZ4-04UV00 4 UV LedEngin LED
mounted to a star metal core PCB on an LED Star Heatsink (Figure 3.17B). This light source
was selected as this original DOME design featured a UV wavelength output rather than RGB.
A fail safe circuit in place to prevent operation of the projector in the absence of the lamp was
bypassed by soldering together two PCB connections. and the magnification lens was removed

(Figure 3.17C). Due to the large size of the projector, it was not possible in either DOMEv1 or v2
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A B Cc
Figure 3.16: Iterative timeline of the DOME design. (A) v1. (B) v2. (C) v3

to integrate the projection module directly into this main body. Instead, the projector was placed
directly behind the body, projecting light through the achromatic doublet lens and onto a dichroic
mirror (ThorLabs, DMLP490R) positioned at 45° to reflect light toward the sample stage. The
magnification lens was also removed (Figure 3.17C), to be replaced by an achromatic doublet lens
(Thor Labs MAP104040-A) with magnification ratio 1:1 that would sit inside the main body of
the DOME, extending the throw distance of the projector to 40mm from the focal plane of the

previous magnification lens.

Figure 3.17: Alterations to DLP projector used in DOME v1-v2. (A) Removal of original
halogen light source (red circle). (B) New UV LED light source attached to heat sink. (C) Removal
of magnifying lens (red circle).

The DOMEvV1, used a non-inverted imaging set-up and featured a small sample slot rather
than a stage, meaning that only microscope slides could be imaged. This version was fabricated

by assembling 3D printed and laser cut parts, as can be seen in Figure 3.16A. In v2, laser cut
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parts were replaced by printed parts to simplify the fabrication process. The imaging set-up was
also inverted to allow for the imaging of petri dish based samples.

The configuration of the closed-loop computational set-up was also altered between v1-2
and v3, as in these previous versions only one Raspberry Pi was used. A Raspberry Pi was
used to control the camera used for imaging, as in v3, however the Mitsubishi projector was
controlled via HDMI using an computer external to the DOME system. Two way communication
was achieved using simple web server generated using the Flask package in Python, a method

that was replaced by using sockets over an ad-hoc network in v3.
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3.4 Characterisation results

A primary challenge in the effort to bring open-source and DIY hardware into mainstream scien-
tific use is ensuring that results obtained using these devices are reliable and replicable [326].
A critical part of this is ensuring that open-source technology is well characterised and docu-
mented [272]. In the case of the DOME, it is important to characterise both the imaging and

projection capabilities, as well as the efficiency of the closed loop control scheme.

3.4.1 Light emission spectrum

The optical response of microagents is often dependent on the illumination wavelength. Commonly,
light response is seen only in a specific wavelength range [59, 227], however in some cases
different responses may be induced by distinct wavelengths [5, 60, 177]. It is therefore crucial
that any device for optical control has a well defined and characterised emission spectrum. The
wavelength spectrum produced by the LED light source inside the DLP projector (Figure 3.18)
shows three peaks at 455, 517 and 632 nm, produced by the blue, green and red LEDs with little
overlap (< 2%) between each. Using the full width at half maximum, the spread of each peak can
be quantified. The half maximum intensity spans the ranges of 445 — 465 nm, 497 — 577 nm and
621 — 639 nm for the blue, green and red peaks respectively. The spectrum was measured using a
UV-visable light spectrometer (Ocean Optics, FLAME-S-UV-VIS-ES) by placing the optical fiber
facing upwards at the plane of the sample stage. The blue, green and red measurements were
taken by generating subsequent full screen uniform images with RBG pixel values (0, 255, 0),
(0, 0, 255) and (255, 0, 0) respectively.
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Figure 3.18: Projector light spectrum. Light emission spectrum measured from the DLP

Lightcrafter module, measured separately for the blue, green and red LEDs contained in the
optical engine.
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3.4.2 Imaging modes

The DOME is capable of three different imaging modes that use fluorescent and off-axis illu-
mination. In the bright-field mode, a white LED positioned next to the projector is used, with
a direct optical path through a diffusion filter to the sample plane and into the imaging lens.
This produces images such as that shown in Figure 3.19A, with agents appearing dark against a
brightly lit white background. The fluorescence mode uses a UV LED positioned at an off axis
angle towards the sample stage, with this light being used to activate fluorescent compounds
such as green fluorescent protein (GFP). In this mode, a longpass or bandpass filter must be
placed in the filter block to remove any UV and blue wavelengths, leaving only the green light
emitted from the sample, as in Figure 3.19B. The final imaging mode requires no additional
LEDs, instead using the projector light as an illumination source. The off-axis projection of this
light results in agents appearing brightly coloured against a dark background, as demonstrated

in Figure 3.19C, in which a low level of red light is uniformly projected across the sample.

A B ]

Figure 3.19: Imaging modes of the DOME. (A) bright-field imaging of a water mite using a
white LED light source. (B) Fluorescence imaging of a GFP-expressing E. Coli colonies using a
UV LED light source. (C) Off-axis illumination imaging of Volvox colonies using light from the
DOME’s projection module.

3.4.3 Imaging resolution

The imaging resolution describes the size in physical space at the sample plane that a single pixel
in the camera image corresponds to. This dictates the minimal agent size that can be resolved by
the DOME, as objects below this size will typically not register on the camera sensor, assuming
a standard bright-field imaging set-up. The imaging resolution will vary based on camera
resolution and level of magnification used. However, to get a baseline value characterisation was
carried out at a standard operational resolution setting of 1920x 1088 pixels for both 9x and 90x
magnification. A camera image of a transparent measuring ruler placed onto the sample stage

was collected at both magnifications, allowing a scale to be calculated using Fiji, an open-source
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image processing software [348]. From this, the size of a single pixel in the camera frame can
be translated into physical space, giving 12 1m at 9x and 3.75 nm at 90x magnification. Since
the size of the projection area on the sample stage is fixed, the number of projected pixels that
are visible to the camera changes depending on the field of view, which in turn depends on the
magnification used. It was found that, after cropping of the camera image shown in Figure 3.4,

300x300 and 88x66 pixels were visible for the 9x and 90x magnifications respectively.

3.4.4 Projection resolution
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Figure 3.20: Resolution of light projection in the DOME. (A) Projection image of line triplets
of increasing width up to 7 pixels for 9x magnification (upper) and corresponding camera
image (lower). (B) Projection image of line triplets of increasing width up to 4 pixels for 90x
magnification (upper) and corresponding camera image (lower). Intensity plot across camera
frame for 9x magnification (C) and 90x magnification (D), measured as the average grey-scale
value for each pixel column in the image.
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Where the imaging resolution dictates the size of microagents that may be observed using the
DOME, the projection resolution refers to the smallest individual area that can be illuminated by
the system. The projection resolution of the DOME is described by the area covered on the sample
by 1 projected pixel. This can be calculated indirectly by considering the number of micromirrors
on the DMD compared to the size of the full projected image area on the sample stage. The DMD
contained within the DLP Lightcrafter module used in the DOME houses a 640x360 micromirror
array, and the size of image projection at the sample stage is measured at 14.5x26 mm. This
gives 30x30 um as the theoretical resolution of projection, however in order to verify this in
practice, resolution was also measured directly by projecting line triplets (Figure 3.20A-B) onto a
neutral density filter with optical density equal to 1. Intensity plots across the resulting camera
images were obtained using a Python script to average grey-scale value for each column, where
a high resolution of projected patterns would be expected to result in clear differences in light
intensity. The resulting intensity plots show distinct intensity peaks for lines of 2 pixel line
width and separation for both 9x (Figure 3.20C) and 90x (Figure 3.20D) magnification, although
with slightly less distinction for the 9x result. The intensity peaks for a 1 pixel line width and
separation are visible, though less clearly distinguishable. This is in part due to the low overall
intensity detected through the optical density filter, which also accounts for the variance seen
between intensity peaks of the same line triplet. Measuring the peak separation for line triplets
of width greater than 1 and dividing by the pixel separation gives an average measurement of a

single pixel width of 30x30 pm+ 5%, in agreement with the indirect calculation.

3.4.5 Control loop latency

In a closed-loop control system, minimising latency is key in delivering a timely feedback response.
The feedback loop operated in the DOME (Figure 3.21A) takes an image captured by the imaging
module and implements an analysis algorithm specific to the particular application. The resulting
data points are then transmitted to the projection module, which generates and projects the
corresponding light patterns. Upon projection of the new light patterns, confirmation is sent back
to the imaging module, at which point the next image is captured and the loop continues. The
control loop latency is therefore described by the time between capturing subsequent camera
frames, as a new frame is captured only when confirmation of light pattern projection has been
received by the imaging module from the projection module. As the captured image provides just
a snapshot of the state of the microsystem at a given point in time, a greater latency can lead to
a projection pattern that no longer relates accurately to the state of the system in the present
moment.

Of the control loop steps laid out in Figure 3.21A, all remain relatively constant regardless
of the specific control algorithm aside from the image analysis step. Therefore, to characterise
the base latency a reduced feedback loop with no image analysis step, shown in Figure 3.21B,

was operated. In this baseline loop, a signal was sent to the projection module after the capture
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Figure 3.21: Closed-loop control scheme. (A) Full closed-loop scheme operated by the DOME
during control algorithm. (B) Reduced closed-loop scheme used to test base latency in the DOME
by removal of image analysis step.
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Figure 3.22: Latency of DOME control loop. Each of the 63 resolution point values (black)
were averaged over 100 repeats. A second order polynomial fit of y = 6.8x% + 32.6x + 231 is shown
in red.

of each camera frame, causing the projector to switch between and on (white) and off (black)
state. A signal was then sent back to the imaging module, completing the loop and triggering the
capture of the next camera frame. Image capture time varies with camera resolution, which for
the Raspberry Pi camera goes from a minimum of 640x480 pixels to a maximum of 3280 x 2464
pixels, the number of pixels on the camera sensor. Base system latency was hence characterised
by running the reduced feedback loop at 63 different camera resolution settings, starting with
640x480 pixels and increasing in increments of 32x32 pixels until maximum vertical camera
resolution was reached at 2646 x2464 pixels. At each resolution step, the feedback loop was run

at a shutter speed of 100 ms and repeated 100 times to obtain an average latency. Plotting the
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results, as in Figure 3.22, shows that system latency scales with the number of camera pixels to
a second order polynomial fit. Time taken to complete the control loop was found to vary from
250 ms at 640x480 pixel resolution to 725 ms at 2646 x2464 pixel resolution.

3.4.6 System cost

As discussed throughout this work, another important aspect of the DOME project is widening
accessibility to optical control tools. The design process was therefore driven in part by the aim
of producing a device that was not only open-source and user friendly, but also low-cost. This
was achieved by the use of 3D printing to fabricate all structural elements, and the sourcing
of inexpensive electrical and computational components such as the Raspberry Pi boards and
DLP Lightcrafter Display module. A cost breakdown of the DOME by components in shown in
Table 3.1, presenting a total cost of £685. The information included in this table represent prices
quoted from UK manufacturers at time of writing, inclusive of VAT and rounded to the nearest

pound.
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Component Cost (£)
Optical
Projector (DLP Lightcrafter Display 2000 EV, Texas Instruments) | 109
Condenser lens (50mm Diameter PCX , Edmund Optics) 37
Tube lens (9X Eyepiece Cell Assembly, Edmund Optics) 61
10X objective (Semi-Plan Standard Objective, Edmund Optics) 122
Glass diffuser (IDG10-1500, Thor Labs) 15
Neutral density filter (NE10B-A, Thor Labs) 47
Longpass filter (FEL0500, Thor Labs) 60
Electrical
Raspberry Pi (Raspberry Pi 4 Model 4GB, The Pi Hut) 54
Raspberry Pi (Raspberry Pi Zero W, The Pi Hut) 9
Camera (Raspberry Pi Camera V2, The Pi Hut) 24
2 x SD card (SanDisk Ultra 16GB microSDHC, Amazon) 14
Interface PCB (Pi Zero W DLP2000EVM adaptor board, Tindie) 3
Power supply (UK Raspberry Pi 4 Power Supply The Pi Hut) 8
Power supply (Raspberry Pi 3 Universal Power Supply) 8
Mechanical

PLA filament (Black Premium PLA 1.75mm, FilaPrint) 28
Linear rail set (Glvanc 3D Printer Guide Rail Sets, Amazon) 21
x-y stage (Zetiling Microscope Moveable Stage, Amazon) 15
Linear Motion Ball Bearing (LM8LUU, Amazon) 7
Lighting and fastening sundries 41
Total cost 685

Table 3.1: Breakdown of DOME component costs. The cost of each component used to build
the DOME as described in this chapter, where all prices are given to the nearest pound (£) and
inclusive of 20% VAT.
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3.5 Discussion

In this chapter, the DOME was introduced as a open-source device for the closed-loop spatiotempo-
ral control of microagent systems. The fabrication process was detailed, along with the calibration
steps necessary to map the camera to projector space to achieve effective closed loop control.
Characterisation results were also presented for a number of important system parameters.

One such parameter was imaging resolution, describing the smallest feature sizes that can be
resolved by the DOME’s imaging module. It was found that for a standard 1920 x 1088 resolution,
a single pixel in the camera field of view translated to 12 and 3.75 jym in physical space using the
9 x and 90 x magnification modes respectively. It therefore follows that the DOME is capable
of imaging agents of sizes larger than 3.75 pm using the higher magnification, and 12 pm for
the lower. Referring back to Table 2.1 in Chapter 2, this can be compared against the sizes of
microagents that have been previously employed in optical control based experimentation. This
comparison demonstrates that for all mammalian cells and polymer microrobots, this imaging
resolution would be more than sufficient to resolve individual agents, likewise for algae and
yeast cells. The sizes of micromotors and microparticles span a wide distribution that centers
much smaller, meaning that some fall over and some under this resolution threshold. Individual
bacteria also fall largely under this 3.75 pm limit [243], however in many instances included
in this table it is bacterial collectives, rather than individual cells, that are the control targets.
Despite this, there are doubtless many microsystems, including those mentioned here, that fall
under the resolvable limit measured for this configuration of the DOME. In future work, there
are a number of ways in which this could be further optimised. Firstly, the use of a higher camera
resolution could go some way to addressing the issue, although this would have latency trade
offs. A superior solution could be the use of a higher magnification imaging lens, a change that
would be simple to implement given the modularity of the DOME. Finally, the DOME is also
capable of fluorescence microscopy, which can facilitate the resolution of features smaller than
the bright-field resolution limit.

While the imaging resolution describes the smallest features that the DOME can resolve,
the projection resolution relates to to smallest individual area than can be illuminated by the
light projector. This was found to be 30x30 nym, which can once again be compared to the sizes of
various light-responsive microagents given in Table 2.1 to understand the degree of individual
agent control offered. From these figures, it can be seen that for polymer microrobots, algae,
optothermally generated bubbles and most mammalian cells, this resolution is sufficient to target
individuals, or even subsections of single agents in some cases. For bacteria, micromotors and
microparticles however this projection resolution would be insufficient for individual interaction.
For applications that require this finer level of control, there are a number of steps that could
be taken towards increasing resolution. One would be the use of stronger focusing optics, for
example by using a microscope objective in place of the condenser lens, with the trade off of a

smaller overall working area of projected light onto the sample. An alternative could be the use
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Agent Speed (ums~1) | Reference

TiO2 micromotors 66* [397]
AgCl micromotors 100 [182]
Silica Janus particles 4% [238]
Si/TiO2 nanotree microswimmer | 5 [435]
Modified E. Coli 20 [98]

E. Coli biohybrid microrobot 8 [355]
Volvox barberi 600 [360]
Euglena gracilis 100* [218]

Table 3.2: Microagent speeds. Speed of various light-responsive microagents rounded to the
nearest whole number. Cases of multiple quoted speeds are denoted by an * symbol, with the
number given representing the maximum of these speeds.

of a higher resolution projector, such as the recently released DLP LightCrafter Display 230NP
(Texas Instruments) which uses a higher resolution DMD chip containing 960 x 540 micromirrors
as opposed to the 640 x 350 offered by the current projector. The LightCrafter Display 230NP
is priced at just over £300, meaning that if included in the DOME set-up it would be esily the
most expensive component. Even with the addition of this higher resolution projector however,
the total price would still fall significantly under the £1000 mark making this a feasible solution

while maintaining the DOME as a low-cost device.

The primary source of latency was found to be the the time needed by the camera to capture
an image, which is dependent on the resolution used. The algorithm was therefore run over
a range of resolution settings, with results presented in Figure 3.22. These results showed
that even for the highest resolutions, the loop was closed in under a second. For a single-agent
projection area of a single pixel (30 x 30 pm), any agent moving < 41 pms~! could therefore be
imaged at the highest possible resolution (latency of 0.725 s) whilst maintaining accurate light
projection in relation to their position. In the more typical case in which the DOME is operated at
a resolution of 1920 x 1088 pixels, for which the latency is 0.25 s, agents moving at < 120 pms~!
could be accurately tracked and illuminated. For context, Table 3.2 presents the speeds of 7
distinct optically responsive microagents as quoted in various works. As can be seen from these
numbers, in all but one cases agent speed falls below the 120 pms™! threshold, with almost
all also falling below the lower threshold of 41 pms~!. The 600 pms~! speed quoted for Volvox
barberi is significant as it represents the highest ever recorded speed for the Volvocine algae
group to which it belongs. In comparison with the other algae type listed here, Euglena gracilis,
Volvox barberi can be seen to be an extraordinarily motile microorganism. It should be noted that
Volvox barberi are also signficiantly larger than many of the other agents listed in Table 3.2. The

I was 338 pm, meaning that a

diameter of the colonies used to extract the figure of 600 pms™
single agent would be over 10 times larger than the smallest projection area in the DOME. It is

therefore likely that many pixels would be used in order to illuminate a single agent of this type,
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rather than the 30 x 30 ym used in the above calculations. Furthermore, for agents of this size it
would be effective to use a lower camera resolution to decrease latency if required. In general,
most implementations of light-based microagent control are unlikely to require the tracking of
highly motile agents while simultaneously requiring high spatial localisation, as faster moving

agents tend to be of larger sizes.

At present, the light wavelengths offered by the DOME are limited by the use of the standard
optical engine of the projector. The light emission of the optical engine was found to have peak
wavelengths at 445, 517 and 632 nm, as seen in the light spectrum presented in Figure 3.4.1.
The spread of each peak, quantified using the full width at half maximum, was found to be 445 —
465 nm, 497 — 577 nm and 621 — 639 nm for the blue, green and red LEDs respectively. From
this, it can be seen that a significant amount of the visible light spectrum is covered by these
LEDs at no less than half of their full intensity. In Table 2.1, the illumination wavelengths used
to interact with various light-responsive microagents in literature were specified and can thus be
contrasted with these results. For well over 60% of the agents listed, the wavelengths offered by
the DOME align with the light sources used in the control experiments. Since all that is given in
most literature is the light source used rather than the total spectral range for which the agents
are responsive, the number of agents for which the DOME could constitute a suitable controller
is likely to be much higher than this. The cases for which the control wavelength range deviates
significantly from that provided by the DOME is where UV or IR light is used. This is particularly
prevalent in micromotor-based applications, for which UV and IR wavelengths are generally used
to induce photocatalytic and photothermal reactions respectively, although there is also growing
interest in the design of visible light based motors [122]. Given the utility of non-visible light for
applications such as these, it may be beneficial in future work to extend the capabilities of the
DOME to allow for the inclusion of custom wavelengths. This would be achieved by replacing
the optical engine of the Lightcrafter projection unit with a custom LED arrangement, as in a

previous version of the DOME which operated in the UV range, discussed in Section 3.3.5.

The DOME is a low-cost device, totalling just £685 to build with the components listed in
Table 3.1. To contextualise this figure, it can be contrasted with alternative optical control systems
designed for a similar purpose, presented in Table 2.3A-F. In all but one case, the cost of building
the proposed systems exceeds the £685 price of the DOME by around a factor of 10. The exception
to this is the work presented by Lam et al., [218] for which the cost was calculated to be around
£524 for the projection and imaging components. However, this set-up is built using an optical
table and associated optomechanical parts to align and structure the optical components. These
parts are not discussed in the text and thus it is impossible to obtain an accurate estimate of cost,
however in general these types of assemblies are priced in the range of hundreds or thousands of
pounds. This device is therefore best suited for users who already has access to optical equipment
of this kind and the expertise to correctly perform alignment. In contrast with this, as well as

the other open or reproducible optical control devices presented in Table 2.3A-F, the DOME is
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entirely self-contained and not reliant on external equipment such as an optical breadboard or
computer. Crucially, the files required to print and build the device are all publicly available on
Bitbucket 2, meaning the platform is entirely open-source. Additionally, much of the alignment
of optical components is handled by the printed body of the DOME, meaning that less physical
calibration is required. As a result, the DOME meets the previously stated goal of providing an
open-source, low-cost platform for spatiotemporal optical control with minimal barriers in terms

of expertise in comparison with comparable devices.

3.6 Conclusion

In this chapter, the DOME was introduced as a low-cost, open-source device for the closed-loop
control of microagent systems using light. Through the integration of accessible light projection
technology with a custom microscopy set up, multi-wavelength closed-loop optical control with
30 nm resolution was achieved, for the construction price of just £685. All designs and protocols
needed to build the DOME are freely available as an open-source project, ensuring maximum
reproducibility. As a self-contained, open-source device capable of dynamic, high resolution control,
the DOME offers novel opportunities for the engineering of microsystem collectives, and widens

the accessibility of optical control techniques at the microscale.

28TL files for 3D printing and custom PCB plans, along with calibration and control code for the DOME are all
available at bitbucket.org/hauertlab/dome
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CHAPTER

BUILDING BLOCKS TOWARDS SWARM CONTROL AT THE
MICROSCALE

Key Findings

This chapter presents building blocks towards swarm control across scales, and their implemen-
tation at the microscale using the DOME platform. In this work, Volvox colonies are used as
a model microagent to demonstrate interagent communication, stigmergy, and motion control.
Much of the content of this chapter is taken from [93].

4.1 Introduction

The ability to engineer the self-organisation of microscopic agents has implications from medicine
[356] to material science [315]. The power of microswarms, whether robotic or natural, comes from
the large numbers of agents driving robust collective phenomena such as coordinated motion [162]
or trail formation [260]. Engineering swarms at the microscale is challenging in comparison to the
macroscale, with limited capabilities of microagents and difficulty in programming their motion
and local interactions. While the engineering of interactions has been achieved using chemical
diffusion [374], energy [306], or environmental modifications [148, 393], achieving a desired
collective behaviour typically requires extensive work to fine-tune the ability of microagents to
react to each other or their local environment. An alternative approach to embedding complex
behavioral rules within a microagent is providing control externally through environmental
stimuli to ultimately lead to swarm outcomes.

This chapter presents a number of building blocks towards externally implemented swarm

behaviour. The DOME is used to ‘augment’ [92] the capabilities of simple microagents, and to
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implement microscale interactions using light. Specifically, living Volvox colonies are employed
as a model microagent to explore light-based signalling, stigmergy and motion control. These
three building blocks are often used as a basis for common collective behaviours at the heart of
many robotic and natural swarm systems [43], and have significant potential for applications in

microrobotcs, medicine, and synthetic biology if efficiently controlled at the microscale.

4.2 Background

The use of the DOME platform for the augmentation and closed-loop control of light-reactive
microagents, together with the demonstration of various building blocks for the emergence of
collective behaviours, presents a first step towards democratising swarm engineering at the
microscale. This background will review collective behaviours commonly seen in natural and
engineered swarms systems, from the macro to microscale. This does not aim to provide an
exhaustive review of all swarm behaviours, but to highlight some of the parallels found across
these length scales. From here, a number of key building blocks towards swarm control common
throughout these collective behaviours will be extracted. The use of augmented reality to enhance
microagent capabilities so as to enact these blocks will then be explored, and implemented in
practice using the DOME.

4.2.1 Swarm control across scales

Swarm behaviour is a phenomena that is studied in natural systems, such as social insects, and
implemented in artificial, typically robotic, systems. Owing to the interdisciplinary nature of
swarm studies, definitions of a swarm vary. In this work, the word swarm is used to describe a
system of agents that, through local interactions, are able to collectively perform actions that are
beyond the capabilities of an individual. Swarm behaviour is observed throughout the natural
world across many species. Many of the most widely studied natural collective phenomena
are found in social insects, relatively simple individuals which at a colony level are capable of
extraordinary feats, both physical and intelligence-based [9, 41, 94, 353]. Bees demonstrate the
ability to make collective decisions about the optimum food source through communicative dance
[353], and build colonies with consistent, well-organised patterns despite limited knowledge of
this higher level organisation [48]. Similarly, ants have been found to deposit chemical trails for
detection by other colony members in an indirect communication method known as stigmergy
[378]. This is used to enable collective processes such as spatial exploration, foraging and route
selection [95, 112]. Swarm behaviours are also found in many larger animals such as birds
[295] and fish [217], which demonstrate abilities to move collectively in flocks and shoals as a
protective measure against potential predators. Likewise, collective processes are also abundant
at the microscale. Bacteria posses a motility mode that is known specifically as swarming [198],

however outside of this there are many other bacterial collective behaviours that fit the definition
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of swarming used here. The formation of biofilms for instance is a process by which many bacteria
adhere to a surface, and each other, becoming embedded in an extracellular matrix comprised of
substances secreted by the individual cells [76]. As a collective biofilm, bacteria often demonstrate
a higher resistance to harmful conditions, such as the introduction of antibiotics [368] or high
energy light [73], as well as the ability for enhanced signalling capabilities and division of
labour between the group [189]. A number of collective processes are also found in eukaryotic
cells, notable examples including morphogenesis and collective cell migration in embryonic and
epithelial tissue [132, 246, 335, 381].

These naturally occurring behaviours have been a source of inspiration for the field of swarm
engineering, which seeks to harness the principles of swarm intelligence for the purpose of
systems design [40, 409]. The underlying principles that make swarm systems so powerful are
robustness, scalability, and flexibility. Robust, in this context, means that the failure or loss of
individual agents does not lead to a failure of the system as a whole, while scalability suggests
that the system may operate across a range of group sizes, rather than requiring a particular
agent number. Flexibility describes the ability of a system to adapt its behavioural output in the
face of different tasks, problems or environments [277]. One field in which this is particularly
attractive is robotics, which often seeks to address tasks that can be challenging for a single robot
[43, 277]. These include the transportation of objects of varying size and shape [152, 214], which
requires flexibility, large scale environmental mapping [341, 344], which is time consuming for an
individual agent, and search and rescue functions in unstable environments [18, 262], for which
robustness is beneficial due to the possibility of damage or destruction. A robotic swarm system
can be differentiated from a more general multi-robot system by the following characteristics;
autonomous environmental interaction, a large group size, mostly homogeneous agents, simplicity
of individual agents, and the capacity for only local sensing and communication [342]. Although
the field is still relatively young, already a number of robotic platforms exist that are frequently
employed for the purpose of exploring swarm dynamics [11], including the Kilobot [337], e-puck
[66], and swarm-bot [263].

Increasingly, there is also significant interest in the implementation of swarm principles in
non-robotic scenarios, particularly at smaller scales, such as the design of smart nanomedicines
[160, 161], self-organising microsystems [28, 91] and synthetically engineered collective cell
processes [185, 271]. Despite obvious differences in the degree of programmability of these
systems compared to traditional robotics, fundamentally similar collective behaviours can be seen
to emerge across scales. A breakdown of some these behaviours is shown in Figure 4.1, grouped
into three subcategories; spatial-organisation, navigation, and collective decision making [43].
Note that although the term swarm connotes some spatial or motility component in traditional
usage, decision-making behaviours are included in swarm engineering. As will be highlighted
here, implementations of these collective behaviours can be found in both robotic and microscopic

systems, often with strikingly similar outcomes.
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Figure 4.1: Categorisation of collective behaviours. A breakdown of collective behaviours
that are observed in nature and implemented in swarm systems across scales. Adapted with
permission from [43].

4.2.1.1 Spatially-organised behaviours

A collective behaviour can be considered spatially organised if the primary feature is the distribu-
tion of agents in space. In Figure 4.1 this can be seen to include aggregation, pattern formation,
trail formation, self-assembly, and morphogenesis. These behaviours can overlap to some de-
gree, but have slightly different implications. For example, trail formation could be seen as a

subcategory of pattern formation in which a start or end point is defined.

Aggregation and self-assembly are fundamental examples of spatially-organised behaviours.
Aggregation requires simply that agents gather into a somewhat localised area, something
that is observed in nature by some animal [187, 308] and bacterial [114, 426] systems. Many
implementations of this collective behaviour have been demonstrated using robotic collectives
[20, 75, 274] and various synthetic microsystems [266, 414]. Self-assembly is here defined as
the formation of local connections between agents, and does not require the generation of a
particular spatial configuration, as would be the case for behaviours such as pattern formation.
The engineering of self-assembling systems has been achieved from the micro [206, 235, 397, 425]
to macroscale [151, 339, 401]. This is demonstrated in Figure 4.2, which shows the self-assembly of
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a collection of s-bots [151] (Figure 4.2A) and a sample of polystyrene microbeads mixed with TiOq
nanoparticles (Figure 4.2B) [397]. Both systems are initially dispersed and largely unconnected,
but over time through local interactions begin to form interconnected groups. In the robotic
system, the s-bots are equipped with a gripper that allows them to grasp onto the connection
ring of neighbouring robots, and tracks and wheels that allow movement in space. Conversely,
the assembly of polystyrene microbeads occurs by attractive phoretic interactions between TiOg
nanoparticles, which are able to move through the solution due to photocatalytic propulsion.
Despite these very different modes of mobility and interaction, the emergent behaviour is

remarkably similar, although the robotic system has a much smaller population.

Figure 4.2: Self-assembly in collective systems. Self-assembly performed by (A) s-bots and
(B) polystyrene microbeads mixed with TiOg nanoparticles. (A) Reproduced with permission
from [151] © 2006 IEEE and (B) Reproduced with permission from [397] © 2019 American
Chemical Society.

Morphogenesis is a collective behaviour by which a system self-organises into complex pat-
terns. Often associated with embryonic development [168], morphogenesis has also received
significant attention in robotics [194, 347]. Figure 4.3 shows two systems undergoing controlled
morphogenetic processes, one of which is robotic the other organic. In Figure 4.3A, a 300 Kilobot
swarm is seen to develop Turing spots, then to physically self-organise around these patterns
to create emergent morphologies [358]. The Kilobots are able to communicate to others within
a local radius through IR messaging to facilitate a reaction-diffusion process throughout the
system. Virtual molecules stored in each robot are allowed to react with each other and diffuse
between agents, with molecular concentrations indicated by a changing LED colour that enables

Turing spots to form. Kilobots situated at the edge of the swarm then begin to migrate from
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A

—blue light +blue light

Figure 4.3: Morphogenesis in collective systems. Morphogenesis in (A) a swarm of Kilobots
demonstrating emergent self-organisation through reaction-diffusion Turing patterns and (B)
embryonic Drosophila tissue undergoing optogenetically directed epithelial folding. (A) Adapted
from [358] © 2018 AAAS and (B) adapted from [185] under CC BY-A 4.0.

areas of low to high concentrations, resulting in the formation of limb-like protrusions around
the spots. A loosely corresponding microsystem (Figure 4.3B) of embryonic Drosophila tissue can
also be seen to undergo morphogenetic changes via optogenetically controlled epithelial folding,
with the reorganisation of cells causing a circular hole to emerge in the collective tissue [185]. In
this process, cells expressing a light-activated signalling pathway Rho that is capable of driving
epithelial folding were targeted by a circular pattern of laser light to drive collective tissue
reconfiguration. For both the robotic and cellular systems, morphogenisis occurs in response to
collective dynamics of the agents interacting with various levels of the virtual molecule and Rho
activity respectively. The similarity of these two processes is reflected in the comparable organic
physical changes observed in the systems over time.

Pattern and trail formation involve the positioning of swarm agents in particular spatial
locations. This differs slightly from self-assembling and morphogenetic behaviours, which are
more associated with the reorganisation of agents relative to each other, and generally involve
a more direct connection between agents. Trail formation on the other hand is concerned with
the positioning of agents between two defined points, inspired by observations of ant foraging

[90]. Although implementations of this at the microscale are limited, this behaviour has been the
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Figure 4.4: Pattern formation by collective systems. Formation of (A) a circular pattern by
a swarm of e-pucks through IR sensing, and (B) various shapes by melamine microparticles
through a light-based augmented signalling channel. (A) Adapted with permission from [251]
© 2013 Elsevier and (B) adapted from [202] under CC BY-A 4.0.

inspiration of swarm intelligence algorithms [106], and has been replicated in robotic collectives
[260, 285]. The final spatially-organised behaviour, pattern formation, has various discipline
specific definitions, but broadly refers to the organisation of a system into an orderly structure. It
is observed in natural biological and physical processes, including crystal growth [219] and animal
coat patterning [209]. In swarm robotics, pattern formation is executed by the repositioning of a
group of robots into a regular, repetitive pattern that is either pre-defined or emergent under
particular rules [43, 183, 291]. Similarly, several examples of pattern formation algorithms at the
microscales have been demonstrated. Examples of both a robotic and microparticle-based system
executing pattern formation is shown in Figure 4.4. In Figure 4.4A, a system of e-puck robots is
shown before and after assembling into a circular pattern [251]. The melamine microparticles
shown in Figure 4.4B are also be seen to assemble into various shapes depending on the number
of agents present in the system [202]. For the microparticles, a time-shared laser beam is used to
establish an external augmented signalling channel for the exchange of positional information.
Based on this information, repositioning of microagents occurs as a function of local separation
distances. In the robotic system on the other hand, agents are equipped with IR proximity
sensors and wheels such that they can move and reorganise with respect to each other. In both
implementations, local positional information is used to facilitate the formation of patterns by

the agent collectives.
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4.2.1.2 Navigation behaviours

Navigational behaviours differ from spatially-organised behaviours in that the key property is
the collective manner in which agents move through space, rather than the specific configuration
or organisation of the agents. The three examples included in the Figure 4.1 breakdown are
exploration, coordinated motion and collective transport.

Collective exploration loosely describes the movement of an agent group around an environ-
ment, often to aid in the discovery of food sources or for mapping purposes. This behaviour is
observed in various biological systems such as some species of ant [49, 95, 129] and fish [217], and
the same principles are commonly applied in swarm robotics tasks that require the mapping or
monitoring of an area [43, 191]. In one example, shown in Figure 4.6A, a swarm of Kilobots were
deployed to explore the local environment in which two areas of interest had been placed, with
the goal of forming a trail between these areas and the original release point [260]. A similar kind
of environmental exploration can also be seen in the slime mould Physarum polycephalum. In a
well-known experiment, Physarum was able to largely recreate the structure of Tokyo’s rail sys-
tem when surrounded with food sources, which were positioned so as to represent neighbouring
major cities (Figure 4.6B) [376].
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Figure 4.5: Exploration by collective systems. (A) A Kilobot swarm performing trail forma-
tion between a release point (source) and two areas of interest. Reproduced with permission from
[260] © 2019 Taylor & Francis. (B) Physarum polycephalum placed amongst an arrangement of
food sources to represent Tokyo and major surrounding cities. Adapted from [376] © 2010 AAAS.

Coordinated motion is another navigational behaviour that is found in natural systems such
as birds and fish, often referred to as flocking or schooling respectively when demonstrated by
these animals [162, 295, 388]. This behaviour has been widely adopted in the field of swarm
robotics [29], typically using the basic rules of collision avoidance, velocity matching and flock
centering proposed by Reynolds et al. [332]. An implementation of this using a swarm of Kobots

equipped with short range IR sensors for distance sensing is shown in Figure 4.6A [382]. Similar
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behaviour has also been achieved at the microscale, in one instance with TiO9/Pt micromotors
that were found to be capable of collective migration under near-IR light (Figure 4.6B) [91]. In
the robotic system, self-organised flocking was carried out using on-board sensing and commu-
nication capabilities to avoid collisions, modulate velocity and perform necessary realignments
as the group moved through space. In comparison, the collective migration seen in the TiO9/Pt
microsystem occurs due to the light-induced convection flow, which causes the agents to gather
into a concentrated area, at which point local interparticle interactions are brought strongly
into play. Somewhat connected to collective motion is collective transport, a swarm behaviour
by which an agent group acts cooperative to move an object in space. This has been commonly
observed in ant populations [214, 371], as well as with kinesin motors [135]. Collective transport
is an important task in swarm robotics [152, 338], with algorithms typically employing decen-
tralised control through local force, position and orientation sensing [104]. More recently, there
has been significant interest in the design of micro and nanosystems capable of collective cargo

transportation, with a primary application being environmental remediation [91, 397, 414].

A B

Figure 4.6: Coordinated motion of collective systems. Coordinated motion performed by (A)
s-bots through local infared sensing, and (B) locally interacting TiOg/Pt micromotors under the
guidance of infared light. (A) Adapted with permission from [382] © 2012 SAGE Publications,
and (B) reproduced with permission from [91], © 2013 Elsevier.

4.2.1.3 Collective decision-making

Collective decision-making is the process by which a multi-agent system makes a collective
choice from a number of options, and is employed in functions such as consensus achievement
and task allocation. Unlike the previous categories of collective behaviour, decision-making
does not have an intrinsic spatial component, as it can theoretically be achieved solely through
agent communication. In the case of most social insects including bees [353], ants [94] and
cockroaches [9, 156, 354] however, spatially-organised behaviours like aggregation do play a role.

For robotic systems, a consensus can be reached either through direct communication between
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agents [79, 307], or indirectly through signifiers such as positional change [43, 88, 137, 200]. The
former behaviour is similar to the way that decision-making occurs in a human social group,
while the latter is closer to the interaction of social insects. Another example of collective decision
making is task allocation, in which agents are able to decide amongst themselves which task
should be performed by which agent. It is through this process that many social insects are able
to divide necessary labour between a large population [379, 380]. Task allocation is important
in swarm robotics due to limited communication and decentralised control within the collective
systems [36, 192, 236].

At the microscale, there exist several examples of naturally occurring decision making
processes. These include an ability for phages to use molecular communication to decide whether
to lay dormant or to replicate and kill their host bacteria [115], cellular decisions present in the
wound healing process [406], and foraging decisions undertaken by organism such as Physarum
polycephalum [31]. In terms of the engineering of synthetic or hybrid microswarm systems
however, implementations of collective decision making algorithms remain limited. An obvious
reason for this is that this behaviour type typically requires a more traditional form of computing
capability than many of the other behaviours discussed previously. It seems reasonable therefore,
given the continuing development of increasingly complex methods of programming and control
at the microscale, that the ability to engineer collective decision-making behaviours in synthetic

microswarm systems may be on the horizon.

4.2.2 Building blocks of swarm control

Although swarm engineering can generate a wide range of behavioural outputs, there are a
number of common building blocks for agent control that facilitate these behaviours. This is
true for many types of swarming systems across scales, both natural and synthetic. Here, the 3
building blocks that will be discussed are agent-agent signalling, stigmergy and motion control,

although these by no means constitute the totality of swarm control elements.

4.2.2.1 Control mechanisms for collective outcomes

Signalling in this context is used to refer to a direct form of communication between agents, such
as the dance performed by honey bees [352] or the transmission of information between robotic
agents through channels like Wi-Fi, Bluetooth and IR [277]. This is in contrast to stigmergy, which
is a method of indirect communication, often implemented through the environmental deposition
of real or virtual pheromones in both natural and robotic systems [50, 134, 181, 274, 330]. Motion
control is distinct from these two as it not communication-based, but plays a crucial role in both
spatially organised and navigational behaviours. A clear example of this is collective motion or
transport, in which the velocity and orientation of swarm agents must be regularly adjusted
based on information from the environment and local neighbours [332]. To see how these building

blocks play into the collective behaviours explored in Section 4.2.1, Table 4.1 gives a breakdown
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Collective behaviour(s) | Signalling | Stigmergy | Motion control | Ref.
Aggregation . < x [200]
Consensus achievement

Aggregation . N N N [252]
Consensus achievement

Self-assembly X X [151]
Collective transport

Coordinated motion x * [338]
Collective transport

Collective exploration 8 8 [134]
Aggregation

Collective exploration X X [35]
Pattern formation

Morphogenesis

Pattern formation x x [358]
Morphogenesis

Pattern formation x X [251]
Aggregation

Morphogenesis x x [362]
Task allocation

Pattern formation

Self-assembly 8 8 [339]
Coordinated motion X X [162]
Consensus achievement X X [79]
Aggregation . N N [137]
Consensus achievement

Coordinated motion X X [382]
Consensus achievement X X [156]
Collective exploration X X [181]

Table 4.1: Swarm control building blocks towards collective behaviours. The use of sig-
nalling, stigmergy and motion control in various collective behaviours demonstrated by swarm
robotics systems in literature.

of the use of these control blocks to achieve various collective behaviours, as presented in swarm
robotics literature. In general, though not as a rule, these behaviours are achieved through the
use of either a signalling or stigmergic communication channel, combined with with controlled

motion that can respond dynamically based on these communicative processes.

4.2.2.2 Augmented agent capabilities for control of microswarms

The three building blocks laid out here are commonly observed in the natural world and have
been demonstrated in many swarm robotics implementations. Application at the microscale

is significantly less straightforward however. Where animals may communicate via sound or
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movement patterns and robots may transmit transmit data, there is not such a clear pathway to
implement interagent signalling for most microagents. Even for microagents with established
means of communication such as bacteria, these pathways are often deeply complex, even disputed
[328, 403]. It can therefore be difficult to hijack and repurpose these pathways, although advances
in synthetic biology have made this type of engineering increasingly more feasible and accessible.
Motion control can also be a significant challenge when moving from programmable robotic
agents equipped with wheels, legs and other components for directed movement to microscopic
agents. Although self-propulsion of many types of microagents has been demonstrated through
chemical and thermal reactions, or by beating flagella in organic systems, their motility is not
programmable in the same way as for robots. Due to these issues of limited programmability
and simple agent design, it can be challenging to build robust swarm control methods at the
microscale that are generally applicable and not strictly dependent on agent-specific mechanisms

such as quorum sensing or phoretic interactions.
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Figure 4.7: The reality-virtuality continuum. The landscape of mixed realities, in which ‘real
environment’ and ‘virtual environment’ constitute the two extremes, with a dashed box indicating
the location of SAR. Originally proposed by Milgram et al. [254].

For light-responsive microsystems in particular, one way to tackle these limitations is to
enhance agents with augmented capabilities. The addition of an externally applied ‘augmented
reality layer’ [92] onto a microsystem could help to facilitate the emergence of collective dynamics
without relying exclusively on intrinsic systems properties. This could serve as a stepping stone to
determine key functionalities needed before finally engineering the capabilities in the microagents
directly. Augmented reality as a broader term refers to the augmentation or enhancement of
a real world environment by computer generated information, and can be placed the wider
context of mixed reality. Figure 4.7 depicts the reality—virtuality continuum, originally proposed
by Milgram et al. [254], which places various augmented and virtual reality technologies on a
spectrum between real and virtual environment. The category of augmented reality can be further
broken down into see-through augmented reality, which typically uses head-mounted displays or

glasses, and spatially augmented reality (SAR). In SAR, an augmented layer in overlaid onto a

106



4.2. BACKGROUND

real system, typically using a camera and light projector set-up as seen in Figure 4.8 [38].

Light
projector

Swarm system

Camera

Figure 4.8: Generic SAR setup. A system consisting of swarm agents, augmented by the
projection of a light gradient while simultaneously imaged using a camera.

The enhancement of microagents via augmentation as proposed here would be categorised as
SAR, as in this scheme patterned light is projected onto a real system to create an augmented
reality layer. For a microsystem consisting of light-responsive agents, this projection constitutes a
tangible control layer with which they are able to interact, meaning that the dynamics of the real
word system can be enhanced through SAR. While traditional SAR doesn’t necessarily feature
this feedback loop of light reactivity, there are examples in which it has been used in this way.
Specifically in the context of facilitating swarm behaviours, a number of implementations of
SAR-type systems can be found, although often not self-described as augmented reality setups. In
swarm robotics, projected light has been used to enhance the capabilities of robotic agents towards
collective behaviours such as morphogenesis [362], aggregation [252], exploration [181, 372] and
consensus achievement [139] as well as in swarm user interfaces [223, 373] and human-swarm
interaction [7]. In particular, an aggregation-based strategy for collective perception and decision
making was implemented by Mermoud et al. [252] by projecting green and red spots to indicate
‘good’ and ‘bad’ sites in an environment. In this augmented system, shown in Figure 4.9A,
aggregation is used as an implicit communication mechanism, as groups of more than one robot
are able to trigger the ‘destruction’ of a spot that they collectively judge to be bad. Similarly in
work by Garnier et al. [139], projected light is used to endow robots with the ability to deposit
a virtual pheromone that can be detected by other swarm members, with increased pheromone
intensity indicated by an increase in the gray level of the light. With this set-up, robotic agents
can follow pheromone trails laid by the rest of the swarm, as seen in Figure 4.9B, and thus were
able to reach an ant colony-like consensus between two identical paths linking their nest to a
food source.

Although there are numerous examples of light projection systems employed at the microscale,
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A B

Figure 4.9: Swarm behaviours facilitated by SAR. (A) Aggregation-mediated collective per-
ception and decision making by a group of robots facilitated by the projection of green and
red spots to indicate ‘good’ and ‘bad’ sites. (B) Pheromone trail deposition and following by
autonomous robots facilitated by the projection of light. (A) Reproduced from [252] © 2010
IFAAMAS and (B) reproduced with permission from [139] © 2007 IEEE

as laid out in Section 2.4, most of these cannot be said to facilitate swarm behaviour as there is
neither direct (signalling) nor indirect (deposition) interaction between agents. Exceptions can be
found in the works of Khadka et al. [202], Bauerle et al. [28] and Lavergne et al. [221], although
in these cases light was delivered by a time-shared laser beam rather than light projection
in the strict sense. In these setups, discussed in detail in Section 2.3.3, augmented signalling
channels between agents were established by tying the light delivered to individual microagents
to local information such as density or positioning. In the case of Lavergne et al., agents were
given the ability to sense neighbours within a restricted vision cone and move with respect to
this information through the implementation of a laser-based external feedback loop, shown in
Figure 4.10. Through this control scheme, self-organising collective behaviours were found to

emerge with various clustering dynamics observed for different perception parameters.

The introduction of an augmented layer on top of a real system, or in this case a microsystem,
allows building blocks for control to be designed in a more generic way that allows for a higher
degree of transferability between different agent types. In the examples discussed above, any
light-propelled microagent could be substituted into the setup without significant changes to
the control scheme. The augmented layer also lends additional complexity, meaning that swarm
robotics algorithms that rely on the emission and sensing of light [35, 251, 382] or of virtual
molecules that can be simulated with light [151, 358] could be reproduced at the microscale.
Further, collective decision making behaviours that are currently challenging to implement at

these scales could be explored using the enhanced capabilities of augmented microagents.
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Figure 4.10: Swarm behaviour facilitated by SAR at the microscale. An external feedback
loop to endow light-responsive microagents with the ability to perceive agents in their local
environment. Agents are able to move with respect to this information with velocity vgp where
the p is an orientation based on this environmental perception. Reproduced from [221] © 2019
AAAS.

4.3 Materials and methods

Having laid out above three basic building blocks towards swarm control at the microscale, this
section sets out to detail their implementation in a real world system. This is carried out using
the DOME platform to provide an augmented reality layer to enhance the capabilities of simple

light-responsive microagents.

4.3.1 Volvox as model microagents

The aim of developing building blocks towards microscale swarm control as described in this
chapter is to construct generic control blocks that could be generalised many light-responsive
systems. The specific type of microagent used in these proof-of-concept demonstrations is therefore
less important in this context than the behavioural building blocks themselves. Given this, Volvox
were chosen as a model microagent as they are easy to visualise, safe to work with, and naturally
responsive to light.Volvox is an algae found in freshwater ponds across the world that assembles
into spherical colonies, as seen in Figure 4.11, with flagellated somatic cells at the surface for
swimming through a liquid environment [247, 313]. A light response has been established in
many species of Volvox, with the activity of Volvox carteri and Volvox aureus flagella in particular
found to be noticeably responsive to intermittent light stimulation [108, 157].

All algae in the volvocine group are flagellates that display phototactic behaviour in order

to reorientate into areas of higher light intensity for photosynthesis [155]. This movement is
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Germ cell Flagellated somatic cell

Figure 4.11: Diagram of a Volvox colony. Spherical Volvox colonies are made up of thousands
of individual cells and two distinct cells types. Germ cells are larger and reproductive, while the
smaller somatic cells are flagellated, facilitating motility.

brought about by the two flagella found on each somatic cell of the algae, which also each possess
a light-perceiving eyespot. Forward swimming is only possible in Volvox because the cellular
anterior-posterior axis differs from the anterior-posterior axis of the organism as a whole [171]. If
this were not the case, the surface layer of identically acting cells would simply exert an opposing
force on each side of the body and no locomotion would be achieved. The strokes of the flagella
have the effect of pushing the algae towards the posterior-anterior direction, however as the net
effective propulsion generated is not precisely parallel to this axis a rotational effect also occurs
during forward swimming [170].

Interestingly, it has been found that no direct communication occurs between cells during
phototactic reorientation in Volvox. This is demonstrated most clearly in species such as Volvox
carteri which posses no intercellular connections, and yet are able to coordinate the same
locomotive responses as other species in response to changing light conditions [172]. Although
the phototactic mechanism is still not fully understood, a study by Ueki et al. [383] has found
that in the species Volvox rousseletii both the beat frequency in the anterior hemisphere, and
the beat direction of the flagella change in response to alterations in light intensity. The group
observed a rapid response to changes in light conditions when the algae was subjected to pulsed
illumination. This photatactic response is utilised in the work described here, with Volvox treated
as light-controllable agents.

The size of a Volvox colony varies over its life cycle and so is difficult to quantify precisely.
For the sample used here the diameters of visible colonies were found to fall largely between the
range of 100-300 pm. The sample, obtained from Blades Biological UK, were originally collected
from UK ponds and are believed to be of the species Volvox aureus. To allow the free movement of

Volvox during imaging in the DOME, a sample area with a depth multiple times their diameter
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Figure 4.12: Sample arena. A 3D printed chip attached to a microscope slide forming a sample
arena for Volvox colonies to move freely. Dimensions shown in units of mm.

was used. This arena, shown in Figure 4.12, consists of a 3D printed PLA chip with a square
well of dimensions 7.75 x 7.75 x 1.5 mm at the center. Before use, the chip was attached to a
standard glass microscope slide by using a superglue adhesive and left to dry overnight. For these
swarm control demonstrations, 75 jl of a Volvox suspension, maintained at room temperature,

was added to the sample arena.

4.3.2 Augmenting real world microsystems using the DOME

Central to the work presented here is the DOME platform, the development and characterisation
of which was the subject of Chapter 3. In brief, the DOME is an open-source platform capable of
producing dynamic, finely tuned coloured light patterns by combining light projection technology
with microscopy imaging and on-board computation. It is capable of multi-wavelength illumina-
tion at 460, 510 and 640 nm, delivered by the DLP projector contained within it. The DOME can
be understood as consisting of an imaging and a projection module, linked together by a local

network.

4.3.2.1 Imaging microagents in the DOME

For image collection, the DOME camera was operated at at 9x magnification. Camera resolution
was set to 1920 x 1088, with exposure mode ‘spotlight’ and a shutter speed of 200 ms. The camera
was operated using the capture continuous method, which captures images in an infinite loop,
iterating over frames. Due to this method of image capture, the frame rate is dictated by the
length of time required to capture each frame and then perform the relevant analysis and control
functions for a given algorithm. For the algorithms implemented here, the frame rate was found
to be between 3 and 4 fps depending on the control algorithm. A neutral density filter of optical
density 1 was also placed in the filter holder to minimise optical interference artifacts and avoid
camera saturation.

Volvox samples were uniformly illuminated with low-level red light using a dark red back-
ground projection image. This image was generated using a NumPy array of size (360 x 630
x 3), where 640x360 is the projector resolution and 3 refers to the RGB colour channels. All
points in the array were set to RGB pixels of (50,0,0), giving the dark red illumination required.

Due to the off-axis projection, this produced images in which Volvox agents appear red against a
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Figure 4.13: Volvox imaging. A projection of low level red light is used for imaging to minimise
the effect on the light-responsive Volvox.

dark background. By keeping background light levels low, and using red light for illumination,
the effect of background light on agents was minimised, as red wavelengths are known to be

phototactically neutral to Volvox aureus [157].

4.3.2.2 Closed-loop control algorithms in the DOME

Although different algorithms are used for the three building blocks demonstrated here, a sizable
chunk of the algorithmic control process is common to all and can be discussed in general terms.
Python 3 scripts run in parallel on the imaging and projection modules of the DOME were used
to facilitate image capture and processing, and the generation of new projection images based on
this information. This closed-loop control process is represented diagrammatically in Figure 4.14,
which shows the steps followed on both the imaging and projection module to complete a single
iteration.

The control loop begins with the capturing of a camera frame as detailed above. Agents
are located within the frame using the cv2.findContours contour detection function from the
OpenCV library, which is employed for all image analysis performed here. Contours are filtered
for size and shape based on the observed parameters of typical Volvox agents to exclude any
unwanted matter present in the suspension. A simple ID-based tracking system is implemented
by matching the locations of contours in a given frame to those in the previous frame. The closest
match is assumed to be the same agent, provided that the distance between the two locations is
less than 35 pixels. This distance relates in real world terms to 420 ym, and so given the 3 fps
frame rate of the DOME, a Volvox agent would require a speed of 1260 pms ™! to move out of its
possible match area. As the highest recorded speed for any species of Volvox is ~600 pms™! for
Volvox barberi [360], it can be assumed that this will not occur. This ID-matching allows useful
parameters such as agent velocity or signalling status to be stored over time, with this history
being accessible in all subsequent frames and written as a file after the control algorithm is
terminated.

Once agents in the current frame have been ID-matched, agent tracking information for the

current frame and all previous frames can be used to generate projection images. The specific
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Figure 4.14: Flow diagram of control algorithm enacted in the DOME. Each iteration of
the control loop algorithm begins with the capturing of a frame, the analysis of which provides
data points to generate an updated projection image. The purple and blue colour codes indicate
parts of the algorithm that are run on the imaging and projection modules respectively. A solid
line indicates the flow of the control process within the same module, while a dashed line indicates
the transmission of information between modules via local network.

implementation of this is application dependent, and thus will be detailed further in subsequent
sections. The general process however is to algorithmically decide which coordinates in the
current camera frame should be part of the patterned light projected onto the system for the
subsequent frame. These coordinates are then transformed to the projector space through a
matrix transformation established during the DOME calibration process, more details of which

can be found in Section 3.3.5. These translated coordinates are then transmitted as a JSON list
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to the projection module over the DOME’s internal Wi-Fi network.

Upon receipt of this data by the projection module, a projection image is generated by adding
high intensity coloured patterns centered on the coordinates in this data set to the otherwise
plain dark red background image. This is achieved either by accessing and altering the RGB
values of a particular block of pixels in the NumPy array representing the projection image, or
by using the drawing function cv2.circle. The projection image, and thereby the augmented
reality layer, is then updated by displaying the new image using cv2.imshow. Upon completion,
a confirmation of receipt and projection is transmitted back to the imaging module and and loop

begins again with the capture of a new frame.

4.4 Results

In this work, augmented signalling and stigmergy as well as light-based motion control were
implemented in a population of Volvox colonies. For this, the open-source DOME platform was

used to create an augmented reality layer consisting of projected light patterns.

4.4.1 Augmented signalling

Signalling is used here to describe direct communication between agents, as opposed to indirect
methods of communication such as stigmergy. In this signalling system, Volvox agents are
augmented with a projected light halo with a tuneable range and colour that can be transmitted
to others if they are within range. As a demonstration of this signalling system, the propagation
of light-based ‘messages’ through a population of agents was implemented. Initially, a seed Volvox
was chosen at random to begin with an active signal, encoded as a projected halo of light centered
on the agent. This light signal could then be transmitted to other agents that moved within the
communication range r of the signalling agent. This was implemented for a variety of ranges,
and with both single and multiple signalling channels at play. Note that in this system, agents
are able to move out of the region of interest entirely and thus it is possible for the signal to ‘die
out’ if propagation events occur at a low rate compared to the average length of time a given
agent stays in view. It is important to emphasise that this signalling is entirely virtual, occurring
as an augmented reality layer on top of the natural movement of the Volvox. Although it is likely
that there is some effect on this movement due to the presence of light, as Volvox is a phototactic
organism, this is not considered or quantified here. Moreover, it is likely that this effect is small
since the phototactic response of is adaptive [108], and thus reacts primarily to intermittent

changes in light intensity, rather than a continuous illumination.

4.4.1.1 Single channel signalling

Initially, a single signalling channel was used, meaning only one colour of light was used in in

the projected layer. In the first control loop iteration a seed agent was chosen at random, and its
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Figure 4.15: Schematic of augmented single channel signalling. Microagents are enhanced
with augmented signalling capabilities that allow for the propagation of a signal, here a projected
light halo, to other agents within the communication range r. A smaller communication range
leads to fewer propagation events, with a larger radius causing the signal to propagate faster
through a local population.

agent ID added to a list of signalling agents. When passed to the projector module, a projection
image was generated with circles centered on the coordinates of signalling agents. These circles,
which constitute the signal in the augmented reality layer, were drawn using cv2.circle, with
a radius equal to r +r, where r, is the radius of the Volvox agent. In each subsequent frame
the locations of all non-signalling agents were checked to ascertain if any fell within range of a
signalling agent. If so, a signal propagation event would occur, meaning that the ID of the newly
propagating agent was added to the signalling list. For this single channel implementation, the
signal colour used was cyan, coded as RGB pixel values (0,255,255) on the projector. Each time
new data was set received by the projector, the projection image was reset back to the plain red
background image and patterned with the new data. This resulted in only current agent locations

being included in the augmented layer.

Three different r values were tested to explore the effect of communication range on the
propagation dynamics. As can been seen in Figure 4.15, this range is defined from the edge of the
agent outwards, and quantified in terms of pixel distances in the camera field of view. It would
be expected that fewer propagation events should occur for a small range, causing the signal to
spread slower through the population than for a larger range. Indeed, this was found to be the
case when the signalling algorithm was implemented for communication ranges of 10, 20 and 30
pixels, equating to real world distances of 120, 240 and 360 pm respectively. This can be seen
in Figure 4.16, which shows snapshot images from the DOME of signals propagating through a

Volvox system at each communication range over 200 seconds.

For the smallest communication range of 120 jum, the signal can be seen to propagate slowly,
and only to the closest of neighbours. At the final time point no actively signalling agents remain,
as all have moved out of view before a propagation event was able to occur. Looking to the next

largest range, 240 nm, signal propagation can be seen to occur much more effectively, with a
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Figure 4.16: Augmented single channel signalling in a Volvox system. For three different
communication ranges of 120, 240 and 360 pm a active signalling agent is randomly seeded, with
this able to propagate to other agents that enter the communication range of a signalling agent.
Here, non-signalling are red, while signalling agents are cyan.

initial local spread visible after 50 seconds, increasing over time to more distant agents. For the
the maximum tested range of 360 pm, propagation occurs rapidly through the population, with
the majority of agents seen to be in a signalling state after 50 seconds. After this, the ratio of
signalling to non-signalling agents remains fairly consistent. This can be seen quantitatively in

Figure 4.17, in which the number of signalling agents is plotted over time.

It follows from this that the choice of communication radius when implementing this type of
signalling must be application dependant. The density of agents within the microsystem is an
important parameter, since if the Volvox in Figure 4.16 were more densely packed, a 120 ym range
may have found more success in propagating. The desired behaviour is another important factor
to consider, as the dynamics of signal propagation could alter system-wide outcomes significantly.
An example of this is trail formation, which in robotics systems has been found to produce less
well defined trails when communication ranges between agents are large [260]. On the other
hand, for a more general behaviour such as aggregation in which agents need only be located in a

loosely-defined area, a faster propagation could be beneficial.
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Figure 4.17: Augmented single channel signalling in a Volvox system. For three different
communication ranges of 120, 240 and 360 pm, the rate of propagation is shown by plotting the
number of signalling agents over time for each range.

4.4.1.2 Multichannel signalling

In addition to the use of variable communication rages for augmented signalling, multichannel
signalling was also implemented to allow the parallel propagation of signals, indicated by different
colour projections. A fixed communication radius of 240 ym was used for this, as this was judged
to allow sufficient propagation events for efficient signal spreed, but avoided the rapid spread

seen at a larger range.

0 Green
o o

Figure 4.18: Schematic of augmented multichannel signalling. Microagents are enhanced
with augmented signalling capabilities that allow for the simultaneous propagation of multiple

signals. Two signalling states, blue and green, are initially seeded, however a third mixed state,
cyan, is entered when signalling agents of different states interact.

The control algorithm used was the same as that described above for single channel signalling,

however in this case two signalling channels were initially seeded, coded as blue and green.
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A third signalling state, cyan, was also available, occurring when signalling agents came into
contact with a colour other than their own (Figure 4.18). To distinguish between colour channels,
agents were assigned a parameter, which took on values of 1, 2 or 3 to represent blue, green and
cyan respectively. This information was passed to the projector alongside location data, allowing

the correct colour signals to be assigned to each agent. Since both signalling and non-signalling

150

200 250 300 350

400 450 500 550

Figure 4.19: Augmented multichannel signalling in a Volvox system. Two signalling chan-
nels, blue and green, are initially seeded at opposite sides of the environment. Upon the inter-
action of blue and green signalling agent, a mixed state designated as cyan is reached. Time is
given in units of s.

agents also enter the mixed cyan state upon contact with a mixed state agent, the system should
be expected to tend towards cyan as time goes on. This can be seen to play out in time series
images from an implementation of this multichannel signalling algorithm (Figure 4.19) that
shows the evolution of the system over a total of 550 seconds. The two signals are seeded at
opposite sides of the environment, and can be seen to propagate through the population separately

until the first mixed state agents appear at 250 seconds. As the established blue and green groups
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interact further, the number of mixed state agents grows until only this channel remains at the

final time point.

Although these signalling channels are augmented and the Volvox themselves are unaware of
the transmission mechanism, their spatiotemporal dynamics and interactions play a direct role
in the spread of signals, and could offer an essential building block for collective decision making
behaviours, as well as lending insight into phenomena such as disease propagation or the spread

of information through a social collective.

4.4.2 Augmented stigmergy

Stigmergy is a form of indirect communication in which some trace is deposited into the environ-
ment by a swarm agent such that it may be detected by other agent, or itself [167]. Collective
behaviours, including exploration and trail formation, are often facilitated by some form of

stigmergy as for swarm systems such as social insects this is a primary means of communication.

In this implementation of augmented stigmergy, Volvox microagents are enhanced with the
ability to ‘deposit’ trails of light onto their environment as seen in Figure 4.20, in a manner similar
to pheromone deposition in ant collectives [107]. This was achieved by sending agent locations in
each frame to the projector, which unlike in the signalling algorithm was not instructed to reset
the projection image between iterations. The result of this was that the entire path of the agent
for all from time point zero onwards was included in the trail patterning, which was performed

using cyan light.

O O
O
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Figure 4.20: Schematic of augmented stigmergy. Microagents are enhanced with augmented
capabilities for stigmergy that allow for the environmental deposition of light trails.

A time series of the Volvox system over 45 seconds can be seen in Figure 4.21, with projected
light trails deposited as the agents move around the environment. This has the effect of producing

a real time tracking and coverage map that builds over time.
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Figure 4.21: Augmented stigmergy by a Volvox system. As Volvox agents move around the
environment, trails of cyan light are deposited. Time is given in s.

4.4.3 Motion control

The ability for the motion of agents to be fine tuned based on the local environment, or local agent
interactions, is key to swarm engineering. Spatially organised behaviours such as trail formation
[260] and coordinated motion [332] rely heavily on this capability, as do navigational behaviours.
As outlined in Section 4.3.1, Volvox aureus are known to posses an innate light-response [157].
Using the localised light environment created by the DOME, it should therefore be possible to

regulate the motion of many individual Volvox in parallel as a building block for swarm control.
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Figure 4.22: Schematic of light-based motion control. The velocity of microagents is regu-
lated by pulsing cyan light on and off, localised to half the total population for the purposes of
comparison. Light is pulsed on for an illumination time T';, then switched off for a relaxation
time T, causing agents to slow periodically.

This was implemented by illuminating half the population of Volvox in the frame for illu-

mination time T';, followed by a period of no illumination for a relaxation time 7', as seem in
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Figure 4.22. The use of pulsed light rather than constant illumination is designed to minimise the
adaptive property of the Volvox light response, with T'; aiming to line up with the length of time
before this adaptive process begins. Volvox are known be responsive to blue light of wavelength
430 nm and non-responsive to red wavelengths [157], however a thorough characterisation of
light response across wavelengths was not found in the literature. Given this, an equal mixture
of blue and green patterning was used, meaning that cyan light constituting 460 nm and 510 nm
wavelengths was delivered by the DOME. The control algorithm used here was largely similar to
that used for signalling, the difference being that data was sent the the projector for illumination
only for the frames that fell within the illumination period. Agent IDs were used to decide which
agents would be in the illuminated group, split by even and odd numbers. Time series images
displayed in Figure 4.23 demonstrate how this was carried out in the DOME, with illumination
being applied for T'; = 0.5 s, followed by a period of no illumination for 7', = 2.5 s, taking up 2 and

9 camera frames respectively.

lllumination time T,= 0.5s Relaxation time T = 2.5s

Figure 4.23: Motion control of a Volvox system. Pulses of cyan light lasting for time T'; are
used to regulate the velocity of motile Volvox agents, interspersed with a relaxation period of
length T'. in which no illumination is delivered.

lllumination time T,= 0.5s

In video of this experiment, it was observed that this illumination caused the Volvox to slow
periodically, in line with the illumination cycle. To obtain some quantification for the effect of this
intermittent illumination on the Volvox system, individual velocities were calculated and stored
during 9 experimental repeats. Velocity data for individual agents was then aggregated across
these repeats and grouped into those with and without illumination, to produce velocity heat
maps for both groups, shown in Figure 4.24. For the group subjected to intermittent illumination,
a periodicity in velocity can be seen for many agents, aligning with the illumination period. This
is not the case for the non-illuminated group, which demonstrates relatively constant velocities
with some random noise variation. Furthermore, it is found that agents moving with higher
velocity tend to exhibit a stronger light-response. This heterogeneity could be down to factors

such as colony size or differing points in life cycle, and is to be expected in biological systems.
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Figure 4.24: Volvox velocities with and without motion control. Heat map of each Volvox
agent’s velocity over a 17.5 second time period split by (left) those exposed to 0.5 second pulses of
cyan light, and (right) those without illumination. Triangles denote the start of illumination time
periods T';.

To demonstrate the statistical significance of the velocity differences between the illuminated
and non-illuminated groups, Kruskal-Wallis analysis of variance was performed on the velocity
data sets. An average velocity was calculated for both groups at each time step, the results of
which are shown in Figure 4.25, and the Kruskal-Wallis H-test run on these data sets using the
scipy.stats.kruskal. The result of this was a H statistic of 55.4, and a p-value of p <0.001,
indicating that there is a significant difference between the average velocity of the two agent

groups based on illumination.

In the images shown in Figure 4.23 it can be seen that more than half the population of agents
in view are illuminated during the illumination period. This is due to the fact that this time series
subset is taken after 14 seconds has already elapsed, meaning that this is the fifth illumination
cycle. Given that illuminated agents tend to be slowed, or even stopped, by the light pulses, they
are more likely to stay in frame for longer than their non-illuminated counterparts. Since the
decision as to whether an agent is illuminated or not is dependent on whether their fixed agent
ID is even or odd, new agents entering the frame will be distributed evenly between the two
states. Over time, the result of this is an aggregation of illuminated agents. To demonstrate this,
Figure 4.26 shows the state of the system for both the first and fifth illumination cycle. For the
first cycle, there is an even split of illuminated and non-illuminated agents, with 7 in each group.
By fifth cycle, the population of these groups has shifted to 9 and 6 respectively, suggested that
the delivery of pulsed illumination has the effect of holding agents in place for longer than would

be otherwise expected.
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Figure 4.25: Average Volvox velocities with and without motion control. Average veloci-
ties of the illuminated and non-illuminated groups of Volvox over time. Gray shaded lines indicate
when illumination pulses were applied.
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Figure 4.26: Motion control of a Volvox system. Frames taken during the first (left) and fifth
(right) illumination cycle show that the number of illuminated agents in frame increases over
time relative to the number of non-illuminated agents.

4.5 Discussion

In this work, the viability of this augmented system for enacting swarm control building blocks
has been demonstrated. The next step is therefore to consider how these building blocks may be
used to explore the collective behaviours discussed in Section 4.2.1. As can be seen in Table 4.1,

all spatially organised and navigation based behaviour types require the combination of motion
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control with signalling or stigmergy. Given this, it is expected that by combining the control
blocks implemented here, collective behaviour may emerge. A simple example of this would be
the direct integration of the motion control and signalling blocks to allow agents to ‘self-regulate’
their velocity based on local communication. If signal propagation were to proceed as before
but with a pulsed rather than constant signal, the velocity of propagating agents should slow
periodically while all other are unaffected. By tweaking r, T; and T, it may be possible to enact
a morphogenesis-type self assembly. A proposed schematic of this is shown in Figure 4.27, with
limb like protrusions growing outwards from the original seed agent, as newly propagating agents
remain relatively fixed in position due to their own signal. Navigational behaviours could also be
explored by enacting a stigmergy scheme in which deposited trails decay, as would be the case
for a real world pheromone based system. For any agent exhibiting a light-response, whether
positive or negative, this could lead to interesting emergent behaviours such as exploration or
aggregation. The signalling and stigmergy blocks implemented here are intentionally generic,
and could thus be translated to agent types other than Volvox. Many examples of light-responsive
microagents can be found in Chapter 2 including micromotors, polymer microrobots, bacteria and
mammalian cells. The control scheme laid out here could easily be adapted to work with any of

these systems, with only the motion control algorithm requiring agent specific modifications.
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Figure 4.27: Schematic of morphogensis by light-responsive microagents. In this pro-
posed scheme, a pulsed signal is propagated through the microsystem, leading to mophogenetic
self-assembly due to the slowing of propagating agents.

Unlike many traditional forms of augmented reality, the augmented layer enacted here has

been demonstrated to have tangible effects on the dynamics of the real world system. This was
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observed to some degree in the implementation of all three control blocks, but was specifically
quantified in the motion control experiments. This work provided a verification that the velocity of
Volvox agents can be regulated through an automated optical control algorithm. Furthermore, the
comparison of frames given in Figure 4.26 indicates that this has the potential to be used to enact
some spatial organisation, since it is possible to hold agents in a location to some degree. The next
stage in extending this motion control in future work would be to explore illumination parameters
to find the optimum control conditions. Variable parameters here are illumination and relaxation
time, T; and T, as well as the intensity and wavelength of projection light. As is demonstrated
by the results in Figure 4.24, a large degree of heterogeneity exists in the light-responses of
agents within the same population. This is true not only for Volvox, but for most biological
systems. It is likely the case therefore that individually tuned parameters would be most effective
for precise control. This individualised scheme could be realised by enacting machine learning
algorithms on the DOME to automatically discover optimal control parameters. A comparable
control scheme was enacted by Muifios-Landin et al., with the use of reinforcement learning on
self-thermophoretic microswimmers for the purposes of navigating a grid like environment [268].
The further development of these techniques could help to pave the way for direct translation of

swarm robotics principles to swarm engineering at the microscale.

A limitation of this work is the simplicity of the agent tracking and ID-matching system. This
system was found to be largely effective in locating and matching agents in the work presented
here, and was more than sufficient to aid in the development and demonstration of swarm control
blocks. It was found however that the algorithm had difficulty distinguishing agents where
multiple came into contact, and was liable to confuse agent IDs when this occurred. To avoid
results being skewed by these events, particularly the motion control data, the tracking algorithm
was instructed to assign new IDs to the agents once separated. This was effective in this work,
particularly given the low density of Volvox used, however moving forward a more rigorous
approach should be pursued. The tracking system could be improved upon by the inclusion of
more advanced image segmentation techniques, including those with basis in machine learning.
In particular, future work will explore the use of the Cheetah platform, a neural network based
image segmentation tool for integrating real-time image analysis with cellular control algorithms
[314].

4.6 Conclusion

The engineering of swarm behaviours at the microscale has significant potential impact across
many fields [315, 356], but is often constrained by the simple design and limited programmability
of agents. This work sought to address these challenges through the development of building
blocks towards swarm control that act to enhance the capabilities of these agents. The building

blocks implemented here, signalling, stigmergy and motion control, form the basis for many

125



CHAPTER 4. BUILDING BLOCKS TOWARDS SWARM CONTROL AT THE MICROSCALE

collective behaviours commonly employed in more tradition swarm engineering practices. Demon-
stration of these building blocks was achieved by using the DOME to overlay an augmented layer
onto a system of light-responsive microagents. The use of the DOME as a low-cost, open-source
platform for this purpose provides a step towards the development of more complex collective

behaviours, and the democratisation of swarm engineering at the microscale.
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CHAPTER

POTENTIAL APPLICATIONS

5.1 Introduction

Having introduced the DOME and demonstrated its functionality as a platform for the control of
microscale collectives in Chapters 3 and 4, this chapter will explore potential future applications
of the device. The broad applications covered here will be parallel experimentation, de novo
swarm behaviour discovery and control of cellular collectives, as well as art, entertainment and
outreach. While this list is not exhaustive, it aims to demonstrate some of the ways in which the
DOME has begun to be used thus far, as well as some of the versatile real world applications it

could be used for moving forward.

5.2 Art, entertainment and outreach

While the primary applications of the DOME are in areas of scientific instrumentation and
research, the DOME also presents avenues for engaging in art, entertainment and outreach
projects. Images produced by the DOME have a striking appearance, with detailed multi-coloured
patterns against a black background, and agents appearing bright and colourful. This leaves
room for the use of the DOME as a tool for the creation of art that is inspired by science and
technology. This artistic aspect was explored to some degree with the ‘Game of Light’, an art
piece that was presented at the ALIFE 2020 conference gallery session. This piece utilised an
algorithm for Conway’s Game of Life, with the DOME used to extend the traditional version to
interact with a real system of living Volvox.

Conway’s Game of Life is a well known cellular automaton in which each cell in a discrete
grid is either dead or alive, and subsequent generations are formed based on the population of

their neighbouring cells. The system is originally seeded with a pattern, random or otherwise,
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from which point onward each generation is produced by applying the same set of rules to all

cells. These rules may be summarised as:

1. If a cell is alive, it remains so providing it has two or three live neighbours.

2. If a cell is dead, it becomes alive only when it has exactly three live neighbours.

Figure 5.1: Seeding the Game of Light. Three Volvox agents move within close proximity of
each other, indicated by the boxed region, triggering life in a neighbouring artificial cell.

The traditional Game of Life is therefore deterministic, with each generation a direct function of
that which proceeded it. An adapted version of this game was implemented on the DOME using
an augmented realty layer interacting with a real system of Volvox colonies. In this version, called
the Game of Light, Volvox agents move and interact with augmented ‘cells’ comprised of projected
light. Using real time image analysis on the DOME, the position of Volvox agents in relation
to augmented cells is fed into the algorithm, meaning that a ‘neighbour’ could be comprised of
either a real or augmented agent. The evolving system is therefore no longer deterministic, as it
is influenced by the spatial dynamics of the motile Volvox agents.

Traditional implementations of the Game of Life typically use a randomly generated initial
pattern to seed subsequent generations. In comparison, the Game of Light is configured such
that all artificial cells must be seeded from real life. In this process, three Volvox agents must
move into close proximity to each other to trigger artificial life in a fourth neighbouring cell, as
shown in Figure 5.1. This means that the automated cell population typically begins in 1 highly
localised spot before spreading gradually throughout the space, as seen in Figure 5.2.

An interesting way in which the Game of Light builds on the original automaton is in the
dynamics of stable pattern formation. There are a vast array patterns that can be formed by
evolving system which, assuming the surrounding cells remain unpopulated, will remain eternally
stable. Some examples of these patterns are shown in Figure 5.3, which shows the end result of a
fully evolved Game of Life simulation that has reached a system wide steady state. A number of
basic stable patterns can be seen here, namely the beehive, block and loaf shapes. Also depicted
is a repeating pattern that is in a steady state of oscillation between two configurations, in this

case between a vertically and horizontally orientation three cell line. In this traditional version,
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Figure 5.2: Game of light. Time series images from an implementation of the Game of Light,
with Volvox agents and augmented cells appearing as cyan and pink respectively.

the system as a whole will either reach a state of steady patterns such as this or alternatively die
out out entirely due to underpopulation.

The Game of Light differs from this, as a steady state cannot be reached due to the movement
of the Volvox agents which have the ability to interrupt stable patterns. This is demonstrated

in Figure 5.4, in which a stable block of 4 augmented cells becomes unstable after interaction
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Figure 5.3: Stable pattern formation in simulation. A fully evolved Game of Light computer
simulation having reached a steady state in which all patterns are either still or repeating.

with a Volvox agent, causing the pattern to evolve into a beehive shape. The Game of Light
demonstrates a way in which artificial life can be layered with real life to create hybrid systems.

This constitutes just one example of how the DOME may be used for the purpose of art and

Figure 5.4: Stable pattern formation in the DOME. A stable block pattern is perturbed by
interaction with a motile Volvox agent, eventually morphing into a stable beehive pattern.

entertainment.

ol

Stable block

The design of the DOME is highly modular, meaning that interchanging and adding new com-
ponents is straightforward. This leaves room for adaptations that allow for greater interactivity
with the DOME, particularly useful in an educational or outreach setting. As an example, Fig-
ure 5.6 shows an earlier version of the DOME, which featured a touchscreen interface (Raspberry
Pi 7" Display) that allowed the user to manually draw light patterns onto a sample. Although this
interface was not used in the work described in this thesis, it would be trivial to reincorporate,
simply by plugging directly into the Raspberry Pi found in the imaging module. This type of
configuration could be useful in outreach and education settings, as it would allow for direct
engagement with the system, enabling the selection of particular illumination areas and even

the guiding of light-responsive microagents.

In general, the DOME is also well suited to outreach work due to the low barriers in terms of

cost and expertise associated with both the fabrication and operation of the device. 3D printing
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technology is increasingly used in educational contexts [127], as are the Raspberry Pi boards
on which the DOME operates [26]. While a number of microscopes focused on education and
outreach exist at present [72, 81], the closed-loop optical control of the DOME presents teaching
opportunities related to image processing and algorithmic control. Additionally, the ability to
deliver light to samples could allow for insight into the importance of light for biological organisms,
such as those easily sourced from local pond water. As an example of this, Figure 5.5 shows a
water mite in the DOME that was collected from a local pond in Bristol. It was observed that
when a blue circle was projected as shown, the mite tended to follow the shape of the light circle,

demonstrating a basic way in which the DOME could be used to convey information about the

ability for microscale organisms to sense and react to light.

Figure 5.5: Water mite in the DOME. A water mite collected from local pond water was found
to preferentially swim in the illuminated circle rather than the darker regions.

Figure 5.6: Touchscreen DOME interface. A touchscreen interface on a previous version of
the DOME, here used to manually draw light patterns onto a collection of cells.
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5.3 Parallel experimentation

The DOME is capable of delivering multi-wavelength illumination to many agents simultaneously
and independently. Taken together with the automated optical control loop, this provides the ca-
pacity for the parallelisation of experiments. The use of automation and parallel experimentation
techniques is increasingly prevalent in chemistry and the biological sciences [44, 159, 404]. A
notable example is high-throughput screening, which takes a chemical or compound library and
applies a particular assay method in an automated manner through the combination of robotics
and data analysis [166]. This allows for massively parallelised testing to identify chemical or
biological components of interest, and has been especially instrumental in the drug discovery
process in the past decades [249, 250].

Parallelised illumination delivery

@ ,®
® { Adjust illumination
@ ’® /para b

Observe reactions

Figure 5.7: Parallel experimentation. A schematic of a proposed parallel experimentation
scheme in the DOME, in which agents can be subjected to varying optical stimuli simultaneously.

Platforms for parallelised experimentation typically use a liquid handling system to dispense
small volumes of liquid into spatially distinct locations to induce some chemically or biologically
reactive processes [169, 210]. The DOME provides the opportunity to enact a similar process using
optical stimulation as an inducer. One application of this would be to test the light-responsive
tendencies of agents within a given microsystem. This could prove particularly informative for
biological agents, as light responses in these systems are rarely straightforward and typically
manifest as a function of many factors such as wavelength and intensity. Using the DOME, these

parameters could be varied across a large population of responsive agents such as bacteria, algae
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or mammalian cells, enabling parallel testing under identical conditions as depicted in Figure 5.7.

Machine learning techniques have also proved invaluable for parallelised experimentation,
enabling rapid and autonomous discovery processes [159]. The integration of machine learning
in the context of the DOME could facilitate the characterisation of more complex light-response
schemes, for instance the adaptive phototactic behaviour observed is some species of bacteria
[19] and algae [87, 108]. The use of machine learning here would allow for the exploration
of illumination parameters, such as wavelength and time scales, that result in the optimum
response in line with the adaptive process. The ability to perform this in parallel not only enables
a faster exploration process, but also allows for the possibility of some variability across the

population.

5.4 De novo swarm behaviour discovery

In Chapter 4, a number of building blocks towards swarm control were demonstrated using
the DOME, presenting a first step towards the engineering of microscale collective behaviours.
Looking forward, this work could be extended to facilitate the discovery of swarm behaviours and
control algorithms in microscale systems.

In many ways, microagents often intrinsically posses many of the characteristics used to
define a swarm agent in that they do not rely on a centralised command, typically occur in very
high numbers, are largely homogeneous, and are relatively incapable as individuals [342]. The
question of local sensing and communication, which is crucial in swarm engineering, is less
straightforward however. Many organic microagents posses intrinsic abilities to process their
environment and even to communicate amongst themselves, with quorum sensing in bacteria
being a prime example [255]. The repurposing of these communication pathways for a specific aim
is a key issue addressed by synthetic biology and, although increasingly attainable as the field
continues to advance, remains deeply complex. The engineering of sensing and communication
capabilities in inorganic or synthetic microagents is also incredibly challenging. In the absence
of biological processes to commandeer, thoughtful design and functionalisation is required in
order to achievement environmental sensing [301, 363, 432]. Communication between agents
is an even harder problem, requiring intricate development of interaction pathways reliant on
various chemical and physical phenomena [124, 363, 421].

For all types of microsystem, whether organic or inorganic, this limited capacity for interaction
with the local environment and other agents presents a significant barrier to microswarm
engineering. Although the implementation of new behaviours is possible through careful agent
design and functionlisation, this process can be incredibly intensive in terms of time and resources,
relying on an extended optimization process to perfect the chemical or genetic process. To reduce
this burden, the DOME could be used to facilitate augmented local sensing and interactions

between agents for the the discovery of de novo swarm behaviours, allowing the exploration of
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parameters such as communication radius or decay time of stigmergy trails.
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Optical simulated interaction
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Figure 5.8: De novo swarm behaviour discovery. Schematic of a proposed scheme for the
discovery of swarm behaviour using the DOME platform. Here, parameters for the interaction
radius required to achieve various clustering dynamics are explored by using the DOME to
provide agents with augmented light-based interaction capabilities.

To increase the efficiency of this process, machine learning techniques such as reinforcement
learning could also be employed to perform parameter optimisation towards a desired swarm
behaviour. Implementations of reinforcement learning in macroscale robotics systems have
been used to achieve swarm behaviours such as schooling [141, 387] and collective phototaxis
[304]. In recent years, there has been significant interest in the application of these same
learning processes to small-scale systems, particularly to aid in navigation and steering for active
microagents [67, 71, 350]. Especially relevant in the context of the DOME is the work of Muifios-
Landin et al., in which optically responsive self-thermophoretic microparticles were controlled
using a closed loop laser beam and microscopy set up. Using this system, a reinforcement learning
algorithm was implemented with the goal of navigating a grid-like real world environment. This
was demonstrated for a single agent as well as for two cooperatively interacting agents.

The closed-loop, localised optical control scheme offered by the DOME makes it an especially
suitable platform for the discovery and implementation of rules for swarm behaviour in microsys-
tems. This would be powerful in applications such as environmental remediation and functional
materials development, in which direct control over light-responsive agents can be realised. More

generally however, this would also provide a testbed to explore properties and parameters that
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lead to the emergence of swarm behaviours in a generic microsystem, informing the design of
new swarm microagents. An example of this pipeline is proposed in Figure 5.8 with the design
of a swarming micromotor. In this scheme the desired behavioural output is clustering, here
mediated by chemical interactions between agents that decay with a given radius. Using the
DOME, an established light-responsive micromotor [303, 417] could be used to test the effect on
cluster dynamic of varying the interaction radius by optically simulating this interaction radius.
A similar process could also be used to explore alternative behaviours such as pattern formation.
This could be performed either using the type of learning algorithms discussed above, or with

more traditional optimisation algorithms, essentially acting as a real world simulator.

5.5 Control of cellular collectives

Examples of collective cellular systems can be found throughout nature with biofilms, tumours
and epithelial tissue being just a few examples. As was discussed in Section 2.3.1, there are
various mechanisms by which optical stimulation can be used to interact with these microsystems
to influence their collective dynamics. The capacity of the DOME to provide optical control at
both an individual and collective level positions it as a potential tool with with to address these
cellular systems. As the device can be operated remotely through accessing the local network,
it would be feasible to operate the DOME from inside an off-the-shelf incubator of sufficient
size, or to integrate custom hardware for temperature control in an insulated enclosure. This set
up would facilitate the live imaging of cells that demonstrate a temperature sensitivity while
performing localised optical targeting.

A specific example of a potential application for the DOME in working with cellular collectives
is depicted in Figure 5.10, with the localised targeting of epithelial tissue undergoing a wound
healing process. During wound healing, epithelial cells undergo a collective migration in which
cells move as an interconnected group, often demonstrating leader-follower dynamics [335]. It
has been found that optical stimulation can, through various innate biological mechanisms, be
applied to a wound to accelerate the healing process [1, 57]. Given this, the DOME could be a
suitable platform with which to explore the effect of spatially localised optical illumination of
the dynamics of would healing, with possible applications in wearable healthcare technology.
In addition to activation of these innate mechanisms, optogenetic processes could also be used
to probe the dynamics of collectively migrating cell tissue to understand how local changes can
affect the whole system. The protein RhoA for example has been used to influence the emergence
of leader cells in would healing [229], something that could be extended optogenetically, as
demonstrated by the use of a photoactivatable form of the protein in the study of embryogenesis
[185].

Similar applications include the light-based engineering of biofilms [146, 193, 271] and
optogenetic targeting of developing embryonic tissue [175, 185], both collectively interacting
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/ Temperature controlled enclosure \

Illuminate selected cells

Select cells to be
optically stimulated

Observe reactions

Figure 5.9: Control of cellular collectives. Schematic of a proposed scheme for the control of
cellular collectives using the DOME, in which a temperature controlled environment and localised

optical targeting is used to interact with epithelial tissue undergoing collective migration during
the wound healing process.

cellular systems in which spatiotemporal dynamics play a crucial role.

5.6 Discussion

A number of current and potential applications of the DOME have been explored in this chapter.

5.7 Conclusion

The applications presented here are by no means a comprehensive list, rather they serve to
highlight some interesting potential work that has been considered thus far, some of which is
currently being explored as part of wider collaborations. Not mentioned here are possibilities

such as the shaping of bacterial populations [131], localised polymer actuation [302] and the
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Figure 5.10: Control of cellular collectives. Schematic of a proposed scheme for the control of
cellular collectives using the DOME, in which a temperature controlled environment and localised
optical targeting is used to interact with epithelial tissue undergoing collective migration during
the wound healing process.

implementation of closed-loop optoelectronic systems [413]. The modular design of the DOME
allows for a wide scope in terms of potential future uses, as the device can be adapted with
relative ease. This modularity could be extended even further in the future by the design of
an interchangeable projector light engine, which at present is limited to 3 off-the-shelf LED
wavelengths. Furthermore, the incorporation of more automated elements such as directional
stage adjustment would open up additional avenues in long term agent tracking and live cell
imaging. Even in the absence of any of these changes however, the current capabilities of the

DOME allow for its use in the applications discussed here, and more.
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The power to control microagent behaviour is pivotal in applications such as drug delivery
[239, 306, 365], environmental remediation [212, 271], development of biomedical therapies
[89, 278, 356] and the design of new functional materials [15, 184]. A light-based control scheme
is advantageous as it offers the potential for dynamic, high resolution control that may be
applied to many agents independently and in parallel. At the microscale, light has the power
to affect many biological, chemical and physical processes, including the generation of local
heating and currents, alterations to molecular structure and phototactic behaviour in some
microorganisms. Owing to this versatility, there are a vast number of ways in which optical
control is implemented across a range of disciplines. Devices that make use of light-based control
have been explored in the past, often very effectively, but typically lack reproducibility, have
prohibitively high construction costs expensive or assume access to significant resources and
expertise. Furthermore, none provide a fully integrated device not reliant on external optical,

structural or computational components.

With this in mind, the construction of the DOME was motivated by the desire to provide
a platform for closed-loop, spatiotemporal control over microagent systems, with the goal of
widening accessibility to these kinds of optical control techniques. As was laid out in Chapter 3,
the DOME integrates DLP technology with a custom microscopy set-up to achieve a closed-loop
control optical scheme. In its current configuration, the DOME is able to deliver patterned
illumination with 30x30 jnm resolution at peak wavelengths of 445, 517 and 632 nm. Even at the
highest possible imaging resolutions, the control loop is closed in well under a second, and for the
standard 1920x 1088 pixel imaging resolution used in this work the control loop latency was found
to be 0.25 s. The use of inexpensive electronics and computational components, together with the

use of 3D printing to fabricate the chassis and structural components, allows the device to be built
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for just £685. This makes the DOME significantly cheaper than other proposed platforms, which
often make use of expensive off-the-shelf microscopes or other high-end equipment such as optical
breadboards. The DOME is also the only platform that can be described as an integrated device,
rather than simply a hardware set-up, as once assembled it forms an entirely self-contained
apparatus that does not require connection to an external computer. The open-sourcing of the
DOME design and code, together with the use of highly accessible Raspberry Pi computers, makes
the device straightforward to replicate and operate. Additionally, its modular design means it
can be adapted with ease to suit a given application, for instance by altering magnification by
interchanging lenses, using higher specification computers and cameras, or adding capabilities
such as temperature control and automatic focusing. Taken together, the modular and open-
source nature of the DOME leaves room for the device to be further developed by a future user

base, such that it may continue to evolve multidirectionally to suit specific applications.

The ability of the DOME to interact with microagents in a localised and dynamic way was
demonstrated through its application in building towards swarm control at the microscale. Given
the large numbers in which microscale agents such as bacteria, mamallian cells and micro or
nanoparticles typically work, there is interest in the engineering of collective microsystems for
purposes including swarming nanomedicine [160, 161] and control of collective cellular processes
[74, 89, 229]. The engineering of swarm behaviours, such as coordinated motion or trail formation,
is a greater challenge at these small scales than in traditional macroscale engineering owing
to the limited interaction capabilities of most microagents and lack of programmability. One
way to tackle this challenge is to use external control or augmentation to enhance microagent
capabilities to achieve swarm outcomes. Using the DOME, three building blocks towards swarm
control were implemented through the light-based augmentation of Volvox colonies, employed
here as a model microagent. Specifically, Volvox agents were enhanced with the abilities to signal
to one another through light-based message propagation, and to perform stigmergy through the
environmental deposition of light trails. Additionally, pulsed light was used to exert motion control
over Volvox agents by causing them to slow and in some cases stop, owing to their natural light-
responsive properties. These three building blocks of signalling, stigmergy and motion control
are fundamental to swarm systems, underpinning many of the collective behaviours engineered
across scales. The ability to enact swarm control building blocks using the augmentation provided
by the DOME could allow for the engineering of microswarms in a manner more analogous to
traditional macroscale methods that rely on programmability. This kind of control scheme also
paves the way for the discovery of rules and system parameters that lead to the emergence of new
collective behaviours. In particular, the potential for integration of machine learning techniques
such reinforcement learning would allow exploration of the conditions required to achieve desired

swarm outcomes.

More generally, the DOME is significant in the context of widening the accessibility of opti-

cal control techniques. While implementations of closed-loop optical control schemes are fairly
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commonplace in some fields such as optogenetics [563, 224, 340, 369], in others they are rarely
seen despite the use of light-responsive microagents. The development of a low-cost, open-source
platform that is accessible to users without extensive optical or computation expertise helps
to address this, by removing the need for high-end equipment or custom set-ups built from
scratch. Potential applications of the DOME for collective control of microagents which have
begun to be explored include; the discovery and implementation of microscale swarm algorithms
in light-responsive systems such as algae and micromotors, the engineering of collective processes
in bacterial and mammalian cells, and use in art, outreach and educational settings. The ability
to influence collective dynamics in mammalian cells has particular significance in biomedical
contexts, since many medically relevant processes, including wound healing and tumour growth,
operate through collective means. The ability to probe these systems at the individual cell level
could thus provide a much greater understanding of these processes, and aid in the development
of more efficient treatment strategies. Overall it is hoped that the open-source DOME, together
with the demonstration of programmability of microagent capabilities through light-based aug-
mentation, as well as an outline of how such control could be used across applications from
medicine to entertainment, presents first steps towards the democratisation of light-control of

collectives at the microscale.
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