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Abstract 

There is a reliability concern for wind turbines (WTs) installed in offshore wind farms, 

where the harsh environment not only has a potential to lead to more failures, but could 

also increase the time and cost of intervention. Such unreliability problems can cause 

downtime and losses, which would be reflected at the cost of energy and affect all involved 

parties, including the customers. The work undertaken in this thesis focuses on the 

reliability of power electronic systems which represent a crucial element in the operation 

of the majority of modern WTs. One particular reliability concern in WT power converters 

is the early aging and degradation. To analyse the degradation of power electronic 

converters, there is a need for advanced simulation models that combine wind turbine 

operation and mission profile with the specific failure mechanisms.  

The focus of the thesis is the modelling and evaluation of the thermo-mechanical stress 

of the power electronic unit, which is believed to be the source of one of the most 

important failure and aging mechanisms in converter modules. A methodology for 

calculating the converter thermal stress and consumed lifetime for a specific design, failure 

mechanism, and operational profile of a WT has been developed. This methodology allows 

for evaluating WT operational transients that have been overlooked by similar models in 

the literature. The developed approach and model can be used to evaluate different design 

and operational aspects of WTs in the design phase while also having potential to be used 

to predict the lifetime and failures during operation. Such evaluation has been undertaken 

in this thesis using several case studies and operational scenarios: comparing machine side 

and grid side converters, different generator control strategies, as well as the reliability 

impact of reactive power transfer to the grid. The most thermally stressed part of converter 

is identified to be the diode on the machine side converter, and it is concluded that the 

dynamic transients and the response associated with the torque control of the generator 

significantly impact the converter lifetime. From the generator control, the strategies that 

deliver closer maximum power point tracking bring higher stress on the converter. After 

undertaking model order reduction and optimisation of the simulation, the converter aging 

is analysed for longer WT operational time and two days with different wind speed profile 

are compared using measured wind speed data.  
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1 Introduction 

Wind energy development in the 21st Century has been colossal [1]. A record new 

wind capacity of 93.6 GW was installed in 2021 (only 1.8% less than in 2020 despite the 

impact and disruptions of the COVID-19 pandemic). This brought the total capacity to 

837 GW and showed a year-over-year increase of 12% [1]. This was the best year ever for 

offshore wind with installation of 21.1 GW [1]. Annual wind installation numbers are 

expected to keep increasing and GWEC expects more than 110 GW of new installations 

each year until 2026 [1]. Each big step in this development has come with new challenges. 

When going offshore and increasing the size of turbines and wind farms, one significant 

challenge is ensuring a high reliability and availability of offshore wind generation units 

while maintaining reasonable operational costs.  It is likely that the wind industry will keep 

battling against this challenge as larger wind farms are being built farther from shore and 

with the introduction of new concepts such as floating wind [1].  

1.1 Aims and Objectives 

The aim of this thesis is to provide an explanation and improvement of the 

methodology which calculates thermal stress and lifetime consumption in IGBT modules 

of WT converters. In the process of achieving this aim, the following objectives have been 

identified: 

 Definition of an approach that enables linking wind turbine mission profile and 

operational aspects with the thermal stress and lifetime consumption of the 

converter module. 

 Explanation of the analytical models that are used for building the WT 

operational model and the converter thermal loading models 

 Building a time-series simulation model that combines the WT operation and 

the converter thermal stress. 

 Adding an algorithm that counts the thermal cycles in the IGBT junction 

temperature and based on the number of counted cycles evaluates the lifetime 

consumption relevant to the bond-wire lift-off failure mode. 
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 Evaluating the lifetime consumptions of a range of case studies defined with 

properties such as different control strategies of the WT generator or different 

support to grid requirements for the WT. 

 Considering the options to perform model order reduction on the fully-detailed 

methodology in order to be able to run converter lifetime analysis for longer 

period of WT operation. 

1.2 Main Contributions 

Thesis 

 Development and explanation of a methodology for thermal stress analysis and 

lifetime assessment of IGBT power modules in WT systems. 

 Analysis of operational and control aspects of the WT for their impact on the 

lifetime consumption of the IGBT converter module.  

 Identification of the most important aspects in the WT and converter modelling 

when studying the converter thermal stress and lifetime consumption.  

Journal Papers 

 A. Ahmedi, M. Barnes, V. Levi, J. C. Sanchez, C. Ng, and P. Mckeever, 

‘‘Modelling of wind turbine operation for enhanced power electronics 

reliability,’’ IEEE Transactions on Energy Conversion, vol. 37, no. 3, pp. 1764–

1776, Sep. 2022 

Conference Papers 

 Ahmedi, A., Barnes, M., Levi, V., Carmona-Sanchez, J., Madariaga, A., Ng, C., 

& Jia, C. (2020, December). Lifetime Estimation of IGBT Power Modules for 

Reliability Study of Wind Turbine Systems. In The 10th International 

Conference on Power Electronics, Machines and Drives (PEMD 2020) (Vol. 

2020, pp. 729-734). IET. 

 Vilchis-Rodriguez, D. S., Ahmedi, A., Barnes, M., Shen, S., Wang, Z., & 

Gao, S. (2021, July). STATCOM+BESS Modelling and Harmonic Analysis. 

In The 17th International Conference on AC and DC Power Transmission 

(ACDC 2021) (Vol. 2021, pp. 73-78). IET. 
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Additional 

 Report “Modelling of Thermal Aging in Wind Turbine Transformers” for 

ORE Catapult. The report covered reviewing the dominating technology and 

reliability challenges of WT transformers. Thermal behaviour and aging 

were analysed for case study transformers and using mission profile from a 

WT operational model. The work led to a new collaboration between ORE 

Catapult and transformer experts from the University of Manchester with a 

potential for a follow up project.  

 Report “Grid Connected Converter Hardware and Software Options” as part 

of the Power Electronic Enhanced Transformer (PEET) Project.  

 Report “Review of Generator Technologies in Offshore Wind Turbines” for 

HOME Offshore project and ORE Catapult. A review of offshore wind 

generator technology, and the implication into condition monitoring and 

maintenance aspects.  

1.3 Thesis Structure 

This subsection gives a short overview for all the upcoming chapters in this thesis. 

Chapter 2. Reliability in Wind Turbine Systems 

 This chapter gives an overview and a discussion of the available information 

related to reliability and availability of wind farms, with a particular interest in the ones 

offshore. Next the discussion of reliability is focused on the wind turbine level. A thorough 

literature review on the state-of-the-art in converter thermal stress modelling and lifetime 

prediction is undertaken. In the end the main idea of the thesis, which is to develop a 

methodology for lifetime evaluation of IGBT power modules in WTs, is briefly presented.   

Chapter 3. Wind Turbine and Converter System Modelling 

 In this chapter the converter and WT operational models are thoroughly explained. 

This involves control of the WT generator and converter, blade pitch control, electrical 

model of the converter, representation of the mechanical behaviour of the turbine. In the 

end, the behaviour of the simulation models for a step change of input wind speed as well 

as for a highly variable wind speed profile (measured from a real site) is demonstrated.  
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Chapter 4. Thermo-Mechanical Failure of the Power Electronics Module 

 This chapter describes in more detail the analytical modelling of the studied 

thermo-mechanical failure mechanism of the converter module. Additionally, context is 

given how this particular failure mechanism is used when developing the methodology for 

evaluation of the thermal stress and lifetime consumption in WT converters.  

Chapter 5. Lifetime Evaluation of the WT Converter Considering WT Control 

Transients and Grid Code Requirements 

In this chapter, the methodology for evaluation of thermal stress and lifetime 

consumption is applied to compare the impact of different control scenarios of the WT 

generator and the MSC and GSC converters. The results of the comparison show valuable 

information on the aspects that cause the most thermal stress and lifetime consumption on 

the converter.  

Chapter 6. Model Order Reduction: Converter Lifetime Estimation for Longer 

WT Operation Periods 

In this chapter are discussed the possibilities of undertaking a model order reduction at 

different parts of the lifetime estimation methodology. This is of interest in order to reduce 

the computational complexity as well as for simplifying the methodology – i.e. to make the 

model more convenient to parametrise and apply in different operational WTs. The 

lifetime consumption and accuracy for a number of reduced models based on these options 

is assessed. In the end, for a chosen reduced model, the lifetime consumption analysis is 

undertaken for a longer WT operating period: a 24 hour period of measured wind speed 

data.  
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2 Reliability in Wind Turbine Systems 

Wind turbines (WTs) are a complex system comprised of a large number of subsystems, 

assemblies, subassemblies, and components [2]. This complex system can be a subject to 

different failure mechanisms and reliability issues which need to be managed and kept at 

minimum in order to maximise wind power generation and keep the levelized cost of 

energy (LCOE) low. Additionally, the unprecedented growth of wind energy makes the 

power supply of many consumers in the future, as well as the stability of the power system 

itself, rely more strongly on the availability of the power generated from wind. For these 

reasons, improving the reliability of WT systems is an ongoing challenge and a topic of 

high priority for the research community, industry, manufacturers, and operators. 

Improving the reliability covers aspects such as designing more robust components, 

advancements in materials used, development of better monitoring techniques, having a 

better understanding of the system operation, and understanding how certain failure 

mechanisms can be avoided or mitigated.    

Experience has shown that even what are considered as minor and ‘quick fix’ faults in 

onshore WTs, in offshore WTs can cause longer downtime compared to onshore, mainly 

because of the difficulty of intervention [3]. Additionally, there are extra factors that are 

distinct for the harsh offshore environment that can make different WT components more 

susceptible to failure. These extra factors include humidity and salty environment which 

can accelerate some failure mechanisms such as corrosion [4]. The availability of offshore 

wind farms can still be improved: different sites report different availability (more on 

section 2.2 and 2.3); and although for specific sites it can be higher, some sources [5] have 

reported an average availability as low as 85%, which is considerably lower compared to 

onshore availability of over 97% [5]. In the process of improving the availability and 

reliability of WT systems, and reducing the failure frequency of its subassemblies, one 

major aspect of interest is to be able to predict and model different failures that occur 

during the operating lifetime.  

2.1 WT Drivetrain Configurations 

The components and structural configuration of the WT drivetrain can be of importance 

when considering maintenance and reliability aspects. The components comprising a WT 
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system can be classified into three general groups: mechanical (blades, gearbox, tower, 

nacelle, pitch drives, yaw drives, wind speed sensors, mechanical brakes), electrical 

(electric generator, power converter, harmonic filters, step-up transformer, grid or 

collection point), and control related components which are used and interlinked with both 

the mechanical and electrical systems [6].  

For a better comparison, WT topologies are usually classified into different categories. 

Various classifications of WT configurations can be made depending on the aspect of 

consideration [4], [7]. One common categorisation of wind turbines is done with reference 

to the operational speed variability and the drivetrain configuration, and describes the four 

most commercially used WT types since the 1980s:  

1. Type A – fixed speed and no converter control;  

2. Type B – limited speed variation with variable resistance (limited) control;  

3. Type C – variable speed operation with partially rated converter (DFIG);  

4. Type D – variable speed operation with fully rated converter. 

The four most common WT types considered for commercial installation are shown in 

Figure 2.1 and are briefly explained in this section [4], [7], [8]. The properties of the 

discussed drivetrain types are summarised in Table 1. The first two types, which have a 

limited speed variability and control, are part of an older technology and are not considered 

for installation in more recent and future larger WFs – although there are installed units 

that still remain operational. There are some other variations of the variable-speed 

concepts, but these have not yet been implemented at a large scale [3].  

Type A is the oldest topology and dominated the industry in the 1980s. It is classified as 

a fixed speed concept because the generating speed of the WT varies only 1-2% above 

synchronous speed [9]. It was the standard concept among Danish manufacturers and that 

is why it is commonly referred as ‘The Danish Concept WT’.  As illustrated in Figure 2.1 

it consists of a geared connection between the turbine and the Squirrel Cage Induction 

Generator (SCIG). The SCIG power output is normally fed to the grid through a power 

transformer.  The initial design was improved with the addition of a capacitor bank, for 

reactive power compensation; and a soft starter, for smoother grid connection and 

reduction of inrush current. The advantages of this concept are its simplicity, low cost, and 
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reliable operation. The advantages are outnumbered by several disadvantages including the 

large fatigue and mechanical stresses of the system, inability to support grid voltage, 

reactive power consumption, low efficiency of power conversion because of fixed speed 

operation [4], [7], [10]. Examples of Type A wind turbines: Vestas V82, 1.65 MW [11] 

and Siemens 2.3-101, 2.3 MW [12]. 

 

 

 

 

Figure 2.1: Layout of the four main types of WT concepts 
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Type B is a limited variable speed concept, also referred to as Optislip (Vestas). This 

was an upgrade from the Danish concept and introduced in 1990s. The difference is that it 

employs a Wound Rotor Induction Generator (WRIG) with variable resistance connected 

directly to the rotor winding. The variability in speed is achieved by controlling the energy 

of the WRIG rotor – dissipating energy in the external resistor as necessary. The 

advantages are the increased operating speed range to about +10% and the reduced 

mechanical stresses and fatigue compared to type A. The disadvantages are the 

inefficiency of dumping energy as heat loss in the external resistance, and as in Type A, 

reactive power consumption and an inability to support grid voltage. Commercial example: 

Suzlon Energy S88-2.1 MW [13].  

Type C is a WT concept which uses a multi-stage gearbox and a WRIG as shown in 

Figure 2.1. The stator winding is connected directly (i.e. through a power transformer) to 

the grid. Meanwhile, the rotor winding terminals are connected to the grid through a 

partially-rated converter. The rating of the converter depends on the range of speed that the 

WRIG will generate at (usually ±30% of rated speed – so the converter rating is 30% of 

that of the WRIG). This WT topology is known as a Doubly-Fed Induction Generator 

(DFIG) system. As with the Optislip method, the speed is controlled by controlling the 

power in the rotor winding. However Type C does this more efficiently than Type B. 

Similar to type A and B, this topology also requires a gearbox but there is no need for a 

soft starter or reactive power compensation. The advantages of the DFIG are the ability to 

separately control active and reactive power output and therefore offer reactive power 

compensation and voltage support option, the option for wider operational speed range, 

and partial rating of converter which translates to lower capital cost compared to type D.  

The disadvantages include the necessary slip-ring system which requires regular 

maintenance and replacement (usual lifetime of 6-12 months [6]), necessity for additional 

control to ensure Low Voltage Ride-Through (LVRT) capability, and issues when 

operating under grid fault conditions [7]. Because of the good trade-off between cost and 

operational flexibility, this type has been the most installed turbine configuration in most 

onshore wind farms and has dominated the onshore market until now [6]. 

Type D is a variable-speed WT equipped with a fully rated converter. A crucial 

difference with Type C is that the rating of the converter, which connects the stator 

winding to the grid, is (at least) the same as the power rating of the generator. The gearbox 
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can be omitted in order to avoid unwanted drawbacks such as regular maintenance or heat 

dissipation. The generator is commonly a Permanent Magnet Synchronous Generator 

(PMSG) but it can also be other types such as a SCIG or a Wound Rotor Synchronous 

Generator with Electrical Excitation (WRSGE). The main advantage is the full 

controllability and the ability to provide reactive power support to the grid in a similar way 

as a STATCOM. As a disadvantage for early onshore WTs of this type was considered the 

increased cost because of the fully rated converter; however this diminishes for higher 

rated offshore WTs where the improved reliability and lower maintenance requirements 

make them a worthwhile investment. There is a wide range of commercial DFIG (Type C) 

and Type D turbines from different manufacturers and examples are given in Table 1. 

Table 1: Comparison of the characteristics for WT drivetrains of Types A to D [6] 
 

Fixed Speed Semi-Variable Speed Full-Variable Speed 

Turbine type Type A Type B Type C Type D 

Generator SCIG WRIG DFIG SCIG PMSG/WRSG 

Power Converter None Diode + Chopper AC/DC+DC/AC 

(or) AC/AC 

AC/DC+DC/AC 

(or) AC/AC 

AC/DC+DC/AC 

(or) AC/AC (or) 
AC/DC+DC/DC+DC/AC 

Speed Range ±0 % ±10 % ±30 % ±100 % ±100 % 

Converter  

Capacity 

0 % 10 % 30 % 100 % 100 % 

Soft Starter Required Required Not Required Not Required Not Required 

Gearbox 3-Stage 3-Stage 3-Stage 3-Stage 3/2/1/0-Stage 

Aero-Dynamic  

Power Control 

Active Stall, 

Stall, Pitch 

Pitch Pitch Pitch Pitch 

MPPT Not Possible Limited Achievable Achievable Achievable 

External Reactive 

Power Compensation 

Yes Yes No No No 

FRT Compliance By External  
Hardware 

By External  
Hardware 

By Power  
Converter 

By Power  
Converter 

By Power  
Converter 

Technology Status Outdated Outdated Highly Mature Emerging Mature 

Current Market 

Penetration 

Very low Very low ~50% Share Low Second Highest 
Share 

Example  

Commercial WT 

Vestas V82, 

 1.65 MW 

Suzlon S88-2.1 MW Repower 6M, 6.9 

MW 

Siemens SWT-3.6, 

 3.6 MW 

Enercon E126,  

7.5 MW 

2.2 Analysis of Reliability and Failure Data Surveys 

The public access to availability and reliability data for offshore WTs is very limited 

and studies therefore have to rely and include onshore WT data as well. Additionally, the 

limited published data from different studies on onshore WTs are not consistent and 

employ different approaches and definitions. This can be misleading and conclusions need 

to be made with caution. Some of these surveys are dated and have considered turbines of 

different ages and sizes which might not be representative of modern WTs [14]. Although 

the available data is not sufficient and adequate for developing data driven statistical 
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models that would predict failures in a system, it is important for qualitative analysis and 

gives an insight on the field data and the industrial experience with wind turbine reliability.  

There have been various initiatives and research projects to collect and discuss available 

data for performance and reliability of onshore and offshore WTs. A few of these 

initiatives are described in the rest of this subsection while the complete list of work 

(projects) related with WT performance databases is given in Table 2 [15]. A few very old 

databases have not been included in the table because their results are now too dated to 

help with the analysis for current or future WT technologies. Only the first four entries in 

Table 2 are for offshore WTs. In the next subsections a short description is given of a few 

of these initiatives which have been considered more relevant for offshore wind farms. 

More information can be found in the corresponding references in Table 2. Also, there are 

several published papers which provide more comprehensive comparisons of different 

initiatives that report on WT performance and reliability [15]–[20]. 

Table 2: Data studies regarding performance and reliability of wind turbines 

Survey Country End of study Reference 
Round 1 offshore WFs UK 2007 [21] 

Strathclyde study UK 2010 [14], [22] 

WInD-Pool Germany/Europe Ongoing/2019 [23], [15]* 

SPARTA UK Ongoing [24], [25] 

Robert Gordon University UK 2006 [26] 

LWK Germany 2006 [27] 

WMEP Germany 2008 [28]–[30] 

Windstats Germany/Denmark 2004 [16], [27], [31] 

VTT Finland Ongoing [32], [33] 

MECAL Netherlands 2010 [34] 

Elforsk/Vindstat Sweden 2005 [20] 

CIRCE Spain 2013 [35], [36] 

ReliaWind Europe 2010 [2], [37], [38] 

Garrad Hassan Worldwide 2007 [15]* 

Nanjing University China 2013 [39] 

Huadian China 2012 [40] 

CWEA-Database China 2012 [41] 

CREW-Database USA Ongoing [42], [43] 

Muppandal India 2004 [44] 

NEDO Japan 2005 [15]* 

* - original reference analysing data from the study has not been found and the 

reference provided is a review paper 

2.2.1 Round 1 Offshore WFs 

Round 1 UK offshore wind farms had to publish operational reports for years 2004-

2007 and these reports were meant to be used as experience for better operation of the 
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larger projects in the later rounds. Using the results from these reports, the performance of 

four offshore wind farms has been reviewed in reference [21].  This paper presents the 

issues that each wind farm faced in the reported years. The total data represents turbines 

totalling 300 MW and 270 turbine-years. The paper has included details about the nature of 

faults and fault modes in each wind farm, however no statistical analysis or record of the 

failures has been taken. Instead, the analysis and results have been presented in terms of 

the achieved availability, capacity factor (CF) and cost of energy (COE) from these wind 

farms. 

The conclusion of the report was that the COE reached was satisfactory. However 

improvement was possible considering the lost energy which came as a result of the low 

availability achieved. Average availability was reported to be 80.2%, which was far lower 

than the average 97% which had been achieved by UK onshore WFs, and also lower than 

the 93.3% achieved by similar offshore wind farms in EU. The annual average CF was 

reported at 29.5%, which was higher than the onshore average of 27.3% at the time, but 

still not as high as those achieved by offshore farms in other countries.  

2.2.2 Strathclyde Study 

In [14] a different analysis on 350 offshore wind turbines from several offshore wind 

farms around Europe was made. This paper provides analysis of failure data from a large 

population of offshore wind turbines and also gives other information such as repair times, 

number of technicians required for repair and average cost of repair. This kind of 

information is very valuable for O&M cost models of offshore wind farms. Detailed 

analysis is given on three groups of common contributors to overall failure of offshore 

WTs as identified from this study: the pitch and hydraulics systems, the generator, and 

‘other components’. In ‘other components’ group, this reference includes auxiliary 

components such as lifts, ladders, hatches, and door or nacelle seals. The empirical results 

are compared with figures from reference case studies in [45].  

2.2.3 WInD-Pool 

Wind-energy-Information-Data-Pool (WInD-Pool) is an ongoing initiative to share a 

common database of reliability data from different operators across Germany and Europe. 

It assesses the performance of both onshore and offshore wind farms. The data is managed 



Reliability in Wind Turbine Systems 

31 

 

by a trusted body Fraunhofer IWES which ensures confidentiality for the data which is 

provided by different operators. The independent body analyses data and standardises 

benchmarks which are then reported back to all participants and the data providers i.e. 

operators. The initiative started to gather data in 2013, but because it is indirectly linked to 

other initiatives, it includes historic data from 2002 [15]. Publicly available reports on the 

results and conclusions coming from this initiative are limited.  

2.2.4 SPARTA 

System Performance, Availability and Reliability Trend Analysis (SPARTA) is an 

initiative created in 2013, sponsored by The Crown Estate and managed by ORE Catapult. 

All owners/operators with offshore wind in UK waters are involved in this project, with 19 

participating offshore wind farms in UK waters reporting as of March 2019 [25], [46]. It 

collects operational data on 88 WT performance indicators which are reported monthly. 

The aim is to have a standard benchmark with monthly updates. This will allow owners 

and operators to make comparisons and improvements and will help achieve a continuous 

improvement on reliability, availability and performance of all wind farms. The 

benchmarking platform is an online database where Key Performance Indicators (KPI) are 

shared. The most recent published report is the portfolio review for 2018/2019 [46]. 

Production Based Availability (PBA) as defined in TS 61400 26-2 [47], is used as a main 

indicator to measure performance of the farms. For 2018/2019 average PBA was recorded 

to be 95.16%, an increase from 2017/2018 reported 94.5%, but still slightly lower value 

than the onshore 96.2% (in 2018) [25], [46].  

2.2.5 Reliawind Project 

EU FP7 Reliawind was a European Union project which involved 10 industrial and 

academic partners. It is the most extensive and most detailed publicly available failure 

reporting survey. Apart from analysing data for a number of 350 onshore WTs, its 

contribution includes also a sophisticated failure reporting and categorising taxonomy for 

WT systems. Around 35 000 downtime events have been organised using the proposed 

taxonomy and added to the database. The assessment included analysis of downtime events 

using 10 minute SCADA records and alarm logs [38]. Failure events were also rated in 

terms of maintenance requirement starting from the lowest (manual restart) up to the 

highest severity (major replacement). As part of the suggested taxonomy, a set of five 
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different tables for storing the fault events information have been developed. This 

standardised structure of information is then analysed using common reliability methods 

such as Pareto analysis. For different WT sub-categories (subsystems, assemblies, 

subassemblies, components) downtime and failure rates have been calculated. The average 

failure rate over the entire period has been calculated with the assumption that the 

reliability of sub-assemblies lies in the constant part of the bathtub curve [2], [38]. 

2.3 Results and Conclusions from the Reliability Initiatives  

There are several reasons why the data reported in the described initiatives can be 

difficult to compare, including the fact that multiple initiatives report data on turbines with 

different ages, in different sites and consider different sizes of population. Furthermore, the 

reliability indicators that reports give do not follow the same taxonomy of WTs, and it is 

very difficult to differentiate and consistently designate reported failures to WT parts and 

subassemblies. In some cases the definitions of failures and downtimes is not the same, 

while in other cases a clear description of these concepts is not given. Authors in reference 

[15] have pointed out these issues and based on their experience have tried to organise the 

data and to come to reasonable conclusions. Nonetheless, a general comparison can still be 

made, mainly between performance indicators on wind farm level. Below, a comparison is 

made between two commonly reported performance indicators, the capacity factor and the 

availability of WTs studied in different initiatives.  

The reported capacity factor (CF)1 in different initiatives is given in Figure 2.2. The 

annual average CF from the UK Round 1 offshore wind farms in [21] was reported at 

29.5%, which was higher than the onshore average of 27.3% at the time, but still not as 

high as the ones achieved by offshore farms in other countries. Note that as a result of 

higher average wind speeds in offshore sites, offshore wind farms usually tend to score 

higher capacity factors than onshore ones. Nevertheless, the 29.5% from early Round 1 

                                                 

 

 

1 Capacity Factor (CF) is a common indicator of WT performance and is defined as the ratio between the average power output of 

the WT in a period of operating time and the rated power of the WT.   
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performance was low because of the low availability that these farms achieved in the early 

phase. The SPARTA portfolio in 2018/2019 [46] gave an annual average capacity factor of 

36.05%  for offshore wind farms in the UK. This value is slightly lower than the WInD-

Pool achieved offshore capacity factor of 39% which is about the expected CF value in 

offshore WFs nowadays [15]. Modern offshore WFs can achieve a capacity factor between 

40 and 50%, while the UK’s best performing offshore wind farm is the floating Hywind 

Scotland which set a new record with an average 57.1% in 12 months until March 2020 

[48]. 

 

Figure 2.2: Capacity factor of WFs reported in different initiatives [15] 

 

Figure 2.3: Availability of WFs reported in different initiatives [15] 

When comparing onshore to offshore wind farms using the results in the initiatives, as 

expected, the offshore ones report a higher capacity factor of up to 40% (Figure 2.2). The 
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onshore WFs usually have reported a capacity factor from 20 to 25%. An exception to this 

are the WFs in the USA, which in the CREW-Database report a CF of 35.2%. This high 

CF is likely to be a consequence of good site conditions with high average winds registered 

on the WFs that have been part of the study [15].   

On the other hand, the onshore WFs report higher availability values (Figure 2.3). This 

is expected considering the harsh and difficult to access sites of offshore wind farms, 

which makes failures more likely as well as interventions and downtime last longer. Some 

high onshore time-based availabilities are reported from initiatives in Table 2: Gerrad 

Hassan 96.4%; WInD-Pool 94.1%; Crew-Database 96.5%.  

In [21] a strong relation between the wind speed and availability of WFs is identified. 

The highest availability is reached in speeds between 7 m/s to 14 m/s. The reduction of 

availability above 14 m/s is because of failures that can be caused by the higher loads, 

while the reduction of availability that is observed for low speeds below 7 m/s is because 

of the scheduling of regular maintenance activities in periods of low wind. This is 

confirmed by [14] as well, where a trend of higher WT failures in areas with higher wind 

speeds is confirmed and it is concluded that this effect is more evident for offshore than for 

onshore sites. 

In general, failure rates decline with time as WT models get more mature and industry 

gains experience [4], [29]. On the other hand, statistically failure rates increase as WT size 

increases [29]. Rapid increase in WT size has been common in the last two decades and 

especially emphasized when going offshore. Even though failure rates depend on the WT 

configuration, from results of different initiatives and studies it has been concluded that 

any current configuration can achieve a reasonable reliability provided sufficient 

experience has been gained and maintenance has been taken [4].  

Depending on how a failure is defined, failure rates from 1 to 3 failures/turbine/year are 

common for onshore WTs [4]. In offshore wind turbines however, the reported failure rate 

is 8.3 failures/turbine/year, out of which 6.2 are minor repairs [14]. In [4] it is stated that 

for offshore WTs, a failure of 0.5 failures/turbine/year should be the goal so that, in 

average, the planned maintenance frequency will not be more than once per year. 
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Availability is a combination of failure frequency and downtime. Components which 

fail frequently may have a minimal impact on WT availability if they are rapidly repaired, 

compared with components which fail infrequently but have long repair times. For this 

reason, the usual approach of failure surveys is to give indicators about both the annual 

failure frequency and the downtime per failure for the studied component  [4], [27], [49]. 

The ReliaWind study is one that gives very detailed results of the assemblies’ 

contribution to failure rate and overall downtime. The results are still not detailed enough 

to build statistical models for failure prediction. However, the results can be considered as 

indicators to identify which assemblies have a potential for improved reliability. From the 

ReliaWind results it was concluded that the ‘power module’ sub-system (as classified in 

with the taxonomy of the study) contributed for the highest share in both downtime and 

failure rate of the WT. The assembly with highest impact in this reported low reliability of 

the ‘power module’ assembly was the converter [38]. The results showing the sub-system 

and assembly distribution of failure rate and downtime from this study are summarized in 

Figure 2.4 and Figure 2.5.  

                 

Figure 2.4: Reliawind failure rate distribution for different sub-systems (left) and for 

different assemblies in Power Module sub-system (right) [38] 

                

Figure 2.5: Reliawind downtime contribution for different sub-systems (left) and for different 

assemblies in Power Module sub-system (right) [38] 
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It needs to be noted that the converter failures in the ReliaWind study shown in Figure 

2.4 and Figure 2.5 are high. From the available data in the public, there is no way to 

distinguish between the different failure modes that are comprised in this number. Some of 

the failures are likely to have been ‘infant mortality’ which have been overcome while the 

technology has matured. Additionally, there are more than one failure causes and 

mechanisms which are related to converter aging and that can result in early degradation 

failures. These causes include humidity, temperature, and vibrations; while the failing 

components can be the converter phase module, capacitor, the converter control system, 

and so on. The methodology in this thesis is focused on the failure cause of temperature 

cycling, with particular attention to the failure mode of bond-wire lift-off, which are 

believed to dominate IGBT failures [56]–[62]. 

2.4 Physics of Failure – New Paradigm in Reliability Engineering 

In the previous subsection, reliability indicators and results from large surveys were 

discussed. Such surveys and input from industrial experience are useful to identify WT 

assemblies of concern and direct the focus of reliability research towards components with 

high failure rate. On this basis, the power electronics is one of the most studied 

components of the WT in terms of reliability, given that it is a crucial part of the system 

and since there is potential for improvement when it comes to its reliability. To do this, 

there is a need to go a step further than creating data-driven reliability models and apply 

classical reliability methods, failure distributions, and statistical analysis on a fleet of 

already operating WTs. Even with access to more detailed and representative field data 

(which is not available publicly to the research community), for reliability/lifetime 

prediction, a model-based approach failures needs to be added. This model based 

approach, can be in the form of a digital twin of the WT, and can in real time show 

information on the lifetime consumption that is contributed by the operational properties of 

the system.  

In the last two decades, the reliability evaluation of power electronic components as 

well as systems with a complex mission profile such as a WTs, has been considered to 

require a hybrid physics and statistics based approach [50]. The statistical only approach of 

calculating indices such as failure rates and Mean Time Between Failures (MTBF), 

assumes constant failures related to operating time or a number of identical missions. It 
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also depends a lot on the quality of data. Such analysis can be a historical observation and 

it does not necessarily provide information to predict or describe failures in other systems 

except the ones that are part of the analysed population. Reliability prediction and lifetime 

assessment need more in-depth analysis.  Using approaches based on data and statistical 

analysis in reliability engineering for electronic components has been considered 

insufficient and not used since the 1990s, when ‘military handbook’ (MIL-HDBK-217F2) 

was withdrawn. Since then, hybrid methods and the Physics of Failure (PoF) approach 

have become widespread [50], [51]. PoF requires evaluation of the failure mechanisms that 

the studied component suffers as part of the system it comprises and the mission profile it 

encounters. This approach allows for more informed reliability calculations, eventually 

allowing to predict lifetime and failures in real applications.  

2.5 Reliability and Lifetime Modelling of Power Electronic Systems  

The PoF concept can be applied in different ways while assessing causes and 

mechanisms of failure. These ways vary from qualitative assessments such as Failure 

Mode, Effects and Analysis (FMEA) and up to detailed modelling of the device physics 

using advanced mathematical models and simulations [50]. One way that is convenient for 

evaluating the fatigue of systems depending on the mission profile and mechanical cycling 

degradation is the stress-strength approach.  

In power electronic (PE) devices, one widely studied failure cause is the mechanism of 

thermo-mechanical strain. In this case, for more insight and useful reliability analysis, it is 

of high interest to apply PoF which is undertaken by a quantitative evaluation of two 

factors [50]:  

a) the stress that the system imposes on the PE device – the quantity which manifests 

the mechanism that causes thermo-mechanical fatigue during operation. The stress 

indicator in this case can be the temperature cycling, which is an indirect representation of 

                                                 

 

 

2 This was a handbook first developed in the ‘60s to predict and demonstrate reliability of electronic equipment. It was cancelled in 

1995 and today is considered obsolete as a methodology/approach [51].  
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the mechanical load or strain that it causes (detailed explanation of the strain mechanism 

follows later in this chapter);  

b) the strength of the studied device (power module of the converter) – this can be 

evaluated by a range of accelerated temperature and power testing of a number of devices 

to failure [50]. The evaluation is commonly done by manufacturers and information is 

provided in datasheets. That datasheet failure information is used to represent the strength 

of the power module (see 2.7.2 below for more explanation). 

If the evaluated stress and strength can be quantified and compared, then an evaluation 

on consumed lifetime and failure prediction can be made: as the accumulated stress 

becomes larger and gets closer to the limits defined by the strength of the device, the 

failure probability increases. One of the challenging parts of the methodology is to bring 

both the stress and the strength to the same quantifiable failure criterion so that they can be 

compared. In the case of the power module, which is the component of focus in this study, 

this assessment is done based on evaluating the cycles of the temperature in the 

semiconductor device and its packaging. 

2.6 A Review of Converter Lifetime Estimation Research  

Extensive postoperative assessments of failures in operating turbines have been carried 

out in [52]–[54]. According to some studies, phase power semiconductor modules account 

for the highest percentage of failures in wind turbine power converters [54], [55]. 

Furthermore, thermal cycling has been recognised by previous models and research [55]–

[62] as well as the industry [63], [64] as the dominant failure mechanism for IGBT power 

modules. 

With the objective to create more sophisticated reliability analysis models, PoF-based 

reliability and lifetime studies of converters for different applications have attracted a 

significant interest in the last two decades [56]–[62], [64]–[69]. Advancements and new 

perspectives have been gained in the process, including new modelling techniques [58], 

[66], [70], [71], and a better understanding of the failure mechanisms [67], [72], [73]. 

Lifetime estimation models have been developed, including ones that focus on WT 

systems in particular [56], [58], [60], [74]. Particularly it was acknowledged that applying 

PE devices in WTs and other systems with less predictable mission profiles compared to 



Reliability in Wind Turbine Systems 

39 

 

the mature traction applications can introduce new challenges in terms of reliability. 

Lifetime models for these systems could produce less useful and less accurate predictions 

[50].  

Some models have attempted to solve the inaccuracy of the predictions by adding more 

detail in the thermal models of the converter or in the analytical stress and strength 

calculations [50], [73], [75]. All this work has been a great advancement in understanding 

and describing the failure mechanism on component level. However, when it comes to 

applying the methodology to the WT (or similar) system level and including longer term 

mission profiles, the approaches struggle to produce consistent and convincing results that 

can be compared to, and match with, observed failures and field data [53], [67]. This has 

left this area of research without the necessary progress that would allow the construction 

of models that can be used in real system scenarios, whether in the design or operational 

phases. There is a risk that the analysis will be reduced only to theoretical discussions and 

condensed into results and indices that are too distant from what they represent in the real 

world. In that case the whole analysis is counterproductive, providing false validation, 

which was the reason why the standard ‘military handbook’ approach for electronic 

components was cancelled [51]. For this not to happen, a systematic study which explains 

and models in detail the mechanisms that lead to failure needs to be developed. Using such 

a detailed model, dominating factors and transients need to be prioritised.  

Field data for validation and error margin calculation of the complete methodology at 

the moment is limited and not publicly available because of commercial sensitivity and the 

pace of change of the technology [54], [55]. Parts of the methodology, such as the thermal 

modelling, have been validated in laboratory experiments and are feasible to be validated 

in field operation with further application of condition monitoring techniques and real time 

measurements of operational device temperature, using for example the attractive solution 

offered by Fiber Bragg Grating (FBG) sensors [76]. An attempt to validate a lifetime 

estimation model, validating the approach against an experimental setup with a range of 

assumptions, has been made in [77]. For the methodology developed in this thesis, 

attention has been paid to verify the model theoretically and against other simulations. A 

complete experimental validation of the methodology would be possible when it is applied 

to a WT system with a full scale digital twin. Building detailed digital twins is of high 

interest in order to operate most optimally the WTs in modern power systems; and the 
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methodology and analysis in this thesis contributes in building the lifetime estimation part 

of such models.  

There is not enough data to calculate the error in similar converter lifetime and fatigue 

estimation approaches, whereas the error in mechanical systems from where this 

methodology was inspired, is assumed to be within 30 % [67], [78]. A particular benefit of 

converter lifetime estimation methods is the possibility to consider and compare different 

scenarios as well as hardware options [67]. Since in these cases, relative fatigue is 

compared between the different scenarios, useful conclusions can be drawn regardless of 

the fact that precise error margins of the calculations are not known. This has been done by 

several papers [59], [60], [79]–[81], however there is potential for much more to be 

explored. In this thesis, we consider one such comparison of control aspects in terms of 

converter reliability and derive from it some useful conclusions.  

New challenges arise given the large range of resolutions and loading cycling of 

different nature when lifetime estimation based on PoF is applied on WT system level. It is 

of interest to run or extrapolate the analysis for longer periods of WT operation. To do this, 

some assumptions need to be made and it is unavoidable that some aspects need to be 

discounted when building the simulation. However, doing this model simplification needs 

to be done systematically so that the most important details are not overlooked and so that 

there is an idea of the error margin introduced by just the simplification itself. To 

contribute to this, one of the main objectives of this thesis is to undertake a systematic 

study of the relevant parameters in the mission profile. The importance of these parameters 

is assessed in terms of thermal stress and lifetime consumption, before attempting to 

simplify the model and run it for longer time periods. 

One of the most extensive approaches for WT lifetime estimation in IGBT power 

modules is presented in [58]. It is a complete methodology that manages to account for fast 

AC frequency cycles as well as seasonal and longer term cycles introduced by the wind 

speed change. However, one major simplification is the consideration of different aspects 

of the cycling as separate, and as a superposition of a range of steady-state simulations. 

This overlooks the dynamic transients that are produced from the interaction between all 

the relevant aspects of the mission profile and the operation. These transients and the 

interaction are prioritised and evaluated in the methodology of this thesis. 
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The next step after evaluating and studying the lifetime power electronic devices is 

acting on the information and increasing reliability based on the evaluation. This can 

include more investment and research in design of the converters, redundancy, improved 

condition monitoring and maintenance scheduling, adapting control, and so on. 

Additionally, lifetime modelling can be very useful to actively improve reliability by real-

time response when combined with techniques such as active thermal control. One such 

method is suggested in [82]. 

2.7 Proposed Methodology for Lifetime Estimation of Power Modules in WT 

Systems 

The proposed methodology used to estimate lifetime consumption of IGBT power 

modules in wind turbine converters in this thesis is shown in Figure 2.6. It consists of three 

layers: the WT operational layer, the converter thermal loading layer, and the lifetime 

estimation layer. The first layer of the methodology in Figure 2.6, the WT operational layer 

will be described in more detail in the next chapter of the thesis. Meanwhile some of the 

key concepts from the other two layers are briefly described in the following subsections 

while also being revised and extended in the analyses in the other chapters. 

The WT operational layer (model) is used to simulate the operation of the converter as a 

part of the WT system. This enables observation of the change of some quantities that are 

important for representing the mission profile. The level of detail included here defines the 

level of detail that can propagate and be perceived by the other two layers: the thermal 

loading and the lifetime estimation layer. The input of this layer and consequently of the 

whole methodology is the wind speed profile. The resolution of the wind profile time-

series data is also important and can define which dynamic transients are included in the 

analysis. Ultimately, the variation of electrical quantities (currents, voltages, frequency) is 

attained as the output of this layer. 

The second layer, the converter thermal loading model, uses as input the simulated 

electrical quantities from the first (WT operational) layer, and combined with other 

information (the converter topology, operation, applied devices, ambient temperature), the 

electrical loading and mission profile for the device itself are completed. This information 

is translated to thermal stress and temperature loading profile of the converter modules. 

This temperature profile is the basis of calculating the thermo-mechanical stress of the 
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device. Additionally, in order to make a quantifiable evaluation, an algorithm (the rain-

flow counting block in Figure 2.6) is applied to count the number of cycles in the 

temperature profile. During this counting process, for the counted cycles, additional useful 

characteristic parameters which are relevant to the reliability and the failure mechanism of 

interest are recorded.  

 

Figure 2.6: Structure of lifetime estimation methodology 

The characteristics for the counted number of cycles in the temperature profile are 

analysed in the third layer, the lifetime estimation layer. This is where the observed 

(simulated) cycling, i.e. the stress in the power module as a result of the particular 

operation, is compared with the strength of the device translated from the available 

datasheet information. Processing of this information of stress and strength allows for 

evaluation of the consumed lifetime, which is the ultimate output of the third layer and the 

whole methodology. 

This methodology is an adaptation of similar practices in research and industry [56], 

[58], [66], [67], [83]. The adaptation and advances are made to improve some of the 
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limitations of the methodology. Some of these limitations were discussed in subsection 2.6 

and are extensively analysed in [67].  

The improvements and the contributions in the methodology and analysis undertaken in 

this thesis are: 

1. A consistent and systematic guide on the application of lifetime prediction 

models to WT converters; 

2. More detailed aspects are considered in WT operational model compared to 

previous approaches; 

3. The detailed model allows taking into account a window of transients in the 

converter operation that previous models have omitted; 

4. A case study is performed: a comparison of WT generator control as well as grid 

integration aspects in terms of converter lifetime consumption.  

5. Identification of best practices to minimise the margin of error in lifetime 

estimation when B10 curves are used; 

6. Identification of the most important transients using the detailed model and 

undertaking a model order reduction approach in order to scale up the analysis to 

a larger (daily) time scale.  

2.7.1 Cycle Counting Algorithm for Stress Evaluation  

The so-called ‘rain-flow’ counting algorithm was initially proposed in the 60s [84] in 

mechanical fatigue systems and today is standardised and widely applied in lifetime 

analysis of different systems [85]. This is an algorithm that counts the reversals in a time-

series waveform. It has also become part of the standard practice when evaluating the 

thermal fatigue of semiconductor power modules [86].  

The rain-flow algorithm that has been applied in the methodology of this thesis is the 

one based on standard ASTM E1049 [85]. When applying the algorithm, a full cycle is 

counted when the stress load (in the case here this is the junction temperature) goes from 

one reversal value (valley or peak) to another and then comes back to the temperature of 

the first reversal value. The algorithm defined on the ASTM standard also counts half 

cycles for when the temperature does not return to the first value to complete the cycle, but 

another reversal happens in the meantime. Such half cycles are common for the loading 

profile of WTs because of the irregular wind speed change. Counting half cycles is also 

convenient for real-time application of the lifetime evaluation model, when cycles are 
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counted as they occur and not offline while looking at historical data [88]. The output of 

the rain-flow counting algorithm is a rain-flow matrix where each row consists the 

extracted information corresponding to every counted cycle. How this specific rain-flow 

algorithm is applied here when counting the reversals using a MATLAB function is 

described by the block diagram given in Figure 2.7. 

 

Figure 2.7: Rain-flow counting algorithm for fatigue analysis based on ASTM E1049 

standard as applied in MATLAB [87]    

2.7.2 Strength Tests and Lifetime Models 

Two of the most common experimental tests that are used to assess the strength of the 

device in terms of temperature cycling and accumulated damage are the accelerated tests: 

power cycling and temperature cycling (PC and TC respectively) [50]. These tests are 
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accelerated because the externally applied stress is exaggerated in order to bring the device 

to failure. For PC the external stress is conduction of power through the IGBT device 

which translates to losses and therefore temperature. On the other hand for TC, the 

temperature is raised directly using a thermal chamber. The testing results from a 

population of devices brought to failure are recorded and post-processed to create valuable 

degradation and stress-strength information. The results from these tests can be analysed, 

extrapolated to a range of temperatures, and fitted to statistical lifetime models [67]. 

Throughout the years, more complex lifetime models have been developed to represent 

more precisely the degradation. The more complex and precise the model, the more data 

and experiments needed to define it and its parameters. Some of the commonly used 

lifetime models with different complexity are shown in Table 3 below [57]. 

Table 3: Lifetime analytical empirical models of different complexity 

Lifetime 
Model 

Variables considered Equation 

Coffin-
Manson jT     

n

f jN a T
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Manson-
Arrhenius 

,  j mT T    /( ) 
    a m

n E k T

f jN a T e    

Norris-
Landzberg 

, ,  j mT T f   2 /( ) 
     a m

n E k Tn

f jN A f T e    

Bayerer 
max, , t , , ,  j j onT T I V D    1 2 max 3 5 64

/( 273 )     
       jT K

f j onN K T e t I V D  

The equations in Table 3 show several forms of the so-called Coffin-Manson equation 

and describe the relation between the thermal cycling and the strength of materials: ΔTj is 

the junction temperature cycle range; Tm is the mean temperature of the cycle; Nf is the 

number of cycles to failure; f is the AC cycle frequency, Tj-max is the absolute maximum 

junction temperature, a, n, β1…6 are constants; Ea is the activation energy value that 

characterizes the deformation process for the material, k is the Boltzman constant; D the 

diameter of wires, ton the heating time; V is the chip voltage class (defined by blocking 

voltage); I is the current per wire bond [56]. More explanation and the impact of the 

lifetime model selection (from Table 3 and others) on the lifetime calculation has been 

analysed in [89] and [67]. 

Manufacturers undertake accelerated failure tests to power devices as part of fulfilling 

standard requirements. Then they do the statistical analysis of the devices tested to failure, 
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and extrapolate that information to construct the so-called B10 lifetime curves to give an 

indication on expected device lifetime. The information in the curves represents number of 

cycles when 10 % of the tested devices have failed, extrapolated to other temperatures 

below the testing one. These curves show only a partial information from the performed 

experiments and from the actual reliability of the devices. The B10 curves represent the 

number of cycles (Y-axis) at a certain temperature range i.e. cycle amplitude (X-axis) that 

a power module can withstand before it is expected to fail (Figure 2.8). The B10 curves 

shown in Figure 2.8 are for the bond-wire lift-off failure mode which is the focus of the 

approach in this thesis (as a dominating failure in IGBT converter modules [65]) – for the 

complete discussion on the failure modes and mechanisms please refer to the literature 

review earlier in this chapter. 

 

Figure 2.8: B10 lifetime curves for wire bonds in HiPak modules: data-points and power-law 

fitted curve [90] 

From the cycle counting, the range (magnitude) of the cycle and the mean temperature 

value of the counted cycles are the most important factors that the lifetime consumption 

calculation depends on. For this reason, to include the mean temperature dependency, 

several different curves can be constructed as in Figure 2.8. Scatter plots for different 

maximum values of the junction temperature are shown.  This maximum value can be 

translated to the mean value for every cycle (Tm = Tj,max – ΔTj/2). 

Reading the rated number of cycles to failure Nf  from the B10 curve is an indirect 

application of equations in Table 3 for the situation where there is not enough information 
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to accurately evaluate the parameters and apply the equation. Curve fitting of B10 data to 

evaluate parameters of the lifetime models does not give a satisfactory ‘goodness of fit’ 

because of the limited available data points. This can be seen in Figure 2.8 where the 

power law i.e. the Coffin-Manson equation from  Table 3 has been fitted for the data with 

Tj,max = 75  °C. Applying the more complex models from the table may give a better fit 

but this is not always feasible depending on available information.  

In this thesis, different approaches were tested and it was found that curve fitting the 

models to the B10 lifetime data introduces a large inaccuracy and inconsistency of the 

results. It was found out that the best method to apply B10 curves is by translating them to 

lookup tables, in which case the margin of error is consistent.  

In this thesis, the lookup table is created by transforming the available data points from 

Nr. of Cycles to log10(Nr. of Cycles). In that case the logarithmic plot from Figure 2.8 

becomes as in Figure 2.9 and linear extrapolation can be made between the data points as 

well as outside the defined range. When the curve in Figure 2.9 showing the log10(Nr. of 

Cycles) is reversed back to Nr. of Cycles, the linear extrapolation between each data point 

is a power function.  

The limitations of lifetime information provided by B10 lifetime curves is recognised in 

[55], [67]. Additionally, it should be noted that the models in Table 3 have an inherent 

inaccuracy themselves, given that they are only a statistical and empirical description of 

the link between the failure cause (temperature cycling) and the actual failure mechanism 

(the thermomechanical strain) observed in experiments. This link cannot be fully described 

because of the large number of influencing factors and the fact that a precise distinction 

between the portions of effect from every considered variable in the failure model cannot 

be resolved. Additionally, some of the factors such as the range and mean of temperature 

cycles can be interlinked [67]. There are some models which are used to analyse the actual 

mechanical strain in the semiconductor devices and not indirectly the thermal cycling as a 

cause of that strain. These models are potentially more accurate [50], [72], however 

applying them is a difficult and computationally expensive task given the requirements for 

detailed knowledge of the physical properties and structural characteristics of the 

semiconductor device and the package. 
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Figure 2.9: Updated B10 lifetime curves: linear extrapolation between Log10(Nr. Cycles) data 

points  

2.7.3 Accumulated Lifetime 

Combining the damage from all different cycles is done using Miner’s rule for 

cumulative damage [91] described with the expression in (2.1). 
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Miner’s rule gives as a result the percentage (share) of the module’s lifetime, which has 

been consumed for all the cycles with different temperature ranges and mean values. As 

seen in (2.1) the effect of each cycle is calculated with the ratio between the counted cycles 

𝑛𝑖 at a particular temperature and the rated cycles 𝑁𝑓,𝑖 at that same temperature that the 

module has been tested and expected to withstand before failure. Therefore, the device will 

fail when the total lifetime DB10 in (2.1) equals to one – meaning that 100% of the B10 

lifetime has been consumed. It is worth mentioning that one major assumption made in 

applying Miner’s rule is treating this kind of fatigue mechanism in IGBT modules as linear 

– this premise needs further investigation [67].  
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2.8 Summary 

In this chapter, a review and background on the reliability of wind turbine systems was 

given first. An extensive range of initiatives that report reliability and performance 

indicators on offshore wind turbines were presented. Based on these studies, a discussion 

on the performance of offshore and onshore wind turbines and wind farms was undertaken. 

Afterwards, the paradigm of physics of failure (PoF) as a reliability approach was 

introduced. The PoF and stress-strength lifetime evaluation approach in power electronic 

modules was described. Then the stress-strength methodology for lifetime evaluation of 

IGBT power modules in WT applications which is developed in this thesis was defined. 

The contributions of this methodology were outlined, supplemented with a thorough 

literature review of similar previous work. A brief description of the constituent layers of 

the methodology was undertaken. Parts of the methodology in each layer will be more 

extensively explained and applied in the other chapters.
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3 Wind Turbine and Converter System Modelling 

This chapter gives a detailed description of the structure and the modelling of the Wind 

Turbine (WT) operational layer which is essential in the lifetime estimation methodology 

that is developed and applied in this thesis. This description includes the modelling of the 

operation and the control aspects of the Wind Turbine system, with a focus on the aspects 

which are relevant for the intended study. The choices in the design and configuration of 

the WT system are explained. The design and tuning of the control loops are also 

elaborated.  

3.1 Description of the System 

The arrangement of the studied WT system and its connection to the grid is shown in 

Figure 3.1. The turbine is based on the NREL baseline 5 MW wind turbine [92], which is a 

reference WT that is widely applied in research.  

The reference WT has been amended in a similar manner as in [93], [94]. The gearbox 

has been eliminated from the original design to adapt for a direct drive solution. Direct 

drive WT drive-trains are preferred over geared ones in current offshore multi-MW wind 

turbines, to reduce maintenance requirements [95]. Additionally, the turbine has been 

connected to a Permanent Magnet Synchronous Generator (PMSG). The PMSG has been 

adapted from reference [96].  

 

Figure 3.1: PMSG gearless WT system layout 

To control the generator for variable speed operation while synchronising and injecting 

power to the grid at AC frequency, a Back-to-Back Voltage Source Converter (BVSC) is 

used. This topology belongs to Type D Variable Speed Full Scale Converter WT 
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topologies according to the classification described in Chapter 2. The main parameters of 

the WT system configuration are shown in Table 4.  

Table 4: Parameters of the WT system configuration 

Parameter Symbol Value 

Rated power [MW] P𝑟𝑎𝑡𝑒𝑑 5.08  

Nominal torque [MNm] 𝑇𝑟𝑎𝑡𝑒𝑑 4.02  

Rated mech. rotor speed [rad/s] 𝜔𝑟𝑎𝑡𝑒𝑑 1.256  

PMSG pole pairs pp 100 

Generator mom. of inertia [kgm2] J𝑔 534.166  

Turbine moment of inertia [kgm2] J𝑤 38.76 x106  

Shaft stiffness [Nm/rad] k𝑤𝑔 767.63 x106   

Shaft damping [Nm/(rad/s)] d𝑤𝑔 6.21 x106  

Stator resistance [mΩ] Rs 50  

Stator inductance (dq) [mH] Lsd = Lsq 7.8  

DC link voltage [kV] VDC 7.2  

DC link capacitance [mF] CDC 50  

Generator side AC frequency [Hz] fg,AC 20  

PWM switching frequency [Hz] fPWM 1750 

3.2 The Back-to-Back Voltage Source Converter (BVSC) 

The power electronics (PE) system is a fundamental part of the electrical system of the 

WT. In this case the PE is a combination of two Voltage Source Converters (VSCs), a 

Machine Side Converter (MSC) and a Grid Side Converter (GSC), with a DC link 

capacitor connecting the two. The MSC operates as a rectifier and transforms the AC 

power generated at the PMSG stator terminals to DC power on the DC link. The GSC then 

operates as an inverter, and ‘feeds’ the power from the DC link to the wind farm grid. This 

combination is called a Back-to-Back VSC (BVSC). This connection ensures decoupling 

of the grid and the PMSG. The former has a (nearly) constant frequency defined by the 

grid code, while the frequency of the latter is continuously changing with the changing 

wind speed. Accordingly, power generation at different and variable wind and rotor speeds 

is made possible by this decoupling.  

3.3 VSC Topologies and Hardware Choice 

There are different generations of the converter topologies that have been developed for 

power transmission applications (mainly in HVDC and FACTS technology development). 

One categorisation of these different topologies is in terms of the switching levels used to 

synthetize the desired output voltage – shown in Figure 3.2 [97]. Except for the number of 
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levels, two other main aspects in which the three generations of converters from Figure 3.2 

differ are their design and control complexity, and the harmonic content of the output 

voltage waveform. The technology and experience with these topologies has been adapted 

and applied to converters used for grid connection of WT systems. Given the low voltage 

and power level of WTs as compared to HVDC systems, the two-level topology has had 

suitable operational characteristics and has been the standard used concept [98]. With the 

increase in WT size and power level, as well as the voltage level of the wind farm arrays, 

the three-level and multilevel concepts are becoming more attractive solutions for grid 

integration of WTs [99].  

 

Figure 3.2: Three main generations of VSC topologies depending on the number of levels in 

the output voltage. The representation of the semiconductor switch as an ideal switch is a 

simplification and the switching waveforms are a simplified illustration (redrawn from [97])  

An important aspect when considering the choice of converter and topology is the 

harmonic content of the AC output voltage and the grid requirements. This choice is linked 

with both the hardware design and the software control of the specific converter. For 

topologies with different levels as in Figure 3.2, the harmonic content decreases with 

increasing number of steps in the synthetized voltage waveform. For the two-level and 

three-level topologies, usually an appropriate low-pass filter is designed to filter the high 

order harmonics. This filter is usually a network combination of inductors and capacitors 

on the AC connection side [100]. 
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For the system simulated in this thesis, it is assumed that a two-level topology is applied 

for both converters in the BVSC. This simplifies some of the control aspects in the analysis 

of the power module losses and the lifetime consumption evaluation.  

There are a number of semiconductor devices that are used in the industry for different 

applications. IGBTs with bond-wire technology are one of the most widely applied module 

technologies in WT systems [53], [100]. The choice of switching device for a certain 

application is dependent on the power level and device frequency as shown in Figure 3.3.    

 

Figure 3.3: Power level and switching frequency ranges for converters based on different 

power semiconductor switches (redrawn from [101])  

The studied power semiconductor device (module) in this thesis is the IGBT in a two-

level converter application. As illustrated in Figure 3.3, IGBT modules are the best choice 

for a kHz switching frequency and for kW active power output. For WTs rated higher than 

3MW, two-level IGBT VSCs can suffer from high switching losses, and have a limitation 

coming from the current and voltage rating of modules. These additional challenges require 

special attention when designing multi-megawatt WTs. Alternative solutions have been 

considered. Such solutions include using IGCTs instead of IGBTs, using new technologies 

of press-pack IGBTs that eliminate the bond-wire connection, or going to multilevel 

converters. However, multilevel converters are yet to be applied widely in the wind industry 

[53]. Additionally, the majority of new WTs, including the Enercon E126-7.58, the MHI 
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Vestas V164-8.0, and the Siemens Gamesa SWT-7.0/SG-8.0, continue to apply standard 

IGBT modules [53]. 

The adaptation and design of the WT system simulated in this thesis have imposed 

operational requirements for the converter system. In this process it was concluded that the 

converter requires a power output capability higher than 5MVA, a BVSC DC link voltage 

of 7.2 kV, and a switching frequency of 1.75 kHz. These requirements can contribute to a 

large increase of the switching losses of the IGBT device and an increase of the junction 

temperature above the rated value (125 °C). The high switching frequency makes this a 

challenge even for highest rated IGBTs available on the market: the one chosen here is ABB 

HiPak 5SNA 0400J650100, which is rated for 6.5 kV blocking voltage and 400 A maximal 

current. In order to design the two-level IGBT BVSC topology with within these limitations, 

the assumption is that a certain number of modules are connected in parallel (13 modules) 

and in series (2 modules). It is assumed that suitable technology is used to allow voltage and 

current sharing. Similar technical and theoretical aspects have been respected in adapting the 

whole system. The connection of modules in series and parallel is not uncommon in 

commercial products [102]. However, the assumption here is that the IGBT devices are ideal 

and there is perfect current sharing between them when connected in parallel. More elegant 

solutions could be designed, but such a design ambition is outside the scope of this work.  

Some other design aspects of the WT and converter system in this thesis might vary from 

the industrial design given that industrial practice is commercially sensitive and not fully 

public. If necessary, the approach can also be upgraded to consider a three-level or multilevel 

converter by changing the converter operational model, while the other parts of the lifetime 

methodology would remain identical.  

3.4 Subsystem Description and Modelling 

Modelling of the WT system is a central part in the work undertaken in this thesis. In 

this subsection the main characteristics and the modelling of separate subsystems that 

comprise the WT operational layer are described. 

3.4.1 Aerodynamic Model 

Starting from the left side in Figure 3.1, a fundamental part of the WT system is the 

rotor and its blades, which capture the kinetic energy of the wind. In this case the turbine is 
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Horizontal-Axis WT (HAWT) with three blades. The rotor system in the WT can be 

represented by a complex model if intended for aerodynamic studies [103], [104]. 

However, using an analytical aerodynamic model is sufficiently detailed for analysing the 

power conversion of the WT when coupled with its electrical system, [105], [106]. Such an 

analytical aerodynamic representation is used here and is described with equations (3.1) - 

(3.4). The analytical aerodynamic model equations describe the transformation of power: 

from the form of kinetic energy in the wind to rotational mechanical power in the turbine 

shaft. This aerodynamic model representation entails a number of assumptions and ignores 

effects such as drivetrain damping or variation in loads on the blades and the turbine tower. 

The aerodynamic power aP  extracted from the air [Watts] is given in (3.1) and it is 

proportional to the air density  [kg/m3], the rotor swept area RA [m2], the power coefficient 

p ( , )c   , and the cubic power of wind speed wv  [m/s]. The power coefficient p ( , )c    is a 

function of the tip speed ratio , and the pitch angle of the rotor blades   [degrees]. The 

p ( , )c   is defined by the analytical approximation in (3.2) and (3.3). Tw in (3.5) is the rotor 

torque [Nm], ωm is the rotor mechanical speed [rad/s], l is the radius of the rotor swept area 

[m]. As mentioned, the gearbox is emitted in this design, so the WT torque and mechanical 

speed are transferred to the generator side through the common shaft without any 

transformation (no stepping-up of the speed or stepping-down of the torque from the ‘low-

speed’ side of the WT).  
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3.4.2 Drive Train Model 

There are four types of shaft or drive train models that have been considered in 

literature: one-mass (lumped), two-mass, three-mass, and six-mass drive train model. Each 

of these models considers a particular number of mass inertias, with the six-mass being the 

most detailed. A two-mass model, shown in Figure 3.4, is considered suitable for the 

dynamics analysed in this thesis [9], [60], [94].  

The two-mass model dynamics for the WT are described by the differential equations in 

(3.6) - (3.8). In these equations J  represents the moment of inertia [kg m2]; is the 

mechanical speed [rad/s]; indexes w and g indicate turbine and generator quantities 

respectively; wgk is the shaft stiffness [Nm/rad]; wgd is the shaft mutual damping 

[Nm/(rad/s)]; wg the twisting angle between the turbine and the generator; wT is the 

aerodynamic torque of turbine rotor [Nm]; and geT  is the electromagnetic torque of the 

generator [Nm]. 

 

Figure 3.4: Two-mass wind turbine drive train model (redrawn from [94])  

 

wgw
w w wg wg wg

dd
J T k d

dt dt


       (3.6) 

gm wg
g wg wg wg ge

d d
J k d T

dt dt

 
       (3.7) 

wg
w gm

d

dt


          (3.8) 

wT
w



WJ

wgd

wgk gJ

eT
w





Wind Turbine and Converter System Modelling 

57 

 

The differential equations in (3.6) - (3.8) are used to set up the transfer functions and 

build the time-series model that simulates the speed and torque change of the wind turbine 

and the generator. 

3.4.3 Electrical Part 

Connected to the mechanical part is the electrical part of the WT drivetrain, where the 

mechanical power from the rotor shaft is transformed to electrical power in the generator 

stator winding. The electrical part (model) of the system is represented by the dynamic 

equations which describe the relationship of voltages and currents in the generator and the 

network. These equations are used to build the time-series models in the simulation.  

3.4.4 Generator Dynamic Equations 

The behaviour of three phase electrical machines is described by differential equations 

of the voltages and currents. For such rotating machines the flux linkages and induced 

voltages change continuously as the machine rotor changes position over time and the 

electric circuit of the rotor is in motion relative to the stator winding. This creates a 

complex system where the flux linkage and the coefficients that define the differential 

equations are time varying. Usually the analysis is simplified by using mathematical 

transformations to decouple the variables and by referring to all variables in a common 

reference frame.  

One widely used mathematical transformation is to the d-q (direct and quadrature axis) 

reference frame, which involves two steps (transformations):  

a) transformation of the three phase electromagnetic field vector to two vector 

components α and β, which is known as the Clarke transformation; and 

b) transformation from a stationary reference frame with vector components α and 

β to a rotational reference frame with vector components d and q. This is known 

as the Park Transformation.  

The Clarke and Park transformations are given in equations (3.9) and (3.10) respectively.  

There is another set of equations for the reverse transformation of the dq quantities to three-

phase AC components. Different variants of these transformations can appear in the 
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literature depending on the applied conventions when they are derived. These conventions 

include the choice of alignment of the d and q axes, direction of rotation of the reference 

frame, and so on. Because transformations are made only in the control software and in the 

analysis, it makes no difference which version is used – as long as the assumptions are 

consistent in both directions of the transformation and for all the analysed quantities. The 

used convention in this thesis is that the q-axis is leading the d-axis in a counter-clockwise 

rotation. For the generator control the d-axis is aligned with the magnetic flux of the PM. A 

good overview and explanation of the Park and Clark transformations is given in [107]; for 

more extensive derivation and the background theory of d-q components, please refer to 

standard textbooks on electrical machines and drives.  
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Figure 3.5: Simplified steps of the three phase to dq reference frame transformations 

This transformation is originally derived from the spatial electromagnetic field 

distribution and applied to the resultant field flux vector in the machine. However, it is also 
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applied to transform the three-phase sinusoidal AC current are shown in Figure 3.5. As seen 

in the figure, with the correct choice of reference frame, the transformation results in two 

DC components. 

The transformation to dq components and the resulting DC quantities are attractive for 

applying control approaches such as PI controllers, which do not work as well with AC 

quantities. Similar to other drive applications, the control of WT generators is also 

commonly performed using field-oriented control where the machine equations are 

transformed in a d-q reference frame. 

 

Figure 3.6: PMSG Phasor Diagram in rotating reference frame 

For the PMSG voltages and currents, the choice is to transform to a reference frame that 

rotates at the electrical speed of the rotor ωgen
e, i.e. the speed of the electromagnetic field.  

Furthermore, the d-axis of the reference frame can be aligned with the PM magnetic flux of 

the rotor ΨPM as shown in Figure 3.6 – in that case the PM flux vector has only the d-axis 

component �̅�𝑃𝑀 = �̅�𝑃𝑀_𝑑 while the q-axis component is �̅�𝑃𝑀_𝑞 = 0.  Such an alignment is 

usually referred to as ‘field oriented’, and the PM machine voltage equations in the dq 

reference frame take the form shown in equation (3.11) and (3.12).  
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sq e e
sq s sq sq gen sd sd gen                    PM

di
v R i L L i

dt
   (3.12) 

3.4.5 Network Dynamic Equations 

Similar to the PMSG side, dynamic equations that describe the grid connection of the 

WT system can be derived. These equations form the network model which is another 

component of the electrical part of the WT operational layer. The network model is built 

similarly to the machine d-q representation, where the grid is analogous to a large 

synchronous generator. The grid model describes the grid voltage equations, i.e. the 

relation between the d-q components of the voltage drop and the current flowing between 

the GSC and the grid.  

 

Figure 3.7: Grid Phasor Diagram in synchronous reference frame 

 

Figure 3.8: Basic VSC and grid connection circuit [108] 

The phasor diagram of the current and voltage components for the grid connection of 

the WT generated power is given in Figure 3.7. It is chosen that the dq reference frame in 

this case rotates at synchronous speed of the AC grid. While in the case of the PMSG, the 
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reference frame was oriented with the flux field of the generator (i.e. field oriented), in the 

case of the GSC the transformation is with voltage orientation – the voltage phasor is 

aligned with d-axis as in Figure 3.7. The equations are given in (3.13) and (3.14). The 

difference here is that the grid voltage at the point of connection (PoC) is set externally to 

be constant as defined by the grid code. The integration of power is realised by the GSC, 

governing the current flow between the output terminals of the converter and the PoC, 

while controlling the voltage difference econ – vg between these two points (see Figure 3.8.). 

Grid short circuit ratio here was assumed to be very high and the grid voltage magnitude 

and frequency are assumed to be kept constant (e.g. by being controlled by the HVDC 

MMC offshore converter). If there would be a connection to a “weak grid” with voltage 

variation, this would additionally change the current in the GSC and also the thermal 

cycling that is calculated. This scenario has not been studied here. 

gd e
_ gd g gd gd g gq gq   con d

di
e v R i L L i

dt
   (3.13) 

gq e
_ gq g gq gq g gd gd     con q

di
e v R i L L i

dt
   (3.14) 

3.5 Control Levels of a PMSG Wind Turbine 

The control of the PMSG WT used in this thesis can be separated in three levels as 

summarized in Figure 3.9. Note that this is a simplification and there are a number of other 

control aspects that are not illustrated because they are not considered in the modelling. 

The three levels of control illustrated in Figure 3.9 include several aspects: 

First level control 

c) Converter switching (voltage) control – includes the control of switches with 

the aim to synthetize the necessary voltage in the output terminals of the VSC. 

In the model here to control the IGBT switches, a sine-triangle PWM control is 

applied (explained below). The complete switching transients are not modelled 

– a switch-average model is applied instead. Nonetheless, the aspects of the 

PWM such as the duty-ratio and the switching frequency are still included and 

are important for the calculation of the losses and the thermal stress in the 

semiconductor devices. Even though in this thesis fast transients of current and 
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torque control change are modelled, the switching transients at 1.75 kHz were 

not included for simplification – because for the intended study here, they are 

too fast to cause significant thermal cycling in the IGBT. It is additionally 

assumed that the converter PWM control is designed to avoid any interference 

with the other control loops which are actually included in the simulation 

model. 

d) Converter current control – for both the MSC and GSC controls, the 

necessary switching pattern of the devices is synthesized depending on the 

output voltage and current in the application. The current control loop is used to 

determine what this output voltage and current need to be and what voltage 

needs to be synthetized by the switching control. Usually the loop is designed to 

control the current while from the machine and grid dynamic equations the 

voltage is determined as well (the control design explained in the following 

subsections). 

 

Figure 3.9: Different levels of control for the PMSG wind turbine 
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Second level control  

e) Both the MSC and the GSC have outer loops on top of the loops which control 

the current. For the MSC this outer loop usually controls the 

Power/Torque/Speed of the generator. This is how the Maximum Power Point 

Tracking (MPPT) control is achieved.  

f) For the GSC, on the other hand, the outer loop commonly controls the DC 

voltage in the DC link of the BVSC. Additionally, the reactive power output 

can be controlled independently (by utilising the d and q components of the 

currents independently, two independent outer loops can be applied). 

g) Another control that here is incorporated in the second level and is considered 

in this thesis is the pitch control. This controller ensures that the turbine blades 

are pitched accordingly depending on the wind speed and the required active 

power capture of the turbine. This pitching of the blades is active and 

particularly important for operation above the rated wind speed of the turbine, 

where with the help of the pitch control the output power is limited to its rated 

value.  

Third level control 

The third level control in Figure 3.9 is included to indicate the commands coming 

from the wind farm level control towards the particular WT. These commands 

affect the other lower level controls and usually depend on the overall wind farm 

control design and operators commands. In the simulation here, the assumption is 

that the command for the WT is to output the maximum available power for the 

given wind speed hitting the rotor blades.  

3.6 Converter Control and Software  

The control of the VSCs is a sub-system of the WT control illustrated in Figure 3.9, and 

it also consists of several control loops: starting from the device-level voltage loop and up 

to the outer loops and the power control of the converter. These levels of the converter 

control are depicted in Figure 3.10, and are present in both the MSC and GSC. 
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Figure 3.10: Control loops of a VSC  

3.7 First Level VSC Control – Voltage Synthesis Loop 

The innermost loop of the VSC is the voltage loop, which regardless of the converter 

topology, has a basic function to synthetize in its output the AC voltage waveform that is 

requested by the higher loop. Hence, it takes a voltage set-point reference signal and 

converts it to a physical output. This is done by converting the DC side voltage to the AC 

output by the suitable switching pattern of the VSC semiconductor switches.  

The design of this loop is linked with the hardware properties of the converter, such as 

topology and switching frequency. The switching frequency is an important aspect, which 

is also related to the losses in the converter and the choice of the semiconductor device 

[100]. 

The response of the voltage loop is critical because it sets the speed of response of the 

overall system, given that it is the loop with the fastest bandwidth in the system. To avoid 

interference, a common practice is that each outer loop has to be 4 to 10 times slower than 

the previous inner one. 

Essentially, this control consists of commanding and realising the correct ON and OFF 

switching of the devices in the VSC. Each switch is considered as a pulse with positive 

value when it is at ON state, and zero value when it is at OFF state. In that sense, this 

control is referred to as Pulse Width Modulation (PWM): by changing the width of the 

pulses, the magnitude of the fundamental harmonic and the desired output voltage 

waveform is synthetized. Depending on the required performance, both in terms of 

switching losses and harmonic elimination properties, most of the converters implement a 

type of a PWM switching pattern.  
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One widely used PWM technique is the sinusoidal (sine-triangle) PWM. This is the 

switching pattern that has been applied in the model in this thesis.  

3.7.1 Sinusoidal PWM 

Sinusoidal (sine-triangle) PWM switching control is designed by comparing a triangular 

(carrier) signal vtri with a sinusoidal control signal vcontrol. The reference sinusoidal control 

signal is the desired voltage at the VSC output. The common algorithm to realise the 

control is so that, separately for one phase leg of a two-level converter, when the control 

signal exceeds the carrier, the upper switch of the leg is turned ON and the phase terminal 

is connected to the positive DC voltage terminal. When the control signal is less than the 

carrier triangle waveform, the lower switch is turned ON and the terminal of the phase is 

connected to the negative DC voltage. The upper and lower switches of the same leg 

should never be ON at the same time because that would short circuit the DC source – to 

ensure this there is usually a dead-time during the transition when both of the switches are 

OFF.  

The control signals for three phases and the triangle carrier waveform are shown in the 

top plot in Figure 3.11. For clarity of the illustration the switching frequency has been set 

to only 350 Hz, lower than 1750 Hz which is actually applied in the studied WT model. 

The corresponding switching signal of the upper switch of the first phase A is shown in the 

second plot of Figure 3.11, and the synthetized Phase-to-Phase Vab voltage in the output 

terminals is shown in the third plot in Figure 3.11. 

With reference to the control signals, the PWM is defined by two variables, the 

amplitude modulation ratio i.e. modulation index ma, and the frequency modulation ratio 

mf.  

The definition of the modulation index ma is given in equation (3.15) as the ratio of the 

peak value of the control signal and the peak value of the triangular sampling signal. The 

magnitude of the output voltage waveform can be controlled by controlling ma. 

control
a

tri

v
m

v
   (3.15) 
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Figure 3.11: Sinusoidal PWM for a two-level VSC: a) triangle i.e. carrier waveform and ABC 

voltage references; b) generated pulse switching signals for upper switch of phase A; c) phase-

to-phase voltage waveform between two output terminals of phases a and b. 

Meanwhile, the frequency modulation ratio mf is given in equation (3.16) and is defined 

by the ratio of the switching frequency, i.e. triangle wave frequency fsw, and the 

fundamental frequency i.e. control waveform frequency f1 (which is identical to the 

fundamental harmonic of the desired output voltage – hence the index 1).  

1

sw
f

f
m

f
   (3.16) 

The modulation index ma is usually from 0 to 1 – linear modulation. When ma >1, the 

peak of the reference signal exceeds the peak of the triangle and this leads to over-

modulation. Operation in over-modulation is not desirable because it generates low order 

harmonics and no longer gives a linear relation between converter output voltage and 

reference control signal.  

For two-level sine-triangle PWM, harmonics occur at frequencies (fh) as given by the 

equation (3.17) and the harmonic spectrum is depicted in Figure 3.12. 

  1h ff jm k f      (3.17) 
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The frequency f1 is the fundamental harmonic; mf is the frequency modulation index, i.e. 

the ratio between the switching frequency and f1. Thus the product mf  f1 equals the 

switching frequency, implying that the harmonic content is directly linked to the switching 

frequency.  Lastly j and k are integers, with the condition that when j is odd, k is even – 

thus the ‘sidebands’ of harmonics occur in even offsets for odd multiples of mf, and in odd 

offsets for even multiples of mf (Figure 3.12). For a higher quality of output waveform, mf 

should be an odd integer value greater than 21 and ideally a multiple of three [109]. In the 

studied WT system here, the switching frequency is 1750 Hz and mf  = 35. 

 

Figure 3.12: Two level converter voltage harmonic spectrum – single phase output to DC link 

mid-point [110] 

3.7.2 Current Control Loop 

The current control of both the MSC and the GSC makes use of the dynamic equations 

from the generator and grid models introduced in sections 3.4.4 and 3.4.5. The simplified 

connection of the WT generator to the grid using the BVSC is shown in Figure 3.13. The 

voltage drops and currents of interest in both sides of the BVSC are depicted.  

The voltage drops and currents annotated in Figure 3.13 are one-phase representations 

of a three-phase balanced system in stationary reference frame. For both the machine and 

the grid side, this three-phase system of voltages and currents can be transformed to their 

two-axis components in a d-q rotating reference frame. This transformation is done using 

the Clarke and Park transformations explained in subsection 3.4.4 and results in the 

equations (3.11) - (3.14) that were previously derived. Note that for non-salient machines 

as the PMSG applied here, Rsq=Rsd=Rs and Lsq=Lsd=Ls [111].  
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Figure 3.13: Layout of the connection between the PMSG and WF AC grid (per phase 

representation) 
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The PMSG dynamic equations from (3.11) and (3.12) are re-stated in (3.18) and (3.19) 

with re-arrangement to describe the change of current. In these equations, there is a cross 

coupling term, where the q-axis component of the current appears in the d-axis voltage 

equation and vice-versa, the d-axis current induces a voltage term in the q-axis voltage 

equation. The same is true for the equivalent dynamic equations describing the grid side 

dynamics. The block diagram representation of the plant which is represented by these 

equations can be constructed as in Figure 3.14.  

Figure 3.14 shows the model for the PMSG which is controlled by the MSC. The grid 

side connection has an equivalent and similar model representation. The grid integration of 

the generated power from the wind is controlled by the GSC. Therefore, the PMSG model 

and the grid model represent the plants in the control realised by the MSC and GSC 

respectively. 
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Figure 3.14: State feedback block diagram for the PMSG dynamic model 

Controlling a system with cross-coupling terms as in Figure 3.14, entails designing a 

Multiple Input Multiple Output (MIMO) control algorithm, which is a complex task. One 

way this task can be simplified is to decouple the d and q voltage equations i.e. cancelling 

the cross-coupling terms. This decoupling (nulling) is done by subtracting (adding with an 

opposite sign) in the control, the same cross coupling terms that are present in the plant. As 

a result the initial cross-coupling terms that describe the system (plant) are cancelled (or in 

practice, reduced to sufficiently small values that may be ignored). This transformation is 

done analytically in the control of the system and no change is added to the actual plant. 

The block diagram of the control scheme for the PMSG with decoupling is shown in 

Figure 3.15. The final result is that the PI current control can be designed separately for the 

q-axis and d-axis component as a Single Input Single Output (SISO) system.  

From the block diagram in Figure 3.15, the transfer function in Laplace domain for the 

current loop can be derived as in equation (3.20). 
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Figure 3.15: Block diagram of the MSC current control loops with nulling of the cross-

coupling terms 

The transfer function can be approximated as a 2nd order system, and the response can 

be tuned for the wanted damping ratio ζ  and natural frequency ωn of the response using the 

derived expressions for Kp and Ki as given in (3.21) and (3.22). For typical values of ζ in 

the range 0.7 to 1, it may further be assumed that ωn is approximately equal to the 

bandwidth. 

 2p n s sK L R        (3.21) 

 i s nK L   2
     (3.22) 

Because of how the torque control is realised (explained in next subsection), the current 

has a q-axis component only. The q component of the current has a negative value (lags 

behind the flux vector for π/2) as represented in Figure 3.16 – this is specific for the 

convention used in the set of machine equations and for the assumed positive direction of 

the machine torque. In Figure 3.16 is shown the MSC phasor diagram for the field-oriented 

control applied here and the voltage drops of interest from Figure 3.13 have been 

annotated. 
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Figure 3.16: Machine Side Converter phasor diagram for Field-oriented control and rectifier 

operation of the VSC. 
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For the GSC side and the grid integration control, the approach taken to decouple the d 

and q-axis control loops is identical, while cancelling the corresponding cross-coupling 

terms. Here the grid voltage at the point of connection (PoC) is set externally to be 

constant as defined by the grid code and the control is realised by governing the current 

flow between the output terminals of the converter and the PoC, while synthetizing the 

voltage difference econ between these two points. To realize this, the d and q components of 

the constant grid voltage are also nulled in the control as seen in the block diagram of 

Figure 3.17.  
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Figure 3.17: Block diagram of the GSC current control loops with nulling of the cross-

coupling terms 

 

Figure 3.18: Grid Side Converter phasor diagram for voltage oriented control and unity 

power factor connection with the grid. 

Similar to the previous case of the MSC, the transfer function can be derived and the PI 

parameters tuned for a desired response using a common technique (such as using a 

software like MATLAB or analytically approximating with a 2nd order system). The 

current equations and the block diagram of the GSC current loops are given in equations  

(3.23) - (3.24) and Figure 3.17 respectively, while the phasor diagram for unity power 

factor connection of the GSC with the grid is given in Figure 3.18. 

  
1


g

dt
L

gR

x

  
1


g

dt
L

sR

xgLgdv

e
g

e
g

gR

gdi

gqi
gL

_

+

_

_

PLANT

  

  

e
g g gqL i

e
g g gdL i

_

+

PI

PI

Nulling

Nulling

  

  

_

_

+

+

+

+

 1

 1

Voltage 
Loop (PWM)

Voltage 
Loop (PWM)

*
gqi

*
gdi

gqi

gdi

gqv

conv_de

conv_qe

gqv

gdv
_

_

+

+
+

+



Synchronous 

reference frame

Stator stationary reference frame

e

g

gI

g




GV

d

q
GSC Phasor Diagram

LV

IV



Wind Turbine and Converter System Modelling 

73 

 

3.8 Second Level Control 

Both VSCs, the MSC and the GSC, on top of the current loop have other control 

requirements. This additional control enables the control of another system quantity by the 

VSC, such as active or reactive power, generator torque and speed, frequency, or DC link 

voltage. In this case, the MSC is utilised to control the torque of the PMSG. On the other 

hand, the GSC is utilised to control the DC link voltage – controlling the DC voltage is 

linked to controlling the active power flow into the grid (elaborated in the DC control 

dynamic in the following subsection). 

3.8.1 PMSG Torque Control 

The modelling is expanded with equations in (3.25) - (3.28). In (3.25) the relation 

between the electrical rotor speed 𝜔𝑟
𝑒 and the mechanical rotor speed 𝜔𝑟

𝑚 is described, 

using 𝑝𝑝 the number of pole pairs of the PMSG. In (3.26) is given the expression for the 

relation between the electrical torque 𝑇𝑒 and the stator current components, using the PM 

magnetic flux ΨPM, and the stator q and d axis inductance components Lsq and Lsd. In (3.27) 

and (3.28) are given the expressions for calculating the real and reactive power using the 

dq components of the stator voltage and current. These expressions are valid for the 

‘amplitude invariant’ abc to dq reference frame transformation (as opposed to the ‘power 

invariant’ – see reference [107] for definitions).  

e
r p rp      (3.25) 

   3
e p PM sq sd sq sd sq2

T p i L L i i    
 

  (3.26) 

3
e sq sq sd sd2

P v i v i       (3.27) 

3
e sq sd sd sq2

Q v i v i        (3.28) 

The PMSG here is non-salient, and for non-salient machines Lsq=Lsd=Ls [111]. 

Therefore, equation (3.26) is simplified to (3.29) from where the electromagnetic torque of 

the PMSG can be directly controlled by controlling only the q-axis component of the stator 

current.  
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  3
e p PM sq2

T p i      (3.29) 

The turbine mechanical torque from equation (3.5) can be written as in (3.30), where 

Kopt is a constant calculated by (3.31). By equating the PMSG electric torque from (3.29)  

to the turbine optimal torque at different rotating mechanical speeds from (3.30), the so 

called Optimal Torque Control (OTC) of the WT can be achieved [92]. This is a fairly 

limited WT control where it does not allow for any flexibility and the dynamics of the 

response are set by the system inertias. The diagram of the implementation of this control, 

which is applied in the original reference of the WT used here, is given in Figure 3.19. 

Different and more advanced torque control methods can be applied which will introduce 

different dynamics of the WT and converter system (these will be analysed in Chapter 5).  

2
w opt rT K     (3.30) 

5

32

p
opt

R C
K





   (3.31) 

 

Figure 3.19: Optimal Torque Control diagram for PMSG WT 

3.8.2 DC Link Model and Voltage Control 

The model of the DC link of the BVSC can be built by modelling the voltage and power 

(current) flow dynamics of the DC link capacitor. A simplified diagram of the BVSC and 

the current flow in the DC link capacitor is shown in Figure 3.20. If the circuit losses are 

neglected, the DC power (DC current) that flows into the capacitor is equal to the 
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difference between the generated power on the DC side of the MSC and the network-

injected power on the DC side of the GSC.  

 

Figure 3.20: BVSC block diagram with DC link current flow annotation 

The current that charges and discharges the capacitor is described with equation (3.32).  

gen grid

dc
C dc DC DC

dV
i C i i

dt
      (3.32) 

The power balance equation can be written as described with (3.33) - (3.35). In (3.34) 

the minus sign is because of the definition of the electric torque to be positive when 

counteracting the turbine rotation, which is the opposite of the positive direction of the 

generated power as assumed in Figure 3.20. In (3.35), because of the application of 

voltage-oriented control for the GSC and alignment with d-axis, the q-axis component of 

the grid voltage is zero and the real power injected to the grid is proportional to the d-axis 

current and voltage value only. For both VSCs, in (3.34) and (3.35) is assumed that there 

are no losses and the real power is equal between the AC and DC sides. The DC link 

representation model is then built using equations (3.32) - (3.35) and is shown in Figure 

3.21. 
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3

2grid grid gridDC DC DC AC gd gdP v i P v i        (3.35) 

 

Figure 3.21: DC link voltage dynamics model 

The control of the voltage of the DC link is undertaken by the GSC: by controlling the 

real power transferred to the grid, or particularly the current 𝑖𝐷𝐶𝑔𝑟𝑖𝑑
  from equation (3.32). 

This control can be realised by designing a PI controller which determines the value of 

current igd which is injected to the grid to appropriately control the discharge of the 

capacitor so that the DC voltage remains constant at the pre-set value. From (3.32) - (3.35), 

the differential equation for designing the control can be written as in (3.36).  
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v idv
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     (3.36) 

The second term in the right side of the equation in (3.36), gives a non-linear 

relationship between gdi , gdv and DCv . Therefore, in order to design the controller, the 

equation needs to be linearized. The linearization is undertaken by small signal analysis 

around an operating point with 
0gdi , 

0gdv and 
0DCv . The small signal model derived from 

equation (3.36) is described with (3.37) - (3.41).  
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0

gen gen genDC DC DCi i i        (3.38) 

 
0gd gd gdv v v        (3.39) 

 
0gd gd gdi i i        (3.40) 

 
0DC DC DCv v v        (3.41) 

Simplified, for design of the control loop, equation (3.37) is written as in (3.42), where 

Kv and KG constants are as given in (3.43) and (3.44). The resulting diagram of the 

designed control loop is shown in Figure 3.22.  
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Figure 3.22: DC link voltage control loop design 

Using the state feedback diagram and the differential equation, the transfer function 

describing the DC voltage change is derived in Laplace domain as in equation (3.45). The 

(-1) sign comes from the negative correlation between the error of the controlled DC 

voltage and the manipulated variable in the PI loop, which is the current injected to the 

grid. To simplify the transfer function, this negative sign can be cancelled if it is included 

in the PI coefficients, which will then have a negative value. Using the transfer function, 

the PI coefficients of the voltage loop can be determined for the desired response dynamics 

of the control.  
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3.8.3 The Phase-Locked Loop 

To realise the Park transformation, especially for the GSC where the frequency is set 

externally by the grid, it is important to know the phase of the grid voltage. For the control 

to work, what is governed by the control in the d-q domain has to correspond exactly with 

the physical quantities in the abc domain. Consequently, the correct frequency   needs to 

be known to synchronise the GSC with the grid frequency. To realise this, a key element is 

another loop, which measures the phase angle (and frequency) of the grid voltage – the 

Phase Locked Loop (PLL).  

Different concepts of PLLs have been studied and considered. The PLL has been 

around since the 1930s and it is believed that it was first designed by Bellescize [112] to be 

used for synchronous reception of radio signals [113]. 

An example of a classic PLL which auto-tunes itself to the grid voltage d-axis is given 

in [114] and uses the same concept as the one shown in Figure 3.23. This PLL works by 

reducing the q-component to zero, which automatically aligns the reference frame with the 

d-axis network voltage. There are a number of issues faced when designing PLLs, such as 

dealing with imbalances and harmonics as well as managing the PLL during network 

faults. A comprehensive review of PLLs is given in [113] and [115]. Advantages and 

disadvantages are discussed, and a number of PLLs with different complexities as well as 

harmonic filtering techniques are described.   

 

Figure 3.23: Control Structure of a conventional Phase Locked Loop (redrawn from [116])  

PLL dynamics and control are not considered in the model that has been built in this 

thesis. In the model of the grid that is represented in the simulation, the frequency and 

voltage values of the grid are nominal. The WT is assumed to be connected to a large 
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modern offshore system, where the frequency is set by the offshore MMC VSC HVDC 

converter which is assumed to offer a stiff AC source as a 'grid forming' reference. Thus, 

apart from the short synchronizing instant when the WT connects to the system, the effect 

of the PLL in such a system is minor and can be neglected.  

3.8.4 Pitch Control 

Another control, that is one level higher than the previously discussed control loops and 

that is concerned with limiting the power that is extracted by the WT blades, is the pitch 

control. As the name suggests, this control is realised by ‘pitching’ the angle of the turbine 

blades in order to lower the amount of power captured from the wind by the WT rotor (see 

equation (3.1) describing WT power). In the actual WT, there is a separate pitch angle 

control and actuator for each blade. In simulations this is usually represented by a 

collective pitch angle.  

The pitch control of the blades is primarily used in the ‘Power Limiting’ region of the 

WT operation. In this region, even with the wind speed exceeding the nominal value, the 

power that is captured from the wind by the WT is limited to the rated power.  The 

pitching of the blades does this by lowering the aerodynamic efficiency when changing the 

blade angle.  

The design of the pitch control in detail is explained in [92] – the same approach has 

been used and adapted for the controller here. In the power limiting region of operation, a 

gain-scheduled PI control is applied to control the speed of the generator and limit it to the 

rated speed (1.25 rad/s). The design of the controller and the derivation of the transfer 

function is based on the torque balance equation given in (3.46). Indexes w and G indicate 

the turbine and the generator respectively; J is the moment of inertia; Ω is the mechanical 

rotating speed of the turbine (and generator); while Ω0 is the rated turbine speed;   is the 

small perturbation of the rotational speed above the rated speed;   is the turbine 

rotational acceleration. Because of the absence of a gearbox, the mechanical speed Ω as 

seen from the perspective of the pitch control, is equal to the mechanical speed of the 

PMSG previously notated as r  in (3.25). 

Let’s assume that the power generation of the WT is kept at its rated value and the 

torque of the generator in the pitch controlling region  GT   is given in equation (3.47). 
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The mechanical torque of the turbine  wT   is given in (3.48) and is a function of the 

pitch angle  . Consequently, because of the torque balance equation, the pitch angle   is 

also used to control the rotational speed Ω and allows for limiting the generated power 0P . 

In type 4 WTs with fully rated converter, there is no explicit need to control the shaft speed 

i.e. the rotating frequency of the rotor. However this is one way of limiting the output 

power, and therefore the pitch control loop has been designed to have the shaft speed as a 

reference. Redesigning the loop to consider other methods of limiting output power is 

possible. However, attention needs to be paid to the design of the MPPT control loop so 

that there is no interference, especially in the transition region between MPPT and pitch 

control. 

The equations (3.46) to (3.48) can be combined with a PID controller as in (3.49) to 

control the rotor speed perturbations  . By using first-order Taylor series expansions of  

(3.47) and (3.48), combining and simplifying the expressions, and setting    , the 

equation of motion for rotor-speed error of the form in (3.50) is derived  [92].  Equation 

(3.50) has a form and will respond as a second order system with the natural frequency 

n  and damping ratio   given in (3.51) and (3.52) respectively [92]. These can be used 

for tuning the pitch control loop.   

   0w G w G drivetrain

d
T T J J J

dt
          (3.46) 
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     (3.51) 
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     (3.52) 

The derivative term of the controller can be neglected as recommended in [117]. 

Finally, the PI coefficients can be tuned using the expressions in (3.53) and (3.54) which 

are derived in [92] and can be used to directly tune the controller. To finish the tuning, the 

term 
P



 
 
 

, which represents the sensitivity of the aerodynamic power to the change in 

blade pitch angle, needs to be determined. This dependency is not linear and is different in 

different operating points (speeds) of the WT. Therefore, the PI gains Kp and Ki need to be 

set with gain scheduling in order to account for the difference around different operating 

points that depend on wind speed, rotor speed, and blade pitch angle. A linearization 

method that involves perturbation of the rotor collective-blade pitch angle at different 

operating points and measurement of the variation in aerodynamic power is undertaken. To 

determine the power-to-pitch sensitivity and the gain scheduling dependency for the WT 

system presented in this chapter, the WT simulation model has been used. 
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    (3.54) 

The loop that uses blade pitch angle control to limit the rotational speed of the turbine 

and with that its power was added to the WT simulation model. The block diagram 

representation of this loop is shown in Figure 3.24. The tuning of the PI gains Kp and Ki  

was done using (3.53) and (3.54). The gain scheduling look-up table as well as the 

evaluated 
P



 
 
 

 for the analysed WT are given in the appendix.  
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Figure 3.24: Block diagram implementation for collective pitch control – limitation of the 

rotating speed of the WT (and hence power output) by varying the pitch angle of the blades. 

3.9 WT System Response 

The control parameters of the WT system and the tuning of the control loops explained 

in the previous sections are summarized in Table 5. With this control setup, the response of 

the WT model was assessed in different scenarios with different wind speed inputs. Figure 

3.25 shows the response for a step change in wind speed, from 11.4 m/s to 8.5 m/s.  

 

Figure 3.25: System response for a wind speed step change from 11.4 m/s to 8.5 m/s in the 

second operating region of the WT (below rated speed) 
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The response of the system as shown in Figure 3.25 closely matches the expectations 

from analytical calculations and the results in reference [94] where the same WT and 

PMSG have been analysed. Additionally, in Figure 3.26 is shown the response from 11.4 

m/s to 12.4 m/s which is when the pitch control is regulating the WT rotating speed and the 

power output. Finally, in Figure 3.27 the response when operating with a realistic variable 

wind profile input that varies below and above the WT rated wind speed is shown. Note 

that the variation in DC link voltage is small, given the choice of large DC link capacitance 

and the applied fast DC link voltage control – in reality, for a more optimally designed 

system, the DC voltage spike is likely to be larger. 

 

Figure 3.26: System response for a wind speed step change from 11.8 m/s to 12.8 m/s in the 

third speed operating region of the WT (above rated speed) 

 

 

 



Wind Turbine and Converter System Modelling 

84 

 

Table 5: Control parameters for the converter current and power loops as well as collective 

blade pitch control1 

   Bandwidth  

fn (Hz) 

Damping ratio ζ Kp Ki 

MSC Inner current loop 10 0.7 0.64 30.8 

GSC Inner current loop 450 0.7 0.5 975 

Outer DC link  

control 

10 1 6.5 200 

3rd Level Pitch (Region 3) 0.05 0.7 [630 to 1150] [140 to 250] 

1For PI gain scheduling, the range in which the PI gains fall is given. 

 

Figure 3.27: System response for variable wind speed profile operation in the second and the 

third operating speed region of the WT (below and above rated speed) 

3.10 Summary 

In this chapter a thorough explanation of the WT system configuration and its 

simulation model was given. Initially, the general structure and its comprising parts were 

introduced. The reasoning behind the choice of topology and comprising components was 

discussed while referring to the current research and available products on the market. The 
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assumptions and simplifications that have been made in the design of the simulated system 

were also stated.   

Afterwards, the dynamic model and its implementation for the comprising subsystems 

of the WT were introduced. This included the aerodynamic and mechanical model of the 

turbine, as well as the electrical model of the converter and the generator. 

A crucial part of the work analysed in this PhD is the operational and control aspects. 

Therefore, in the next stage in the chapter were explained the different control levels of the 

WT system that have been included in the modelling. The design, configuration, and 

tuning of the control loops was shortly presented. The explained control aspects include the 

PWM and the voltage synthetizing control, the current loops of the VSCs, the outer VSC 

control of torque and DC link voltage (power), the power (and speed) limiting control of 

the WT using collective blade pitch angle. In the end, the response of the WT system was 

shown for three scenarios: a wind speed step change in Region 2 of operation (below rated 

speed), a wind speed step change in Region 3 of operation (above rated speed), and a more 

realistic operation with a variable wind profile input that varies below and above the rated 

wind speed.  

The WT operational system that was presented in this chapter is fundamental for the 

analysis undertaken in the other chapters of the thesis and for some of the most important 

conclusions. 
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4 Thermo-Mechanical Failure of the Power Electronics 

Module 

This chapter describes in more detail the studied failure mechanism of the converter 

module. Additionally, context is given how this particular failure mechanism is used to 

develop the methodology for evaluation of the thermal stress and lifetime consumption in 

WT converters.  

4.1 Bond Wire Lift-off Failure Mechanism 

The power electronic (PE) converter is a crucial sub-assembly that enables the variable-

speed operation of WT systems and their integration to the power grid. Consequently, the 

reliability of the PE converter is crucial for the availability and the continuous operation of 

the WT generating unit [50], [68], [118]. Considerable research has been undertaken on the 

topic of converter reliability over the last decades – especially as the reliance of the power 

system stability on power electronics-enabled generation is rising at an enormous pace – 

and the dominant failure mechanisms have been described and modelled [62], [69]. 

Particularly close attention has been paid to the modelling and mitigation of failure 

mechanisms that are a consequence of the loading profile, i.e. mission profile in the 

specific application, in this case WT systems. 

IGBTs are one of the most widely applied devices for converters in current operating 

WTs, and are popular switching devices due to their property of combining the advantages 

of BJT and MOSFET devices: high current density from the former and controllability by 

voltage from the later [57]. In previous research, thermal cycling has been identified as the 

dominating failure mechanism for IGBT power modules [56]–[62]. The thermal stress 

cycling is considered as the most critical failure cause by the industry as well [63], [64]. 

One of the most studied and dominating failure modes for IGBT power modules 

manifested as a result from the thermal cycling, is the bond-wire lift-off failure mode [65]. 

Because of the dominance of this failure mode and its clear link to electrical operation, this 

is the reference failure mode which has been used when evaluating the converter lifetime 

in this thesis. The same failure mechanism is also applicable to other parts of the IGBT 

module packaging where there is an interface of different materials, such as the solder 
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layers – thus the same approach can be extended to consider the thermal fatigue in those 

parts as well, by relating the corresponding temperature change in the simulation to the 

layer (failure mode) of interest.  

 

Figure 4.1: Structure of IGBT module [69] 

Figure 4.1 shows the standard structure of an IGBT module package. It consists of 

several layers made from different materials: silicon (Si), Copper (Cu), Ceramic (AlN or 

Al2O3). These materials have different Coefficients of Thermal Expansion (CTEs). During 

operation, i.e. conduction through the diode or IGBT, a significant amount of losses in the 

semiconductor devices is manifested as heat generation (with the sources being the IGBT 

and parallel diode chips). The generated temperature at the chips has a cyclical profile, 

affected by different factors of the mission profile. These factors include the converter 

operation and control of the switches, as well as the cycling resulting from the nature of the 

loading profile for the specific application. In the case of WT converters, the mission 

profile is highly variable because of the variable wind speed and this induces substantial 

temperature cycling. This continuous cycling between different temperatures in the power 

module structure, affects all the materials of the layers to a certain extent - thermo-

mechanical strain (expansion and contraction) occurs according to the layer’s 

corresponding CTE. A, usually small, portion of the expansion is plastic i.e. irreversible. 

Thus, after a considerable number of cycles, two interconnecting layers will have a distinct 

level of residual (plastic) expansion. This will result in stress and fatigue at the 

interconnection. Eventually, at some point after a number of cycles and a large enough 

difference in expansion, the contact between the two layers will be compromised. Usually, 

a failure by this mechanism is manifested with a crack propagation in one of the materials 

close to the interface. Commonly in the case of a bond wire and chip connection, the crack 
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propagation at the contact results in the failure mode bond wire lift-off. Other failures with 

such a mechanism can happen in the solder between chip and copper, solder between 

copper and substrate, etc. 

4.2 Losses and Thermal Modelling  

 

Figure 4.2: Representation of a 2-level full-bridge back-to-back converter (both VSCs in 

inverter topology). Only two phases shown for simplification. 

 

Figure 4.3: Phasor diagram of current and voltages for the full bridge back-to-back 

configuration 

Design for reliability of PE converters is not the goal of this study, but rather building 

and examining a reliability evaluation tool. A standard high-power ABB HiPak [119] 

module is used as a basic unit and it is assumed that a suitable number of basic modules 

can be connected in parallel in order to keep the current and thermal profile within 

acceptable limits. The simplified two-phase connection diagram representing the grid 

integration of the WT using the back-to-back converter is shown in Figure 4.2. The phasor 

diagrams showing current and voltage of the Machine Side Converter (MSC) and Grid 

Side Converter (GSC) are shown in Figure 4.3. To simplify the calculations, a two-level 

PWM control is assumed for both VSCs. Actual integrated power modules, which may be 

designed for specific WT applications, may differ in terms of some construction and 

packaging aspects, as well as the control, but the thermal properties and phenomena 
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studied here, from the perspective of the IGBT module thermal cycling, are valid and can 

be applied and adapted for most of the converters in state-of-the-art WTs.  

The temperature change and cycling inside of power semiconductor chips is primarily a 

consequence of the generated losses. Taking into account the thermo-mechanical 

phenomena described in the previous subsection, these losses are used to link the thermal 

stress and lifetime of the converter module to the WT operation and mission profile. Other 

factors such as the ambient temperature have an additional effect and can also be added to 

the thermal modelling by super-positioning them on the temperature generated by losses. 

Commonly the losses 𝑃𝑙𝑜𝑠𝑠 in a switching semiconductor device, including an IGBT, 

can be written as a sum of three components [120]: 

𝑃𝑙𝑜𝑠𝑠 = 𝑃𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 + 𝑃𝑠𝑤𝑖𝑡𝑐ℎ𝑖𝑛𝑔 + 𝑃𝑏𝑙𝑜𝑐𝑘𝑖𝑛𝑔 

The blocking losses are usually small and insignificant, and in such a system, together 

with the additional losses in the driver circuit, can be ignored [101]. In the case of the 

diode, instead of being externally switched on and off, its conduction state depends on the 

applied voltage and current flow imposed by the circuit. Consequently, the total losses in 

the diode instead of switching losses, contain the so-called reverse recovery losses. 

Therefore considering a standard high-power IGBT module that is commonly applied in 

WT converters – like ABB’s HiPak series – the different losses in such a module for the 

different comprising semiconductor chips can be divided in IGBT losses (conduction and 

switching losses) and diode losses (conduction and reverse recovery losses) [121]. These 

losses are briefly described in the subsections below. 

In this subsection, the analytical approach of evaluating the significant losses in an 

IGBT power module is described.  This analytical model is built with several assumptions: 

 Transistor and diode switching transients and dead times are neglected 

 Control with linear modulation operation is assumed 

 The switching frequency of the devices is significantly larger than the frequency of 

the AC waveform fsw >> fAC  – for the PWM control applied here, the switching 

frequency is 35 times the AC grid frequency for the GSC, and more than 87 times 

for the MSC.  
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4.2.1 Conduction Losses 

The conduction losses represent the power dissipated as a consequence of the current 

conducted through the semiconductor device and the on-state voltage. Using the device’s 

current vs voltage characteristic, the dissipated power can also be described only as a 

function of current, as in (4.1). 

CE CE0 CE C CE0 CE 1

2

cond CE C CE0 C CE C

( ) V r ( ) V r I sin

( ) ( ) ( ) V ( ) r ( )

V t i t t

P t V t i t i t i t

     

     
    (4.1) 

Where 𝑉𝐶𝐸 and 𝑟𝐶𝐸 are the collector-emitter on-state voltage and resistance respectively. 

Conduction losses of the IGBT/diode can be written as in (4.2), where ic is the current 

through the chip, and 𝑘0, 𝑘1,  𝑚0, 𝑚1,  are coefficients used to implement temperature-

dependent calculation of losses using second-order dependence and curve fitting of 

datasheet information [122]. 

   0
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CE j CE jV T r T

con c j j c j cP i T k k T i m m T i           (4.2) 

Equation (4.2) gives the instantaneous power losses of the chip as a function of the 

instantaneous current, which can be calculated for devices in each of the phase legs of the 

back-to-back voltage source converter. For derivation of the instantaneous loading of the 

semiconductor devices, it is important to take note of the conduction period of each device 

in different phases and the direction of current in the converter. The four different current 

paths in the grid side inverter are shown in Figure 4.4, for a half-bridge configuration of 

one phase of the VSC with a reference connection to the virtual neutral point of the 

capacitor. By applying standard control approaches such as sine-wave PWM, the VSC 

current and voltage are controlled for the required power output.  

The average conduction losses of the IGBT can be derived as in (4.3) by integrating 

(4.2) over the half-period where the device is conducting, i.e. when the current through the 

considered device is not zero, taking into account current direction from Figure 4.4.  
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Depending on the load and the mode of operation of the VSC, the voltage waveform 

can have a certain phase difference with the current waveform, and this will influence the 

calculation of the instantaneous losses on the devices. The waveforms of the phase current 

and converter terminal voltage for the phasor in Figure 4.3 b) (inverter mode) are shown in 

Figure 4.5 a). In Figure 4.5 b) is shown the transfer of current (state of conduction) in 

different half-periods between the upper IGBT switch S5 and its antiparallel diode D5 

(switching transients and the conduction of the lower leg switches are not shown).  

 

Figure 4.4: Different current paths and transfer of current between the switching devices 

If the phase current ic is described as a function of time t and frequency ω = 2πf , as in 

(4.4), then the duty-variation (PWM pulse pattern) of the IGBT can be written as (4.5) (if a 

suitably fast switching frequency and bipolar switching with no dead-time is assumed). 

The inverter voltage leads the current by angle φ, which for unity grid power factor is φ = 

𝛿, as shown in Figure 4.3 b) (inverter) and Figure 4.5 a) [123]. The duty-variation 

waveform of the S5 switch is in phase with the voltage waveform of phase A.  
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   cÎ sinci t t     (4.4) 

    
1

1 sin
2

t m t         (4.5) 

 

Figure 4.5: GSC terminal output voltage and load current waveforms 

In (4.5), m is the modulation index which for a 2-level VSC equals to (2Vsine,peak)/Vdc. 

Figure 4.5 b) has been annotated with the intention of analysing the upper switch – actual 

PWM frequency switching is in combination with the corresponding bottom switch. The 

duty ratio variations defined by (4.5) for upper and lower switches (S5 and S7) in phase leg 

A are given in Figure 4.5 c). In these waveforms the switching harmonics are ignored. The 

actual switching pattern for a 2-level PWM of S5 switch is shown in Figure 4.6; S7 will 

have a switching pattern and duty ratio that is the opposite of S5 (and any additional dead-

time). The switching is happening continuously with a commutation between the upper and 

lower IGBTs, bringing the output voltage to +Vdc/2 or –Vdc/2. Meanwhile, the current 
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conduction is transferred between S5 and D7 or D5 and S7 – a) and b) or c) and d) in 

Figure 4.4 – depending if the current waveform is in a positive or negative half-period. The 

losses are symmetrical between the upper and lower switch in a 2-level VSC topology 

where the control of switches is symmetrical, so for reliability and lifetime analysis, only 

one IGBT module is studied. 

 

Figure 4.6: Simplified sine-triangle PWM switching pattern of S5 switch 

Combining (4.3) - (4.5) and performing the integration, the expression (4.6) for the 

average IGBT conduction losses is derived. For full integration please refer to the 

Appendix 9.1. 
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The diode conduction losses are calculated in a similar manner. The approximation of 

the on-state voltage and resistance is done as in [122] and the average conduction losses 

have the same form as (4.6). The difference in calculating the averaged conduction losses 
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for the diode is in the pulse pattern – a phase delay of π radians is used for the duty ratio in 

(4.5), because it conducts during the negative-current half cycle – which after the 

integration (Appendix 9.1) results in a negation in the second term of the equation as in 

(4.7).  
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  (4.7) 

4.2.2 Switching and Reverse Recovery Losses 

The other device losses that cannot be neglected are the switching losses. These 

represent the power dissipation at the turn-on and turn-off instants during switching 

operations – occurring with the PWM switching frequency. 

Switching losses in an IGBT are a consequence of the time (ton and toff) it takes for the 

current and voltage between collector and emitter values to fall and rise to their steady-

state (ON or OFF) values after the switching instants. Therefore, during that transient when 

both the voltage and current are non-zero (one rising and the other falling), their product 

results in on and off switching losses. In the case of the diode, the equivalent of the 

switching losses are the reverse recovery losses. These are losses manifested when the 

diode stops conducting and goes to a blocking state. In that instant, its internal storage 

charge has to be discharged. Therefore a reverse-direction current flows in the diode which 

causes the reverse recovery losses [101]. 

Switching and reverse recovery losses, for the IGBT and diode respectively, can be 

estimated starting from the energy loss for one switching operation which is given as 

information from manufacturers in datasheets. These reference switching IGBT and 

reverse recovery diode losses, 𝐸𝑜𝑛+𝑜𝑓𝑓
𝑟𝑒𝑓

 and 𝐸𝑟𝑟
𝑟𝑒𝑓

  respectively, are given in datasheets usually 

in the form of the polynomial function in (4.8), where ic is the current conducted through 

the device.  

 2a b cref

sw on off C CE E i i            (4.8) 
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 The energy losses are adapted for the particular application with the equations that are 

given in (4.9) and (4.10), where the subscript ref indicates the reference values from the 

datasheet information; 𝐾𝑣1 and  𝐾𝑣2 are factors for scaling to the operating DC voltage. 

Additionally, with the constants 𝐾𝑇,𝑠𝑤, and 𝐾𝑇,𝑟𝑟 is introduced the dependence of the losses 

to the junction temperature Tj , i.e. to account for different temperatures other than the 

reference datasheet value of  𝑇𝑗
𝑟𝑒𝑓

= 125 °C [101]. 
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Using (4.8), the sum of the energy loss of all the switching transients is given with the 

average switching losses in (4.11) as a function of the peak value of the collector-current 

cÎ . T0 is the period of the waveform equal to 2π radians.  

 
2

c c
sw,avg sw

n0

ˆ ˆb I c I1 a
E E i

T 2 4

  
    

 
      (4.11) 

 Multiplying the Esw,avg with the switching frequency fsw, and scaling for the operating 

voltage and junction temperature, the average switching power losses for the IGBT are 

calculated as in (4.12) [101], [123]. In the same manner, instead of the average switching 

power losses, the instantaneous switching power losses can be calculated if (4.9) and (4.10) 

are multiplied with the switching frequency fsw . 
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For the anti-parallel diode and the reverse recovery losses, the equations are similar to 

the IGBT, but attention needs to be paid in adjusting for the current direction and the 

conduction instants (Figure 4.7). A more extended explanation and derivation of these 

equations can be found in [100], [101], [123]. Furthermore, when the VSC of the same 

topology is operating in rectifier mode (in case of the MSC in Figure 4.2), the current and 

pulse pattern need to be adjusted with relation to how the converter is being controlled. 
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Figure 4.7: Instantaneous switching and conduction losses for IGBT and diode chips for a 

steady-state operation of an inverter-mode VSC (grid side in WT converter) 

For inverter mode and steady-state WT power output, the waveforms of the 

instantaneous switching and conduction losses in the IGBT and diode of one phase module 

are shown in Figure 4.7. The switching of both phase devices (upper and lower) happens 

continuously independently of the current direction. However, even if a particular IGBT is 

switching to ON at a particular instant of the AC period, if the current direction is the 

opposite of the “forward direction” of the IGBT, it will flow through an antiparallel diode. 

Therefore, even though the IGBT is still switching as part of the PWM voltage synthesis; 

because there is no current flow through it, for that switching instant the losses are 

negligible. Instead, for that same instant, the losses are significant and manifested as 

reverse recovery losses for the antiparallel diode of the same module. For this reason, the 

switching (reverse recovery) losses are modelled while accounting for the current paths 

and the conduction for each studied semiconductor switch of the converter. In the plotted 

losses the presence of the diode and the IGBT losses can be seen distinctly for the different 

instants of conduction depending on current flow direction. Additionally it can be seen that 

the switching losses dominate and are approximately an order of magnitude larger than the 

conduction losses.  

a)

b)
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4.2.3 Thermal Model 

The manufacturers give information about the thermal behaviour of a module in 

datasheets by giving an analytical function for the transient thermal impedance between 

junction and case, as in (4.13). 

  ( )

1

( ) 1 i

n
t

th j c i

i

Z t R e
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Taking into account the analogous analysis of thermal and electrical networks, the given 

information is equivalent to a series connection of thermal impedances (parallel resistances 

and capacitances), which is known as a Foster thermal network.  This representation is 

time dependent for the thermal behaviour of the whole module and does not give any 

information on the temperature distribution across the layers – thermal resistances and 

capacitances do not have a physical meaning [101]. Additionally, the Foster network does 

not model accurately the heat flow in the actual physical structure [124], [125]. In order to 

have a more accurate representation of the heat flow and the temperature distribution 

across the module, Foster networks can be transformed to Cauer networks (Figure 4.8). An 

additional factor is that because of the incorrect heat flow representation, when using 

Foster models it is difficult to derive the thermal model of a combined system: a 

combination of a module and a heatsink is not a series connection between module and 

heatsink Foster circuits. Cauer networks however solve this problem and simple series 

connections are a close enough representation of thermal interconnection between different 

materials [60], [124]. 

 

Figure 4.8: Foster to Cauer transformation [124] 

The Foster to Cauer transformation is done using the methodology derived in [124] 

utilising the impedance equations in the Laplace domain. The method encompasses writing 

the Foster network in the Laplace domain and in the recursive form given in (4.14), which 
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has been derived using the notation in Figure 4.8.  𝑍𝑡ℎ𝐹𝑛 is the total two-point Foster 

impedance of the module, from the junction to the case. The Cauer impedance is also 

represented as a recursive transfer function 𝑍𝑡ℎ𝐶𝑛 in (4.15) and in Figure 4.8. This method 

for Foster to Cauer transformation (and the other way around) is derived by finding the 

zeros of the transfer function in (4.14) and performing an analytical transformation to 

express the polynomial transfer function in the form of the type of network we want to 

transform to – from where each of the n thermal elements (capacitance and resistance) are 

obtained from the polynomial coefficients. For the applied HiPak IGBT module here, the 

Foster thermal elements are taken from datasheets and the Cauer elements are obtained 

using the transformation – the resulting elements are shown in Table 6 [119]. 
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Table 6 Power module Foster and Cauer thermal network parameters 

 Foster [119] Cauer (transformed) 

IGBT Diode IGBT Diode 

Thermal  

Resistance [K/kW] 

r1=12.75  

r2=2.99  

r1=25.5  

r2=6.3  

Rt(1) = 4 

Rt(2) = 11.71 

Rd(1) = 8.47 

Rd(2) = 23.32 

Thermal Time 

Constant [ms] 

τ1=151 

τ2=5.84 

τ1=144 

τ2=5.83 

τ1 = 6.76 

τ2 = 130.45 

τ1 = 6.74 

τ2 = 124.5 

The built thermal network, representing the temperature behaviour of one IGBT module 

connected to a heatsink, is shown in Figure 4.9. This thermal network enables a correct 

representation of the junction temperature change. Furthermore, here the simulated 

temperature is fed back to the loss model to add a dependence of IGBT and diode losses on 

the junction-temperature. The values of the thermal grease and heatsink elements which 

are added to complete the junction to ambient (or converter cabinet) thermal network are 

given in Table 7. The time constant of the thermal grease is negligible while the resistance 

is taken from [119]. The heatsink thermal parameters have been chosen referring to 

datasheets of commercial heatsink solutions for similar devices which employ forced air 

cooling [126]. In other real similar applications, such a low heatsink thermal resistance is 

also likely to be achieved using efficient forced air/liquid cooling.  
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The steady-state results calculated using the MATLAB/Simulink analytical model of 

the above-explained losses have been verified by comparison with the simulation tool 

SEMIS offered by the manufacturer of the IGBT module (Hitachi ABB Power Grids) 

[127]. The settings of the converter for the compared set-points are shown in Table 8, 

while the comparison of combined (switching/reverse recovery + conduction) losses for 

the IGBT and diode are plotted in Figure 4.10 and Figure 4.11 respectively. The 

comprehensive table containing the parameters and all the results of this comparison, for 

the different operation settings and operational set-points of the converter, is given in 

Appendix 9.3. 

 

Figure 4.9: Cauer thermal network for a single-chip IGBT module connected to a heatsink 

Table 7: Additional thermal Network Parameters 

 Thermal Grease (case-heatsink) Heatsink 

IGBT Diode  

Thermal Resistance [K/kW] 0.012 K/W 0.024 K/W 0.05 K/W 

Thermal Time Constant [ms] / / 100 s 
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Table 8: Converter set-points for validation of thermal and loss models 

 

 

Figure 4.10: IGBT total losses comparison between Semis tool and MATLAB/Simulink   

 

Figure 4.11: Diode total losses comparison between Semis tool and MATLAB/Simulink   

Setpoint 1 2 3 4 5 6

Real Power [kW] 265.1 190.9 152.7 209 260.9 -260.9

Reactive Power [kVAR] 0 0 74 68.5 147.9 147.9

Phase Voltage RMS [V] 354 354 283 318 250 250

Phase Current RMS [A] 250 180 200 230 400 400

Output Frequency [Hz] 50 50 50 50 50 50

Power Factor 1 1 0.9 0.95 0.87 0.87

DC Power [kW] 271.5 195.4 156.9 214 274.6 -278.8

DC Voltage [V] 1000 1000 1000 1000 1000 1000

Switching Frequency [Hz] 1500 1700 1250 1450 1750 1750

Modulation Index 1 1 0.8 0.9 0.707 0.707
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4.3 Lifetime Evaluation – Bond-Wire Failure  

In order to evaluate the consumption of lifetime and the development of fatigue in the 

bond-wire connection, the effect of counted junction temperature cycles i.e. the stress, is 

evaluated against the strength of the semiconductor module referenced to the device 

information from the manufacturer. This approach consists first of counting the cycles and 

then calculating the total lifetime consumption by adding the effect of each cycle.  

A summary of the lifetime estimation model, containing the stress-strength evaluation 

and the calculation of the accumulated degradation is illustrated in Figure 4.12 

 

Figure 4.12: Stress-Strength approach and Miner’s rule for lifetime accumulation 

The applied algorithm for undertaking the lifetime evaluation based on counted cycles 

is shown in Figure 4.13. The counting of the cycles is done using the rain-flow counting 

algorithm. The output of the rain-flow counting algorithm is a matrix where each row 

consists of the necessary information for every one (or half) counted cycle in order to 

calculate the impact on the lifetime. After counting the reversals and using the rain-flow 

matrix, each of the counted cycles is evaluated against the expected lifetime (the strength) 

given from power module manufacturers (see illustrated in Figure 4.13).  

The strength of the device, i.e. the expected lifetime, given with B10 lifetime curves. The 

B10 curves are produced by manufacturers using laboratory testing of the devices. A large 
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number of devices are brought to failure by undertaking failure testing using power and 

temperature accelerated tests [50]. The B10 curves represent device strength information in 

terms of cycles-to-failure in the same way as Coffin-Mason based lifetime models of the 

form in (4.16). The actual value in the B10 lifetime represents the number of cycles when 

10 % of the tested devices have failed, from where the terminology B10 comes. By 

lowering this margin from 10% to 5% or 1%, B5 and B1 lifetime can be calculated. For 

HiPak IGBT modules applied here and for the bond-wire failure mode, the B5 and B1 

lifetimes can be calculated by multiplying the B10 data with constants k5 = 0.82 and k1 = 

0.52, respectively [90]. 

 

Figure 4.13: Diagram of applying the function for lifetime estimation procedure 
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One form of the Coffin-Manson equation that describes the relation between thermal 

cycling and the strength of materials is shown in (4.16): Nf is the number of cycles to 

failure; a, n and k are constants; and Ea is the activation energy value that characterizes the 

deformation process for the material [56]. Additional to the range (magnitude) of the cycle, 

the lifetime consumption also depends on the mean temperature value Tm of the counted 

cycles. Calculating the rated number of cycles to failure Nf  , is done applying the B10 

curves directly as lookup tables, given that there is not enough information to accurately 

evaluate the parameters and apply the equation in (4.16) directly.  

The evaluation of lifetime consumption for each of the counted cycles is undertaken 

relative to the expected lifetime from the datasheet information, while the lifetime 

consumption from all cycles is calculated as a total sum of the effect of each cycle, i.e. 

using the Miner’s rule for lifetime accumulation given with the expression in (4.17). 
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Miner’s rule gives as a result the percentage (share) of the module’s lifetime, which has 

been consumed for all the cycles with different temperature ranges and mean values. As 

seen in (4.17) the effect of each cycle is calculated with the ratio between the counted 

cycles 𝑛𝑖 at a particular temperature and the expected (rated) cycles 𝑁𝑓,𝑖 at that same 

temperature that the module is expected to withstand before failure (as indicated from 

previous tests). Therefore, the device will fail (have a probability of failure larger than 

10%) when the total lifetime DB10 in (4.17) and in Figure 4.13 equals one – meaning that 

100% of the B10 lifetime has been consumed.  

4.4 Wind Turbine Converter Steady-State Thermal and Lifetime Evaluation 

In this subsection, the results after running the complete set of the steps of the lifetime 

estimating methodology are shown for steady-state scenarios and different operating 
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speeds of the WT. Speeds from 5 m/s up to rated speed (11.4 m/s) have been applied to the 

WT rotor. For input speeds higher than rated, the steady-state losses and temperature 

remain at rated value because the turbine power is limited (equal to the power at rated wind 

speed) at that region of operation. 

 

Figure 4.14: Steady-state junction temperature cycling and losses of IGBT and diode for a) 

MSC and b) GSC 

The steady-state junction temperature cycling of the diode and the IGBT of the same 

module and the instantaneous losses causing that temperature change are given in Figure 

4.14, for both MSC and GSC. The average losses and average temperature for steady-state 

operation at different wind speed inputs are shown in Figure 4.15. 
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Figure 4.15: Average losses (a) and junction temperature (b) against wind speed (m/s) at 

steady-state operation for phase-module diodes and IGBTs in MSC and GSC 

From analysing the results in steady-state operation, a few observations can be made. In 

Figure 4.14 the cycling which is the result of the transfer of conduction between the IGBT 

and antiparallel diode (depending on the current direction) can be seen. One difference in 

this cycling between the MSC and the GSC is the difference in frequency, which is related 

to the AC current frequency. For the GSC this is 50 Hz grid frequency, while for the MSC 

the frequency changes with rotor speed and at rated wind speed is 20 Hz. This difference 

makes the MSC cycling periods longer and as a consequence the temperature swings are 

larger than in the GSC junction temperature change. An additional difference is that in the 

MSC the more thermally stressed chip is the diode, while for the GSC it is the IGBT. This 

is because of the difference in operation, rectifier vs inverter, and the phase shift difference 

that comes with this (see Figure 4.3). The effect of that difference in operation is seen in 

a)

b)
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the losses in Figure 4.15 as well, where the share of losses that is manifested in the diode 

chip is more significant in the case of rectifier operation (i.e. in the MSC) than in the GSC. 

As a result of this, the diode junction temperature reaches a higher temperature than the 

IGBT for the MSC (seen in both Figure 4.14 and Figure 4.15). Note that this happens even 

though the absolute losses of the diode are still lower than those of the IGBT; the junction 

temperature gets higher due to the diode being a chip with a smaller volume and having a 

larger thermal resistance (see Table 6) – so after surpassing the value of about half the 

losses of the IGBT, the diode junction temperature surpasses that of the IGBT. 

4.4.1 Thermal Cycling in Steady State Operation 

In the previous subsection was shown the change in average losses and average 

temperature for different operating wind speeds (5 to 11.4 m/s) of the WT. However, the 

largest factor affecting the degradation and failure mechanism of interest, is the 

temperature swing of the cycles. The steady state analysis can be used to analyse the link 

between the input speed of the WT and the range of the temperature cycles in steady-state, 

i.e. cycles caused by AC frequency cycling.  

Particularly the question of interest is to what extent the AC frequency junction 

temperature cycling changes with changing wind speeds. To answer this question, the 

cycle counting algorithm can be applied to the junction temperature waveforms obtained 

for steady-state WT operation with different wind speeds. After counting the cycles in the 

temperature waveforms, the results can be shown in histograms such as in Figure 4.16 and 

Figure 4.17, where the counted cycles for steady-state operation with 5 m/s and 11 m/s 

wind input are compared. The histograms represent bar plots of number of counted cycles 

in 50 minutes of operation, put in bins depending on the range of each of these cycles. The 

most thermally stressed part of each converter is used: Figure 4.16 shows the counted 

cycles in the GSC IGBT, and Figure 4.17 the counted cycles in the MSC diode. For both 

the MSC and GSC, the range of the cycles for 11 m/s is undistinguishable to the plotted 

case for 11.4 m/s operation which was discussed in Figure 4.14.  



Thermo-Mechanical Failure of the Power Electronics Module 

107 

 

 

Figure 4.16: Histogram of counted cycles against cycle range, in GSC IGBT for 5 and 11 m/s 

WT operation  

 

Figure 4.17: Histogram of counted cycles against cycle range, in MSC Diode for 5 and 11 

m/s WT operation 

In steady-state operation with wind speed going down to 5 m/s, as expected the cycling 

range reduces, because of the power output reduction. However, the extent of this change 

is insignificant so that it would have any effect in consumed lifetime. Especially for the 

GSC, even the highest cycling at 11.4 m/s is very small to have significant effect on the 

degradation and aging of the bond-wire. In the GSC case also can be seen that the number 

of counted cycles is exactly the same for 5 m/s and 11 m/s, given that the frequency stays 
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constant. For the MSC this is not the case, and reduced wind speed translates to reduced 

frequency and less cycles (see the difference in Figure 4.17).  

The observation from this steady-state analysis is that the range of (steady-state) 

thermal cycles for different operating input speeds of the WT is in the range from 4 to 8 °C 

for MSC diode and 2 to 4 °C for the GSC IGBT. Consequently, all of the cycles that result 

from the AC frequency will be around this spectrum of temperature cycling. Additionally 

all these temperature cycle amplitudes are well below the border (around 20 °C in this 

case), above which the cycles start to meaningfully affect B10 consumed lifetime. 

However it should not be immediately assumed that these cycles can be neglected. 

Ignoring the AC frequency cycling from the start, would prevent analysing any impact that 

could result when aspects such as highly variable wind profile and WT control are added. 

The full detailed model is used for analysing the more complete operation, which involves 

transients and a dynamic wind profile input.  

4.5 Highly-Variable Wind Profile 

A more realistic and useful application of the approach for estimating lifetime 

consumption of wind turbine converters can be realised if the model is applied to a 

scenario where the WT operates with a highly-variable wind profile input as opposed to the 

constant wind speed which was considered in the previous sub-section. The highly variable 

mission profile is the distinctive property that makes WTs a vastly problematic application 

for IGBT power modules when it comes to their thermo-mechanical fatigue mechanism. 

The portion of wind speed profile that has been used to run the model is shown in Figure 

4.18, and represents a 1 second-resolution wind measurement at an offshore WT wind 

turbine in the UK. 

The results produced from simulating the junction temperature change of the MSC and 

GSC are shown in Figure 4.19 and Figure 4.20 respectively. From initial observation it can 

be noticed that for the MSC the diode is the chip with the higher junction temperature, as 

opposed to the GSC where the more thermally stressed device is the IGBT. This is in line 

with the observations made when considering the cycling and average temperature values 

in steady-state operation in subsection 4.4.  
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In order to quantify the lifetime consumption, the cycles in temperature waveforms 

from Figure 4.19 and Figure 4.20 have been counted using a rain-flow algorithm. The 

output of the rain-flow counting, i.e. the counted cycles can be shown in a 3D histogram as 

in Figure 4.21 and Figure 4.22. The x-axis is the range ΔT of counted cycles, y-axis is the 

mean temperature Tm of the counted cycles, and z-axis is the number of counted cycles in 

bins and shown in a logarithmic scale.  

Using the counted cycles, the consequential lifetime consumption of the IGBT module 

for the operating period can be calculated by evaluation against the B10 curves with the 

recursive approach explained in Figure 4.13 and section 4.3. The lifetime consumption, for 

operation of 50 minutes, is 3.5x10-6 (% of B10 lifetime) for the MSC diode and 0.1x10-6 (%) 

for the GSC diode. For an evident comparison, the lifetime consumptions for the diode and 

IGBT for GSC and MSC are shown in the bar plot in Figure 4.23.  

 

Figure 4.18: Wind Speed Profile 

 

Figure 4.19: MSC diode and IGBT junction temperature variation 
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Figure 4.20: GSC diode and IGBT junction temperature variation 

 

Figure 4.21: 3D Histogram of counted cycles against cycle range in °C and cycle mean 

temperature in °C for diode of MSC operating for 50 minutes with wind profile shown in Figure 

4.18. 
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Figure 4.22: 3D Histogram of counted cycles against cycle range in °C and cycle mean 

temperature in °C for IGBT of GSC operating for 50 minutes with wind profile shown in Figure 

4.18. 

 

Figure 4.23: Lifetime consumption of MSC and GSC devices for the considered 50 minute 

operating period 

The largest converter temperature cycling (with largest ΔT) in an operation with 

variable wind profile input comes from the change in wind speed and the consequential 

change in output power of the WT. There is a large difference in lifetime consumption 

between the variable-wind and steady-state analysis which is due to the disproportionate 

effect of cycles that have a large range ΔT – even though they are just a few in number, 
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their lifetime consumption effect can outweigh the effect of thousands of small cycles. This 

effect is described by the logarithmic shape of the B10 curves. Furthermore, this effect has 

an explanation and comes from the physics of failure, where for very small temperature 

cycling, the thermomechanical expansion effect is not only so small that it can be 

neglected, but also it is likely to be mostly elastic and not contribute at all to accumulated 

wear-out and aging.  

4.6 Summary 

This chapter describes in detail the second and third layers of the lifetime estimation 

methodology: the layer containing the losses and thermal models, and the layer 

undertaking the lifetime evaluation. The nature of the considered failure mechanism and 

the resulting failure mode bond wire lift-off was described. The analytical equations to 

estimate the conduction and switching (reverse recovery) losses as well as the construction 

of the thermal network from the datasheet information were described.  The method of 

evaluating the consumed lifetime using counted junction temperature cycles and B10 

lifetime strength information was described.  

Thermal stress and lifetime were evaluated for steady-state operation for different 

constant speeds of the input wind profile. Finally, thermal stress and lifetime was evaluated 

for a variable (realistic) wind profile input. One conclusion observed from the simulations 

is that the thermal stress and lifetime consumption is much higher on the MSC than the 

GSC. 
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5 Lifetime Evaluation of the WT Converter Considering 

Control Transients and Grid Requirements 

In this chapter, the methodology for evaluation of thermal stress and lifetime 

consumption is applied to compare the impact of different control scenarios of the WT 

generator and the MSC and GSC converters. This comparison is undertaken using a high 

resolution wind profile input for the WT operational model. The results of the comparison 

show valuable information on the aspects that cause the most thermal stress and lifetime 

consumption on the converter. One of the main conclusions coming from the comparison is 

that dynamic transients related to the wind profile input and wind turbine operation, can 

highly affect the converter lifetime, and therefore have to be accounted for in lifetime 

prediction models in order to have useful and accurate lifetime assessment.  

5.1 WT MPPT Torque Control  

 

Figure 5.1: Typical WT power curve 

The WT power curve can be divided in different regions of operation and is shown in 

Figure 5.1, where Vmin is the cut-in wind speed, VN is the rated speed, and Vmax is the cut-

off speed. The WT is normally turned off for speeds below Vmin and above Vmax while it is 

operated at a constant power output in the Power Limiting region above VN. In the second 

region, between Vmin and VN the so-called Maximum Power Point Tracking (MPPT) 

control is applied for most efficient power conversion from the wind. In this chapter are 

compared the lifetime consumptions and thermal stress effect of three different designs of 

P
o

w
e

r 
(W

)

MPPT Power Limiting 

Transition
Rated Power

Vmin VmaxVN



Lifetime Evaluation of the WT Converter Considering Control Transients and Grid Requirements 

114 

 

this MPPT control, which are shown in Figure 5.2. Each of the three controls is described 

in the next few subsections. These three controls have been chosen given that they are 

some of the most widely used for WT MPPT application in the literature and in industry 

[92], [128].  

 

Figure 5.2: MPPT control strategies 

PMSG

si sv

=

m

PI

*

m
*

qiwv

tsrK

m

Current 

Loop

PMSG 

Model

WT 

Drivetrain 

eT
mechT

qi

optK2u

m

Current 

Loop

*

eT *

qi PMSG 

Model
Tk WT 

Drivetrain 

eT
mechT

qi

 
PI

*

m
*

qiwv

tsrK

m

Current 

Loop

PMSG 

Model

WT 

Drivetrain 

eT
qi

Gain 

Scheduling

Tk

*

eT

wv

mechT

1. Optimal Torque Control (OTC)

3. Optimal Tip-Speed Ratio Control (OTSR)

2. OTSR (NREL)

+

+
 



Lifetime Evaluation of the WT Converter Considering Control Transients and Grid Requirements 

115 

 

5.1.1 Optimal Torque Control 

This is the control proposed in the original NREL publication from where the WT that 

has been applied in this thesis was adapted [92]. It is called Optimal Torque Control (OTC) 

and this optimal torque is realised using an effective control which adjusts the electrical 

torque reference depending on the measured mechanical speed of the WT rotor. The 

relationship between the two quantities is derived from the aerodynamic torque equation 

and is given in (5.1) and (5.2). The OTC state feedback block diagram as applied here is 

shown as the first option in Figure 5.2.  
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e opt gT K      (5.1)   
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    (5.2) 

This OTC works in a way that the reference electrical torque is set to be equal to the 

calculated mechanical torque of the turbine as the measured rotor speed changes. Given 

that the electrical and mechanical torque are set to be equal and counteract each other, 

according to the swing equation (5.3) - (5.5), these torques balance each other at the shaft 

and steady-state is achieved. The rotor speed is measured and acts as a feedback loop to 

reach steady-state and cancel any mismatch between the calculated electrical torque and 

the mechanical torque of the turbine resulting from the wind input. 
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The problem with this OTC control is that there is no flexibility in controlling the 

response characteristics of the WT which depend on the drivetrain inertia. Additionally, in 

practice Kopt cannot be calculated with total accuracy so there can be a significant error in 

the maximum power point tracking.  
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5.1.2 Optimal Tip Speed Ratio (NREL version) 

In another publication [128], several years later after the first one, NREL suggested an 

improved OTSR control for their baseline 5 MW turbine, in order to match with more 

modern requirements and industry standards. This updated control tracks the maximum 

power point curve by ensuring optimal tip-speed ratio and is shown as the second option in 

Figure 5.2. The measured feedback quantity of this control is the rotor mechanical speed – 

the same as in OTC. However, in this case there is also a control flexibility of this speed 

achieved by a PI controller in the loop. This controller adjusts the torque reference for the 

inner current loop according to the error between the reference rotor speed and the 

measured rotor speed of the mechanical shaft. The reference mechanical speed is 

calculated using the measured wind speed hitting the WT blades and the optimal tip-speed 

ratio given in equation (5.6). In this way, the tip-speed ratio is being held at its optimal 

value for any changing speed, and MPPT control is achieved. 
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    (5.6) 

For a more advanced PI control implementation, NREL have applied gain scheduling 

for the controller, to ensure the desired response is consistent at any input wind speed. For 

calculation of the gain scheduling dependence, advanced simulations using NREL’s 

OpenFAST aero-hydro-servo-elastic software [129] have been run. This dependence has 

been provided for users to apply the gain scheduling using analytical expressions. Here we 

have applied the gain scheduling and the PI control with response characteristics 

corresponding to a bandwidth frequency f = 0.05 Hz and a damping factor of ζ = 1.  

5.1.3 Optimal Tip-Speed Ratio Control (OTSR) 

This is a version of the OTSR control which can be applied by using second order 

approximation and no gain scheduling. It is essentially a less complex version of the NREL 

OTSR and its design is shown as the 3rd option in Figure 5.2 [130]. The transfer function 

and the expressions for calculating the Ki and Kp parameters are given in (5.7) to (5.9), 

while their derivation is given in Appendix 9.4.  
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5.2 Response of the Three Controls 

Both OTSR controls were tuned to a matching bandwidth f = 0.05 Hz and damping 

factor ζ = 1 . The OTC transient response is governed by the drivetrain inertia and is not 

controllable. The response of the three controls, for a step change of WT wind speed input 

from 9 to 10 m/s is shown in Figure 5.3. Please note that the OTSR controls have been 

tuned to respond quicker than the OTC and when imposing this quick change in rotor 

speed, there is a transient decrease in the electromagnetic torque of the generator (which is 

breaking torque). 

In Figure 5.3 can be noticed that the OTC controlled WT responds to the wind change 

more slowly than the other two OTSR controls. The steady-state is reached roughly at the 

same time because it is led by the system intertias. However, OTSR controls get close 

(> 90 %) to the final steady-state value more quickly than the OTC, according to their 

tuned response time. This shorter response time comes with a certain overshoot in rotor 

speed. More importantly, the quicker response is on account of having a larger torque 

swing manifested in the shaft, as seen in Figure 5.3. This large torque swing can potentially 

be problematic and undesirable for the reliability of the mechanical drivetrain, so further 

adjustments and tuning might be needed, but they are outside the focus of the work here.  
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Figure 5.3: Generator speed step response for wind speed change of 9 to 10 m/s for the three 

different MPPT control implementations 

5.3 Variable Wind Profile and Different Generator Control 

A more realistic operation scenario is taken into consideration if the WT model is 

simulated with a highly variable wind speed input. The used wind profile (1 hour) is shown 

in Figure 5.4 and is a time-series 1-second resolution data which has been measured at an 

offshore wind turbine site in the UK. The change in generator electrical speed in this one 

hour operation for the three control strategies explained in the previous subsection, OTC, 

OTSR-NREL, and OTSR, is shown in Figure 5.5. The change of some operational 

quantities including collective pitch of the turbine blades, generator electrical speed, and 

generator electrical power, are shown in Figure 5.6 (for a clarity, focused to only 30s).  
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Figure 5.4: Highly variable wind profile in an offshore site in the UK (November 2018) 

 
Figure 5.5: Generator speed change for the variable wind profile. 
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Figure 5.6: Wind turbine response for the variable wind profile (magnified to show 30s for 

clarity) 
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Figure 5.7: MSC diode and IGBT junction temperature variation for OTC control 

5.4.1 Comparison of Thermal Stress Using Counted Junction Temperature Cycles 

For the case study in this chapter, a range of comparisons can be made, for 

combinations between the three different controls, the MSC or GSC, and the diode and 

IGBT chips. The number of such combinations to compare can be high, thus the most 

interesting comparisons out of which useful conclusions can be drawn are shown and 

discussed in this subsection. The comparisons are made by showing histograms of the 

counted cycles which represent the accumulated thermal stress on the diode and IGBT 

chips and hence on the bond-wire.   

In Figure 5.8 is shown the comparison of counted thermal cycles between the diode of 

GSC and MSC, when the WT generator is controlled with OTSR method. It is clear that 

over almost all the spectrum of temperature range, the MSC diode is more thermally 

stressed and has cycles with larger temperature swing. This conclusion coincides with the 

observations made in steady-state analysis in chapter 4. The AC frequency cycles – that are 

present both in steady-state and variable wind (transient) operation – will be concentrated 

around the two histogram peaks and their distribution in the histogram changes only 

marginally with changing wind input (shown in Chapter 4 and in Figure 4.16 and Figure 

4.17). It is evident in Figure 5.8 that a large portion of the difference in thermal stress 

between the MSC and GSC is because of cycles that are outside of that AC frequency 

cycling. Even though the highest number of cycles (the histogram peaks) are AC cycles 

and outnumber by a large extent the other cycles, because of the non-linearity of the 
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phenomenon, even a few cycles with significantly larger temperature range (to the right of 

the histogram peak), outweigh the lifetime impact of tens of thousands of cycles with 

lower amplitude [131]. This is because a large portion of the thermo-mechanical effect of 

these small cycles is elastic, therefore the accumulated degradation (plastic part) of the 

bond-wire connection is minor [67]. 

 

Figure 5.8: OTSR, diode cycle count histogram GSC vs MSC (range) 

An additional parameter that impacts the stress apart from the swing range, is the mean 

temperature of the counted cycles. The histograms of the counted cycles against their mean 

temperature for the same GSC vs MSC comparison from Figure 5.8 are shown in Figure 

5.9. It can be seen that even on this basis, the MSC diode cycles have a larger mean 

temperature. In essence, as seen from the shift of the whole histogram compared to the 

GSC, this mean temperature difference is reflected in the same way for all the cycles and 

can also be recognized from observing the steady state cycling only. However, in Figure 

5.9 is also apparent the large difference in total number of cycles between the GSC and the 

MSC, where the former has a substantially larger number of counted cycles, mainly 

because the AC grid frequency is more than two times larger than the rated frequency of 

the generator stator current.   
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Figure 5.9: OTSR, diode cycle count histogram GSC vs MSC (mean) 

Another comparison that is interesting to be shown using the cycle histograms is 

between two different control strategies. In Figure 5.10 and Figure 5.11 are shown 

histogram comparisons (cycle range and mean respectively) between OTC and OTSR 

control for MSC diode junction cycles. In Figure 5.10, first it can be seen that there is a 

significant overlap at the range of cycles where the AC frequency cycling is concentrated – 

at and around the peak of the histograms at 8 °C. The overlap of these cycles is because 

they are barely affected by the change in the torque control of the generator, and these 

cycles are dependent mainly from the AC frequency and the transfer of current between the 

IGBT and antiparallel diode, which remain unchanged. 

Another aspect that requires attention in the comparison in Figure 5.10 between the 

OTC and OTSR, is the fact that these controls differ only in the transient response, while in 

steady-state they are anticipated to reach the same value (see Figure 5.3). This observation 

gives two important suggestions: 

a) Any difference in thermal stress and lifetime that is observed in the control 

comparisons is because of the different transient response of these controls. 
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b) If the difference in a) is significant, then lifetime estimation methods need to 

find a way to take into consideration the transient operation of the system in 

order to be complete, accurate, and provide useful lifetime calculations.  

 

Figure 5.10: MSC, diode cycle range histogram OTC vs OTSR (range) 

 

Figure 5.11: MSC, diode cycle range histogram OTC vs OTSR (mean) 
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The difference between the OTC and OTSR thermal stress cycles as observed in Figure 

5.10 is substantial, with the exception of cycles with a range around the steady-state 

(histogram peaks) – how important this difference is will be evaluated more precisely 

using the lifetime consumption after which the significance of the difference and the 

suggestion b) from the paragraph above will be reviewed. 

Another difference that can be seen in Figure 5.10 is that for OTSR control there is a 

presence of some smaller cycles, down to 1 °C. This is because of the quicker response of 

the OTSR which can pick up some of the higher frequency changes in the wind input, 

while the slow response of the OTC filters out the same changes.  

For the same comparison from Figure 5.10, MSC diode OTC vs OTSR, in Figure 5.11 is 

shown the distribution of the counted cycles against their mean temperature. In this case, 

the distribution of the OTC and OTSR cycles against mean temperature in general is more 

similar, apart from some difference in the number of cycles in particular bins still being 

present. No obvious conclusion can be noticed in this comparison. 

It was identified from steady-state that the most stressed chip on the MSC side is the diode, 

while on the GSC it is the IGBT. Therefore, comparing the most thermally stressed chips 

from each converter is another comparison that can be of interest. Such a comparison is 

shown in Figure 5.12 and Figure 5.13 for the case of OTSR control. As expected, these 

histograms confirm that the MSC diode is more thermally stressed.  
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Figure 5.12: OTSR, cycle count histogram of most thermally stressed chips, GSC IGBT vs 

MSC Diode (range) 

 

Figure 5.13: OTSR, cycle count histogram of most thermally stressed chips, GSC IGBT vs 

MSC Diode (mean) 



Lifetime Evaluation of the WT Converter Considering Control Transients and Grid Requirements 

127 

 

5.4.2 Comparison of Estimated Lifetime Consumption 

The thermal stress in the previous sub-section was observed based on the histogram 

comparison of the counted cycles. However, while using such means of comparison, it is 

difficult to come to any quantitative lifetime evaluation of all considered scenarios. 

Therefore, adding the final layer of the lifetime evaluation method provides an opportunity 

for easier and more precise comparison.  

The estimated lifetime consumption for 50 minutes of operation with the highly variable 

wind profile and for the different chips and torque control strategies is shown in Figure 

5.14. The consumed lifetime is shown in percent of nominal (B10) lifetime. Given that the 

operation is for only 50 minutes – limited by the computational burden of the detailed 

model – these lifetime calculations are more suitable if used as a proxy for comparing 

relative lifetime between each other, rather than to assess the absolute lifetime of the 

converter. The accurate absolute lifetime calculation would require consideration of other 

relevant aspects that come with analysing longer timeframes such as the seasonal change in 

mission profile. Additionally, the relative comparison means useful conclusions can be 

made from the comparison regardless of any bias or inaccuracy of the lifetime calculation 

because of scarcity of data and information.  

      

Figure 5.14: Comparison of the lifetime consumption of both chips in MSC and GSC and for 

all three different controls (for operation of 50mins) 

From the overall observation of the calculated lifetimes in Figure 5.14 can be seen that 

when translated to lifetime consumption, the difference in thermal stress that was observed 

qualitatively previously, is translated in the MSC having more than 10 times larger lifetime 

consumption than the GSC. The MSC diode is still the most stressed chip, especially in the 

NREL and OTSR controls.  
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Another interesting factor is the difference in lifetime consumption between the 

different controls. The lifetime difference for the MSC diode between operations with 

OTC and the other two OTSR controls is almost 100%. This large difference is interesting 

because the controls differ only in terms of their transients, and have the same steady-state 

output. Normally, lifetime estimation models have modelled the WT operation with a high 

degree of approximation, and do not take into account these transient control aspects at all. 

For improving the accuracy of the lifetime evaluation based on thermal cycling, 

suggestions such as more detailed thermal networks have been considered [75]. However, 

as seen from the results here the WT operational aspects and transients resulting from the 

control design have a large impact, and their omission can mean a large over- or under-

estimation of the lifetime. Therefore, large improvements of converter lifetime models can 

be made while focusing on the first layer (WT model) of the approach and while paying 

attention to prioritise the most important factors, including the transients.  

5.5 Lifetime Evaluation with Reactive Power Control of Grid Side Converter 

Depending on the configuration and the requirements of the wind farm, there may be 

additional factors affecting the operation of the GSC as well as the WT integration to the 

grid. In the results in the previous subsection, the grid model was assumed to be ‘stiff’ with 

unchanging voltage and frequency and no additional requirement of reactive power or 

frequency support from the WT was needed. This scenario might represent an offshore 

wind farm where the wind farm array voltage is regulated by the offshore MMC HVDC 

converter. However, depending on the configuration and wind farm layout, it is not 

uncommon for the WF operators to demand additional requirements from WTs, such as 

reactive power compensation [132]. Additionally, it is highly likely that the WTs would 

need to provide reactive power for the wind farm array. In this subsection is discussed how 

this additional requirement of reactive power can affect the thermal stress and lifetime of 

the converter. 

In the previous analysis in this chapter the operation was with no reactive power 

transfer between the grid and the inverter (GSC). The phasor diagram for that operation is 

shown in Figure 5.15 a), where unity power factor connection with grid is realized i.e.  

cos θ = 1, where θ is the angle between grid voltage VG and the current flowing to the grid 

IG. In this sub-section, the other scenarios with reactive power flow between the GSC and 
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the grid are considered. The corresponding phasor diagrams for these cases are shown in 

Figure 5.15 b) and c), for reactive power flow from inverter to the grid and from the grid to 

the inverter, respectively. Vinv is the voltage at the inverter terminals, VL is the voltage drop 

across the inductance element L which represents the total inductance of the connection 

between the inverter and the grid, VG is the grid voltage, δ is the angle between Vinv and VG, 

IG is the current flowing between the inverter and the grid, IP is the component of the grid 

current IG that is in phase with VG, and IQ is the component of the grid current that lags the 

grid current by 90 degrees. Component IQ of the current is responsible for the reactive 

power in the system. If IQ is lagging VG and IP by 90 degrees as in Figure 5.15 b), the 

reactive power is positive flowing from the GSC to grid and |Vinv| > |VG|; while, when IQ is 

leading VG and IP by 90 degrees as in Figure 5.15 c), then reactive power is flowing from 

the grid to the inverter and |Vinv| < |VG|.  

 

Figure 5.15: Phasor diagram of GSC operation for a) No reactive power flow; b) Reactive 

power injection to grid from inverter; c) Reactive power consumption from grid to inverter 

As seen from the phasor diagrams, the flow of reactive power, compared to no reactive 

power operation, means a phase shift as well as an increase in magnitude for the resulting 

current flowing through the converter to the grid. This change for the current IG is directly 
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reflected in the losses and the temperature cycling of the converter IGBT phase modules, 

which is the focus of interest of this study.  

 

Figure 5.16: Junction temperature change of GSC IGBT for variable wind operation. At t = 

800s step increase from zero to ±0.25 pu of reactive power transfer between GSC and grid 

In Figure 5.16 is shown the GSC IGBT junction temperature cycling when reactive 

power of 0.25 pu is injected/consumed to/from grid, starting from t = 800s – additional to 

the previously observed scenario with no reactive power consumption. From Figure 5.16 a) 

a)

b)
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can be seen how after the change in reactive power t = 800 s, the average junction 

temperature of the IGBT increases compared to the case with Q = 0. This increase is due to 

the increase in magnitude of the current. We are considering two cases with a positive and 

negative reactive power injection of equal magnitude 0.25 pu. The reactive power values 

of +/- 0.25 pu, which correspond to a power factor of around 0.97 for rated WT active 

power generation, were chosen arbitrarily; but represent an order of magnitude of reactive 

power capability that is expected from commercial wind turbines [50].  The effect of both 

these cases on the magnitude of the resulting current is effectively the same, therefore the 

increase in the average cycling temperature in Figure 5.16 is effectively the same when the 

GSC is injecting and consuming reactive power – this is more clear in the magnified plot in 

b), where it is apparent that the blue and yellow waveforms cycle around the same mean 

temperature. This suggests that as far as the average temperature rise in the thermal loading 

of the converter is concerned, only the magnitude – which contributes to an increase of the 

total conducted current through the converter – is significant, and not the direction of the 

reactive power. In general, the direction may be significant for converter losses at higher 

reactive power flows and for other network impedances, since the inverter voltage varies 

slightly with reactive power direction and this can have an impact on current and losses. 

The case here however suggests that this effect may be moderate.  

In Figure 5.15 is also illustrated the other effect of the reactive power: the resulting 

phase shift of the current as a consequence of the increased reactive power flow. In this 

case the direction of the reactive power is important as seen from comparing phasor 

diagrams in Figure 5.15 b) and c). In these phasors, a positive flow of reactive power Q 

(and current IQ+ contributing to positive reactive power) is defined from the GSC to the 

grid, while negative Q is from grid to GSC. With these assumed directions, a positive 

reactive power flow makes the current IG lag behind the voltage output of GSC (inductive 

mode), while a negative power flow makes IG lead Vinv (capacitive mode). It should be 

noted here that for option a) in Figure 5.15, the GSC is still operating marginally in 

inductive mode to supply for the low voltage drop VL across the connecting inductance 

while unity power factor (cos θ = 1) of the grid connection is enabled. The phase shift in 

the current is directly reflected in the conduction of the IGBT and the diode in a phase 

module, and consequently in the thermal loading and junction temperature. This effect can 

be clearly seen in Figure 5.16 b), where corresponding to the phasor diagrams from  Figure 
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5.15, the junction temperature cycling accordingly has a leading or lagging phase 

compared to the case with Q = 0, depending on the direction of the reactive power flow.  

From the discussion and observation of the temperature cycling waveform was seen that 

the difference between the cases with inductive and capacitive reactive power transfer was 

a phase shift of the cycling waveform which corresponds to the phase shift in the current at 

the considered phase leg of the converter. Other characteristics of interest, including the 

rise in average temperature as well as the range of the temperature cycling seemed 

identical between the inductive and capacitive mode. This similarity of the average 

temperature and the range of cycles can be confirmed by applying the rain-flow algorithm. 

This comparison has been undertaken and the resulting range and mean cycle histograms 

have been confirmed to be matching – shown in Appendix 9.5. Thus, in Figure 5.17 and 

Figure 5.18 is shown the comparison between the scenarios with Q = 0 and Q = + 0.25 pu, 

keeping in mind that the histograms of the latter are identical with the Q = - 0.25 pu 

scenario.  

The histograms in Figure 5.17 show that the reactive power flow contribution to the 

change in temperature cycles of AC frequency (around histogram peak of 5 °C) is 

insignificant. However, in the histogram comparison can be seen that a noticeable 

difference is present in the other cycles, mainly with a larger range. According to the 

results, when there is a reactive power flow of 0.25 pu from the GSC to the grid, the range 

of the large temperature cycles in the IGBT is lower than in the case of unity power factor 

operation. These larger cycles are mostly a result of the wind input change and the 

fluctuation of the real power generated from the WT. The constant reactive power output 

of 0.25 pu that is added contributes to a share of the total converter power loading which is 

reflected to losses and thermal loading for the IGBT module. Therefore, the fluctuation of 

the active power resulting from the wind change becomes a lesser share of the total power 

module thermal loading compared to the scenario with cos θ = 1. For this reason, the same 

real power fluctuation coming from the WT generator, results in smaller temperature 

swings of the IGBT power module when there is an additional supply of reactive power.  

From the histograms in Figure 5.18 can be confirmed the observation that although the 

reactive power transfer diminishes the range of the thermal cycles, it increases the absolute 

average junction temperature of the observed cycling. This increase is consistent for all 
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cycles including the smaller AC frequency cycles (peak of histogram) – different from the 

comparison of cycling range where these cycles did not encounter much difference 

compared to Q = 0 operation.  

 

Figure 5.17: Cycle count histogram of GSC IGBT OTSR: comparison between Q = 0 (unity 

power factor) and Q = 0.25 pu (lagging power factor) operation (range) 

 

Figure 5.18: Cycle count histogram of GSC IGBT OTSR: comparison between Q = 0 (unity 

power factor) and Q = 0.25 pu (lagging power factor) operation (mean) 
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Finally, the comparison between the basic cos θ = 1 and the other two scenarios with a 

leading and lagging power factor can be undertaken in terms of consumed lifetime. The 

results of the GSC IGBT lifetime for the considered 50 minutes operation with highly 

variable wind profile and when the WT is controlled using the OTSR control are plotted in 

Figure 5.19. These results confirm the previous conclusions made from observing the 

temperature cycling and the thermal stress, where because of the effect that reactive power 

transfer has on reducing the range ΔT of the larger cycles, it results in less aging and 

fatigue of the IGBT module. This is true even though there is an increase in the absolute 

value of IGBT losses and mean junction temperature Tm, since ΔT has a larger effect on 

degradation than Tm. The direction of the reactive power flow makes no significant 

difference in consumed lifetime. 

 

Figure 5.19: Lifetime consumption comparison – reactive power flow for OTSR GSC IGBT 

5.6 Summary 

In this chapter the thermal stress and lifetime estimation methodology developed in 

previous chapters was applied to a range of scenarios with different control setup when the 

WT is operating under variable mission profile. Initially, the lifetime evaluation 

methodology was applied to assess the difference in thermal loading and lifetime 

consumption between three different control strategies of the WT generator. An optimal 

torque control (OTC) strategy which proportionally adjusts the rotor torque for changing 

shaft speed was compared against two other more complicated optimal tip speed ratio 

(OTSR) methods which apply PI feedback control and can be tuned for quicker response. 
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After applying the complete methodology it was observed that in terms of converter 

reliability, the smoother OTC control is the most optimal design choice and best control 

option.  It was also observed that the calculated thermal stress and lifetime consumption 

can have a substantial difference when two controls with different transient response 

characteristics are compared. This large difference suggests that transient cycling has a 

significant effect on the lifetime consumption. However, it should be additionally noted 

that the OTSR methods could be tuned to have a slower response which would be closer to 

that of the OTC – such an analysis additionally depends on other drivetrain design choices 

and could be further investigated. It was concluded that in order to provide useful and 

accurate assessment, lifetime evaluation models need to include higher detail in the WT 

operational side and account for the operational transients.  

Finally, additional to the comparison between different control methods on the 

generator side of the WT, the effect of the reactive power control for the grid side 

converter on the converter lifetime consumption and thermal stress was also considered 

and simulated. It was observed that reactive power flow, regardless of the direction, can 

reduce the range of the thermal cycles which are a consequence of the real power 

fluctuation, and therefore the resulting lifetime consumption is also reduced. Adding 

reactive power injection or consumption however increases the absolute (average) junction 

temperature, so attention needs to be paid to not thermally overload the converter above 

the maximally allowed junction temperature.  
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6 Model Order Reduction: Converter Lifetime Estimation 

for Longer WT Operation Periods 

In the previous chapters a detailed methodology for evaluation of lifetime consumption 

in IGBT modules in WT converters was developed. Various analyses were undertaken 

using this model. A detailed mission profile was used to define the WT operation in the 

analysed cases. The high level of detail that was included, allowed changes and transients 

of different frequency and magnitude to be observed. This established an approach that 

allows modelling the failure mechanism of interest while evaluating a wider range of 

factors which may affect the thermal degradation of IGBT modules. However, one 

downside of the highly detailed analysis is the difficulty of implementation and the 

computational burden of the simulation model which limits the practical time-length of the 

WT operation (wind speed profile) that can be analysed.   

In order to reduce the computational burden and the complexity of the simulation 

model, an optimisation of the simulation and a model order reduction approach are 

necessary. Reducing the computational complexity in the simulation built in this thesis is 

necessary for running the lifetime analysis for longer WT operational time. Additionally, if 

the methodology would operate in real time as a digital twin concept of the WT, the 

computational cost needs to be most optimal. The possibilities of undertaking this model 

order reduction at different parts of the lifetime estimation methodology are considered in 

this chapter. A further reason for simplifying the methodology, is to make the model more 

convenient to parametrise and apply in different operational WTs. Different options for the 

model simplification are first discussed below. Then the lifetime consumption and 

accuracy for a number of reduced models based on these options is assessed. In the end, for 

a chosen reduced model which has an acceptable accuracy, the lifetime consumption 

analysis is undertaken for a longer WT operating period: a 24 hour period of measured 

wind speed data at a UK offshore site.  

6.1 Contribution of Different Cycles to Total Consumed Lifetime  

For one of the torque control strategies considered in Chapter 5 (NREL control), the 

junction temperature cycles in the MSC Diode for one hour operation (as analysed in 
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Chapter 5) are shown in Figure 6.1. The contribution to the lifetime consumption that was 

caused by these cycles is shown in Figure 6.2 and Figure 6.3. The distribution of the 

percentage of consumed lifetime that is contributed by cycles with different ranges and 

different average temperatures is depicted. It can be observed that the lifetime effect of the 

cycles of different range ΔT is not distributed proportionally to the absolute number of 

observed cycles: a small number of cycles which have a larger ΔT contribute to a 

disproportionally larger amount of lifetime consumption compared to the much larger 

number of cycles with a lower ΔT [131].  

 

Figure 6.1: Histogram of counted cycles against cycle temperature range ΔT and mean Tm 
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Figure 6.2: Histogram showing the lifetime consumption contribution by the cycles with 

different ΔT and Tm. 

    

Figure 6.3: Cumulative lifetime contribution of cycles with different ΔT (left) and Tm (right) 

From Figure 6.2 can be seen that for the analysed period, the lifetime is dominated by 

two bins of the histogram, with a certain temperature range ΔT and temperature mean Tm. 

Thus, the major contributors (cycles) to the shown (specific) lifetime consumption can be 

visually identified in the results of the analysis given through the histogram representation. 

And if the effect of the other ‘minor’ cycles is subtracted, the calculated lifetime would 

still be within a reasonable accuracy for the intended study. However, running the full 

detailed analysis and then ignoring part of the results is not really beneficial from a 

modelling point of view and does not give any reduction of the complexity or effort.  

It would be beneficial if we could simplify the actual WT and the thermal model 

(Chapters 3 and 4 respectively) so that the cycles that dominate in the contribution to the 

total lifetime consumption are simulated or closely approximated while the others are not. 

This would have been a more straightforward task if each of the produced cycles seen in 

the histogram Figure 6.1, could be linked to a particular dynamic of the WT and converter 

model. This is frequently undertaken is other systems where a particular effect is due to a 

specific frequency range. However, this is not the case here where lifetime is produced by 

a large temperature change which is not necessarily part of a cyclic phenomenon. In the 

case examined in the WT every produced cycle in the junction temperature of the chips is a 

result of the interaction of all included factors starting from the wind profile up to and 

including the details in the loss calculation of the semiconductor devices. Therefore, the 

model order reduction needs to be done much more carefully and by undertaking a 
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thorough analysis before adding an acceptable degree of approximation for the simulated 

dynamics.  

For the sake of simplification, the condensed analysis in the rest of this chapter is 

reduced to analysing the MSC only. This simplification is done given that in all of the 

analyses in the previous chapters, it was shown that the MSC is more thermally stressed 

than the GSC – therefore it is reasonably prioritized as an indicator for the thermal 

degradation of the entire converter.  

It is expected that any simplification and reduction on the WT and converter thermal 

models, will result in a change on the simulated thermal stress of the IGBT module and 

therefore the final result of the methodology i.e. the calculated lifetime. The goal of this 

chapter is to consider how much of this reduction and simplification of the model can be 

made without getting results that are too inconsistent or have a large error compared to the 

most detailed model that was applied in the previous chapters. The actual purpose in doing 

this is to be able to simulate WT operation for a longer time period in which the converter 

lifetime will be evaluated with optimal processing capability and memory.  

6.2 Complexity and Detail of the Converter Losses and Thermal Model 

6.2.1 Losses and Temperature Simulation – Average and Instantaneous Losses 

As explained in previous chapters, correctly building and applying the losses model 

using the equations requires attention to the VSC operation, starting from the current 

directions and the duty ratio variation. In Chapter 4, the loss equations for the diode and 

the IGBT were derived. The instantaneous losses were calculated (equation (6.1) for 

conduction losses). From the instantaneous losses, and while considering the operational 

properties of the VSC, the expression for the average losses was also derived as in (6.2). 

The equations for averaged losses are averaged over one AC cycle of conduction. A 

similar expression is derived for the average switching losses as given in (6.3). 
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Figure 6.4: Inverter operation IGBT losses 

 

Figure 6.5: Inverter operation IGBT junction temperature 

In a time-series simulation, these two different analytical models for instantaneous and 

average losses give the results shown in Figure 6.4, where the IGBT total (conduction + 

switching) losses are shown for the inverter operation: the red waveform is the 

instantaneous calculated losses, while the green waveform are the average losses calculated 
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using (6.2) and (6.3). The corresponding junction temperature waveforms simulated using 

these losses are shown in Figure 6.5.  

The averaged losses appear convenient because of their simpler calculation. They 

completely ignore the direction of current and the cycling change of losses coming from 

the change of conduction between the diode and IGBT. As a result, when average losses 

are used to simulate the junction temperature, the AC frequency cycling is completely 

filtered out as shown in Figure 6.5 green waveform. If this meant that only the AC 

frequency cycles were ignored in the evaluation, the effect on lifetime calculation (for the 

converter design here) would have been minor – as seen in the analysis in other chapters, 

these do not cause a significant part of the damage. However, such averaging of losses also 

results in a reduction of the magnitude of the other temperature swings that are a product of 

the simulated dynamic transients during WT operation. In some way using the average 

losses reduces the resolution with which the losses variation is modelled, and therefore 

some of the transients are missed or inaccurately modelled. And these transients can be 

large and are responsible for most of the lifetime damage. 

One way to modify the average losses for enabling to simulate the fast frequency 

junction temperature cycling has been suggested in [133] and [123], with the modified 

average losses. These losses were also included in Figure 6.4 and their resulting junction 

temperature in Figure 6.5, with the blue waveform, annotated as ‘Modified average’ losses. 

They are named as ‘modified’ compared to the average losses, because of how they 

account for the time (percentage of the full AC period) of conduction for the particular 

IGBT (or diode) switch: they have a value of zero when the current through the IGBT is 

zero and is flowing through the antiparallel diode (or lower IGBT); and a value of two 

times the average losses (2 × 𝑃𝑎𝑣𝑔) for the instants when the particular IGBT is 

conducting. The simplification of the modified average losses compared to the 

instantaneous losses is that the modified average losses can be calculated knowing the AC 

waveform frequency and load power factor, and not the actual waveforms for the current 

and the duty ratio. The simplification is more significant if the AC frequency is fairly 

constant, such as the case for the GSC in our system. The same method can be applied for 

the antiparallel diode accounting for the complementary conduction i.e. in the other part of 

the waveform period when the current flows the other direction. 
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If the different losses representation are used as the heat source generator in the thermal 

network (Figure 6.6), a thermal change with different dynamics is simulated as shown in 

Figure 6.5. Again it can be noted that applying the average analytical loss model for the 

device provides a junction temperature calculation (green waveform) which reduces the 

accuracy while completely ignoring the AC frequency cycling of the junction temperature. 

This cycling can be of interest in some analysis, such as when assessing the reliability and 

thermal fatigue of the semiconductor module. Meanwhile, the junction temperature cycling 

that is simulated using the modified average losses, closely and acceptably matches the 

cycling simulated by the most detailed (instantaneous) model, and could possibly be used 

to create a less detailed representation that satisfies the requirements for the intended 

analysis.   

The crucial aspect to notice is that the model reduction that results when applying the 

averaged and modified average losses in the lifetime calculation methodology is not very 

beneficial for the time-series simulation used in the lifetime estimation approach. This is 

because simulating the full time-series temperature change is necessary for observing the 

thermal cycling. The modified average losses as a calculation are simpler for 

implementation but do not really reduce the computational complexity since all the current 

and voltage waveform parameters are still needed (amplitude, frequency, modulation 

index, power factor). The average losses are analytically simpler but significantly reduce 

the accuracy of the calculation as it will be seen later in this chapter when comparing the 

lifetime results. Therefore, although when the goal is calculation of losses, the average and 

modified average loss calculations from the provided references can offer a level of 

simplification, for the thermal stress and lifetime calculation methodology as developed 

here they do not offer a worthwhile improvement in the simulation, when compared to 

applying the full instantaneous losses calculation.  
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6.2.2 Model Order Reduction of the Thermal Network 

 

Figure 6.6: Cauer thermal network for a single-chip IGBT module connected to a heatsink 

The thermal network of the IGBT power module given in Figure 6.6 (explained in 

Chapter 4) can be represented as a two-input two-output Linear Time Invariant (LTI) 

system. The two inputs are the time-series values of losses in the IGBT and diode while the 

two outputs are the IGBT and diode junction temperatures. The matrix form equations that 

describe this system are given with (6.4). 

 
_ _11 12

_ _21 22

    
    
    

j diode loss diode

j IGBT loss IGBT

T PG G

T PG G
    (6.4) 

Where G12 and G21 are transfer functions of the form in (6.5) and G11 and G22 are of the 

form given in (6.6).  
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Alternatively to the transfer function, the system can be represented as state-space 

model or zero-pole-gain. The state space model is considered for the plant with seven (x) 

states, two (y) outputs, and two (u) inputs as shown in equation (6.7). Where values for A, 

B, C and D matrixes are given below in equations (6.8). 
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x Ax Bu

y Cx Du
     (6.7) 

The junction temperature simulation when running the SIMULINK model with the full 

thermal network from Figure 6.6 and with representation of the thermal network state-

space model from (6.7) has been compared. The response is identical for all frequencies, 

apart from a small difference which is likely coming from the rounding error of the 

parameters in the state-space matrices.  

The state-space or transfer function representations are reduced and more convenient to 

implement in the methodology than the full thermal network. Such representation is also 

convenient for transferring the simulation to other software that does not support thermal 

network analysis. Furthermore, having the system represented in a state-space 

mathematical form, allows for reducing the model to lower orders i.e. reducing the number 

of states which for the studied IGBT module is seven (x1 to x7). Seven states are linked to 

the seven pairs of thermal resistance and capacitance elements in the thermal network as 

depicted from X1 to X7 in Figure 6.6.  
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The model order reduction is done using MATLAB control system tools. In this 

process, Hankel Singular Values which define the “energy” contained in each state of the 

system are used. The representation of the Hankel values for the seven state model is 

shown Figure 6.7. It can be seen that the absolute “energy” in the last two states is too 

small and negligible. The reduction of the state-space model has been made by eliminating 

two and four of the least dominant terms for deriving a five and a three order state-space 

system respectively. The comparison of thermal cycling with arbitrary periodic losses for 

the full network and the LTI system with seven, five and three states is shown in Figure 

6.8. From this can be seen that the reduced five order TF can represent the dynamic 

changes with high accuracy while the three order-system includes some inaccuracy, which 

for different frequencies and when calculating the lifetime, could be compounded to a large 

error. 

 

Figure 6.7: Hankel singular values for the full (seven state) state-space representation of the 

IGBT module thermal network 
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Figure 6.8: Thermal cycling with full network and seven, five, and three state-space model.  

(The full, seven, and five state traces are on top of each other) 

In Figure 6.8 the comparison for the isolated (without the mission profile defined by the 

WT) response of the different thermal network representations is shown. For a further 

analysis of the results, the scenario when the thermal network has as an input the losses 

defined by the mission profile of the WT system is also considered. The histograms of 

counted cycles for this scenario are shown in Figure 6.9 and Figure 6.10 where the state-

space models with seven and five states are compared. It can be seen that the counted 

cycles closely match.  

The seven and five state model represent the full thermal network with high accuracy, 

while the three states model ignores some of the cycles. The lifetime estimations 

corresponding to counted cycles in the histograms above are given in Figure 6.11. At this 

level, the TFs with reduced number of states do not offer reduced simulation speed 

compared to the seven state model. Nonetheless, the LTI transfer function system 

representation is a simplification in terms of ease of parametrization and compactness of 

the model as compared to the full thermal network representation. It should be noted that 

the thermal network for other IGBT modules might be represented with a higher number of 

thermal RC elements and therefore the resulting TF might have more than seven states. 
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Figure 6.9: Cycle range histogram comparison between seven and five state-space thermal 

model for OTSR controlled WT and for MSC diode junction temperature  

 

Figure 6.10: Cycle mean histogram comparison between seven and five state-space thermal 

model for OTSR controlled WT and for MSC diode junction temperature 
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Figure 6.11: Lifetime comparison between different state-space thermal models 

6.3 Fully Reduced WT Model – Look-up Table of Wind Speed vs Device Losses 

Part of the approach undertaken in this chapter is to simplify the WT operational layer 

as well as the converter thermal stress layer at the expense of not simulating some of the 

transients that are present in the fully-detailed approach. As an initial observation, let us 

look at the issue from the other end of the continuum, where the model is reduced by 

omitting almost all if its details that contribute to the simulation of the transients present in 

the full analysis. We can call this model a fully reduced WT operational model. The fully 

reduced model does not simulate the operational transients which were the primary focus 

in this thesis. Similar reduced models have been used in some of the other lifetime 

estimation approaches previously as was covered in the literature review in Chapter 2.  

The fully reduced model is shown in Figure 6.12 and uses a lookup table to relate the 

wind speed change to the power losses in the WT converter (and in the studied IGBT 

module). The lookup table was constructed using the fully detailed model from the 

previous chapter while running the WT in steady-state at different wind speed inputs. The 

lookup table dependency for the MSC and GSC is shown in Figure 6.13.  
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Figure 6.12: 'Fully reduced' lifetime estimation model 

 

Figure 6.13: Losses vs wind speed look-up table (steady state losses) 

When the fully reduced model is used to evaluate the lifetime consumption during WT 

operation with one hour of variable wind data, the counted thermal cycles compare to the 

full model as shown in Figure 6.14 and Figure 6.15. The fully-reduced (in the figures 

‘Simplified’) model is based on steady-state losses and does not account for whether 

OTSR or OTC torque control is applied for the generator. This makes it unable to account 

for the transients which were previously shown to be highly important. The comparison of 

the histograms of counted cycles between the fully-reduced and the full model where the 

OTSR control is applied confirms the large mismatch.  

The comparison can also be quantified in terms of consumed lifetime. This is shown in 

Figure 6.17, where the fully reduced model is annotated as ‘Reduced’ (equivalent to 

‘Simplified’ in Figure 6.14). It can be seen that the fully reduced model gives a lifetime 

underestimation of more than one order of magnitude.  
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Figure 6.14: Full model vs Fully Reduced (Simplified) 

 

Figure 6.15: Full model vs Fully Reduced (Simplified) 

Additionally Figure 6.17 gives the lifetime consumption for when average losses are 

used to model the thermal cycling. This is the modelling that was depicted with the green 

waveform in Figure 6.4 and Figure 6.5. If the WT is run with the full OTSR model and the 

same one hour wind profile, the temperature waveform difference between using the 

instantaneous and average losses is shown in Figure 6.16. This confirms that in addition to 

neglecting the steady-state high frequency cycles, using the average waveform also reduces 

the amplitude of the cycles that are registered for the temperature large swings. 

Consequently, the lifetime that would be modelled with the average losses as shown in 

Figure 6.17 is more than an order of magnitude underestimated.  
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Figure 6.16: Diode junction temperature simulated using instantaneous (full) versus 

averaged (reduced) model of losses for WT operation with a specific wind speed profile 

 

Figure 6.17: Lifetime for WT operation with a specific wind speed profile: comparison 

between the full simulated WT and converter operation (Full), the fully reduced model 

(Reduced), and the case where the WT operation is simulated fully but the losses are calculated 

using the averaged model (Av. Losses) 

6.4 Model Order Reduction of the Detailed WT Operational Model 

6.4.1 Converter Current Loop 

The fastest control loop in both the MSC and GSC models is the current loop, which is 

included for both the d and q axis currents. This loop for the MSC in the previous chapters 

was tuned to respond with a natural frequency (≈ bandwidth) of 10 Hz, while the GSC with 

450 Hz. Given the relatively high value of this bandwidth compared to the observed 

thermal cycling frequency in the converter module, some of the transients in this loop can 

be approximated without losing much of the useful information in the thermal model.  
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In Chapter 5 it was seen that the most important transients which cause the majority of 

the thermal stress are from the torque response and Maximum Power Point Tracking 

(MPPT) of the WT generator during wind speed changes. Relative to those dynamics, the 

current loop is fast enough (4-10 times faster) to not have any interference with the MPPT 

control and the WT power generation. As a consequence, the dynamics of the PI loop 

could be approximated (neglected) by assuming the current loop output perfectly tracks the 

input set-point (steady-state value) as shown in Figure 6.18. In other words we are 

assuming the fastest possible current controller, also known as ‘dead-beat’ controller from 

discrete time control theory. This is an approximation and ignores the fact that the current 

control loop has to be slower than the inner voltage synthesis loop.  

 

Figure 6.18: Dead-beat current control isq_set = isq  

If the current loops are neglected, then the current change is assumed to be 

instantaneous.  The full voltage equations can be written as in (6.9) and (6.10). 

e
sd s sd sd gen sq sq

sddi
v R i L L i

dt
         (6.9) 

sq e e
sq s sq sq gen sd sd gen PM

di
v R i L L i

dt
          (6.10) 
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Knowing that sd 0i  , (6.9) and (6.10) for steady-state when the derivative of current is 

zero, can be simplified to: 

 
e

sd gen sq sqv L i      (6.11) 

 
e

sq s sq gen PMv R i        (6.12) 

For the current control loops in Figure 6.18, when they are a part of the WT operational 

model and the step change is at the input wind speed (instead of the current set-point), 

there is an additional delay in transferring this wind speed change to the current loop. This 

delay comes from the turbine mechanics, inertia, as well as some sensor delays that have 

been included in the simulation as first order transfer functions. This means that the current 

set-point during WT operation varies depending on the dynamics of the WT response and 

the applied torque control of the generator. For Optimal Torque Control (OTC) (see 

Chapter 5), this change in set-point is limited by the slower dynamics of the WT and 

generator so that no transients of the current loop can be observed. In that case, the 

response between the PI controlled current and the simplified representation is identical.   

 

Figure 6.19: Comparison of voltage change between the full model with PI current loop (blue 

waveform) and the simplified model with dead-beat current loop (red waveform) 
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Figure 6.20: Comparison of q-axis current change between the full model with PI current 

loop (blue waveform) and the simplified model with dead-beat current loop (red waveform) 

The difference in simulated operation between the full and simplified current loop 

operation with OTSR control of the WT generator is shown in Figure 6.19 and Figure 6.20, 

where dq voltages and currents are shown respectively.  

The simplifications made so far allow for a faster and less computationally intensive 

simulation. First of all, in the most detailed model, the fastest loop was the inner current 

loop of the GSC with 450 Hz. In this chapter it was decided to focus the analysis on the 

MSC thermal stress where the fastest inner current loop has been tuned with a natural 

frequency (≈ bandwidth) of 10 Hz – an order of magnitude lower than the GSC. Just with 

this redefinition of the analysis, the simulation time step can be increased accordingly. 

In Figure 6.21 is shown the q-axis stator current in the WT and converter operational 

model for the fully-detailed (MSC) and the reduced (omitted current loop and increased 

time-step). This figure shows that the simulated current with a slightly simplified model is 

very close to the one simulated with the original full model. In the next sub-section, more 

such reduced models are analysed and evaluated in terms of simulation speed and 

accuracy. 
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Figure 6.21: Comparison of the current q-axis waveforms between the fully detailed model 

and a reduced model with no PI current loop and increased simulation time-step. 

6.5 Reduced Models 

Table 9 gives the features and simulation runtime for the full optimized model and 

eleven versions of simplified models. The simplified models are derived from the full case 

while changing some of the features as given in the table. The full optimized model was 

built using the original model used in previous chapters with some optimizations within the 

Simulink framework: simulating only the quantities of interest, not using MATLAB 

functions in the model, reducing the number of scopes, merging the WT operational and 

converter thermal models in a single simulation, and so on.  

In Table 9 the reduced models are named as SIMPLIFIED1 to SIMPLIFIED11. The 

features that are changed in each consecutive simplified model are annotated using orange 

font colour. The features that are included in Table 9 are (in order from left to right): type 

of solver, the explicitly entered maximum time-step of the simulation, the PI current loop 

(included or not), the sampling of the obtained junction temperature, the number of states 

in the state-space model representing the thermal network, the feedback of junction 
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temperature in the calculation of losses (included or not). The elapsed simulation time that 

each model takes to run thermal evaluation for one hour of WT operation with the same 

wind speed profile is given in the final column in Table 9.  

Table 9: Reduced models with their changed features and their impact in the runtime of 

simulating 1h of WT operation 

  FEATURES 

Model Solver Max 

Time 

Step 

PI 

Current 

Loop 

Tj Sampling 

(s) 

Thermal 

network  

# of states 

Losses Tj 

Feedback 

1h simulation 

runtime 

(average out 

of 3) 

FULL Optimised ODE45 1.0E-04 ✓ inherited (-1) 7 ✓ 7:49 min       

SIMPLIFIED1 ODE23t 1.0E-04 ✓ inherited (-1) 7 ✓ 9 min          ↗ 

SIMPLIFIED2 ODE45  1.0E-03 ✓ inherited (-1) 7 ✓ 3:13 min     ↘ 

SIMPLIFIED3 ODE45 1.0E-03 ✘ inherited (-1) 7 ✓ 3:08 min     ↘ 

SIMPLIFIED4 ODE45  1.0E-03 ✘ 0.01 7 ✓ 02:27 min   ↘ 

SIMPLIFIED5 ODE23t 1.0E-03 ✘ 0.01 7 ✓ 50 sec          ↘ 

SIMPLIFIED6 ODE23t 1.0E-03 ✘ 0.01 5 ✓ 9:16 min     ↗ 

SIMPLIFIED7 ODE23t  1.0E-03 ✘ 0.01 3 ✓ 7:42min      ↘ 

SIMPLIFIED8 ODE23t  1.0E-03 ✘ 0.01 7 ✘ 49 sec          ↘ 

SIMPLIFIED9 ODE23t  5.0E-03 ✘ 0.01 7 ✘ 33 sec          ↘ 

SIMPLIFIED10 ODE23t  1.0E-03 ✘ 0.1 7 ✓ 44 sec          ↘ 

SIMPLIFIED11 ODE23t  1.0E-03 ✘ 1 7 ✓ 43 sec          ↘ 

The different simplified models in Table 9 were chosen to represent different model 

order reduction stages that can be performed as identified when building the detailed 

simulation. The features of the PI current loop and the number of states of the thermal 

network were described in detail earlier in this chapter. The junction temperature sampling 

and the time step of the simulation are related to the resolution of the time-series solution. 

Depending on other features, the problem and the way that the simulation solver obtains 

the solution can be impacted. For this reason, when changing some of the features, the 

problem defined by the Ordinary Differential Equations (ODEs) can become stiff and then 

changing from a non-stiff solver (ODE45) to a stiff solver (ODE23t) could provide a more 

efficient simulation. 

The Diode MSC lifetime consumption for all the models of Table 9 has been calculated 

and shown in Table 10 where the simplified models are shortly annotated as S1 to S11. 

The ‘diode MSC’ lifetime consumption for 1 hour operation was evaluated using the 

lifetime estimation methodology and is shown in the ‘1 hour DIODE’ column. In the 
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second column this lifetime has been analytically extrapolated to the yearly consumed 

value – with the ambiguous assumption that the lifetime consumption would be the same 

for all the other hours of the year. In the third column is given the error in percent between 

the lifetime calculation for the simplified models and the FULL model (first row of the 

table). The 1 hour consumed lifetimes from Table 10 have been plotted in Figure 6.22. 

Table 10: Evaluated MSC lifetime consumption for the different models from Table 9 

running the WT simulation with a specific one-hour highly variable wind speed profile with 

OTSR control method of the generator 

  LIFETIME [%] 

MODEL 
1 hour 
DIODE 

Yearly 
extrapolated 

Error 
compared 
to FULL (%) 

FULL 6.14E-06 6.28E-02 0 

S1 5.83E-06 5.96E-02 -5.07% 

S2 6.12E-06 6.25E-02 -0.35% 

S3 5.55E-06 5.67E-02 -9.63% 

S4 5.16E-06 5.28E-02 -15.95% 

S5 5.53E-06 5.65E-02 -9.97% 

S6 5.30E-06 5.42E-02 -13.72% 

S7 6.56E-06 6.70E-02 +6.81% 

S8 3.47E-06 3.55E-02 -43.45% 

S9 3.25E-06 3.32E-02 -47.07% 

S10 4.02E-06 4.1E-2 -34.52% 

S11 3.26E-06 3.33E-2 -46.92% 

 

Figure 6.22: Evaluated MSC lifetime consumption for the different models – plotting of 

results from Table 10. 
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When the Ordinary Differential Equations (ODEs) of a problem are such that they force 

the solver to perform a very large number of small steps (smaller than the interval of 

integration) even in regions where the solution curve is smooth, these are called stiff ODE 

problems [134]. Stiffness depends on the differential equation, the initial conditions, and 

the numerical method. Applying stiff solver methods to such problems means they will do 

more work per step and therefore can take bigger steps. This makes them more efficient in 

solving the ODEs. In the comparison here we show the impact that the choice of two 

different solvers can have on the lifetime estimation model. Further detail to this analysis 

can be included if as part of the problem the different aspects of numerical solutions of 

ODEs are included.  

Two different Simulink solvers are considered and included in Table 9. One is the 

default ODE45 (Dormand-Prince) which is recommended by MATLAB to be used as a 

first try for most problems [135]. This is a one-step solver which needs the solution at the 

preceding time point. The other considered solver is also a one-step solver ODE23t 

(Modified Stiff/Trapezoidal). This solver is efficient and is recommended to be used for 

moderately stiff problems [135]. From the elapsed simulation time for the different 

simplified models it can be seen that the modified stiff ODE23t solver can reduce 

simulation time and offer a more efficient solution. But this improvement does not come 

for all models. It can be noticed that if the model detail is such that it includes the 

converter inner current loops, the problem is not stiff and in that case applying the ODE23t 

solver actually makes the solution of ODEs less efficient and increases the simulation time 

(see difference between FULL Optimised and SIMPLIFIED1 models in Table 9). If the 

current PI loop is excluded and approximated as explained earlier, then the rapid (10 Hz) 

dynamics are not modelled and the moderately stiff solver can reach a solution more 

efficiently. This is noticed when the solver is changed from SIMPLIFIED4 to 

SIMPLIFIED5 and the simulation time is reduced by more than 50%. And there is actually 

no negative effect on the accuracy of the lifetime evaluation when the solver is changed – 

the error of SIMPLIFIED4 is actually higher and this is because the non-stiff solver 

ODE45 is applied after losing some of the information of the full model when the PI 

current loop was omitted and the Tj sampling time was increased from ‘inherited’ (from 

the simulation time-step that the solver takes) to ‘explicit, 0.01 seconds’.  
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From the other considered features, the maximum allowed time-step of the simulation is 

a parameter that also highly affects simulation speed, as seen when changing it for 

SIMPLIFIED2 (S2) and SIMPLIFIED9 (S9) models. In both these cases, the absolute 

increase of the error in lifetime estimation compared to the earlier version (S1 and S8 

respectively) is about 5% (see Table 10), which is adequate. 

It is interesting that reducing the number of states in the state-space representation of 

the thermal network from the full seven states to five and three states in SIMPLIFIED6 

(S6) and SIMPLIFIED7 (S7) increases the simulation time and computational effort of the 

solver. This is because, as seen in (6.8) the seven state model state matrixes contain a lot of 

zero elements. When the five and three state models are created, in order to have a 

response that is close to the full model, there are more non-zero elements in the matrices 

and therefore an increased number of calculations. The lifetime estimation error is 

acceptable. However, it is larger for the five state than the three state system. This is most 

probably due to the interaction of all the different specific features: only the accuracy of 

the thermal state-space models on their own was explicitly shown in sub-section 6.2.2 and 

compared in Figure 6.11 with all the other features unchanged. 

One thing that can increase simulation speed significantly for the full model is ignoring 

the feedback loops such as the dependence of the losses on the real-time junction 

temperature Tj. So when the problem is non-stiff, the losses Tj feedback dependency can 

significantly slow down the simulation and in that case it could be necessary to be omitted. 

However, after the problem becomes stiff and with the modified stiff solver, the difference 

in simulation speed introduced by omitting the Tj feedback in SIMPLIFIED8 (S8) is not 

worth it, considering that such a change would introduce a very large error in the lifetime 

calculation: underestimation of lifetime consumption by 43% (S8 in Table 10). 

The last three models in Table 9 (from S9 to S11) are with increased simulation time-

step and with increased sampling time of the junction temperature Tj waveform. The 

increase of maximum simulation time-step to 5e-3 and the Tj sampling time to 0.1 s and 1 s 

brings a small simulation speed increase, but the inaccuracy of the calculated lifetime 

becomes very high (Table 10).  
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From all the considered simplified versions with the different combinations of features, 

the best trade-off between simulation speed and accuracy is the model SIMPLIFED5 (S5). 

With this model the simulation speed was improved by more than 9 times while the error 

in lifetime estimation compared to the FULL model was lower than 10%. Thus, this is the 

chosen reduced model with which longer analysis can be attempted.  

The long term analysis has been run for a 24 hour data set. After running the WT and 

converter thermal simulation, the counting of the cycles was undertaken and the lifetime 

was evaluated. This lifetime is shown in Table 11 for two different 24-hour periods with 

different wind profiles. The first one (15 Oct 2018) is around and below rated speed where 

there are a lot of power fluctuations of the WT generator. The second wind profile (30 Oct 

2018) is mostly around or above rated wind speed where the WT power generation is 

limited to rated and therefore has less fluctuations. Because of this difference, the 

estimated consumed lifetime between the two is also significantly different, with the period 

that has a very high wind speed having lower lifetime consumption. 

A comparison between the OTC and OTSR controls has also been made using the 24 

hour simulation and the simplified model. These calculated lifetime consumptions are 

given in Table 11 and plotted in Figure 6.23. The relative difference between the two 

controls is not as large as it was when only one hour was analysed (see Chapter 5). 

Additionally it can be seen that this comparison can differ depending on the wind profile – 

for the high speed wind profile with low fluctuations and low lifetime consumption, it is 

actually the OTC that is evaluated to have a larger consumed lifetime. However please 

note that this consumed lifetime (for 30 Oct) is less than 50% of the one calculated for the 

more problematic period with large wind and power fluctuations (15 Oct).  

Another thing to be noted is that the yearly extrapolated lifetime consumption from the 

24 hour analysis is significantly, by one order of magnitude, higher than the ones 

extrapolated from the 1 hour analysis in Table 10. This suggests that the extrapolation from 

analysing just a small subset of the wind speed data is highly inaccurate and rough 

approximations should be avoided. Even the extrapolation from a 24 hour analysis to the 

yearly consumed lifetime will have limited accuracy. Nonetheless, such an extrapolated 

number from the obtained results suggests a very reliable converter with estimated lifetime 

of more than 100 years.  
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It has to be noted that one positive aspect of WTs that are installed offshore, compared 

to onshore ones, is that on average, wind profiles in offshore waters are usually with higher 

average speed and less fluctuations – this is likely to contribute to less aging from the 

thermal cycling mechanism which has been prioritised here. But indeed the offshore 

conditions are much harsher and the observed total failure rate of the converter when all 

the impacting factors are added is likely to be worse. 

Table 11: Consumed lifetime for an operational period of 24 hours in two different days: one 

with a relatively high wind speed profile and less wind speed fluctuations (15 Oct), and the other 

with lower wind average speed and higher fluctuations (30 Oct).  

  15-Oct-2018 
Consumed 
Lifetime [%] 

Yearly extrapolated 
[%] 

30-Oct-2018 
Consumed 

Lifetime [%] 

Yearly extrapolated 
[%] 

OTSR 5.33e-4 0.195 2.12e-4 0.077 

OTC 5.07e-4 0.185 2.29e-4 0.083 

 

Figure 6.23: Consumed lifetime in 24 hours with operational wind speed data for two 

different days in October 2018. 

6.6 Summary 

In this chapter options for simplifying and improving the efficiency of the lifetime 

estimation methodology were considered, with the objective of running the analysis for 

longer time periods with less computational effort. Initially the counted thermal cycles 

were presented in a set of results that were obtained using the fully detailed model from the 

previous chapters. In these results it was observed that there is an evident disproportion 

concerning the contribution by the cycles with different temperature towards the total 
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consumed lifetime in an analysed period. It was pointed out that it would be beneficial to 

be able to reduce the detail of the simulation while still modelling the most important 

cycles and therefore maintaining an accurate lifetime prediction.  

A model which completely disregards the dynamics and transients introduced by the 

different parts of the WT and converter operation was first presented. This was named a 

fully-reduced model. The simulation of the fully reduced model is highly efficient from the 

computational aspect given that the whole WT operational and losses model is replaced 

with a look-up table linking the wind speed and the losses in the Diode and IGBT of the 

power module. Although this efficient model can be used to evaluate the converter lifetime 

consumption for very long periods of WT operation, it was shown to have a poor accuracy 

and to be incomplete.  

Next, to build a model that in terms of detail and computational effort lies between the 

fully detailed and fully reduced models, different aspects of the approach were analysed 

and their potential for simplification was discussed. These aspects included the level of 

complexity in the analytical representation of the power module losses; the analysis of the 

power module thermal network as a transfer function and state-space model with different 

number of states; and the current control loops of the converter. Additionally the 

simulation features such as choice of solver and simulation time-step were also considered. 

Combining the different considered aspects and features, several simulation models were 

created and were run using the same operational wind data. This allowed to show the 

implication that specific reductions and changes in the models had on the simulation speed 

and on the accuracy of the calculated lifetime. 

One of the reduced (simplified) models was chosen as adequate for reducing the 

computational complexity and increasing simulation speed while also offering an 

acceptable accuracy when used for calculating the lifetime consumption. With the chosen 

reduced model, a 24 hour WT operation was simulated with wind speed data for two 

different days (24 hour periods). The thermal stress and the lifetime consumption for these 

two days were evaluated for two different controls of the WT generator. A discussion was 

made using the results from the longer (24 hour) simulation and lifetime evaluation. 
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7 Conclusion and Further Work 

In this chapter, the essential contributions and outcomes of the work done in this thesis 

will be outlined. The importance of these contributions will be discussed in relation to 

current and foreseeable future developments in the wind industry. Suggestions on how the 

work undertaken in this thesis can be supplemented and extended by further studies are 

made.  

In this thesis a methodology for performing lifetime estimation studies for converter 

modules in WT power electronic systems was developed. The methodology was built 

around a specific failure mechanism and failure mode: the bond-wire failure mode in IGBT 

modules developed through the mechanism of thermo-mechanical cycling stress 

accumulation. Various operational aspects of the WT were analysed from the perspective 

of the converter thermal stress loading and lifetime consumption using a series of case 

studies. A discussion on optimising and reducing the complexity of the approach was also 

undertaken.  

The work in the thesis contributes new knowledge to the field of converter reliability by 

having achieved the following objectives: 

 Development of a complete and thorough lifetime estimation methodology for 

wind turbine converters based on thermal stress of IGBT modules. This 

methodology considers WT operational aspects that have been overlooked by 

previous approaches. 

 Evaluating the lifetime and thermal stress impact for different modules in the 

WT converters, including the modules on the Machine Side Converter (MSC) as 

well as on the Grid Side Converter (GSC). Additionally, the thermal stress 

modelling was done at the device level (IGBT and diode) for each module. 

 Evaluating the lifetime and thermal stress impact of different control strategies 

for both the torque regulation of the generator as well as the control of reactive 

power transfer to the AC grid. Three different torque control strategies in the 

MPPT region were compared: Optimal Torque Control (OTC), and two versions 

of Optimal Tip Speed Ratio (OTSR) controls which were tuned to track the 
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MPPT faster than the OTC. Two additional scenarios with a constant reactive 

power injection and consumption from the grid were considered.  

 In the last chapter, model order reduction of the fully detailed model was 

undertaken using a number of simulation criteria. The potential for reducing the 

simulation complexity while not losing the accuracy was assessed by creating a 

number of model variations. In the end a reduced model variation with 

acceptable accuracy was chosen for running the simulation for a longer 

operational time period of the WT. The same operational scenarios that were 

observed with the fully detailed model, were analysed with the reduced model 

for a longer WT operational period. 

Based on the assumptions, observations, and the analyses in the chapters of the thesis, 

the following conclusions can be stated: 

 When building lifetime assessment methodologies and modelling the thermal 

stress of WT converters, more attention needs to be paid to operational and control 

aspects of the converter and the WT. 

 The most thermally stressed part of a WT BVSC comprised of IGBT power 

modules is the diode on the MSC. Also, on converter level in general, the MSC is 

more thermally stressed than the GSC. 

 The dynamic transients of the torque control of the WT generator largely impact 

the thermal cycling stress of the converter. Using the thermal stress and lifetime 

consumption methodology it was shown that applying the Optimal Torque Control 

(OTC) results in less thermal stress and higher reliability compared to the OTSR 

strategies. This was true especially for the most thermally stressed converter, i.e. 

the MSC. However, note that there is potential to further adjust the tuning of the 

OTSR strategies that were used in the thesis so that the response is smoother and 

closer to the OTC – this would reduce the thermal stress on the converter. 

 Reactive power transfer with the wind farm array grid has an impact on the 

converter loading of the GSC. It was shown that for the same active power injected 

to the grid, a constant value of reactive power transfer increases the average 

thermal loading (mean junction temperature) of the grid side converter, but 

reduces the amplitude of the thermal swings. Because the thermal swings have a 

higher impact on degradation than the mean junction temperature, it was observed 
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that an increased reactive power transfer can even lower thermal lifetime 

consumption. 

 The mission profile and wind speed data is crucial for analysing the converter 

thermal stress. Direct extrapolation of consumed lifetime after analysing just an 

hour of operation with a particular wind speed profile to yearly predictions will 

contain a large error in the calculated lifetime. 

 Although the approach requires including some detail that describes operational 

and control aspects in the WT, there is potential for reducing its complexity to 

analyse long time operation and so that it can be a part of a digital twin that is 

continuously used by the wind farm operator to monitor WT performance. 

The results in this thesis showed a large impact of control aspects and parameters in the 

thermal stress of the converter. This leads to the suggestion that there is potential to design 

and include an additional operation mode in actual WTs: the reduced converter thermal 

stress mode. This could be used in periods when it is known that the converter can be 

subjected to high thermal cycling (or when it has already been subjected to a large stress 

and it is known that has an increased likelihood of failure), the stress can be mitigated by 

switching to a smoother control mode. In the example in this thesis would be to switch 

from an OTSR MPPT control to the OTC control.  

One of the main challenges of the work in this thesis was the lack of availability of data 

and information. This scarcity includes the reliability data for the converter and the 

relevant failure mechanism. Additionally there is a lack of information on the WT 

electrical system configuration, such as information on the design of the converter that is 

installed in WT nacelles. If reliability and failure data were available, a data-based 

approach to the lifetime and reliability estimation could have been added, additional to the 

knowledge- and model-based estimation. On the other hand, having more information on 

the converter and WT system design can make the methodology and analysis more 

representative and relevant to operating turbines – at the same time more accurate because 

less assumptions would be included in building the operational layer of the lifetime 

methodology. 

 The first suggestions for the future work are concerned with improving the lifetime 

methodology regarding the challenges faced. A project that attempts to add analysis of real 
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operational data in order to cross-validate and expand the operational-based methodology 

developed here would be highly beneficial. The aim would be to combine the two so they 

complement each other. A machine learning algorithm could be used to combine the inputs 

from the thermal stress based lifetime methodology (as developed in this thesis) that would 

be combined with, what would in effect be a WT operational digital twin, with added 

failure data and condition monitoring data in order to predict converter failures. Such a 

combination could give results that will be very useful for the operation of WT converters 

as close as possible to their designed lifetime.  

With more data and further development of the approach, an additional thing that can be 

done is add confidence intervals for the lifetime predictions. With reasonable confidence 

intervals, not only early failure detection and predictive maintenance can be achieved, but 

also operational strategies can be redefined. This can include designing strategies such as 

active control for increased reliability [136]. Additionally, failure detection mechanisms 

and health indicator evaluations can be done by building digital twins of wind turbines and 

comprising subsystems. The methodology developed in this thesis is aimed to ultimately 

be a part of such a complete digital twin which would be a digital representation of the 

operation of the real wind turbine and its converter. Data produced by the digital twin can 

be combined with the measured data from the sensors in the real WT, and by using the 

increased information on the turbine operation and state-of-health, fault prediction and 

predictive maintenance strategies can be applied [137].  

 Other converter topologies with more complex control can be investigated. This 

would require modelling their losses and thermal cycling patterns. Other failure 

mechanisms and failure roots have also to be further investigated. Possibilities to create 

modelling techniques that allow for prediction of failures that come from all the 

dominating root-causes of failures in WT converters need to be investigated. This includes 

causes such as humidity, vibration, and corrosive environments, which have an increased 

presence in offshore WTs. 

The IGBT lifetime estimation and thermal stress model developed is rather complex and 

an analysis and a first try of reducing it was done in the last chapter of the thesis. There is 

potential for further work done in this direction and more extensive mathematical model 

order reduction techniques can be applied. This would be necessary especially if this model 
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becomes part of a larger lifetime model that considers other failure modes and ultimately 

comprises the full digital twin of the wind turbine. In that case, sophisticated model order 

reduction would need to be performed in order to minimize the computational 

requirements.  
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9 Appendix 

9.1 Integration of Conduction Losses 

Relevant to section 4.2 where the losses and thermal model of the converter is 

described. 
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The four integrals that need to be solved then are as below: 
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9.2 Pitch Control Tuning 

Relevant to section 3.8 which describes the control of the turbine. 

Table 12. Pitch control tuning gain scheduling 

Wind 
Speed 
(m/s) 

Rotor 
speed 
(rad/s) 

Pitch 
angle β 

(degees) 

P



 
 
 

 
Kp Ki 

11.4 1.267 0.000 328478 1713.333 514.000 

12 1.267 0.765 2254986 249.577 74.873 

13 1.267 1.237 2561397 219.721 65.916 

14 1.267 1.783 1591620 353.597 106.079 

15 1.267 2.786 713800 788.444 236.533 

16 1.267 4.641 452102 1244.834 373.450 

17 1.267 6.758 438239 1284.211 385.263 

18 1.267 8.713 460022 1223.403 367.021 

19 1.267 10.463 487376 1154.739 346.422 

20 1.267 12.038 507568 1108.801 332.640 

21 1.267 13.498 510327 1102.807 330.842 

22 1.267 14.937 311936 1804.192 541.258 

23 1.267 16.517 253993 2215.773 664.732 

24 1.267 18.510 181312 3103.995 931.198 

25 1.267 21.350 179587 3133.809 940.143 
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9.3 Comparison of Steady-State Losses and Temperature with SEMIS tool 

MATLAB losses calculation and comparison with ABB semis online tool for a 2-level 3-phase IGBT VSC. These results are relevant and supplement the 

discussion in section 4.2 on the losses and thermal modelling of the converter. 
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Operation Mode Inverter Inverter Inverter Inverter Inverter Rectifier

Calculated Device Losses 

Switching losses IGBT 1 [W] 488 492.6 0.93% 386.3 383.1 -0.83% 306.36 308.4 0.66% 423 425.94 0.69% 1110.8 1117 0.56% 1034.2 1042 0.75%

Switching losses Diode 1 [W] 115.8 121.8 4.95% 100.2 100.9 0.71% 78.55 77.4 -1.49% 102.6 106.76 3.90% 244.1 252.22 3.22% 266.9 270.94 1.49%

Conduction losses IGBT 1 [W] 416 414.3 -0.41% 261.7 254.4 -2.89% 254.78 260.6 2.23% 341.7 338.91 -0.82% 769.4 761.27 -1.07% 240.2 238.47 -0.73%

Conduction losses Diode 1 [W] 33 31.62 -4.36% 22.8 20.93 -8.93% 51.91 53.8 3.51% 47.2 45.8 -3.06% 154.3 154.79 0.32% 465.1 467.76 0.57%

Combined Losses IGBT1 [W] 904 906.9 0.32% 648 637.5 -1.65% 561.14 569 1.38% 764.7 764.85 0.02% 1880.2 1878.3 -0.10% 1274.4 1280.47 0.47%

Combined Losses Diode1 [W] 148.8 153.5 3.03% 123 121.9 -0.94% 130.46 131.2 0.56% 149.8 152.56 1.81% 398.4 407.01 2.12% 732 738.7 0.91%

Junction Temp. Avg IGBT 1 [°C] 71.6 71.6 0.00% 71.6 71.6 0.00% 54.4 54.4 0.00% 64.57 64.57 0.00% 122.82 122.82 0.00% 100.89 100.89 0.00%

Junction Temp. Avg Diode 1 [°C] 54.77 54.77 0.00% 54.77 54.77 0.00% 46.11 46.11 0.00% 51.86 51.86 0.00% 93.42 93.42 0.00% 106.6 106.6 0.00%

Converter Losses [W] 6316.8 6362 0.71% 4626 4556 -1.54% 4149.6 4201.2 1.23% 5487 5504.46 0.32% 13671.6 13712 0.29% 12038 12115.02 0.63%

Losses % 2.38% 2.40% 0.71% 2.42% 2.39% -1.54% 2.72% 2.75% 1.23% 2.63% 2.64% 0.32% 5.24% 5.26% 0.29% -4.61% -4.64% 0.63%

AC Parameters

Real Power [kW] 265.1 190.9 152.7 208.5 260.9 -260.9

Reactive Power [kVAR] 0 0 74 68.5 147.9 147.9

Phase Voltage RMS [V] 354 354 283 318 250 250

Phase Current RMS [A] 250 180 200 230 400 400

Output Frequency [Hz] 50 50 50 50 50 50

Power Factor 1 1 0.9 0.95 0.87 0.87

DC & Control Parameters

DC Power [kW] 271.5 195.4 156.9 214.1 274.6 -278.8

DC Voltage [V] 1000 1000 1000 1000 1000 1000

Switching Frequency [Hz] 1500 1700 1250 1450 1750 1750

Modulation Index 1 1 0.8 0.9 0.707 0.707
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9.4 OTSR 2nd Order System Derivation 

This appendix is relevant to section 5.1 on the torque control of the WT generator. 

To tune as a 2nd order TF, using one-mass drivetrain swing equation and motor 

convention: 
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The open loop speed-to-current TF is: 
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The closed loop TF then would be: 

 

With a closed loop TF: 
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9.5 Cycle Count Histograms for Reactive Power Injection or Consumption 

Here are shown additional results (comparison) of thermal cycles between positive and 

negative reactive power flow to the grid. These results are relevant to the discussion in 

section 5.5. 
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9.6 Matrices of Reduced-Order Thermal Models 

The matrices of the reduced order thermal models with five and three states are given 

below. These are relevant to the discussion in Section 6.2. 

Five states reduced model: 
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Three states reduced model: 
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