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Abstract

Materials that undergo a coupled phase transition offer a window into the relationship
between electrons, nuclei, and magnetic spins in condensed matter. The development
of ultrafast techniques where materials can be probed in the sub-ps time regime have
provided the means to provide new insights into the exchanges of energy that occur
between these systems. This can be applied to magnetocaloric, memory storage, and
spintronics devices. This work investigated the dynamics of the FeRh coupled phase
transition, where the magnetic ordering change from Anti-Ferromagnetic (AF) to Fer-
roMagnetic (FM) at temperatures moderately above room temperature. The specific
focus of this work is on the structural transformations and the effects of lateral con-
finement on the transition.

An x-ray based probe of anti-parallel Fe spin lattice in the AF phase of FeRh
is demonstrated experimentally. Non-resonant x-ray magnetic scattering relies upon
long-range spin order being established. We demonstrate the temperature dependence
of the long-range ordering and confirm that this order only disappears following com-
plete establishment of the FM moment. As a consequence, it allows for a probe of
the mixed AF/FM phase of FeRh. This technique allowed for an estimation of the AF
domain size suggesting dimensions are limited by the microstructure of the thin film
(≈ 40 nm).

Time-resolved X-Ray Diffraction (XRD) studies were carried out at the x-ray Free
Electron Laser (x-FEL) at SACLA, Japan. We observed structural changes through
the phase transition on a timescale not previously reported and show a fluence de-
pendence that indicates the importance of considering non-equilibrated states in the
growth and relaxation dynamics of FeRh. A model is presented which demonstrates
that such non-equilibria states can be explained using non-trivial electron-phonon cou-
pling. Complementary heated XRD measurements are consistent with the hypothesis
that the paramagnetic phase of FeRh is accessed on ps timescales.

The effects of lateral confinement were examined in FeRh nanowire arrays to de-
termine if mesoscale magnetic interactions affect magnetisation dynamics. In order
to understand the results obtained, heat dissipation was modelled using finite-element
software so as to separate magnetic and thermal contributions. Pump-probe Magneto-
Optical Kerr Effect (MOKE) investigations alongside static electrical measurements
demonstrate that the orientation of external magnetic fields influences the transition
behaviour in FeRh wires. FM stabilisation is observed when the external field is ap-
plied along the nanowire length. This orientation dependence was not observed in
thin films and is ascribed to the shape anisotropy which may influence the FM domain
growth mechanism - shifting the phase transition temperature by up to 10 K at applied
magnetic fields of 1 T.
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Chapter 1

Introduction

The importance of dynamic material studies is discussed in the context of advanced

magnetic materials for applications in data storage and spintronics. A number of the

key challenges in creating functional materials and devices are presented. The coupled

Meta-Magnetic Phase Transition (MPT) of FeRh offers opportunities to create new

materials as the transition is sensitive to a large range of physical stimuli. The research

objectives and approaches underlying the work presented in this thesis are outlined.

1.1 Ultrafast Processes in Condensed Matter

Exploiting fundamental research to solve scientific and engineering problems is one
of the driving forces behind applied physics. The material world around us can seem
at odds with the abstract length- and timescales of fundamental research. Condensed
matter physics bridges the gap between well-established laws of microscopic physics
and material properties of collected electrons and atoms [1]. From crystallography to
metallurgy to magnetism, the theory underpinning technologically important materials
around us can be understood by considering the interactions between atoms and elec-
trons. Such interactions can be probed by examining the dynamic response to external
stimuli. Further information is found by driving materials into non-equilibrated states
where the surplus energy must be dissipated. Phase transitions can even be induced,
where dynamic studies demonstrate how the competing phases can be interconverted.

Advances in the generation and detection of ultra-short pulses have pushed the
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boundaries of time-resolved techniques forward and it is now possible to probe the
ultrafast dynamics in condensed matter on picosecond and femtosecond timescales
across the electromagnetic spectrum, ranging from the infrared [2] to x-rays [3]. Ul-
trafast techniques have broad flexibility, with myriad combinations of excitation and
probe sources available. Experimental techniques can be further complemented by the-
oretical simulations to model high power laser-matter interactions in the pulsed regime,
to understand the evolution of non-equilibrium systems. These ultrafast processes can
be exploited for applications, from sensing to data storage, and have provided great
knowledge of nonequilibrium electronic, optical, structural, and magnetic states as
well as phase transitions in matter [4].

The study of dynamics in magnetic materials can be directly applied to informa-
tion technology. This is most pertinent in magnetic memory storage where a central
concern is how fast the two states of a magnetic bit can reliably be transitioned be-
tween. This requires a trade-off in balancing the field strength required to switch the
states (which incurs additional energy costs) and the stability of magnetic bits to ther-
mal fluctuations. The drive for highly anisotropic magnetic materials [5] to reduce the
lateral size of magnetic bits increases the power consumption in writing data. There
is a need to bypass the strict field strength requirements which currently dictate the
efficiency of magnetic bit switching.

1.1.1 Multifunctional Advanced Materials

Material science offers solutions in the form of multifunctional advanced materials
which respond to more than one physical stimulus such as magnetic field [6], tem-
perature [7], or strain [8]. The field of multifunctional materials promises advance-
ment of electric motors, power generators, memory devices, windmills, biomedical
devices, energy conversion, and transportation [9]. This advancement is limited by the
increased complexity of such materials. In systems with a technologically useful cou-
pled phase transition - with consecutive changes in more than one physical property -
optimisation of the material for one physical transformation may require the suppres-
sion of another [10]. This project is focused on multi-functional materials that will
allow for phase transitions driven by a range of stimuli. This may be expressed as
thermal or optical instigation of a Magnetic Phase Transition (MPT), providing for the
possibility of low-energy switching in magnetic recording [11].
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Ultimately the progression of this field requires an interdisciplinary approach with
integration of experimental materials science, computational simulations, practical en-
gineering experience, and cost analysis [12]. A discussion of the ramifications of these
concerns on the results presented in this thesis is provided. The underlying physics of
the magnetic materials studied in this thesis were explored due to the expectation that
the understanding and insights provided will assist in future optimisation of materials
for applications.

1.1.2 Multifunctionality of B2-ordered FeRh

The choice of FeRh for this work is due to the coupled nature of its phase transition
with electronic [13], magnetic [14], and lattice [15] transformations that occur at acces-
sible temperatures for practical devices [7]. This MPT is directly applicable to the field
of magneto-active materials where magnetic fields can be used to change the physical
properties of materials [16]. Such field control can be applied from the bulk to nano-
patterned objects due to the scalability of magnetic fields [17]. The resulting devices
are integrated as composite multilayered structures [11] or achieved in a single-layer
by strain nano-patterning [8], ion-implantation [18], or local laser heating [19].

The work reported in this thesis aims to provide further insight into the transient
behaviour of a MPT when instigated by ultrafast laser excitation. Excitation drives the
system into non-equilibrated states where time-resolved (TR) probes can monitor the
relaxation of magnetisation, lattice expansion or contraction, and electronic structure.
Such techniques are applied to the unusual MPT of FeRh in a B2-ordered structure
from Anti-Ferromagnetic (AF) to FerroMagnetic (FM) (see Chapter 3, Fig. 3.1). This
has been of interest to material science since the initial attempts to explain the origin
of magnetic order [7]. The MPT is accompanied by an isotropic lattice expansion and
reduction in resistivity [20]. This allows the transition to be induced and monitored by
a range of stimuli; such as magnetic fields, x-rays, strain, or electric current [21].

1.1.3 Memory Storage Applications using FeRh

The technologically useful MPT of FeRh shows promise as a component in memory
storage devices. Two such devices are presented here.

a) Exchange-spring magnet: In a bi-layer system with FePt, which usually requires
a strong switching field, an exchange-spring magnet can be constructed [22]. The
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lower temperature phase of FeRh protects the written state due to the large switch-
ing field of AF materials. A laser pulse locally induces the transition. While cou-
pled to the FM phase of FeRh, the system has a reduced switching field (see Fig.
1.1a) allowing for the easy re-alignment of spins with an applied field [23]. This
reduces the energy cost of data storage while taking advantage of the higher density
of domains associated with AF materials [24].

b) AF memory: Another proposed device is an AF Anisotropic Magneto-Resistor
(AMR), see Fig. 1.1b [25]. Due to spin-orbit coupling within the AF phase, resis-
tivity depends on the relative orientation between magnetic spins and direction of
applied current. This offers a low power method of reading magnetic states. More-
over, in an AF system these bits are protected by the large field (≈ 10 T) required to
reorient the spins [17]. The absence of stray fields allows for a much higher feature
density; this has stimulated much interest in the field of AF spintronics [26].

Figure 1.1: a) An illustration of the depth-dependent magnetisation direction in FePt
(blue) and FeRh (red) layers as a function of temperature and applied magnetic field.
Exchange-spring coupling induces an in-plane moment in the FePt boundary region
(turquoise) at elevated temperatures and field strengths. Taken from Griggs et al. [27].
b) Schematic illustration of the AF-FeRh/MgO structure used for memory writing and
reading. The soft FM phase (black arrows) allows low field writing along the [001]
or [100] direction. The system is field cooled to preserve the Neél vector (red-[100],
blue[001]) along a given direction. For reading, current is driven between electrical
contacts (yellow bars) along the [100] direction. Taken from Marti et al. [25].

In order to compete with the state-of-the-art areal densities of CMOS technology,
feature sizes < 20 nm are required [28]. The effects of lateral confinement (i.e. edge
defects) or inherent speed limits could be barriers to the industrial use of FeRh [29].
The lattice and spin transformations through the MPT spread laterally through this
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material with the speed of sound (ν = 5.1 km s-1) [30, 31], paving the way toward 25
GHz write speeds on the nanoscale.

1.2 Research Objectives

This project was designed to contribute to the development of the understanding of
the temporal characteristics of the FeRh MPT. During the course of this project, the
following investigations were carried out to achieve this aim:

(i) Development of a diffraction based probe of the AF order of FeRh using grazing
incidence x-rays. An x-ray diffraction probe is useful as it can be extended to TR
techniques [32] to monitor the dynamics of the magnetic sub-lattice following
laser excitation. This technique allows the spin and orbital components of AF
atomic moments to be estimated [33].

(ii) Quantification of the structural dynamics of FeRh by investigation at an x-ray
Free Electron Laser (x-FEL) source. The dynamics of the electronic and the spin
system are well documented [4, 34]. In contrast, only a few papers detail the
evolution of the lattice constant [31]. This is key to understanding whether the
volumetric expansion drives the spin evolution via the exchange interaction [35]
or vice versa.

(iii) Investigation into the effect of nano-pattering on the dynamics of the MPT. Pre-
vious work has focused on static behaviour, demonstrating a shift in Transition
Temperature (TT) and the effects of magnetic interactions on µm scales [29, 36].
We aim to determine if there is a corresponding change in the dynamic transition
behaviour.

(iv) Determination of the role of simulations in describing the MPT in FeRh. Specif-
ically, our aim is to explore the transition over a range of timescales using appro-
priate software and approximations. Such methods can be used to infer informa-
tion from experiments and provide a deeper insight into the MPT.

1.3 Thesis Outline

The thesis is structured to first present the underlying theory surrounding the structure
and magnetism of magnetic materials together with the experimental techniques used.



1.3. THESIS OUTLINE 26

The results of investigations concerning the FeRh MPT are then reported. Specifically;

Chapter 2 discusses the background theory of x-ray matter interactions and solid-
state magnetism. Equilibrium and non-equilibrium magnetisation dynamics are intro-
duced which are important in describing the experimental techniques and analysing
the results.

Chapter 3 presents a review of the literature concerning B2-ordered FeRh and the
current knowledge on the mechanism and dynamics of the MPT.

Chapter 4 describes methods used to prepare FeRh samples and techniques to
investigate the MPT in terms of structural, magnetic, and electronic behaviour. Nu-
merical models are discussed which complemented the experimental approach.

Chapter 5 describes the results of our recently published paper [37] which investi-
gated AF order in FeRh thin films. The optimisation of this measurement is discussed
and the temperature dependence of AF order as the sample is heated through the MPT
is demonstrated.

Chapter 6 details an experiment performed at SPring-8 Angstrom Compact free
electron LAser (SACLA) which probed the lattice dynamics of FeRh thin films [38].
Detailed analysis of structural changes that occur on a ps timescale provide evidence
for transient states in the phonon structure following laser excitation.

Chapter 7 describes investigations on patterned FeRh samples. TR-Kerr mea-
surements probing the evolution of ferromagnetism demonstrate the role of shape
anisotropy on the MPT. Electrical measurements confirm the field orientation depen-
dence, while finite-element simulations describe the heat dissipation.

Chapter 8 summarises the experimental work undertaken in this thesis and the
results obtained, followed by suggestions for future work.



Chapter 2

Theoretical Background

In condensed matter physics the properties of materials are critically dependent

on their crystal structures. The formalism of crystallography is introduced in this

chapter, including an overview of x-ray interaction with regular atomic arrays. The

atomic theory of magnetism is presented with a focus on the micromagnetic energies

of FerroMagnetic (FM) and Anti-Ferromagnetic (AF) materials.

2.1 The Crystal Lattice

Due to dependence of magnetic order upon the underlying crystal structure [17], a brief
overview of crystallography is presented. Material properties are dependent on the
regularity of atomic ordering [39]. As seen in Fig. 2.1, this ordering can be crystalline,
polycrystalline, or amorphous - denoting no long-range crystal structure [40]. The
basic unit of a crystal structure is the unit cell, the smallest arrangement of atoms in
the material that can describe the lattice. All forms of regular crystal structures are
captured under the umbrella of Bravais lattices, see Fig. 2.2. The equalities of crystal
axis lengths and the relative unit cell angles are used to define to which Bravais lattice a
given crystal structure maps. The work described in this thesis is primarily focused on
cubic structures; Simple Cubic (SC), Body Centered Cubic (BCC), and Face Centered
Cubic (FCC). In such cubic structures the angles (α,β,γ) and lattice constants (a,b,c)
are equal using the standard designation [40], see Fig. 2.2;

α = β = γ =
π

2
, a = b = c = a0. (2.1)
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Figure 2.1: Schematic of types of atomic order with grain boundaries indicated by the
dotted lines. Amorphous materials have no long-range order.

Lattice vectors are used to denote directions in the crystal structure in terms of the
unit cell. The primitive lattice vectors are shown in Fig. 2.2, denoted as a⃗1, a⃗2, and a⃗3.
The standard nomenclature of crystallography dictates vectors are written with square
brackets, and planes with round brackets [41].

Figure 2.2: Unit cell structures. Shown is the simple structure of each Bravais lattice.
Cubic lattices are shown in the bottom row; SC - simple cubic, BCC - body centered
cubic, and FCC - face centered cubic. The shaded face (blue) corresponds to the SC
(001) lattice plane. Adapted from IQFR-CSIC [42].

When considering long-range ordering across materials, it is instructive to apply
Fourier analysis to the crystal structure. In a perfect crystal, the axis vectors b⃗1, b⃗2,
and b⃗3 are calculated as [39],

b⃗1 = 2π
a⃗2 × a⃗3

a⃗1 · a⃗2 × a⃗3
, b⃗2 = 2π

a⃗3 × a⃗1

a⃗2 · a⃗3 × a⃗1
, b⃗3 = 2π

a⃗1 × a⃗2

a⃗3 · a⃗1 × a⃗2
. (2.2)
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It can be shown that these vectors form a basis set in reciprocal space and their lin-
ear combination describes the entire set of plane vectors in real space [41]. As a
consequence, all lattice planes can be defined from an integer sum of axis vectors,
q⃗ = hb⃗1 + kb⃗2 + lb⃗3 [39]. The values hkl are termed the Miller indices of the lattice
planes. For (001) shown in Fig. 2.2; h = 0, k = 0, and l = 1. The reciprocal lattice is
the set G of all vectors q⃗, which are wavevectors of the lattice planes with magnitude
2π/d [41].

2.2 X-ray Interaction with Matter

X-ray based techniques are used as a probe of long-range order in material systems. In
order to understand x-ray characterisation techniques, the interaction between atomic
centres and photons of x-ray energy is first presented. Diffraction relies upon coherent
scattering of x-rays from the lattice planes introduced in Section 2.1. The efficiency of
x-ray scattering is governed by the atomic cross-section, from which element-specific
and structural information can be extracted [41]. Relative intensities of diffraction from
different lattice planes are discussed which can be used to infer the underlying crystal
structure. The treatment is extended to interaction with atomic magnetic moments.

2.2.1 Scattering from Single Atoms

The foundation of diffraction theory is based on the scattering of photons from the
atomic centre. From the seminal experiments of J. J. Thomson [41, 43], it was shown
that scattering is not simply a deflection of photons due to interaction with charged
particles. For elastic scattering, the x-ray perturbs the atom from its equilibrium state,
in turn emitting a photon at the same wavelength, λ. To estimate the efficiency, Γ of
this process, a first-order perturbation of the atom centre is considered. Using the for-
mulation of Griffith [44], Fermi’s golden rule describes the x-ray scattering efficiency.
The system begins in eigenstate |a⟩ of an unperturbed Hamiltonian H0. The atom is ex-
cited by a perturbation H ′, the light-matter interaction. For a photon with momentum
|⃗k|= 2π/λ, the probability of being raised in energy to a state |b⟩ is,

Γa→b =
2π

ℏ
∣∣⟨b|H ′|a⟩

∣∣2 ρb, where H ′ = p⃗ · ei⃗k·⃗r, (2.3)

r⃗ and p⃗ are the position and momentum of the atom, and ρb is the density of final
states. This indicates that the most efficient absorption will occur when the final state,
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|b⟩, corresponds to an eigenstate of H0. This describes the process of x-ray absorption
which can be used to create x-ray sources with a very narrow range of wavelengths
(e.g. copper Kα; λ = 1.541 Å).

2.2.2 Scattering from a Lattice of Atoms

Having considered the interaction of a photon with a single atom centre, the following
section outlines scattering from a lattice of such centres. Assuming the photon energy
does not correspond to any interatomic transitions, the cross-section σs is defined as
the sum over all nuclei where k⃗ f − k⃗i = K⃗ is the momentum transfer for each scattering
event;

σs ∝

∣∣∣⟨b|∑eiK⃗·r⃗ j |a⟩
∣∣∣2 . (2.4)

The following derivations are based on the textbooks of Warren [41] and Kittel [39].
In Fig. 2.3, it is illustrated how these scattered photons will interact from a lattice of
scattering centres. In a perfectly ordered crystal, the atoms are separated by a fixed
distance from their nearest neighbours a0. Each source of emitted photons is then
separated by this distance. The sum total over the set G of reciprocal lattice vectors, q⃗,
in the volume, V , of the scattering events is found from the Fourier series;

F ∝ ∑
G

∫
ei(⃗q−K⃗)·r⃗ j dV, (2.5)

the scattering intensity is non-zero where,

q⃗ = K⃗. (2.6)

As the magnitude of the vectors k⃗ f and k⃗i remain unchanged for elastic scattering
events, the following diffraction condition holds;

2⃗ki · q⃗ = q2. (2.7)

For photons with wavelength, λ ,at incident angles, θ, and reciprocal lattice vectors
of magnitude, 2π/d, the formula can be rewritten to give the well known Bragg’s law
[45];

2(2π/λ)sin(θ) = 2π/d ⇒ nλ = 2dsin(θ). (2.8)

The spacing, d, is dependant on the chosen lattice plane for a given crystal. From
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Figure 2.3: The scattering of x-rays from the (001) lattice plane separated by distance,
d = a0 will constructively interfere when the phase matching condition is met.

the earlier definition of q⃗, it can be shown that the lattice spacing along the principal
directions of a cubic structure is,

d =
a0√

h2 + k2 + l2
. (2.9)

This is the case for SC monatomic families of crystals. In order to describe the
expected spectra of more complicated structures, the form factor is introduced which
describes the scattering intensity, I ∝ |F |2. This allows the relative scattering strength
of each atom to be considered, resulting in,

Fhkl =
N

∑
j=1

f je[−2πi (hx j+ky j+lz j)], (2.10)

where f j refers to the scattering factor of each atom with co-ordinates (x j, y j, z j).
Eq. (2.10) can be used to calculate the relative intensity of each peak. For example in
BCC-ordered equiatomic compounds - where A is at lattice position (0, 0 ,0) and B is
at position

(1
2 ,

1
2 ,

1
2

)
- the structure factor predicts that the scattering from the lattice

planes will occur with intensities as follows;

Fhkl =
2

∑
j=1

f je[−2πi (hx j+ky j+lz j)] (2.11)

= fA + fB(−1)h+k+l, (2.12)

|Fhkl|2 =

| fA + fB|2, h+ k+ l (even).

| fA − fB|2, h+ k+ l (odd).
(2.13)
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Further refinements to the description of Bragg peaks are found in the Chapter 4 where
thermal [46] and finite size effects [47] are discussed. B2 order is primarily examined
in this thesis - a form of BCC structure in equiatomic alloys. Time-resolved experi-
ments are presented in Chapter 6 which examined evolution of Bragg peaks.

2.2.3 Scattering from a Lattice of Magnetic Moments

X-ray scattering processes can be extended to an ordered array of magnetic spins (see
Section 2.3.4). In an elastic scattering process, the momentum transfer for emitted
light is described using Eq. (2.4). This shift in momentum will also possess a small
contribution from interaction with atomic magnetic moments [48], manifested as a
change in x-ray polarisation (⃗ε → ε⃗′). The cross-section of such scattering for photons
with angular momentum, ω, is written as [33],

σm ∝
iℏω

mc2

∣∣∣∣∣⟨b|∑j
eiK⃗·r⃗ j

[
iK⃗ × p⃗ j

ℏk2 · A⃗+ s⃗ j · B⃗

]
|a⟩

∣∣∣∣∣
2

, (2.14)

where K⃗ and p⃗ are defined as before, k is the magnitude of the x-ray wave-vector, and
s⃗ is the spin moment of the electron (see Section 2.3.2). A⃗ and B⃗ are defined as [48];

A⃗ = ε⃗
′× ε⃗, (2.15)

B⃗ = ε⃗
′× ε⃗+(⃗k′× ε⃗

′)(⃗k ·⃗ ε)− (⃗k× ε⃗(⃗k ·⃗ ε′)− (⃗k′× ε⃗)× (⃗k× ε⃗), (2.16)

where k⃗ and k⃗′ are equivalent to k⃗i and k⃗ f , respectively. This cross-section is greatly
reduced in magnitude compared to Eq. (2.4) and is the pure magnetic scattering. These
terms can be used to write the magnetisation-dependant part of the cross-section in
terms of the orbital, L⃗(K⃗), and spin, S⃗(K⃗), densities as follows [33];

⟨Mm⟩= 1
2 L⃗(K⃗) · A⃗′′+ S⃗(K⃗) · B⃗. (2.17)

The orbital and spin densities are defined in terms of their expectation values;

L⃗(K⃗) = ⟨a|∑
j

eiK⃗·r⃗ j
iK⃗ × p⃗ j

K
|a⟩ , (2.18)

S⃗(K⃗) = ⟨a|∑
j

eiK⃗·r⃗ j s⃗ j|a⟩ . (2.19)
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As a consequence of the vector product, the orbital contribution in the direction of
momentum transfer K⃗ is zero. This demonstrates that the orbital and spin components
have different contributions to the scattering density. The components may be distin-
guished by angular analysis [49] by considering how x-rays interact with the magnetic
moments (through the magnetic fields and their gradients). For example, the Lorentz
force affects only the orbital magnetic moment and not the spin due it being a vector
product [33]. This angular dependence is explored in more detail when describing the
grazing incidence diffraction experiments in Chapter 5.

2.3 Magnetism Theory

The physics of magnetic materials are outlined, beginning from an atomic model and
progressing to the micromagnetic description [17]. Specific topics including antiferro-
magnetism, band magnetism and magnetisation dynamics are discussed in more detail,
as this forms a major part of the theoretical understanding of studies into the FeRh MPT
[14] reported in this thesis.

2.3.1 History of Magnetism

Magnetism, as both a scientific topic and a curiosity, has fascinated people since the
times of Ancient Greece [50]. Outside of limited uses such as lodestone for compass
needles [51], it remained unexploited until a more formal study of physics had de-
veloped [52]. Faraday first demonstrated the relationship between the flow of electric
current and the generation of magnetic fields [53]. Instead of the traditional north and
south pole, it is more apt to describe the magnet as a continuous field acting perpendic-
ular to the velocity of an electronic charge. This ultimately led to the development of
Maxwell’s equations [54], with which one could mathematically express the relation-
ship between magnetic, B⃗, and electric, E⃗, fields. The 4th Maxwell equation describes
magnetic field using a line integral about a portion of material, d⃗l;∮

B⃗ · d⃗l = µ0I +µ0ε0
d
dt

∫
E⃗ ·dS⃗. (2.20)

In a wire or a solenoid carrying current, I, depicted in Fig. 2.4a, this law predicts the
following field strengths (with time-constant electric field, ∂E⃗

∂t = 0);

B =
µ0I
2πr

(wire), B = µ0I
N
L

(solenoid). (2.21)
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where r is the distance from the wire, and N/L is the number of solenoid turns per unit
length. This can be extended to atomic theory developed by Bohr where the predicted
fixed orbits generate field as a consequence of electron motion [55], see Fig. 2.4b.
Assuming the fixed orbit of an electron with angular momentum, L⃗, will create a mag-
netic moment, µ⃗L, it can be seen how an unpaired electron in an atom could possess a
net magnetic moment;

µ⃗L =
e

2me
· L⃗. (2.22)

Figure 2.4: a) Magnetic field (B) generated by current (I) carrying wire. b) Field
generated by electron in a fixed orbit. c) Field due to intrinsic spin angular momentum
of the electron.

With further development of atomic theory and subsequent advances to the under-
standing of electronic structure in metals, a more coherent picture of magnetism began
to emerge. This description was limited as it did not explain the phenomena of per-
manent magnets and failed to predict the measured moments of naturally occurring
magnetic atoms. This orbital theory failed to capture why magnetism was tradition-
ally observed in transition metals. Quantum mechanics is necessary to complete the
picture, where phenomena such as spin and exchange interactions can complete the
atomic picture. At its most fundamental level, magnetism is a macroscopic realization
of a quantum effect [17, 56].

2.3.2 Atomic Model of Magnetism

The early explorations of magnetism describe what is now defined as orbital magnetic
moment µ⃗L; which is understood to be the moment generated by unpaired electrons in
their fixed orbitals [17]. However, this classical description needed expanding. Further
refinements are required upon inclusion of relativistic terms as in the Dirac equation
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[57], giving rise to an extra term designated the electron ’spin’ S⃗, see Fig. 2.4c [17].
This spin is not considered equivalent to the classical description of a rotating charge,
instead being a fundamental quantum property [44]. The spin angular momentum
is found from the spin quantum number, s = n

2 , where n is the number of unpaired
electrons;

S = ℏ
√

s(s+1). (2.23)

A proportionality constant, ge, accounts for differences between spin and orbital mo-
ment generation [17]. Using the Dirac equation, ge is shown to be ≈ 2 [57], with a full
derivation available in quantum field literature [58]. The spin moment, µ⃗s, is [17],

µ⃗s = ge ·
e

2me
S⃗. (2.24)

Finally, the total atomic moment in zero magnetic field is written as,

µ⃗H = µ⃗s + µ⃗L, (2.25)

where quantum treatment of the shell electrons further results in quantised orbital mo-
mentum, L⃗, in integer multiples of ℏ [44]. We further consider the spin-orbit coupling,
JSO, which links the spin direction to spatial directions of the orbitals [17] due to inter-
action between the electron and the magnetic field generated by the nucleus;

JSO = γSO⃗L · S⃗, (2.26)

where γSO is the spin-orbit interaction energy which increases strongly with nuclear
charge, Z. In free space, these moments are randomly orientated. Under the application
of a field, H⃗, these atomic moments are perturbed. The general Hamiltonian for an
electron with momentum, p⃗, in an applied magnetic field (vector potential, B⃗ = ∇× A⃗)
is written as [17],

H =
p⃗

2me
+V (⃗r)︸ ︷︷ ︸
ZF

+
e

me
A⃗ · p⃗︸ ︷︷ ︸

PM

+
e2

2me
A⃗2.︸ ︷︷ ︸

DM

(2.27)

These three terms refer to the unperturbed Hamiltonian (ZF), the ParaMagnetic re-
sponse (PM), and the DiaMagnetic response (DM) respectively. From the relative
strength of the later two terms, paramagnetism and diamagnetism can be defined (see
Fig. 2.5). Summing the response across all atoms, a net magnetisation M⃗ emerges in
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the material. From this the susceptibility, χ, is defined [17];

χ = M/H. (2.28)

In the following sections, H⃗ and H refer to the applied field vector and the applied field
strength, respectively. The applied field is related to the magnetic flux density as,

H⃗ = B⃗/µ0 − M⃗. (2.29)

2.3.3 Weak Magnetic Interactions

The behaviour of weakly interacting magnetic materials are discussed in this section,
with ParaMagnetism (PM) and DiaMagnetism (DM) arising from Eq. (2.27). An
overview of the different magnetic interactions can be found in Fig. 2.5.

Paramagnetism

The second term of Eq. (2.27) describes the paramagnetic response. As a consequence
of the vector potential, A⃗ · p⃗ can be rewritten in terms of the curl to give B⃗ · (⃗r× p⃗) [17].
As this curl term is identical to the angular momentum operator l⃗, the paramagnetic
response describes the Zeeman interaction with the orbital moment;

Ez =
e

me
B⃗ · l⃗. (2.30)

The paramagnetic susceptibility can be found by considering Eq. (2.28) for the average
orbital moment, where n is the number density of atoms;

χPM =
n⟨µ⃗L⟩

H
. (2.31)

Paramagnetism is then defined as the weak attraction of materials by an externally
applied magnetic field, or in mathematical terms χ > 0 [40]. A schematic is provided
in Fig. 2.5.

Diamagnetism

The third term of Eq. (2.27) refers to the diamagnetic response. This is simplified
by assuming spherical symmetry which reduces to the semi-classical approach [17].
The diamagnetic response in this case is described by Lenz’s law, where the induced



2.3. MAGNETISM THEORY 37

moment acts to oppose the applied field;

χDM =−n µ0e2

6me
⟨r2⟩ , (2.32)

where ⟨r2⟩ is the mean square radius of the orbiting electron in the Bohr model. This
negative susceptibility is present in all atoms subject to a magnetic field. Diamagnetism
is then defined as the response present in every material where an applied magnetic
field creates a repulsive force, or χ < 0 [40]. A schematic is provided in Fig. 2.5.

Figure 2.5: Magnetic interactions: showing a) diamagnetism in presence of applied
field, b) paramagnetism when subject to a magnetic field. c) The relative interactions
under applied field from which the susceptibility is derived according to Eq. (2.28).
The black rectangle indicates the magnetic sub-lattice which maps to the atomic lattice
in such materials.

2.3.4 Magnetic Ordering

For certain magnetic materials, the spin structure remains ordered in the absence of
magnetic fields. FerroMagnetism (FM), AntiFerromagnetism (AF), and ferrimagnetism
occur as a consequence of short-range atomic interactions establishing magnetic or-
der [17]. The physical origins of these interactions are discussed in Section 2.4. An
overview of the different types of magnetic ordering is provided in Fig. 2.6, where the
magnetic sub-lattice is illustrated in each case.

Ferromagnetism

Ferromagnetism can be defined as the ability for a magnetic material to maintain a
spontaneous magnetic moment in the absence of external field [40]. This implies an
energy term that favours parallel alignment of spins on an atomic level so that the
magnetic sub-lattice maps exactly to the crystal lattice as in Fig. 2.6a. Examples of
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FM materials are the transition metals Fe, Ni, and Co. Properties of FM materials are
discussed in more detail in Section 2.4.1.

Antiferromagnetism and Ferrimagnetism

Antiferromagnetism describes magnetic ordering where the magnetic moments of atoms
or molecules, usually related to the spins of electrons, align in a regular pattern with
neighbouring spins anti-parallel [40]. This results in multiple magnetic sub-lattices of
atomic spins with a net magnetic moment of zero as in Fig. 2.6b. This was first ob-
served in transition metal oxides [59]. A detailed discussion of AF materials may be
found in Section 2.4.2.

Ferrimagnetism describes the instance where the magnetic sub-lattices possess un-
equal atomic moments, as illustrated in Fig. 2.6c. This results in a material with
anti-parallel spin order with a net magnetic moment, as observed in ferrite, Fe3O4

[17].

Figure 2.6: Magnetic order: a) ferromagnetism under zero applied field, and b) an
example of antiferromagnetic order under zero applied field, c) ferrimagnetism where
the anti-parallel magnetic sub-lattices have moments of different magnitudes.

2.3.5 Band Magnetism

The atomic theory of Section 2.3.2 is limited to the response of localised electrons
under an applied field. Electrons in a material are better described collectively by the
electronic band structure [39]. By considering the interaction of correlated electrons
with magnetic fields, the origin of atomic moments of non-magnetic elements in al-
loys can be explained. Furthermore, the interaction between correlated electron spin
and magnetic fields can be detailed. The exchange interaction gives rise to spin split-
ting of electronic band structure in magnetic materials, with regard to the |↑⟩ or |↓⟩
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states. The Density Of States (DOS) of these |↑⟩ or |↓⟩ states are found from ab ini-

tio calculations, see examples provided in Fig. 2.7. Where the Fermi energy, E f , is
coincident with a high DOS of the |↑⟩-band, a ferromagnet with high magnetisation is
formed [60]. Results for γ-Fe with different lattice parameters illustrate the sensitivity
of Fe moment to atomic spacing in the densely-packed FCC phase [17]. This demon-
strates how band structure can influence the magnetic character, giving rise to lower
than expected atomic moments.

Figure 2.7: Calculated density of states for FCC Fe. The slight increase in the lattice
constant results in favourable conditions for FM behaviour based on the band structure.
Adapted from Coey (calculations courtesy of Ivan Rungger) [17].

Hybridisation of Non-magnetic Atoms

The Anderson impurity model describes how a magnetic atom interacts with a non-
magnetic matrix via hybridisation of the band structure [61]. This can induce a differ-
ence (magnetic valence - Zm) in the DOS for spin systems when there is strong band
overlap (such as for 3-d and 4-s orbitals);

Zm = N↑−N↓. (2.33)

The magnetic valence model describes the average moment per atom of d-block el-
ements. Following the derivation of Coey [17], in an alloy composed of such atoms
the average moment will be expressed in terms of the magnetic valence, Zm, using the
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number of spin-up d-band electrons, N↑
d , of each species;

Zm = 2N↑
d −Z, (2.34)

where Z is the number of valence electrons. N↑
d reaches values of 5 for strongly mag-

netic d-block elements, and is 0 for main block elements. N↑
d can possess non-integer

values depending on how electron band are filled when d-band hybridisation occurs
[17]. If N↑

s is the number of |↑⟩ electrons in the unpolarised s-p band, the average
moment per atom is expressed in terms of the weighted average of Zm;

⟨m⃗⟩=
(
⟨Zm⟩+2N↑

s

)
µ⃗B. (2.35)

In this way it is possible to estimate the magnetisation of any strong ferromagnetic
alloy based on iron, cobalt or nickel, if one can calculate the constituent magnetic
valences, Zm [17]. Impurities with electrons above the host Fermi level can also in-
troduce virtual bound states where impurity electrons fill 3d orbitals of the magnetic
atom, thereby reducing the overall moment. This theory is applied to FeRh in Chapter
3 showing how hybridisation induces a moment at Rh sites [35].

2.4 Micromagnetic Energy

The microscopic energies present in magnetic materials are discussed in this section.
The atomic model described previously does not account for long-range magnetic or-
der. Justification is required for why an array of randomly oriented moments would
align parallel in the absence of an electric or magnetic field. Any thermal excitation
should render the spin orientations randomly distributed resulting in zero stray field
above 0 K. It also remained unclear why it only occurred in a select few materials,
primarily transition metals. This was first approached by Weiss who demonstrated the
behaviour could be explained from the following two assumptions [17, 56].

i) Spontaneous magnetization occurs due to some internal field, HM.

ii) Magnetic bodies are divided into microscopic randomly-orientated regions of uni-
form magnetisation, termed domains.

These assumptions are justified by considering the competing magnetic energies in
a material. A basic formulation is captured in the micromagnetic energy equation
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[62, 63];

Etot = Eex +Ed +Ek +EZ, (2.36)

where the respective terms are exchange - Eex, magnetostatic - Ed , magnetocrystalline
anisotropy - Ek, and Zeeman energy - EZ .

Exchange Energy

The advancement of quantum theory by Heisenberg led to a deeper understanding of
interactions between electrons of neighbouring atoms, which explains the origin of ex-
change [56, 64]. As electrons are classified as fermions, Fermi-Dirac statistics apply;
namely the Pauli exclusion principle [44]. When applied to two unpaired electrons
about neighbouring atoms, this gives rise to an additional quantum term in the classi-
cal electrostatic potential; the exchange energy [56].

The exchange between unpaired electronic spins i and j (Ji j) exhibits strong short-
range interaction with favourable parallel alignment showing great sensitivity to the
mean atomic spacing [17]. Considering two identical atoms with non-zero spins, the
difference in energy for parallel, E+, and anti-parallel, E−, spin alignment is written
as,

Eex =
1
2
(E+−E−) =−2JexS⃗i · S⃗ j, (2.37)

where Jex is the exchange integral [64], and S⃗i is the spin vector of atom i. When Eex

> 0, FM order is favoured. The collective exchange interaction is related to the Weiss
field, HM, via the number of nearest neighbours in the unit cell, Z, and spin quantum
number, S [17];

H⃗M =
2ZJexS2

µ⃗H
. (2.38)

At some temperature TC, FM order is lost where the thermal vibrational energy (kBT )
exceeds the exchange energy and a FM → PM transition occurs. The value of TC can
be estimated as [17],

TC =
2ZJex S(S+1)

3kB
. (2.39)

To predict ordering for a given magnetic species, the Bethe-Slater curve (see Fig. 2.8)
offers a rough estimation of Eex [17]. This plots Eex across atomic species using the
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ratio of atomic radius, ra, to the 3d electron shell radius, r3d . This demonstrates the
preference for FM order above a given ratio, ra/r3d . These 3d electrons are important
factors in the spontaneous magnetisation, exhibiting strong interaction with neighbour-
ing atoms for singly occupied sub-orbitals. As well as explaining the FM behaviour
of α-Fe and Co, this curve assists in predicting the magnetic ordering of alloys when
the atomic radii is known [17, 56]. For example, in Heusler alloys an increased lattice
constant promotes parallel alignment for Mn atomic moments [65].

Figure 2.8: The Bethe-Slater Curve presenting how Jex varies with the ratio of the
radius of the atom ra to the radius of its 3d electron shells r3d . Taken from Coey [17].

The exchange energy further predicts more exotic magnetic orderings [17]. Namely,
Neél speculated that negative values would result in anti-parallel spin alignments be-
ing favourable [66], which describes the spin order present in AF or ferrimagnetic
materials.

Magnetostatic Energy

The magnetostatic energy describes the potential energy of a body in a magnetic field.
The free energy can be written by integrating over space as,

Ed =
1
2

∫
µ0H⃗d · M⃗ dV, (2.40)

where H⃗d represents the demagnetising field, the stray field generated by the magneti-
zation, M⃗, of a body. Naturally, the system will try to minimise the total self energy.
The pole avoidance theory conceptually describes how the curvature of a stray field
is minimised, favouring sample magnetisation along a long axis [17] (e.g. y-axis in
Fig. 2.9). This is considered mathematically as H⃗d = NdM⃗, where Nd is termed the
demagnetisation factor.
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Figure 2.9: Ellipsoid shaped magnetic body with easy axis along the y-direction.

In order to estimate the demagnetisation factors, the relative axis lengths provide
a means of deriving the shape anisotropies. In the following discussion, a reference
axis system is given in Fig. 2.9. In the most general case of heterogeneous samples
consisting of many magnetic bodies the local field, H⃗ ′, is fully captured with [67],

H⃗ ′ = H⃗ +N · ⟨M⃗⟩+NP ·

(
⟨M⃗ · n⃗ M⃗ · n⃗⟩

⟨M⃗ · n⃗⟩
−⟨M⃗⟩

)
, (2.41)

where H⃗ is the applied field, N is the shape anisotropy tensor, M⃗ is the magnetisation,
NP is the microscopic demagnetisation vector, and n⃗ is a unit vector in the direction
of applied field. Eq. (2.41) is simplified by assuming homogeneity across the sample
when fully magnetised. Hence NP is not considered. Instead the overall effect is
captured by N . This tensor is estimated by numerically solving Poisson equations
[17]. A diagonal demagnetisation tensor can be found by assuming the sample is an
ellipsoid [68]. This simplifies the problem as stray fields from edges and vertices are
not considered to give;

N =


Nx 0 0

0 Ny 0

0 0 Nz

 . (2.42)

A series of tables compiled by Osborn [69] allow for an approximation of the tensor
N for select shapes. Given the scalable nature of magnetic interactions [17], N is
constant for a fixed ratio of ellipsoid axes length. The corresponding internal fields
experienced along the principle axes (i) in an ellipsoid are expressed in terms of the
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magnetisation, M;
Hi = (H0)i −NiMi, i = x, y, z. (2.43)

By definition, the shape anisotropy, Ksh, is the difference between the energy den-
sity, E∥, for magnetization parallel to some easy axis and E⊥, along the hard direc-
tion. This leads to the well known anisotropy energy for homogenous thin films which
favour in-plane magnetisation [17]. By assuming the thin film is approximated as an
oblate spheroid with in-plane axis ≫ film thickness, the magnetostatic energy is pre-
dicted as,

Ksh = 2πM2
S, (2.44)

where Ms is the saturation magnetisation.

Magnetoanisotropy Energy

An important source of anisotropy in many thin films systems is the magnetocrys-
talline term which describes the energy cost when moments are not aligned to certain
crystal axes. The atomic structure imposes fixed directions along which the orbitals
can achieve greatest overlap, thereby reducing energy [70]. The spin-orbit interaction
of Eq. (2.26) determines the magnitude of coupling between magnetisation and the
structure-induced anisotropy. In the simplest case of uniaxial anisotropy, this is de-
fined using a Taylor expansion in spherical polar co-ordinates. An approximation to
first order may be written as [56],

Ek = K1sin2
θ+ ..., (2.45)

for relative angle, θ, between the easy axis and M⃗, where K1 is the anisotropy. When
K1 > 0, an easy axis is defined along which energy is minimised. For K1 < 0, energy
is reduced when the moment aligns in the xy-plane (see Fig. 2.10a), giving rise to
the term easy-plane anisotropy. The potential energy surfaces for both instances are
illustrated in Fig. 2.10a.

For the cubic structures examined in this thesis, the easy (and hard) axes are defined
in terms of α,β,γ - the cosines of the angles Ms makes to the family of ⟨001⟩ crystal
axes. This energy is formulated to second order as [56],

Ek = K1
(
α

2
β

2 +β
2
γ

2 + γ
2
α

2)+K2α
2
β

2
γ

2 + ..., (2.46)
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a) b)

Figure 2.10: a) Potential energy surface for the case of uniaxial anisotropy shown for
instances of K1 > 0 (easy axis) and K1 < 0 (easy plane). b) Potential energy surface
for the case of cubic anisotropy. Shown for K1 > 0 and K1 < 0. Taken from Herak
[71].

where K1 and K2 are material dependent quantities with magnitude ≈ 104 J/m3 [56].
If K2 can be neglected, then the easy axis for K1 > 0 lies along [001] while for K1 <

0 the easy axis is parallel to [111]. The resulting potential energy surface is illustrated
in Fig. 2.10b.

Zeeman Energy

The Zeeman energy captures the interaction between the atomic moments and an ex-
ternal applied field;

Ez =−m⃗ · B⃗, (2.47)

for each atomic moment, m⃗, under an applied field, B⃗. The origin of this energy is
directly found from the Hamiltonian describing an atom under applied field, Eq. (2.27).

Magnetisation at Interfaces

The energies introduced in Eq. (2.36) apply to all magnetically ordered materials. As
the field of magnetism has progressed with development of physical vapour deposition
discussed in Chapter 4, attention has turned to thin films [17]. To this end, the effects
of boundary conditions are introduced here.

The demagnetisation field is sufficient to describe the anisotropy of single layer
soft FM films in the absence of strong interfacial forces, Eq. (2.44). However, strain
at interfaces or grain boundaries incurs an additional energy cost, the magnetoelastic
energy EME . In the case of isotropic strain at a thin film interface, such that λ111 = λ001,



2.4. MICROMAGNETIC ENERGY 46

the magnetoelastic energy is written as [17, 56],

EME =
3
2

σsλmsin2
θ, (2.48)

where σs refers to the stress, and θ is the angle between σs and M⃗s. This is expressed
in terms of magnetostriction, λm, which quantifies the magnetically induced strain in
a particular material. Further magnetoelastic energy costs may be incurred in bulk
materials due to strain at grain boundaries [72]. Finally, the broken symmetry at each
boundary means crystallographic anisotropies do not hold and one must consider the
surface anisotropy [73], EAS;

EAS =
∫

KS[1− M̂ · n̂] d2r, (2.49)

where KS is the surface anisotropy energy, M̂ is unit vector of magnetisation, and n̂ is
the surface normal [17].

2.4.1 Domain Theory of Ferromagnetism

Having established the micromagnetic energies that are important in magnetisation
processes, bulk magnetic samples can be described. This is first considered in terms
of the magnetostatic energy, Ed . If the entire sample was FM with one domain, the
stray field would be reduced by halving the material into two separate domains with
M⃗ of each aligned anti-parallel. This can be extrapolated to further reduce the mag-
netostatic energy by creating ever smaller domains. However, other terms impose a
lower limit on the size of these domains. The exchange energy Eex and total anisotropy
(Ku) are especially pertinent in domain walls. Non-parallel spin alignment at these
boundaries carry a large energy cost, where Ku limits the relative angular shift between
neighbouring atomic spins. The transition from one domain to a different anti-parallel
domain must be distributed across several atoms resulting in a domain wall shown in
Fig. 2.11a. This results in the domain wall energy, proportional to the surface area of
the domain walls, which balances the magnetostatic energy. An estimate of the domain
wall width, δw, and energy, Ew, is predicted from the relative magnitudes of Eex and
Ku [17];

δw =
√

Eex/Ku, Ew =
√

Eex ·Ku. (2.50)
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Magnetic Hysteresis

The key components of the hysteresis loop in Fig. 2.11b are explained by considering
the effect of an applied field, H⃗. This will change the net magnetisation either by
rotating M⃗ of the domains or moving domain walls. Under strong applied field, these
moments will be completely aligned, yielding the maximum magnetic moment. This
is defined as saturation magnetisation, Ms, see Fig. 2.11b. This saturation value is the
sum total of all FM domain moments.

Figure 2.11: a) Examples of Bloch and Neél domain walls with the domain wall width
(δw) illustrated. Adapted from Bhatia et al.[74]. b) A typical hysteresis curve showing
how an applied field aligns randomly orientated domains (start) resulting in net mo-
ment at zero field (remanence). The coercivity is seen from the opening of the curve.

Stoner-Wohlfarth Model

The Stoner-Wohlfarth model describes how stabilisation of magnetic moments is pro-
vided by internal demagnetisation fields [68]. This results in net moment at zero field,
the origin of remanence seen in Fig. 2.11b. Using a simplified model of the sample
as a uniformly magnetised ellipse in 2D, the total energy, η, is expressed in terms of
a magnetic anisotropy, Ku, and the Zeeman energy, see Section 2.4. The system has
one easy axis pointing in plane. The direction of the magnetisation is then stable to
external fields when the system is at an energy minimum [68];

∂2η

∂ψ2 = cos(2(ψ−θ))+hcosψ > 0, where h =
µ0MsH

2Ku
, (2.51)

ψ is the angle between the magnetisation M⃗ and the applied field H⃗, and θ is the angle
between the easy axis and H⃗.
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Figure 2.12: Magnetisation curves for the Stoner–Wohlfarth model for various angles
θ between the field direction and easy axis. Taken from Coey [17]. Ha is the anisotropy
field, where the Zeeman energy exceeds magnetic anisotropy energy. θ and φ refer to
the angles the easy axis and M⃗ make to H⃗ respectively.

The system will then be stable to spontaneous switching below certain values of H⃗,
termed the coercivity. Examining Eq. (2.51) it is seen that this coercivity is strongly
dependant on the angle between the easy axis and the applied field [17]. The predicted
relationship is shown in Fig. 2.12 where the coercivity is greatest when θ = 0°.

Coercivity of FM Materials

Building on magnetic materials described in Section 2.3.4, ’hard’ and ’soft’ ferromag-
nets are defined, whose distinction is important for this project. Hardness is quanti-
fied by FM coercivity, Fig. 2.11b. Hardness is defined in a relative sense but as a
guide for this thesis, hard magnets have coercive fields of > 400 kA m-1 [17]. The
Stoner-Wohlfarth model describes the coercivity field in terms of the total anisotropy.
With many contributions, no single factor will determine the hardness of a magnet but
the most important consideration is the magnetocrystalline anisotropy. Generally an
increased Ek, see Eq. (2.46), correlates with increased magnetic hardness [17]. Ex-
amples of hard FM materials are NdFeB as shown in Fig. 2.13, where the rare-earth
atoms contribute a large magnetocrystalline anisotropy with coercivity up to 2000 kA
m-1 [75]. In some isotropic FM materials, there is no such easy axis with minimal
energy cost for magnetic moments not aligned to the preferred crystallographic direc-
tions, such as Fe3Ni shown in Fig. 2.13b with a coercivity of 0.7 kA m-1 [76].



2.4. MICROMAGNETIC ENERGY 49

Figure 2.13: a) Example of hard FM material, Nd2Fe14B with crystal structure impos-
ing an easy axis z, along which the Nd atomic moments align. Adapted from Lewis et
al. [75]. b) Fe3Ni crystal structure in the L12 (Cu3Au) ordered phase [77].

2.4.2 Extension to Antiferromagnetic Materials

Similar micromagnetic arguments can be applied to antiferromagnetism which was de-
scribed in Section 2.3.4. This magnetic ordering relies upon magnetic sub-lattices (MA

and MB) mapping to a superstructure of the crystal lattice [56], as a consequence of
negative exchange interaction (Jab < 0), introduced in Section 2.4. The type most ap-
plicable to this project is G-type as seen in Chapter 4, Fig. 4.28. This occurs when spins
are orientated anti-parallel to each of their nearest neighbours; typically in materials
with cubic crystal structures, such as equiatomic alloys adopting CsCl type order [14].
As a consequence, a magnetisation M⃗ cannot be determined. Instead a concept know
as the Neél vector, N⃗, is defined as pointing along the axis of anti-parallel moments
[66], see Fig. 2.14. Similarly, Neél temperature, TN, is defined as the point where ther-
mal vibrations overcome the exchange energy, so that ordering is no longer favourable.

A molecular field approach describes the field acting on sub-lattice magnetisations
M⃗A and M⃗B in terms of the negative Weiss component, ni j, the coupling between mo-
ments i and j;

H⃗A
i
= nAAM⃗A +nABM⃗B + H⃗, (2.52)

H⃗B
i
= nBAM⃗A +nBBM⃗B + H⃗, (2.53)

for an external field, H⃗. The formation of domains and domain walls can be modelled
using the micromagnetic energies, Eq. (2.36). As |M⃗A| = |M⃗B|, the net zero demag-
netising field simplifies the micromagnetic equation, resulting in domain structures
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determined primarily by lattice defect entropies [17]. Hence, AF domains are typi-
cally smaller than their FM counterparts (< 100 nm) often mapping to crystal grains
[78].

Figure 2.14: a) Magnetisation vectors of an antiferromagnet. The dashed lines show
the possible configurations after a spin flop. b) Magnetisation of an antiferromagnet as
a function of applied magnetic field, showing: (i) a meta-magnetic transition and (ii) a
spin-flop transition. Adapted from Coey [17].

The stability of AF domains to resist external fields is explained by considering the
perpendicular (χ⊥) and parallel susceptibility (χ∥) as shown in Fig. 2.14a.;

χ⊥ =− 1
nAB

, (2.54)

while χ∥ is 0 at 0 K, rising to χ⊥ at TN , as described by a Brillouin function. This func-
tion describes how the alignment of magnetic moments respond to increasing thermal
energy [17]. In Fig. 2.14b, the magnetocrystalline anisotropy, K1, governs the field at
which spin-flop occurs, Hs f [17];

Hs f =

(
4MAHA

χ⊥−χ∥

) 1
2

, HA =
K1

µ0MA
. (2.55)

For zero temperature, this reduces to Hs f = 2(HAH i
A), requiring large magnetic fields

(up to 10 T) to re-orientate the spins [17]. In Fig. 2.14b, (i) the meta-magnetic tran-
sition occurs for materials with relatively low Weiss components, nAB, meaning the
coupling between magnetic sub-lattices is relatively weak.
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2.5 Magnetisation dynamics

The theory presented in the previous sections describes static magnetism. The main
focus of this project is on dynamics and therefore requires an explanation of how mag-
netic moments react to external factors in the time-dependent regime. This is first de-
scribed in terms of magnetic moments precessing under application of magnetic fields
exhibiting resonance. Non-equilibrium dynamics are then introduced which govern
how magnetic moments respond to near-instantaneous physical changes such as heat-
ing over fs timescales.

2.5.1 Ferromagnetic Resonance

When a uniform array of magnetic spins is subject to a change in magnetic field, they
respond by precessing about the new field direction [62]. Dynamics of magnetic spins
are described by extending the Landau-Lifschitz equation to include damping terms in
the time-dependant regime [62]. The general form is given as,

dM⃗
dt

= γ

(
M⃗× H⃗e f f

)
− α

Ms

(
M⃗× dM⃗

dt

)
, (2.56)

where γ describes the precession frequency, H⃗e f f is the effective magnetic field, and α

is a damping term. This is known as the LLG equation [62] and describes a magnetic
moment precessing about the axis of the vector H⃗e f f as energy is dissipated. This is the
simplest case of time-dependent behaviour. There have been latter extensions to this
equation to account for spin-polarised currents [79] and spin-transfer torque [80, 81].
However, these are not relevant to the work of this project.

In the case of thin films with perpendicular anisotropy, Eq. (2.56) predicts preces-
sional motion of the spins with a GHz resonance frequency [17]. This is derived by
considering the stray field in a thin film sample when the damping term is negligible.
The oscillating components of time-dependent magnetization are defined generally as
m = m0eiωt in the xy-plane;

dmx

dt
= µ0γ

(
−mxHz + M⃗Hx

)
=−µ0γ

[
H⃗0 +(Nx −Nz)M⃗

]
mx, (2.57)

dmy

dt
= µ0γ

(
−myHz + M⃗Hy

)
=−µ0γ

[
H⃗0 +(Ny −Nz)M⃗

]
my, (2.58)
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where Mz = M⃗ and an external field, H⃗0, is applied in the z-direction. The N compo-
nents are identical to those found in Eq. (2.43). These first order differential equations
are solved to give the well known Kittel equation [39, 82] for resonance frequency, ω0;

ω
2
0 = γ

2 µ2
0

[
H⃗0 +(Nx −Nz)M⃗

]
·
[
H⃗0 +(Ny −Nz)M⃗

]
. (2.59)

In order to describe the resonance frequency in a thin film, the demagnetisation
factors, N , for an oblate spheroid [68] is used, resulting in a z component of unity. In
Eq. (2.56), the H⃗e f f is considered. When the easy axis is perpendicular to the plane,
H⃗e f f will then be shifted by the anisotropy field of magnitude 2K1/Ms. This predicts a
resonant frequency of [17];

ω0 = γ µ0

(
H0 +

2K1

Ms
−Ms

)
. (2.60)

K1 is taken from Eq. (2.46) for the simplest case of uniaxial anisotropy. These dynamic
responses are investigated using the technique of ferromagnetic resonance where a
sample is subject to microwave electromagnetic fields and the absorption intensity is
recorded [83]. The frequencies of the absorbed microwaves are used to extract infor-
mation about the saturation magnetisation, while the damping allows for an estimation
of anisotropy in magnetic samples using Eq. (2.60) [82].

2.5.2 Non-equilibrium Magnetisation Dynamics

The development of shorter and highly correlated laser pulses has enabled the under-
standing of magnetism at ever shorter timescales. Where the laser pulse duration was
on the order of ps, magnetic interactions that occurred with GHz frequencies could be
explored. With the advent of fs laser pulses non-equilibrium states could be probed
and stronger nanoscale interactions could be investigated. This was first observed as
the demagnetisation of FM Ni, where the magnetic remanence reduced within 2 ps,
with subsequent recovery over several ps [84]. From this work, the field of femtomag-
netism emerged. It was known previously that the lattice and electronic system of a
material interact on a fs timescale due to coupling between electron and phonon states
[85, 86]. However, the work of Beaurepaire et al. verified for the first time that the
spin systems could interact on sub-ps timescales when excited by fs laser pulses [84].
Beaurepaire et al. reasoned this could be modelled by differences in the transfer of
energy to the electronic, phononic, and magnonic systems of the sample. Following



2.5. MAGNETISATION DYNAMICS 53

excitation, photon energy is almost instantaneously absorbed by the electron gas [87].
The electron temperature is quickly driven to a non-equilibrium state. Then relaxation
occurs via interaction with the phonons and spins from which the relative coupling
strengths can be determined, see Fig. 2.15. The pump-probe technique was extended
to explore laser-induced modulation of spin-orbit coupling [88] to offer an insight into
the exchange interaction in magnetic materials. This was first applied to investigations
of exchange bias systems. By weakening exchange bias with strong laser moderation,
a coherent rotation of magnetisation was demonstrated [88].

a)
b)

Figure 2.15: a) Laser pulses excite the electron system to a non-equilibrium state which
relax by coupling to the lattice and spin systems (GE-L etc.). b) The normalised tem-
peratures are sketched as a function of time over ps timescales following excitation.

From these pump-probe experiments, phenomenological theory was developed cul-
minating in the three-temperature model. This is modelled by using ordinary differ-
ential equations, usually following the generation of a non-equilibrium state by pulsed
laser heating [3, 84]. The kinetics of each subsystem can be described in terms of their
transient temperatures, Ti(t), following a rapid influx of heat, Q(t);

d[Tel]

dt
= Q(t)− γE-L(Tel −Tl)

Cel(T )
− γE-S(Tel −Ts)

Cel(T )
, (2.61)

d[Ts]

dt
=

γE-S(Tel −Ts)

Cs(T )
+

γL-S(Tl −Ts)

Cs(T )
, (2.62)

d[Tl]

dt
=

γE-L(Tel −Tl)

Cl(T )
− γL-S(Tl −Ts)

Cl(T )
, (2.63)

where the subscript refers to the system (el - electronic, l- lattice, s - spin), γ is the
coupling between physical systems, and C is the heat capacity. In studies of first-
order kinetics, exponential functions are used in order to extract the growth and decay
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rate of the temperature-induced changes in each sub-system [89]. For example, the
following phenomenological equation is used [4] to track the magnetisation growth
process where G(t) is a function that represents the temporal resolution of the probe
technique;

f (t) = G(t)∗
[
A ·
(

1− exp
(
− t

τG

))
+B · exp

(
− t

τR

)]
, (2.64)

where τG is the growth lifetime of the time-dependent quantity, τR is the relaxation
lifetime, A and B are constants, and t is the time since laser excitation. The coupling
terms from Fig. 2.15a can be inferred by comparing the dynamics of different physical
systems following excitation using similar laser pulses. For example, the reflectivity
evolution of FeRh can be extracted in tandem with the Kerr signal in Time-Resolved
Magneto-Optical Kerr Effect (TR-MOKE) experiments [90]. This allows for a compar-
ison between the electronic and spin systems, providing an estimation of the coupling
GE-S.

Chapter Summary

In this chapter, the x-ray matter interaction is described which is foundational to tech-
niques which explore long-range ordering of materials. The magnetic theory discussed
here will inform the current understanding of the FeRh MPT outlined in the next chap-
ter. The dynamic studies described throughout this thesis are interpreted using the
three-temperature model of femtomagnetism.



Chapter 3

Origin of Physical Transformations in
B2-ordered FeRh

Solid-state literature regarding FeRh is discussed in this chapter, detailing the pro-

gression of research from the 1930’s to present day. Particular focus is given to the

current understanding of the MPT mechanism and the dynamics of the physical trans-

formations in the coupled phase transition.

3.1 Meta-magnetic Transition

FeRh has interested researchers since the preliminary attempts to explain the unusual
Magnetic Phase Transition (MPT) of B2-ordered crystals [7]. Fig. 3.1 shows mag-
netometry performed on a FeRh ingot, with a first-order meta-magnetic transition ob-
served at temperatures about 380 K, which promotes an Fe spin reorientation from
anti-parallel to parallel ordering [14]. This involves the transition from G-type AF or-
der to a soft FM phase (coercivity = 20 kA m-1) [91]. Further research revealed the
Transition Temperature (TT) is altered by doping with metallic elements, M, in place
of the rhodium site, Fe50 Rh50 – x Mx [92]. Element specificity was observed, shifting
TT by up to 400 K (Pt doped - 169 K, Ir doped - 585 K) with Ms following the pre-
dicted Curie relationship with temperature once the system was in the FM phase. Ellip-
sometry and x-ray powder diffraction revealed that resistivity and the crystal structure
undergo respective transformations at this TT [13, 15]. As such, it is described as a
coupled transition with changes of multiple physical proprieties as TT is approached.

55
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This early work focused on the bulk properties with research dedicated to the thermo-
dynamics of the phase transition [93]. Calorimetry experiments demonstrated a large
change in magnetic entropy [94, 95] which garnered interest due to the potential refrig-
erant applications [96]. Ball milling of FeRh revealed crystallographic requirements
for the MPT [97], with other allotropes not exhibiting such behaviour. It was not un-
til the 1990’s when physical vapour deposition techniques had progressed sufficiently
that FeRh thin films could be prepared [98]. The coupled transition remained extant
in thin film systems and prompted widespread interest in this material as a component
in memory storage devices [99]. FeRh could be grown epitaxially on widely available
MgO substrates due to lattice matching with the (001) surface [100], leading to exten-
sive research including the first Time-Resolved (TR) studies [88, 90]. This research
was motivated by the drive to increase memory areal density [5, 101], where the tun-
able TT of FeRh was desirable [92]. Incorporation of a thin FeRh layer with a high
anisotropy FePt layer then lead to a thermally switchable exchange spring structure
[102] reducing the head write field in recording media.

Figure 3.1: a) Magnetisation of an FeRh ingot at 5 kOe and inverse initial susceptibil-
ity. A Curie curve is seen to fit the magnetisation curve where TC = 650 K b) Electrical
resistivity for sample heating and cooling. Taken from Kouvel et al. [14].

In tandem with thin film experimental work, increased use of ab initio and Density
Functional Theory (DFT) simulations led to rapid progress in the understanding of the
MPT. It was conclusively shown that the MPT behaviour is only observed with B2
ordered crystals (see Fig. 3.2a) [103], with other common allotropes (FCC structure)
exhibiting FM behaviour across all temperatures [97, 104]. The transition occurs via
change in the spin alignment on the Fe sites from antiparallel to parallel causing a net
moment to appear, as in Fig. 3.2b. Mössbauer spectroscopy has shown that this takes
the form of a spin reorientation [105] with the Fe atomic moment relatively unchanged
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(3.14 µB - AF vs. 3.23 µB - FM). This prompted interest into the potential applications
for FeRh in AF spintronics [25, 106] where the FM phase provided a pathway to align
the Neél vector. Furthermore, insight was provided into the hybridised magnetic mo-
ment of non-magnetic Rh atoms in the FM phase [92]. Using DFT simulations it was
shown that this moment (1.0 µB) is as a direct result of the net field on the Rh atom
due to the surrounding Fe cage [107]. Detailed analysis of X-ray Magnetic Circular
Dichroism (XMCD) measurements have shown the spin and orbital moments to be ms

= 3.15 µB and mL = 0.072 µB for Fe, with ms = 0.96 µB and mL = 0.057 µB for Rh [108].
It was only with the assistance of ab initio techniques that these moments were con-
firmed, further providing estimations for atomic moments in the AF phase [109]. The
Rh atom is believed to experience similar hybridisation in the AF phase, but without
the field stabilisation of Fe spins no net moment is observed [35].

Figure 3.2: a) A phase diagram showing the preferred crystal structure of Fe(1 – x) Rhx
as a function of temperature and Rh atomic %, taken from Oshima et al. [110]. b)
Change in magnetic order of the FeRh equiatomic alloy from G-type AF to soft FM.
Rh atomic moment emerges in FM phase.

Of particular interest is the sensitivity of the transition to a wide variety of fac-
tors. This sensitivity is due to the small energy barrier between the AF and the FM
states [111]. Numerous theoretical works have examined the relative phase stability
and found that they are relativity close in energy [107, 109]. At temperatures close to
RT, thermal fluctuations can perturb the system over the phase transition barrier, with
TT found in the range 300-400 K depending on the ratio of Fe to Rh, or by doping
with elements such as Pd or Cu [112, 113]. The sensitivity of the transition to external
magnetic field offers an insight to the mechanism. As the TT has a field dependence of
9 K T−1, it can be altered using field strengths available in laboratory settings [114].
Previous ab initio simulations, have shown this is due to the slight cant induced on
the Fe spins [35, 115]. This cant reduces the energy barrier to the FM state through
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a ’feedback’ model [94]. The slight tilt induces a small moment on the Rh sites. As
discussed previously, the hybridised spin interaction of the Rh atoms is believed to
exist in both phases [35]. Usually, the G-type spin order results in a net zero moment.
However, with the asymmetry instigated due the spin cant a small Rh moment is pre-
dicted. Then in a positive feedback loop, the small Rh moment further cants the Fe
spins reducing the energy barrier to the spin-flip (or flop [116]) state. This theory has
been described thoroughly but detailed investigations into the Rh electronic structure
and the spin vectors of the AF phase are required to confirm the hypothesis [21].

3.2 Coupled Physical Transformations through the MPT

The work reported in this thesis was motivated by broader solid-state research into
FeRh which focused on the coupled nature of the transition. As well as the sudden
magnetisation emergence discussed above, the resistivity of the material changes due
to transformations in the Fermi surface [34] and the phonon bands reorganise as the
lattice undergoes an isotropic expansion [21]. By exploring the evolution of these
physical properties (see Fig. 3.3), fundamental questions about the MPT can be an-
swered.

Figure 3.3: a) Evolution of the Fermi edge assumed to be a marker of the FM phase
(blue dots) and surface magnetisation (green line) following laser excitation. The
changes in electronic structure were detected by x-ray photoemission spectroscopy
using a photon energy of 120 eV. It is assumed the electron system is immediately
heated by the laser pulse before electron-spin coupling dissipates energy resulting in
the emergence of a FM moment (TR-Kerr response). Adapted from photoemission
spectra experiments performed by Pressacco et al. [117]. b) Dynamics of the (101)
Bragg peak centre shift following laser excitation for a range of fluences. This data is
taken directly from Mariager et al. [31].
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The simultaneous lattice transition with a volumetric expansion of ≈ 1% occurs
as measured by the change in the lattice constant from 2.99 to 3.02 Å [15]. This ex-
pansion is isotropic with B2 order being maintained throughout. Additional heating
to 680 K on bulk samples demonstrated a region of low thermal expansion assumed
to be a second-order FM-PM transition [116]. A more recent experiment by Mariager
et al. probed the (001) peak of AF and FM FeRh following local laser heating to es-
timate the rate of volumetric expansion. It was observed that the peak corresponding
to the FM phase emerges within 5 ps with the AF peak disappearing after 30 ps [31]
in a first-order transition. In the 10 ps following laser excitation the film exhibits a
mixed AF/FM phase. This indicates that the phonon band structure possesses two sta-
ble configurations which it fluctuates between; in effect similar to the stability of the
parallel and anti-parallel alignment of the Fe spins. This experiment demonstrates the
local laser heating induced expansion. It is expected that the bulk volume expands
with the speed of sound (ν = 5.1 km s-1) [31] which is similar to the observed dynamic
growth of FM domains [30]. Progress in the field of ultrafast structural dynamics [3]
has motivated re-examination of FeRh thin films with finer temporal resolution. These
are particularly appealing since recent simulations [109, 118, 119] of FeRh phonon
bands using DFT have revealed that the lattice dynamics plays a decisive role in the
meta-magnetic phase transition, reflected in a significant difference in the expected
temperature dependence of lattice vibrations of the FM and AF phases.

Likewise, the MPT is accompanied by a transformation of the electronic valence
band. This is manifested as a change of the Fermi surface with a reduction of ≈ 33 % in
the bulk resistivity [13]. The magnitude of the resistivity change indicates that the elec-
tronic structure of the material is perturbed significantly upon transition, with a DFT
calculated example shown in Fig. 3.4. This is expected as the band structure of FeRh
evolves to promote a split in energy for the two spin states in the FM state. The lat-
tice expansion will also change the interaction between itinerant electrons. Electronic
probes of the MPT are easily realised as a consequence of the increased conductivity
in the FM phase, where the potential for electronic control of the MPT has already
been confirmed [120]. Previous experiments have further explored this transformation
via the optical properties of FeRh thin films [121] and with TR probes of the FeRh
photoemission spectra [34, 117]. The electronic band evolution changes the electron-
photon interaction of FeRh and by extension the reflectivity spectra. Based on the
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Drude model of reflectivity, R, it is approximated to vary at small energies with [122],

R ≈ 1−2

√
2ε0ω

σ
, (3.1)

where ω is the frequency of observation, and σ is conductivity. One such experiment
defined this the spectral reflectivity crossover with changes in reflectance of 5% upon
transition observed with 2.0 eV photons [121]. The photoemission spectra is a direct
probe of the Fermi surface of the material. The magnitude of the resistivity change
ensures that select features are easily identifiable as either FM or AF. Probes of the
valence band electronic structure have shown such FM features emerge within 1-2 ps
[117]. The spin-polarised Fe band at 150 meV below the Fermi energy was found
to be maximally occupied within 0.5 ps [34] with subsequent charge transfer to the
hybridised Rh atom. This indicates that the electronic system of FeRh has fully tran-
sitioned to the higher temperature state while the lattice and magnetisation still exhibit
behaviour associated with the AF phase.

Figure 3.4: Calculated density of states of FeRh in both a) AF and b) FM phase. This
is presented for the |↑⟩ and |↓⟩ spin orientations, with Fe and Rh components, and total
included. Taken from Bennett et al. (2019) [121].

For comparison, TR Kerr probes of surface magnetisation have shown that the sur-
face moment associated with the FM phase emerges over 100-200 ps following laser
excitation [4, 117]. Initially, XMCD measurements indicated that changes of the mag-
netic structure occur on sub-ps timescales [90, 102]. However, later THz spectroscopy
work revealed this was related to a demagnetisation process rather than emergence of
FM spin structure, though the magnetic behaviour during the initial 10 ps is still not
well understood [123]. This would suggest that the electronic and lattice perturbations
drive the spin system to the FM state rather than the expansion being instigated by
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exchange interactions [124]. It was further found from PhotoEmission Electron Mi-
croscopy (PEEM) experiments that the FM domains do not stabilise until 0.5 ns have
elapsed since the laser excitation [30]. These studies demonstrate that the spin system
evolves more slowly when compared to other aspects of the coupled transition. Com-
mensurate studies of the dynamics of each system evolution are required to determine
conclusively what is the driving mechanism of the MPT [21]. This would then allow
the relative coupling strengths to be extracted using the three-temperature model of
femtomagnetism [84], see Section 2.5.2.

3.3 Tuning Transition Properties in FeRh

Given the coupled nature of the MPT, FeRh may be considered a multi-functional ad-
vanced material. By changing the phonon, electronic, or spin structure, the stability
of either phase is perturbed and the transition energy barrier altered [21, 111]. The
increase (or decrease) in energy barrier will change TT as more (or less) thermal vibra-
tion is required to excite the material into the FM phase. A perturbation that favours the
FM phase such as an increase in the lattice constant [125] or changing the exchange in-
teraction [107, 126] to favour parallel spin alignment should reduce TT and vice versa.
However, intrinsic perturbations such as dopants or the Fe:Rh ratio can alter more than
a single physical parameter meaning such control is not a trivial matter [104].

One such parameter that is easily adjusted is the interfacial strain, either through
the choice of capping layer [127] or via the substrate [128]. For example, strain due
to lattice mismatch can reduce the energy required to overcome the transition barrier
as the lattice is in effect already slightly expanded. In the case of epitaxial growth on
MgO, this manifests itself as a FM region close to the substrate that is permanently
strained [129]. Being purely an interfacial effect, the sample thickness must also be
considered [130, 131]. Thicker films are less influenced by the strain and will display
properties closer to that of bulk FeRh [109]. The strain is assumed to only influence the
lattice constant of the material whilst B2 order is maintained. The MPT is critically de-
pendant on the crystal structure and the degree of disorder in the sample [97, 132]. The
FeRh alloy has an energetically favourable γ phase (FCC structure, see Fig. 3.2a) that
is FM below TC [97]. With increasing disorder this phase can be stabilised rather than
the B2 structure resulting in permanent FM behaviour. By doping the material both the
crystal and electronic structure can be perturbed, possibly promoting the γ-FM phase
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[133]. Another way to promote the γ phase is by artificially increasing the disorder by
ion irradiation [111, 132, 134]. This provides a depth selective means of changing the
material properties. Using SRIM calculations the disorder as a function of depth can
be estimated [18] to selectively induce the FM phase. This opens an avenue to using
FeRh in bit-patterned media if disorder can be reliably induced laterally by combining
ion irradiation and high-resolution lithography [18, 135].

As a consequence of the phase instability, it is expected that the transition should
vary across the grains in a thin film sample with local differences in composition,
strain, or dopants. This has been confirmed experimentally in Magnetic Force Mi-
croscopy (MFM) measurements on thin films and nanowires [136]. It was seen that
microscopic grains have individual transition temperatures. These regions extend up to
several µm and can have dramatically different transition temperatures than the neigh-
bouring regions (up to 40 K as shown in Fig. 3.5a). This also explains the distribution
of TT for the first-order transition [13, 94]. The sample as a whole is an average of
all the regions and rather than a sharp TT, a sample containing many such regions
will have a distribution of TT. This transition can be modelled using a Gaussian func-
tion to define a transition point and a width of transition (∆T). For example, the first
derivative of magnetisation and resistivity with respect to temperature should exhibit
Gaussian shapes which can be fitted to extract TT & ∆T as in Fig. 3.5b.

With a view to applications, it must be considered how the patterning of thin films
changes the physical properties - either as a by-product of the lithography process
[29] or due to mesoscale magnetic interactions [36]. The edge damage from physical
milling processes cause small disordered regions to be formed where the FM phase is
stabilised [137]. As discussed above, SRIM simulations assist in predicting the ion-
induced structural disorder which can induce a FM phase [132]. This can result from
either the formation of γ FeRh, or as a consequence of reduced TT [29]. This will be an
important consideration as patterning dimensions decrease and the disordered regions
become more influential on overall behaviour. For example, using a top-down lithog-
raphy process (such as ion milling at 1000 V [29]) the disorder extends 300 nm from
the feature edges. Patterning can also influence transition behaviour for samples that
have high shape anisotropy. Chapter 2 discussed how AF and FM materials interact
differently with external fields meaning pseudo-1D samples are expected to stabilise
the FM phase as a consequence of the internal demagnetisation fields. Work by Uhlı́ř
et al. demonstrated such behaviour in FeRh nano stripes [36]. As well as a shift in
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Figure 3.5: a) Series of MFM scans on FeRh thin films by Warren et al. [136]. i) Grain
structure as determined by AFM, ii) TT at which the FM phase emerges, iii) TT for
the reverse transition. b) An example of the extracted TT & ∆T from fitting Gaussian
function to the first derivative of magnetisation vs temperature.

TT, an asymmetry in the reverse transition (AF → FM) was demonstrated where the
FM phase existed at lower than expected temperatures. The reverse transition was also
observed to occur stepwise rather than the smooth distribution shown in Fig. 3.5b.

Some recent work has attempted the non-destructive patterning of FeRh to achieve
reversible manipulation of the material properties. Strain nano-pattering via indenta-
tion on thin films has shown changes of TT can be induced [8]. However, the initial
state could only partially be recovered by annealing. Another experiment demonstrated
that a laser heated meta-stable state could be induced locally onto thin films [19]. This
allows the arbitrary patterning of FM domains with write speeds limited solely by the
raster capability of the focused laser. The stability of these domains is due to the un-
dercooling of the FM phase [138], limiting its existence to a ≈ 25 K window (∆T).

3.4 Microscopic Mechanism of the FeRh MPT

Implementing FeRh into devices requires fine control of transition behaviour in order
to best exploit the MPT for the intended application. For this reason, the current un-
derstanding of the MPT mechanism is presented. The transition from AF → FM has



3.4. MICROSCOPIC MECHANISM OF THE FERH MPT 64

been found to follow a different mechanism than the FM → AF relaxation. This differ-
ence is due to the relative size of the domains as predicted from micromagnetic theory
and has been demonstrated experimentally, see Fig. 3.6. In general, AF domains are
smaller with lengths of 10-100 nm [78] in comparison to FM domains which can be
micron size or larger. As a consequence, many AF domains must transition to establish
one FM domain. In the work of Baldasseroni et al., it was found through autocorre-
lation of XMCD [139] and X-ray Magnetic Linear Dichroism (XMLD) [140] signals
from PEEM experiments that the FM domains grow by first nucleating then absorbing
neighbouring AF domains in thin films. The coherence length of the XMCD signal
was assumed to be a reasonable estimate of domain size. Following quasi-static heat-
ing, the coherence length increased as the sample was brought through the transition
indicating the domain growth mechanism. In contrast to this, the AF coherence length
was found to remain at 300 nm through the cooling cycle to the RT phase. The authors
explain that the 300 nm figure reported is not representative of a single domain size
due to spatial resolution limits. Nevertheless, they conclude that the AF phase emerges
solely through a nucleation mechanism [140]. This also explains why the FM moment
is seen to take up to 0.5 ns to emerge in pump-probe PEEM measurements [30]. The
mechanism of nucleation followed by growth results in a slower emergence of satu-
ration magnetisation. These different mechanisms would suggest a difference in the
sites of the nucleation points. Indeed, the AF domains are found to be correlated with
defects in the crystal from the XMLD results [140] while the FM domains exhibit no
such dependence [139]. Further confirmation is provided by MFM measurements on
FeRh wires [136]. Repeated scans of the same sample region across multiple heating-
cooling cycles show that the FM domains do not spatially correlate with the grain
structure. FM domains were observed to nucleate at different sites between cycles,
further indicating that the pinning sites are not restricted to lattice defects.

Although much research been dedicated to the dynamics of the MPT purely in
terms of understanding the AF → FM phase changes, some recent work describes
how transition dynamics may differ in the mixed phase. Due to the spread of tem-
peratures, ∆T, over which the transition occurs, samples composed of a mixture of
AF and FM phases can be stabilised and investigated. For example, spin-wave reso-
nance experiments have been undertaken to demonstrate that first-order dynamics do
not hold throughout the transition with exchange coupling at boundaries between the
AF and FM domains resulting in second-order transition behaviour [112]. Methods
such as nitrogen-vacancy magnetometry [141] or x-ray vector nano-tomography [142]
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Figure 3.6: Autocorrelation length of PEEM signals as a function of sample heating,
shown for a) XMCD and b) XMLD measurements on the Fe K-edge. The a) FM
domains (colour inset) are considerably larger than the corresponding b) AF domains
(BW inset). Adapted from Baldasseroni et al. [139, 140].

are proposed to bridge this gap of knowledge when applied to the mixed AF/FM phase
of FeRh.

3.5 Experimental Outlook

Ultimately, as experimental methods have progressed the understanding of the FeRh
MPT, and solid-state physics as a whole, has deepened. The open questions posed in
Chapter 1 describe research avenues that remain under-explored. The work outlined in
this thesis will show how a detailed experimental approach can assist in furthering the
knowledge of this material which has interested researchers for over 80 years [7].

Investigating the spin order in the AF phase remains a challenging prospect due to
the weak interaction with external fields. X-ray based probes are more easily realised
than previous neutron approaches [91] due to the rapid development of 4th generation
synchrotron sources [143]. This may also offer insight into the hybridised Rh moment
through resonant techniques [21], or the mixed AF/FM phase [37]. With the increased
temporal resolution of x-FEL sources [144], transient states in the electronic [34] and
phonon systems [38] cannot be explained by the three-temperature model [84]. The
analysis of such work relies upon theoretical phonon band simulations [118, 119], and
models explored in the field of structural dynamics [3, 145]. This has important conse-
quences for the physical description of coupling in FeRh where a simultaneous probe
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of the lattice and spin systems remains elusive [21]. Building on the phase transi-
tion asymmetry observed in previous electrical work [36], TR magnetisation studies
of nano-patterned FeRh should be performed. This would inform on the effects that
lithography-induced damage and micromagnetic energies have on the AF → FM mech-
anism.

This thesis approached the phase transition from an experimental standpoint, but
complementary theoretical work deepens the understanding of physical transforma-
tions. Therefore, the FeRh MPT must be implemented in ab initio [109], monte-carlo
[146], molecular dynamics[115], atomistic [112], and micromagnetic [147] simulation
techniques; all of which are challenging to realise due to the inherent phase instability
of FeRh.



Chapter 4

Experimental and Numerical Methods

An overview of the experimental techniques used in the course of this project with

the relevant background theory. An outline of the simulation techniques is provided.

The data analysis is discussed with an explanation of the relevant sources of error and

treatments of uncertainty.

4.1 Thin Film Preparation

The sensitive nature of the FeRh MPT outlined in Chapter 3 demands samples of high
purity, crystallinity, and consistent physical properties. To achieve this, thin films are
prepared by physical vapour deposition. The process is described here as well as fac-
tors that hinder production of nm smooth films.

4.1.1 Magnetron Sputtering

Sputtering was the technique chosen for thin film preparation due to the range of ma-
terials that can be deposited as well as the control it provides over growth rate and
smoothness of deposited films [148]. The technique relies on a physical process of
Ar+ ion bombardment and therefore is not limited by the need to initiate chemical re-
actions [148]. For films of < 1 µm, it is a fast technique that is readily scaled up for
industrial purposes. Sputtered thin films possess consistent density and quality, with
strong adhesion [148]. For these reasons, sputtering is often used in material science
where the end goal is industrial applications.

67
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This technique is based on emission from high purity target materials when bom-
barded with plasma. Ar+ plasma is created by applying a strong current to low pressure
gas as in Fig. 4.1. Once ionised, a potential difference accelerates the ions towards the
target. This is not a linear relation due to the activation energy, the ionisation energy,
and the non-ohmic behaviour of ionic currents. Under rf potential, V0, the equation of
motion for the ions is [149],

d2x
dt2 =

eV0

Md
· (ε+2cos(ωt)) , (4.1)

where ω is the rf frequency, ε is dimensionless dc bias (0 <ε <1), M is ion mass,
and d is the distance from the cathode to the plasma. Under dc bias, the motion is
described by the Lorentz force [149]. Magnets are used to confine electrons ensuring
a consistent angular spread of material emission. The emission rate will depend on the
adhesion energy, atomic weight, and striking probability of the target species [148].
The rate further varies throughout the sputtering process due to isolated electric charges
repelling the ion plasma. Furthermore, the sticking probability of the emitted atom on
the substrate, s, is considered in terms of the activation energy, Eact [148];

s = σ f (Θ) · exp
(
−Eact

kBT

)
, (4.2)

where σ is a steric consideration, and f (Θ) is a coverage dependent function described
by the Langmuir model [148].

Figure 4.1: Schematic of the AJA sputter system adapted from Mubarak et al. [150].
An illustration of the emission from confocal target (orange) following ion (green)
bombardment is provided. The emitted atoms will deposit on the substrate (yellow).
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Next we consider how these deposited atoms arrange themselves on the substrate
surface. The theory of growth kinetics was initially proposed by Markov in terms of
the chemical potential [151], µ, the energy increment associated to the formation of a
unit area of deposited film. The chemical potential of layer-by-layer growth µ(n) is
considered as (assuming negligible strain energy);

µ(n) =
1
n
[µ(1)+(n−1)µ∞] , (4.3)

where µ∞ is the bulk chemical potential, µ(1) is the chemical potential of a monolayer
on the substrate, and n is the layer number. The derivative dµ

dn indicates whether the ad-
atom cohesive force is stronger than the surface adhesive force. Where the derivative
is positive (meaning ad-atom adhesion is stronger) island growth is expected [151].
These energies also depend on the substrate involved and the temperature at which
the process is carried out. Increased temperatures increase the mobility of adsorbed
atoms, resulting in the atoms finding a lower energy state. µ(n) will further change
as a function of layer thickness. As the number of layers increases, interaction with
the substrate weakens and growth will proceed as if upon the bulk material. There are
three basic mechanisms described in the field of surface science, illustrated in Fig. 4.2.

a) Volmer-Weber: adatom–adatom interactions are stronger than those of the adatom
with the surface, leading to the formation of three-dimensional adatom clusters or
islands, see Fig. 4.2a.

b) Stranski-Krastonov: an intermediary process characterised by both 2D layer and
3D island growth. Transition from the layer-by-layer to island-based growth occurs
at a critical layer thickness, see Fig. 4.2b.

c) Frank-Van Der Merwe: adatoms attach preferentially to surface sites resulting
in atomically smooth, fully formed layers. This layer-by-layer growth is two-
dimensional, see Fig. 4.2c.

a) Volmer-Weber b) Stranski-Krastonov c) Frank-Van Der Merwe

Figure 4.2: Types of film growth upon nm smooth substrates.
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Understanding the growth mechanism can inform the necessary thickness to be
deposited. If a film with no gaps is required, e.g. for patterning samples to be used
in electrical experiments, the ideal scenario would be Frank-Van Der Merwe. If this
can not be achieved by changing the growth conditions, longer deposition times are
used so that the islands eventually meld together to form a film. Conversely, island
growth might be appropriate for other applications such as studies of grain boundaries.
Grain sizes are estimated by considering the wetting angle [152]. The effective surface
tension is as a result of the reduced free energy for atoms binding to the same species
instead of the substrate species [148]. An approximation for the wetting angle θw, the
angle between the surface and island edge is,

cos(θw) =
γs f − γsd

γd f , (4.4)

where γs f ,γsd,γd f are the free energies of the surface-free space, surface-deposited ma-
terial, and deposited material-free space, respectively.

The AJA-ATC 220 system used in this project is illustrated in Fig. 4.1. This con-
sists of two chambers, the transfer chamber and the deposition chamber. The main
deposition chamber consists of a rotating sample arm with 11 targets and target guns.
This allows for co-sputtering, depending on the availability of power supplies. Power
supplies used are either dc or ac sources. An ac source is necessary when depositing
insulating materials, where a plasma cannot be maintained under dc bias. Each gun
contains a 2 inch target of material, with purities exceeding 99.9%. For preparation of
ultra-thin layers, higher purity sources are used with impurities < 0.01%. Targets are
regularly cleaned by pre-sputtering to remove oxides or adsorbed hydrocarbons.

Substrate Cleaning for Uniform Film Growth

One of the most critical aspects to achieving the desired thicknesses and ordering in
deposited thin films is smooth and clean substrates. An imperfection on the order of
µm can result in a large area where thin film is not deposited, while substrate roughness
of 1-2 nm prevent the production of atomically smooth films [148]. These can greatly
effect the material properties especially in the very thin film regime (< 10 nm) [153].
Epitaxial growth considerations can further restrict the choice of substrate. Lattice
matching can be used to seed the crystal for selective growth of a particular material
phase [154]. For these reasons, the substrate chosen for FeRh thin films is MgO [20].
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The high durability of the MgO crystal allows for the preparation of substrate surfaces
with low roughness [155]. The stability of the (001) face is a further advantage, as
this face promotes the growth of B2-ordered FeRh [20]. However, one disadvantage of
MgO is the affinity for surface adsorption of organics and water. Therefore, a cleaning
procedure was developed in the NEST group based on the literature of Collins et al.
[156]. Detergent is necessary to remove the large hydrocarbons [156] as Iso-Propyl
Alcohol (IPA) and acetone are not suitable for such purposes [148]. The detergent
chosen was Decon-90 due to its availability and easy dissolution in water [157]. The
cleaning procedure is carried out in an ultrasonic bath as follows;

⋄ 1 minute in Decon-90 solution (5% in DI water)

⋄ 2 x 1 minute in DI water

⋄ 10 minutes in acetone

⋄ 10 minutes in IPA

a) ’Dirty’ MgO b) Post-detergent c) Full cleaning procedure

Figure 4.3: Optical images of the MgO (001) substrate showing the surface impurities
that can effect the subsequent growth of deposited films. The full cleaning procedure
is observed to leave the surface optically clean.

As can be seen in Fig. 4.3 the procedure results in the removal of b) organics and c)
detergent crystals. It is then necessary to remove persistent adsorbed water and lighter
organics. MgO is degassed in vacuum to prevent further adsorption and subsequent
reactions that could impair the surface [158]. This step is carried out in the vacuum
chamber of the AJA sputtering machine, implemented by heating the substrate to 650
°C at pressures below 5x10-8 mTorr for a minimum of 2 hours.

Calibration of FeRh Deposition Rate

For the preparation of consistent films of a desired thickness, the deposition parame-
ters of the FeRh must be investigated. This was implemented as a rate test, see Fig.
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4.4 where the deposition time, td, is varied under fixed sputtering conditions. The
recipe was developed by previous members of the group and has been detailed in prior
publications [129, 131].

⋄ MgO substrate baked @ 650 °C for 2 hours

⋄ Sputter FeRh @ 100 W (dc) for 180 s - shutter closed

⋄ Sputter FeRh @ 100 W (dc) for td s - shutter open

⋄ Anneal at 750 °C - 2 hours

⋄ Cool down to RT - minimum 4 hours

⋄ Sputter Pt @ 100 W for 32 s (prevent surface oxidation)

A series of samples were prepared according to the above process and were charac-
terised in terms of their thickness and magnetic properties. Using GenX, the thickness,
roughness, and density of the layers were found from XRR data (see Section 4.5.2).
The density used for FeRh was 9.86 g/cm2, and the roughness was estimated as ≈ 1-2
nm in all instances. The thickness was cross-referenced using VSM magnetometry
scans (see Section 4.3.1). The moment per volume has been measured extensively in
the literature [14] and is used as a measure of the sample quality.

Figure 4.4: Deposition rate of dc-magnetron sputtered FeRh upon MgO (001) sub-
strates using the AJA ATC-2200 at a power of 100 W. Thickness determined either
from XRR spectra or VSM (assuming Ms = 1095 A m-1).

From magnetometry performed on the samples, the expected thermal hysteresis
was observed [20] with a saturation magnetisation of 1095 A m-1. This compares well
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to samples in the literature, approaching the maximum moments that have been ob-
served (≈ 1200 A m-1 [159]). The thicknesses in this series of depositions were found
to vary between 15-30 nm. Growth is expected to proceed linearly in this range where
adatom-adatom interactions describe the deposition process. As such, no reference for
the growth rate of ultra-thin films (< 10 nm) is available, where the direct adsorption
on the MgO is expected to reduce the rate [151]. This rate test was a reference for all
subsequent thin film depositions, where thicknesses ranged from 10-500 nm.

4.2 Nanofabrication Techniques

In order to examine the effect of nanoscale patterning on the dynamic and static prop-
erties of the FeRh MPT, lithography is performed on deposited thin films. Electron
Beam Lithography (EBL) and ion milling (described in Section 4.2.3) are used for
subtractive patterning, while thermal evaporation is used for additive processes.

Patterns are implemented through polymer masks which are spin-coated on sam-
ples. EBL is utilised to selectively expose specific regions of the polymer. Exposed
regions undergo cross-linking and polymerisation [160] where energy absorbed from
the electrons creates radicals, causing a chain growth reaction [161]. In the case of a
negative resist, these exposed regions are less soluble in a developing solution. Elec-
tron beams offer advantages over photolithography due to the shorter wavelengths, λ,
of the electrons yielding a high resolution pattern technique [162];

∆x ≈ λ/2, where λ =
h√

2meeE∗ , (4.5)

and ∆x is diffraction limited resolution at a given electron energy, E∗. However, EBL
technology has not yet approached the diffraction limit. Resolution is limited by pri-
mary and secondary electron migration. Electrons scatter from collisions with atomic
shells of the resist atoms. These collisions further generate secondary electrons which
increase the electron absorption cross section. In practice, resolution is usually limited
to ≈ 30 nm due to secondary electron generation [163]. As the features used in the
patterns are well separated, proximity effects in the process are not considered [164].
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4.2.1 Top-down Process for Nanowire Fabrication

In order to prepare FeRh nanowires for optical measurements, consistent and smooth
features are required. Subtractive lithography on FeRh thin films (see Fig. 4.5) was
used for this purpose. EBL allows for patterns with high spatial resolution, while ion
milling selectively removes material producing sharp feature edges [148].

Figure 4.5: Process used in the top-down patterning of FeRh films as described in the
wire fabrication steps.

⋄ Spin coat negative resist (m-N2401) @ 3000 rpm – 1 min. Bake 90 °C - 3 min

⋄ EBL exposure (Beam size: 220 na; Dose: 500 µC cm-2)

⋄ Development: ma-D 525 (TMAH based) - 50 s

⋄ Ion mill @ 200 V

⋄ Lift-off: mr-REM 700 (NMP free). Rinse in DMSO, acetone, IPA.

4.2.2 Preparation of 4-point Contacts

To characterise individual FeRh patterned samples, contact pads are deposited for elec-
trical measurement (see Section 4.2.4) in an additive process. Masks are prepared by
EBL (see Fig. 4.6), and Au contact pads are deposited using thermal evaporation.

⋄ Substrate clean: Acetone 2 x 3 min (ultrasonic bath), IPA 2 x 3 min (ultrasonic
bath)
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Figure 4.6: Process for depositing contact pads on FeRh patterned samples and films
as described in the 4-point contacts steps.

⋄ Spin coat positive resist (MMA 4%) @ 3000 rpm – 1 min . Soft bake 176 °C - 3
min

⋄ Spin coat positive resist (PMMA 950K 4%) @ 3000 rpm - 1 min. Soft bake 176
°C - 3 min

⋄ EBL exposure (Beam size: 220 na; Dose: 500 µC cm-2)

⋄ Development (Hammaker program: 2, ratio 1:3) - 50 s

⋄ Thermal evaporation: Cr - 5nm, Au - 30nm, Cr - 5nm (rate 1-2 Å/s)

⋄ Lift-off: Acetone 3 x 15 min, rinse with water gun and wipe with RS PRO cloth.
Acetone 2 x 3 min (ultrasonic bath), IPA 2 x 3 min (ultrasonic bath)

4.2.3 Ion Milling for Top-down Lithography

The top-down approach for the preparation of nanowires requires removal of surplus
material. This is achieved by ion milling - a physical process which is based on the
bombardment of a surface with sufficiently accelerated ions to remove surface atoms.
In order to pattern the material with the required geometry, removal rates of the surface
must be quantified. Therefore, it is necessary to calibrate the mill rate of all materi-
als and deposited resist layers. This ensures that only necessary material is removed.
For metallic samples, a simple resistance measurement with an ohmmeter will deter-
mine the endpoint of the mill process. Otherwise, milling endpoints are determined by
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microscope inspection, Scanning Electron Microscopy (SEM), or profilometry.

Table 4.1: Ion milling conditions used for the removal of FeRh film.

Rotation Pitch angle RF power Beam current Beam voltage

10 rpm 15° 250 W 50 nA 351 V

Ion Milling Rate Test

An Oxford IonFab 300Plus was used for ion milling in this project under the conditions
listed in Table 4.1. Calibration was performed to measure the mill rate of FeRh and
photoresist (see Section 4.2.1). A strip of Kapton tape was used as a height reference
for FeRh, assuming that any material under the kapton tape would not be milled away.
From the comparison of FeRh and photoresist mill rates, it is determined if the resist
is sufficiently thick to withstand the entire milling procedure.

a) b)

Figure 4.7: Thicknesses extracted from the DEKTAK profilometer following 2 minute
intervals of ion milling. a) The height of each array as a function of milling time,
with the estimated FeRh thickness. The initial film thickness was 30 nm. b) Extracted
estimate of the resist thickness across each array as a function of milling time.

The removal rate is quantified with line scans using a DEKTAK profilometer. Scans
are performed across 4 identical features (length 100 µm) and a reference portion of
film (thickness - 30 nm). The reported height is a combination of the FeRh film thick-
ness (see Fig. 4.7a) and the resist layer thickness (see Fig. 4.7b). After 6 minutes,
film is completely removed where the mill rate of MgO substrate is assumed to be
negligible at these voltages. In the case of na-M2401 spin coated at 1000 rpm on the
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FeRh||Pt, the rate of milling was 5.0 ± 0.4 nm min-1 for FeRh and ≈ 2.6 ± 0.2 nm
min-1 for the resist layer. For thicknesses of 40 nm - as used throughout this thesis
- it is assumed only surplus material will be subject to milling. For thicker films (>
100 nm), it is expected that some of the patterned material would be removed in the
process.

4.2.4 Electrical Characterisation

The resistivity of the FeRh B2-ordered phase changes significantly during the MPT
[21]. This provides a method of characterising the transition behaviour locally using
electrical measurements. The differences in the band structure between the AF and FM
phase result in a change of resistivity on the order of 33% [15]. For the characterisa-
tion of patterned samples, this offers a method of examining the TT locally where the
sample dimensions are known to a high degree of accuracy. The resistivity (ρ) is found
by assuming ohmic behaviour, where the general conductivity σ is simplified under a
steady state assumption [54];

σ(⃗r, t)
∂2Φ

∂x2 = J⃗ ⇒ ρ =
V ·A
I ·L

, (4.6)

where Φ is the electric potential, J is the current density, and x is the direction par-
allel to the length, L. V and I are voltage and current, while A is the cross-sectional
area. Such measurements can be carried out using a Physical Property Measuement
System (PPMS); the field and temperature can be controlled while precise electronic
measurements are performed. The small currents used (tens of nA) allow for precise
measurements without subjecting the nanostructures to high current densities. Using
a 4-point probe as in Fig. 4.8 the resistivity can be monitored over small regions after
lithography has been carried out.

This 4-point probe technique is chosen so as to reduce the effect of contact re-
sistance allowing the sheet resistivity, ρs, to be determined. The 2D geometry of an
infinite film means current sources give rise to a potential that falls off logarithmically
with distance [165]. The two outer probes introduce an electric dipole and it can be
shown that the potential difference between the two inner probes is [165],

∆Φ =V =
Iρs

π
ln2. (4.7)

When a sheet of finite thickness W is considered, the resistivity can be expressed in
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Figure 4.8: a) Sketch of a 4 point probe with contact pads in red. A current is applied
and the voltage measured across the region can be converted into a resistance from
which the resistivity is calculated. b) An optical image of wire bonding on a thin film
surface to produce a 4-point probe.

terms of the sheet resistance. The following relation holds when the contacts are spaced
apart by distance s, see Fig. 4.8a;

ρs = w
V
I

π

ln2
·F
(

W
s

)
. (4.8)

The correction factor, F , approaches unity as the thickness reduces; values can be
found from the papers of Smits [165] and Uhlir [166].

4.3 Magnetic Characterisation

The magnetic properties of the prepared FeRh samples were quantified in terms of the
saturation magnetisation and TT, at which FM behaviour emerges. Static measure-
ments were complemented by optical-based techniques which investigate the emer-
gence of surface magnetisation as a consequence of local laser heating.

4.3.1 Vibrating Sample Magnetometry

The magnetic properties of a sample are determined when exposed to applied magnetic
fields. This can be used to quantify the saturation magnetisation and coercivity, as well
as determine sample anisotropies. Due to the thin film samples used throughout the
project, the soft FM moment is expected to be inclined in plane. The shape anisotropy
in the absence of magnetocrystalline or magnetoelastic anisotropies (see Section 2.4)
will impose such an easy axis [17].
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A prototypical scan for FM materials is to probe the in-plane moment as an exter-
nal magnetic field is swept from +2T to -2T. For most FM materials, this allows for
the hysteretic behaviour to be observed demonstrating saturation magnetisation, the
coercive field and remanence. If sample anisotropy is expected, it is important to ex-
amine the behaviour as a function of the applied field angle. Temperature sweeps can
be performed if parameters such as the Curie temperature or TT are of interest.

Figure 4.9: Lab-based VSM set-up. The sample is oscillated between the pick-up coils
which pass the signal to the lock-in amplifier. The stage can be rotated about its central
axis and temperature is controlled with air flow. The orientation of the magnetisation
can be determined from the placement of the 4 pick-up coil pairs, see inset.

In this project, such measurements were performed using a lab-based technique,
Vibrating Sample Magnetometry (VSM) [167]. A schematic of the essential compo-
nents of a VSM is shown in Fig. 4.9. In general, the main issue with performing
magnetic experiments is distinguishing the sample response from the applied field.
The solution is to generate a signal that is ascribed solely to the sample. Hence, the
sample vibration in a VSM. The frequency of oscillation is passed to a lock-in am-
plifier. The moment is extracted from the pick-up coil signal, based on the Maxwell
treatment of electromagnetism. A magnetic moment with stray field, B⃗, vibrating at a
fixed frequency will generate an electric field, proportional to the sample moment. The
emf, E⃗, contained within a surface, C is [54],∮

C
E⃗ · d⃗l =− d

dt

∫∫
B⃗ ·dA⃗, (4.9)
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where A⃗ is the vector area. With consistent pick-up coil position, the change in signal
will be linear with respect to the sample moment. The magnetocrystalline, magne-
tostrictive, and magnetostatic anisotropies can each affect the orientation of the mag-
netisation vector, M⃗. In order to estimate the direction of M⃗, it is important to consider
how In-Plane (IP) and Out-Of-Plane (OOP) signals are differentiated. 8 pick-up coils
are grouped in 2 sets, with coil pairs being perpendicular to each other within the sam-
ple plane, see Fig. 4.9 inset. This quadrupole set-up allows for the extraction of angular
dependant signal using the relative responses from the IP and OOP coils. For the de-
termination of sample anisotropies (see Section 2.4), the magnet is rotated about the
sample while changes in the angular response of the magnetic moment are detected.

Calibration of System and Background Diamagnetism

In order to fully account for all contributions to the signal, sources of all possible
magnetic interactions are considered. The magnetic materials investigated have vol-
umes ≈ 1x10-12 m-3, meaning low total moments are expected (1x10-7 A m2). Sources
of diamagnetic and paramagnetic signal are also considered. Paramagnetism results
from unpaired electrons in atomic shells which align with applied fields as described
in Chapter 2 [17]. The susceptibility to magnetic fields for paramagnetic and diamag-
netic materials are found from Eq. (2.31) and (2.32), respectively [17].

a) b)

Figure 4.10: a) Moment as a function of temperature of 8 mm disc of MgO substrate
at an applied field of 1 kOe. The diamagnetism is seen from the negative response.
b) Magnetisation vs. temperature of FeRh sample with guide-to-eye Curie curve. The
functional form of the susceptibility is inset where TC ≈ 550 K, M = 800 A m-1, and γ

= 1.

In the highly sensitive VSM set-up this diamagnetic response can be detected from
the sample holder, substrate, tape etc. It will be the vector sum of all components



4.3. MAGNETIC CHARACTERISATION 81

exposed to the magnetic field. It is therefore important to measure a reference sample,
which is used to account for the diamagnetic background. For samples explored in this
project, the majority of experiments are carried out on MgO substrates. Therefore, the
system requires calibration using a blank MgO substrate for the diamagnetic reference.
In all cases, samples are ground into 8 mm discs where the grinding medium consists
of silicon carbide particles suspended in glycerine. The diamagnetic response of an 8
mm MgO disc and sample measuring rod is shown in Fig. 4.10a. The signal is weakly
negative showing a slight reduction in magnitude as temperature is increased.

Figure 4.11: Typical magnetometry scan of 30 nm
FeRh thin film vs temperature that demonstrates
the sudden increase in magnetisation upon
transition and the under-cooling that is expected for
the first-order MPT.

Temperature scans demon-
strate how magnetism evolves
when perturbed by anharmonic
thermal vibrations, which in-
forms on exchange interactions
based on the Curie theory of fer-
romagnetism [17]. When per-
forming scans to determine the
TT as in Fig. 4.11, this re-
duction in moment should be
considered. By fitting with the
Curie curve, the temperature de-
pendant behaviour can be esti-
mated even when TC is beyond
the range of the VSM set-up as
seen in Fig. 4.10b. This demonstrates how saturation moment varies as a function
of temperature which is useful in comparing the magnetic moment of samples with
different TT.
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4.4 Optical Probe of Magnetisation - Kerr Effect

The Magneto-Optical Kerr Effect (MOKE) offers a method of probing magnetisation
within the skin depth of materials (≈ 20 nm) by examining the changes in polarised
light following reflection [168]. This was used to perform time-resolved experiments
where temporal resolution depends on pulse length and stability of the laser system.

4.4.1 Interaction Between Surface Magnetisation and Polarised Light

MOKE experiments rely on the anisotropic permittivity of magnetic materials, which
can effect both the intensity and polarisation of reflected light. The dielectric tensor ε

describes interaction of light with an arbitrary magnetisation m⃗ = mx +my +mz [169,
170];

εk = εxx ·


1 −iQmz iQmy

iQmz 1 −iQmx

−iQmy iQmx 1

 . (4.10)

The magneto-optical constant, Q, is defined in terms of the dielectric permittivity ten-
sor, ε, of the magnetic material [171],

Q = i
εxy

εxx
. (4.11)

We are interested in the real component of the Kerr signal which manifests itself as a
rotation of the polarisation angle. Likewise, the imaginary components would describe
the change in ellipticity. The equation are simplified in the case of Polar, mz = 1,my =

mx = 0, and Longitudinal, my = 1,mz = mx = 0, setups. The angular dependence of
the Kerr signal, ΘK , is described by the formulas of You et al. [170];
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(4.12)

where θ0 is the angle of incidence, θ1 is the refracted angle found from Snell’s Law, p

and s refer to the polarisation axis of the light - parallel, or senkrecht (perpendicular)
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to the plane of incidence. n is the refractive index (with subscripts: 0-vacuum/air,
1-magnetic material).

Quantifying the Polarisation Shift

In order to monitor the changes in photon polarisation following interaction with the
magnetic sample, the initial polarisation must be well known. For dynamic measure-
ments discussed below, the reference signal is the emisison from the unpumped sample.
This unpumped case has a polarisation angle 45° to reference angle of the photodetec-
tor shown in Fig. 4.12). A polarising crystal within this detector evenly splits the light
into vertically and horizontally polarised light. This ensures that A and B signals are
equal in magnitude. For the longitudinal case examined in this project, the sum sig-
nal, A+B, describes the reflectivity, while the difference, A-B, describes the shift in
polarisation, assumed to be proportional to surface magnetisation.

Figure 4.12: Light that is polarised at 45° and enters the photodetector is split evenly
between vertically and horizontally polarised light. When suitably calibrated, a rota-
tion in the polarisation axis results in a measurable difference in the signals A-B.

Extracting Magnetic Information from Reflected Light

In order to fully extract the magnetic behaviour from the signal, it is necessary to ac-
count for dynamic evolution of the sample reflectivity. Heating of the electron gas [87]
causes increased reflectivity. One solution is to compare the signal both with and with-
out an external magnetic field. This will further illustrate any artefacts arising from
non-perfect alignment of the polarisation axis, see Fig. 4.12. Further improvements
can be realised in soft FM samples where field is applied in two opposing directions.
This should promote opposite changes in the Kerr signal. It is expected that the dy-
namic reflectivity evolution is consistent for both field applications.
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Figure 4.13: Magnet calibration showing
the dependence of field strength on applied
coil voltage.

Electromagnets offer fine control
over the magnetic field. The system in
Fig. 4.13 was fully calibrated by convert-
ing the applied current to a magnetic field
value. The field is inhomogeneous in the
plane of the magnet. Therefore the cali-
brated field refers to that found at the ap-
proximate centre of the quadrupole. With
the quadrupole layout of the electromag-
net used, flux densities of up to 110 mT
can be applied in a variety of directions,
i.e. positive and negative. The arbitrary
phase offset of the lock-in amplifier (see Section 4.4.2) is corrected for by using r, the
magnitude of measured signal. Separate sum, A+B, and difference, A−B, signals
are recorded at the lock-in amplifier for parallel, +, and anti-parallel, -, magnetic field
orientations. Then the magnetisation M within the probed volume is found with,

M ∝
r(+)

A−B − r(−)
A−B

r(+)
A+B + r(−)

A+B

. (4.13)

4.4.2 Ultrafast Laser Set-up

Pump-probe MOKE is achieved by using a beam splitter to generate two pulses highly
correlated in time from the same laser source. Following Second-Harmonic Generation
(SHG) of one beam, these pulses are differentiated by their power and wavelength. For
highly intense beams, two photons can interact within a material to generate a third
photon with twice the frequency (and energy) of the exciting light. As this is a Non-
Linear Optics (NLO) effect, shorter (50 fs) and therefore more intense pulses generate
significantly more SHG photons than longer pulses (300 fs). On passing through a
medium of length, z, SHG intensity, I2ω, varies as [40],

I2ω(z) ∝ I2
ω z2 sin2(δ)

δ2 , δ =
(2⃗kω − k⃗2ω) ·⃗ z

2
, (4.14)

where ω is the original frequency of light, and δ is the dimensionless phase mismatch.
δ is maximised when k⃗ω is aligned to the required crystallographic axis [122]. The
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proportionality depends on the second-order susceptibility tensor, χ(2), which is appre-
ciable when laser light drives the electron system far from the harmonic approximation.
In the experimental set-up in Fig. 4.14, the SHG is used to generate the pump beam
(515 nm), while infrared light (1030 nm) is the laser probe beam. Changes in the po-
larisation of the probe beam are attributed to the longitudinal Kerr effect as described
above. Magnetisation dynamics are extracted by changing the arrival time between the
two pulses using the delay stage to change the path length of the probe beam.

Figure 4.14: Laser pulses are emitted from source with a 200 kHz repetition rate. Pump
and probe beams are coherently generated with a beam splitter and recombined after
a time delay between pulses is introduced. The pump beam is filtered out before the
detector. An analyser allows for the 45° polarisation axis to be achieved.

The beam is modulated by a chopper in the pump beam path. This supplies a fre-
quency to the lock-in amplifier to monitor the fine changes between the pumped and
un-pumped probe pulses. Standard operation frequency was 1 kHz. The probe beam is
isolated from the pump beam following the sample excitation. This is achieved using a
series of mirrors and bandpass filters that are selectively tuned to certain wavelengths.
Those used were Thorlabs products, such as ’FBH520-40 - Premium Bandpass Filter’
which possesses 90% transmission at 520 nm, and blocking above 556 nm (for per-
pendicular incidence). These are based on thin film interference where alternate layers
of optical coatings selectively reinforce certain wavelengths of light [172].

The spatial overlap of the pump and probe beams on the sample surface is exam-
ined in the first instance using a remote digital camera with high magnification, and
adjusting mirrors in the beam path. Further optimisation is achieved by manually ad-
justing the optical components (lenses & mirrors) to maximise the r(A+B) signal of a
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reference Si(001) sample. This method is subjective, however the appreciable differ-
ence in beam sizes (100 µm - pump, 30 µm - probe) discount the need for perfect beam
overlap.

Estimation of Experimental Temporal Resolution

Interpreting the results of such experiments requires fine knowledge of the temporal
resolution. This is estimated by probing the reflectivity of a reference Si(001) sample
as the delay stage is swept for a fixed laser fluence, see Fig. 4.15a. The reflectivity
of the Si(001) sample will almost instantaneously increase due to lattice heating [173]
and generation of an electron-hole plasma at the surface [174], resulting in observable
changes with a lifetime 32 ± 5 fs [175]. By fitting the change in intensity (dR/dT) with
a Gaussian function, time zero position, x0, of the delay stage is established further
providing an estimate of the temporal resolution. The delay stage position in mm, x, is
converted to time in ps by considering c = 0.29979 mm ps-1,

t = 2
c · (x− x0). (4.15)

a) b)

Figure 4.15: a) Time zero and temporal resolution where the laser had a pulse length of
300 fs are estimated from delay scan of Si(001) reflectivity following laser excitation
with 0.12 µJ pulse energy.b) Resolution is estimated as 0.35 ps from the width of the
fitted Gaussian function (blue).

As the changes in reflectivity occur over timescales much faster than the resolu-
tion of the set-up, it is assumed that the Gaussian width is a measure of the temporal
resolution; resulting from the overlap of the pump and probe pulses and instrumental
broadening. The delay stage piezomotor can reliably move in 0.001 mm increments,
≈ 7 fs. Therefore, scans with time steps smaller than the temporal resolution can be
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performed and the data is smoothed using an available Savitsky-Golay filter in Origin-
Pro 9.1 to improve the measured signal [176]. The data presented in Fig. 4.15 predicts
a temporal resolution of 0.35 ps.

Pump Laser Fluence

The evolution of physical changes is related to the magnitude of local heating, quanti-
fied by the laser fluence. Fluence describes the energy per unit area of each pulse, and is
therefore proportional to the absorbed energy. Due to the short pulse duration (50/300
fs) it is assumed that this energy is absorbed instantaneously [87], in comparison to the
time scale of the experiments (ps to ns). The beamwidth is crucial in determining the
fluence of a laser pulse. Beamwidth is measured by a knife edge method, where a sharp
edge is defined on the sample and the beam is slowly moved across the edge (x). The
change in signal (I) is expected to form an error function as a result of the Gaussian
beam profile, as seen in Fig. 4.16. A sharp edge with a roughness much smaller than
the beam width is required to ensure this method is accurate, such as those prepared by
nano-lithography. Beamwidth is then estimated from fitting the differentiated signal,
dI/dx with a Gaussian function. It is necessary to measure the beam width in two
directions as it is not perfectly circular following repeated reflections from the series
of mirrors (Fig. 4.14) in the set-up prior to sample excitation.

Figure 4.16: Knife-edge scans taken at 0.12 µJ pulse energy. The derivative is used to
fit a Gaussian function from which the beamwidth is assumed to be σ of the Gaussian
function. The averaged data is shown as a blue line which used a Savitsky-Golay
smoothing method with a window of 15 points.
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In order to control the laser pulse power, it is necessary to use a graduated absorber
in the path of the pump beam. A piezoelectric motor allows for precise positioning of
the absorber. It has been found that the laser power does not always return the maxi-
mum measured value at a given absorber position and it is therefore recommended that
the power is calibrated for each run of experiments in order to ensure that the correct
values of laser power are used in any later calculations.

The width as a function of fluence is measured, as the absorber (see Fig. 4.17a)
may present NLO behaviour, where the absorbance depends on beam intensity. This
would narrow (or broaden) as seen in Fig. 4.17b. For the fluences of interest, it is
constant at ≈ 35 µm in both the x and y directions. The beam width further depends on
the incidence angle, which increases the width in x. Considering the above discussion,
it is then possible to calculate the fluence, F , of each pulse as,

F =
1

sinθ0
·
(

W
f σx σy

)
, (4.16)

where W is the power, the rep-rate, f = 200 kHz, while σx and σy are the measured
beamwidths, and θ0 refers to incidence angle of the laser in the set-up geometry.

a) b)

Figure 4.17: Calibration of components of the pump-probe laser set-up. a) The vari-
ation in laser power depending on position of the graduated absorber. b) Measured
beamwidth of the laser pule as the position of the graduated absorber is swept.
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4.5 Simulation Techniques

Simulations of the physical systems are used in tandem with experiments to estimate
material properties, offering insight to processes that are beyond the capabilities of cur-
rent experimental probes. In this project, simulations complemented dynamic studies
of magnetic and lattice systems.

4.5.1 VAMPIRE Atomistic Software

In order to determine the coupling between the lattice and electronic systems of FeRh,
the atomistic software VAMPIRE was used [177]. This acts as a bridge between the
ab initio and micromagnetic simulations. It allows for the inclusion of interatomic
interactions. The properties can be extracted from ab initio simulations and included
as a fixed spin at each atomic site. This allows for the modelling of true atomic scale
variations of the magnetization which are not captured in micromagnetic simulations.
Based on the nearest neighbour and next-neighbour interactions, the evolution of the
lattice temperature (see Appendix A, Fig. A.1) can be accurately modelled on a sub-ps
timescale. The parameters of the FeRh material were taken from a series of theory
papers [108, 109, 178]. A series of simulations were performed for increasing laser
fluences to determine if the lattice and electronic system are coupled within 5 ps. Even
in the case of the highest laser fluence (> 10 mJ cm−2), the coupling occurs within 5
ps. This is an important consideration in the COMSOL model which will only predict
reasonable lattice and electron temperatures when the systems are in thermal equilib-
rium. Specifics about the VAMPIRE simulation of the FeRh system can be found in
Appendix A.

4.5.2 COMSOL - Finite Element Software

Simulations of sample heating were implemented using the finite element software,
COMSOL® [179]. It operates by solving the required ODE using a numerical method
for a chosen cell size. The differential equations are solved iteratively between the
cells until a steady state solution can be found, with the multiphysics packages allow-
ing many physical properties to be included in the analysis. It further allows for time
evolution of physical properties.

The iterative solver is based on a conjugate gradient (cg) method [180], with a
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defined tolerance to end the iteration. This is initially set as 10-3 by default but can be
changed for more or less precise results. The tolerance should not be set lower than the
relative uncertainty of the material parameters, as a general rule. From the set of ODE
defining the system, A, where b is known, an approximation of x is sought such that,

A ·x = b. (4.17)

The iteration follows the cg-method [181] with the aim to reduce the k-th residual, rk =

b−A ·xk, to within a specified tolerance. A is an n×n matrix that is real, symmetric,
and positive-definite. An initial x1 is chosen and iteration occurs with the knowledge
that x is also a minimizer to the quadratic function, f (x);

∇
2 f (x) = A, ∇ f (x) = A ·x−b. (4.18)

The convergence relies upon a conjugacy constraint, pk, which is calculated by defining
the k+1 step to be orthogonalised to the kth and all previous steps;

pk = rk −∑
i<k

pT
i ·A · rk

pT
i ·A ·pi

·pi, (4.19)

where T indicates the transverse matrix. Then the next optimal step uses the constraint,
pk, as,

xk+1 = xk+1 +αkpk, where αk =
pT

k · rk

pT
k ·A ·pk

. (4.20)

In order to determine the effect of laser heating on the FeRh thin films, a model was
devised that used a sudden pulse of energy (less than 1ps) to excite the sample. It is
assumed in these models that the electron-phonon coupling is fast enough that the two
systems are fully equilibrated. For the relatively long timescales of heat dissipation
(several ns), this is a reasonable approximation.

Cell Size of the Simulated System

The material under investigation in a COMSOL model is broken up into a 3D grid
termed a mesh. The size of the meshed elements plays a crucial role in the runtime
of the simulation with smaller fragments required for more accurate modelling. The
shape of the elements can also be changed, depending on the geometry of the objects
and the physics under investigation. They are usually based on tetrahedrons or swept
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polygons. Swept polygons were used for thin film simulations, analogous to grains
of sputter deposited material. The larger elements in the simulation could be mod-
elled with coarser meshes to optimise computation time. A smaller region surrounding
the interfacial portion of the substrate has a finer mesh to better capture the thermal
properties as seen in Fig. 4.18.

a) 100 x 200 x 0.04 µm b) 1 x 1 x 0.5 mm

Figure 4.18: Mesh generated for a) portion of an FeRh thin film, and b) MgO substrate
to simulate the thermal properties. Dimensions are provided.

Physical Transformations through the FeRh MPT

To model the material accurately, it is important to consider the electronic, lattice, and
magnetic properties of the films in the simulation. These are included as parameters
in the COMSOL model and are necessary due to the coupled nature of the FeRh MPT,
with changes in the electronic, phononic, and spin systems [21]. The values of the
parameters were obtained from experimental reports in the literature [15, 93, 94, 182].
In order to model the transition, the properties of the material vary with temperature.
As discussed in Chapter 3, this is defined using TT and ∆T to describe the distribution
of microscopic transitions [136]. This is expressed in the heat capacity [93, 183], the
resistivity [15], and density [31] of the material which vary with a Gaussian form. An
error function was required to model the behaviour of the density, resulting from the
lattice expansion of the material seen in Fig. 4.19. The heat capacity and thermal
conductivity are seen in Fig. 4.20.

The other parameter that had to be included for accurate simulations of the heat dis-
sipation was the heat conductivity, kIF , between the FeRh film and the MgO substrate.
This is sample dependent and is discussed further in Chapter 7.
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Figure 4.19: Evolution of the density of the FeRh film as it undergoes a lattice expan-
sion of ≈ 1% [31]. This figure describes a sample where the MPT occurs with TT of
355 K and ∆T of 25 K.

a)
b)

Figure 4.20: a) Additional heat capacity due to the latent heat of transition of the film
[183] used in the COMSOL model. This is included as a Gaussian peak about the
transition point [93]. b) The thermal conductivity of the two phases from ab initio
literature [109] where the behaviour in the mixed phase is assumed to be a numerical
average of the AF and FM values [136].
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4.6 Static x-ray Measurements

Since first discovered by Röntgen [184], x-rays have offered a probe into internal struc-
tures not accessible by visible light. Coherent x-ray beams can be generated in house
using a laboratory based instrument, or at large scale facilitates such as synchrotrons.
The relative efficiency of the x-ray scattering determines the brilliance required. For re-
flectivity and Bragg peaks, the Rigaku SMARTLAB diffractometer at the Henry Royce
Institute suffices. To examine weaker events such as non-resonant magnetic scattering,
high photon fluxes are required. A guide to modern x-rays sources can be found in
Table 4.2 & Fig. 4.27 [32, 143, 185, 186, 187].

Table 4.2: Comparison of x-ray sources in terms of brilliance and x-ray energy.

Source Brilliance (ph/s) Spectral Range (keV) ∆E/E (%)

Laboratory 109 8.048 (Cu K-α) 0.01

Synchrotron 1023 6-250 (ESRF) 0.1

x-FEL 1031 2.2 - 36 (SPring-8) 0.01

4.6.1 X-ray Diffraction

In Chapter 2, the interaction of x-rays with matter was introduced. This is mainly used
to determine the crystal structure using the Bragg peak reflections. Such measurements
were carried out with the Rigaku SMARTLAB system of the Henry Royce Institute
[188]. A schematic of the instrument is provided in Fig. 4.21a. X-rays are generated
using a Cu K-α source to produce a highly collimated beam with a wavelength of
1.541 Å. The resolution is improved by monochromators and Soller slits which act to
limit the spectral and spatial width of the beam, respectively. Monochromators limit
reflection to a single wavelength of light, providing beams with narrow bandwidths.
Soller slits improve beam convergence, producing parallel x-ray beams. It is possible
to examine these peaks under vacuum and at a range of temperatures from 50-1100 K
using an Anton-Parr DHS-1100 heated stage, see Fig. 4.21b. The dome consists of
either graphite or Poly-Ether Ether Ketone (PEEK) to maintain a stable experimental
environment. Detection of the x-rays is achieved using a 1D strip detector [188].
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Figure 4.21: a) Schematic of the Rigaku diffractometer geometry showing the angles
about which the sample and the detector could be rotated. Adapted from Wang et. al.
[189]. b) Heated stage that can be inserted in the diffractometer consisting of graphite
or PEEK dome cooled by an air jet which allows for sample heating sample in vacuo.
c) 2-bounce monochromator, adapted from Cramer [190]. d) Soller slits which are
used to improve beam collimation.

Factors Affecting Bragg Peak Intensity

As well as determining the lattice spacing, Bragg peaks provide further information
about the crystal structure. This can be used to interpret how ordered the films are,
assuming any variations in scattering intensity are due to crystal disorder. The pre-
dicted peak intensities from the crystal structure have been discussed in Chapter 2. If
the relative peak intensities are exactly the ratios estimated from Eq. (2.13), then the
crystal is perfectly ordered, corresponding exactly to CsCl structure. The intensity of
a given peak is governed by the relative scattering strengths from the atomic centre of
the species involved. This is characterised by the well known Z4 dependence [191].
Knowing the expected efficiency and relative intensities of each peak is important for
examining structural perturbations and measuring the degree of ordering in the exam-
ined sample. The order parameter of FeRh is found by using the integrated intensities
of the FeRh (001) and (002) peaks in Eq. (4.21) [20]. 1.07 is found from theoretical
intensities of the (001) and (002) peaks in a perfect B2-ordered structure [191];

S =

√
I001

I002
· 1

1.07
. (4.21)
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The order parameter, S, varies between 0 (disorder) and 1 (perfect B2 order). This the-
ory can be fully captured in diffraction and crystallographic software which allows for
the predication of x-ray spectra. A predicted spectra for FeRh in both the AF and FM
phase (different lattice constants) is seen in Fig. 4.22a, generated using the VESTA-3
software [192]. It can be seen that the intensities do not exactly follow the rules out-
lined in Section 2.2. The (001) and (002) peaks have different intensities due to the
Lorentz-polarisation factor and relative scattering strengths from the Fe and Rh varying
as a function of incidence angle [193]. However, the VESTA generated XRD spectra
assume very sharp peaks with no instrumental broadening and zero background.

a)

b)

Figure 4.22: a) Predicted Fe50Rh50 XRD based on the CsCl structure with lattice pa-
rameters of the AF and FM phases. b) Typical XRD spectrum of FeRh showing the
(001) and (002) peaks of the CsCl lattice. The FeRh (011) peak is obscured by the
strong substrate peak - MgO (200).

The intensity further depends on the sample temperature. Thermal vibrations about
the atomic centre can be captured by defining each pair of nearest neighbours as indi-
vidual Einstein oscillators [194]. Increasing temperature increases the mean oscillator
displacement reducing the efficiency of constructive interference that gives rise to the
measured XRD peaks. Assuming the vibrations can be approximated by harmonic
well, the motion is described by the Debye-Waller interpretation [195, 196]. This
approximation is valid above the Debye temperature, a material dependent property
[197]. According to this theory, the ratio of coherent to total scattering is defined as
the Debye-Waller Factor (DWF). The intensity of a given peak is expected to change
with temperature as,

I(T ) ∝ F2
(

e−⟨⃗q·⃗u2
n⟩
)
, (4.22)

where u is the mean atomic displacement, F is the form factor from Section 2.2.2, and



4.6. STATIC X-RAY MEASUREMENTS 96

q⃗ is the scattering vector of the peak investigated.

Factors Affecting Bragg Peak Width

Peak broadening (as distinct from peak overlap, see Fig. 4.23a) will occur when there
exists any distribution of the variables from Eq. (2.8). There are many factors that must
be considered, whether that be the energy broadening of the x-ray source, a distribu-
tion in the angles of the collimated beam, spread of lattice constants, or grains causing
multiple scatterings [198].

The assumption of a perfect crystal is fundamentally flawed. Even in ideal growth
conditions, thermodynamics forbids the production of perfect crystals when grown
above 0 K [39]. Further sources of imperfection are atomic rearrangement following
sputtering and annealing, and strain gradients at interfaces due to the imperfect lattice
matching [131]. In the case of strain gradients, the distribution of lattice constants
due to the strained layers will cause a distribution of diffraction peaks. This would be
expected to produce asymmetric peaks; where the strain is gradually relieved through
the film thickness (see Fig. 4.23b) [38].

Figure 4.23: a) Overlapping Bragg peaks. b) Tailed peak as a result of a strain profile
that is relieved through the film thickness. c) Comparison of Gaussian, Lorentzian, and
Voigt functions.

However, the most prevalent peak broadening is as a consequence of the grain
structure of deposited films. The derivation of Bragg peaks assumes that scattering
occurs from an infinite array of lattice planes but more rigorous analysis demands the
coherence length be considered. Diffuse scattering will be proportional to the den-
sity of point defects, substrate defects, etc. Entropic considerations impose there be a
certain number of Schottky defects per unit volume [40], about which grains will form
[148]. If the average crystallite is composed of N lattice planes then the structure factor
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as a function of the scattering vector, q⃗, is [47],

s(q) =
1
N

sin2(Nqa0/2)
sin2(qa0/2)

, (4.23)

where a0 is the lattice constant. The formula is simplified from the small angle ap-
proximation (sin θ = θ) and solving the resultant linear equation gives the well-known
Scherrer formula [47];

τ =
Kλ

β cos(θ)
, (4.24)

where τ = Na0 is the mean crystallite size, and β is the measured peak Full-Width Half
Maximum (FWHM). K is a parameter that describes crystal structure and crystallite
isotropy. The DWF discussed above also introduces a broadening that is Lorentzian in
nature. This is why τ̄ is instead used, defined as the minimum mean size. β is found
from a given Bragg peak will always underestimate the crystallite size due to other
forms of broadening. The scattering angle θ is considered in the analysis as higher
scattering angles will have broader widths. This is due to the reduced lattice spacing
associated with higher order peaks [45]. Small displacements about the central point
increase diffuse scattering for shorter lattice plane separations.

Accounting for Instrumental Error

Instrumentation will introduce a systematic broadening in the Bragg peaks. System-
atic error arises from measurement procedure and can result from the precision of the
instrument used or errors in alignment. Some of the most common types of systematic
uncertainty are the resolution of the beam and background noise. Given the x-rays gen-
erated are highly collimated with a known wavelength of 1.541 Å, the greatest source
of resolution error is the diffractometer optics. This is most heavily affected by the
choice of slits. The Soller slits can reduce the beam divergence following scattering to
within 1°. The spectral narrowing of a 2-bounce monochromators results in an angular
spread of 0.01° [188], at a cost of lower beam intensity. This can decrease the signal
to noise ratio as the sources of background are unchanged but the peak intensity will
be diminished. To account for different types of broadenings, Voigt functions are fit to
the Bragg peaks, a combination of Gaussian and Lorentzian peaks (see Fig. 4.23c).

The background noise comes from a variety of sources but is dominated by the
mounting plate. As the x-rays will also interact and scatter from this material, it is
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important to estimate the expected spectrum. The most common method to reduce the
noise is through the use of a ’no-noise’ plate. This mounts to a high quality Si slab cut
along the (510) lattice plane, which is beyond the diffraction limit of Cu K-α photons.
This eliminates sample mount background from 20-120°. In the case of heated XRD,
the dome used to cover the sample can be a source of background, in which case it is
necessary to have a spectrum of the dome material, either graphite or PEEK obtained
prior to any measurements. Errors also arise due to the alignment procedure such as
the sample not being perfectly flat. A bowed sample for instance, would result in
broader peaks as the incident normal is not consistent across the sample. This is why
the optical and sample alignment are critical in reducing systematic error. In the case
of the Rigaku SMARTLAB diffractometer used in this project, the system has a pre-
installed alignment procedure. Any systematic errors that do persist will therefore be
carried through in any measurement and can be subtracted if known.

Mosaicity and In-plane Ordering

The above analysis refers to the θ/2θ scans which probe the k⃗z vector. These scans do
not measure in-plane order. Methods to quantify the mosaicity and plane dislocations
rely on fixing the diffractometer θ and 2θ axes (see Fig. 4.21) at a given scattering
angle and scanning about a chosen sample axis. In this project reference is made to
two such scans.

Figure 4.24: An in-plane XRD carried out on a 10 nm sample of FeRh deposited on
MgO. Angles quoted refer to those illustrated in Fig. 4.21. The MgO (200) peak was
used to map the in-plane order of the substrate. The (200) peak of FeRh was chosen
to determine the in-plane order of the deposited film. The second panel shows the
expected relative orientations of the crystal structures.
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i) Rocking Curves tilt the sample about angle, ω, (see Fi.g 4.21a) about a given
Bragg peak to determine the parallelism of lattice planes. The width of the inten-
sity about ω is used as a measure of in-plane variation of crystallite alignment.

ii) In-plane XRD uses a grazing incidence geometry. The sample is rotated about
its surface normal, φ, while the diffractometer is fixed at a chosen Bragg peak.
If in-plane order exists, such as in Fig. 4.24, this is an indication that epitaxial
growth has occurred along a lattice vector of the substrate.

4.6.2 X-ray Reflectivity

X-Ray Reflectivity (XRR) is used as a probe of the thickness, roughness, and densi-
ties of thin films [199]. This relies on the constructive interference of reflected and
refracted light from thin film samples (1-100 nm). Fig. 4.25 illustrates how the mea-
sured beam is composed of the combination of these scattered sources. The classical
interpretation of reflectivity is based on the complex refractive index, ñ [122];

ñ = n1 + in2 = 1−δ+ iβ. (4.25)

Dispersion and absorption are defined for a given wavelength, λ, as [122],

δ =
r0λ2

2π

(
Z + f ′

)
·natom, β =

r0λ2

2π
( f ′′) ·natom, (4.26)

where f ′ and f ′′ are correction factors referred to as anomalous scattering, r0 is the
Bohr radius, and Z · natom = ρ is the electron number density per unit volume of the
material [122]. The Fresnel equations can be used to predict the relative efficiencies
of reflection, r, and refraction, 1− r, at an interface for s and p polarised light (see
Section 4.4.1);

rs =
n1 cosθi −n2 cosθt

n1 cosθi +n2 cosθt
, rp =

n2 cosθi −n1 cosθt

n2 cosθi +n1 cosθt
, (4.27)

where θi is the angle of incidence, and θt is the angle of refraction at an interface.
From this formalism, it can be seen that there is some angle below which no absorption
occurs resulting in Total External Reflection (TER). This is referred to as the critical
angle [122],

θC =

√
r0λ2ρ

π
. (4.28)
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Ideally this appears as a sharp edge in the XRR spectrum. In reality this is not the
case. This is due to a number of factors, the most important being surface roughness
and beam profiles of finite sharpness. The Gaussian profile of x-ray beam results in a
spread of incidence angles on the sample surface, magnified in the grazing incidence
geometry of reflectivity experiments. As this spread is consistent across reflectivity
experiments with the same instrumentation, it can be modelled in reflectivity analysis
software [200]. This allows for the surface roughness to be extracted, as the specu-
lar reflection from the surface will also affect the shape and intensity observed at the
critical angle.

Figure 4.25: a) Reflectivity from a thin film showing instances below and greater than
the critical angle, θC. b) Spectrum from a 15 nm film with 0.5 nm roughness demon-
strating θC and the Kiessig fringes. Roughness is expected at each interface.

The reflectivity spectrum is not limited to this critical edge, as would be the case
for an infinite single-layer material. There exist further interactions between layers,
which appear as Kiessig fringes described as the interference between the wavefronts
from the reflected, R1, and refracted, R2, beams shown in Fig. 4.25 [201];

θ
2
m −θ

2
C = m2 λ2

4d2 , (4.29)

where m is the order of the fringe, and d is the increased path length (refracted through
the layer). From the width of fringe, ∆θ, the thickness of the layer, z, is [201],

z =
λ

2∆θ
. (4.30)
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This is the case for a single layer. For multilayers and more complicated structures, it
is necessary to consider how the densities of each layer and interference between each
refracted beam can effect the spectrum. This analysis is well suited to being calculated
by computational methods [200]. The multilayer structure can be modelled as a series
of layers and the spectrum plotted from the initial parameter guesses, which is then
compared to the actual spectrum [202].

The roughness of each layer needs consideration, as each interface is a potential
source of specular and diffuse reflection. The intensity of the fringes will decay rapidly
in the case of high roughness. This can be explained by considering the roughness
as an uncertainty in the thickness of the layers. The islands and gaps of the layer
mean that the density of the layer is distributed through the boundary instead of being
a sharp interface between two densities. As the fringes depend on the constructive
and destructive interference an uncertainty in thickness, and by extension the path
difference, will result in some distribution about the angle, θm. At higher order angles,
the x-rays will pass through the refraction medium a greater number of times and this
uncertainty in path length will compound. If the path length difference for the first
fringe could be expressed as d = d′±Λ, where Λ is the roughness, then later fringes
are expected to vary as, dm = d′

m ± (m1/2 ·Λ). This results in reduced fringe contrast
as θ is swept due to the increasing uncertainty.

GenX - Reflectivity Fitting Software

GenX is a simulation software designed to assist in building layer models from ref-
erence reflectively data [200]. Based on the principles described by Schlomka et. al.
where the reflectivity profiles of many layers can be summed together [202], the soft-
ware must first estimate the thickness resolution in order to compute the number of
layers it will consider [203]. The resolution will be based on the diffractometer and
the optics used. It is important to have consistent optics to minimise the uncertainty in
these parameters. This can be beneficial, especially when modelling upwards of 15-20
parameters as is the case with multilayered structures. The optics resolution is there-
fore assumed to be fixed between experiments. Due to the fact that fringes are broader
with thinner films, the resolution is also dependent on the thickness of layers. Thinner
layers will require very high resolutions. Parameters carried to the next iteration are
calculated using a genetic algorithm [204], to prevent it falling into local minima.

One can estimate densities from the crystal structure and input the initial conditions
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a) b)

Figure 4.26: a) XRR carried out on a sample of 25 nm FeRh. The key features are crit-
ical edge, fringe width and height. Fitting with GenX (with reasonable assumptions)
allows for the estimation of layer thicknesses, densities and roughnesses. b) The soft-
ware generated SLD from the fitted model is shown with overlapping shaded regions
depicting interfacial mixing.

and bounds based on the predicted thicknesses. With regard to substrate and inter-layer
roughnesses, the interfaces are assumed to have Gaussian shaped boundaries [205] to
describe the interdiffusion process between the layers. This is not a truly physical pic-
ture, but is instead chosen as the reflectometry scans average over many grains. Factors
in the roughness, be they island growth or lattice dislocations, will be homogeneous
with regards to the thickness. This can be seen in the example Scattering Length Den-
sity (SLD) profile, Fig. 4.26. The Gaussian profile of the roughness generates an error
function between the two regions that describes how the density changes. For example
if the two layers had densities, ρ1 and ρ2, with an interfacial roughness, Λ, then the
profile with regards to the thickness, x, would be realised as,

ρ(x) = ρ1 +[ρ1 −ρ2] ·
[

erf
(

x− x1

Λ
√

2

)]
, (4.31)

where x1 is the position of the interface. The above procedure is implemented for
both surface-air and material interfaces. In these cases, the density changes smoothly
from one value to the other and an error function is a suitable description of the system.
However, if there is strain at the interface between layers, it may not be accurate. There
are also cases where the rough interface of one layer promotes island-like growth of
subsequent layers, resulting in an interface where the density drops rapidly before
returning to the value of the next layer. In this case, the GenX model will not be
able to find a suitable minimisation of the parameters. Therefore, an understanding
of the physics and possible growth mechanisms is beneficial in interpreting the values
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obtained from the analysis. Generally, deviations from the non-ideal case are first
approximated by introducing another layer of the same material [132]. This could
take the form of a layer with increased density due to some strained layers. Cases of
very rough interfaces could be modelled as a layer of very low density material. It is
important to use the same material to account for the scattering factors of the atoms.
The absorption relies upon both the number density and the constituent atoms in the
crystal due to the Z4 dependence of x-ray scattering.

Treatment of Uncertainty in Numerical Models

For simulations that are numerical in nature, there will inherently be uncertainty arising
from the modelled system being an approximation of the real system. Further uncer-
tainty arises from the fitting procedure. As a model explores parameter space, it must
take finite steps in the direction of some parameter. The curvature about the minimum
must then be calculated to find a reasonable step size to determine the minimum point
[206]. The curvature, k, about one parameter, m, with respect to m is,

k =
m′′

(1+m′2)2 , (4.32)

where m′ refers to the derivative with respect to the parameter space. These first and
second derivatives are also approximations that depend on the step size used in the
fitting algorithm. Finally, a covariance matrix is built to determine how the curvature
changes with small perturbations of each parameter [207]. An example of a covariance
matrix for 3 parameters is shown;

C =


δ11 δ12 δ13

δ21 δ22 δ23

δ31 δ32 δ33

 , (4.33)

where co-dependence, δi j, describes how parameter i varies as j is changed in small
increments. For a simple case where the non-diagonal terms are zero, which is assumed
in the Gaussian treatment of error propagation for independent variables [208], the
error in each parameter is then the diagonal term squared, σ1 = δ2

11. Where such a
matrix cannot be defined analytically, the variable value, i, is changed until the chosen
Figure Of Merit (FOM) changes by 5% to estimate the uncertainty. This algorithm
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will only allow for the diagonal terms of the covariance matrix to be estimated. This
is a concern, as for certain parameters such as the thicknesses of two layers, the values
will be dependent on each other. If these values are to be quoted as the errors in the fit,
the co-dependence of the parameters should be referred to. A standard FOM used in
goodness-of-fit testing is the reduced-χ2, defined as χ2 per degree of freedom, ν [208];

χ
2
ν =

1
ν

∑
i

(Oi −Ci)
2

σ2
i

, (4.34)

where Oi is the observed value, Ci is the predicted value, σi is the variance, across the
complete dataset. A value ≫ 1 indicates the model is not describing the data.

If χ2
ν is used as FOM in a GenX fit, the fitting is heavily weighted toward higher

counts as a consequence of Poisson counting statistics (σ ∝ 1/counts). A provision is
available termed the log error, which further weighs the points by the log of count rate.
This is important in fitting the fringes, as they are often still discernible even when
the count rate has dropped to < 10 ct/s, in the case of very smooth interfaces. The
log method includes more fringes, allowing a broader scope of parameter space to be
explored. The number of simulated layers should also be considered when interpreting
the FOM. Adding another layer often introduces three new parameters; the thickness,
density, and roughness of the given layer. This provides more scope in the parameter
space to find a minimum but increases the risk of over-parametrisation. As a rule of
thumb, new layers can be added until there is no significant improvement in the soft-
ware calculated FOM [132].

The simplest model that possesses a FOM close to the optimum (e.g. χ2
ν = 1) is

then assumed to represent the best estimate of the data unless there is supporting data
for a more complicated model. It is important to realise that a model with better χ2

ν

does not necessarily mean a better fit. The uncertainty in the calculated χ2
ν can be as

large as 10-20% for non-linear models [209] and it is unlikely that one would be able
to find much better models once the χ2

ν has dropped below 1.3 for a fit. It is worth
remembering that ’a’ fit of the data does not mean ’the’ fit of the data [208].



4.7. SYNCHROTRON BASED TECHNIQUES 105

4.7 Synchrotron Based Techniques

In order to determine magnetic and structural properties with greater precision, brilliant
and stable sources of photons with tunable energies are required. Synchrotrons are one
such source. These facilities first emerged from cyclotron particle accelerators where
the emitted light was a by-product of the high-energy physics experiments [210]. This
eventually progressed into stand-alone facilities where the emission of tunable light
depending on the particle acceleration was the main focus [211]. The development of
high-brilliance x-ray sources has steadily progressed through the decades and research
is currently carried out on 3rd and 4th generation synchrotrons, with the development
of new injection facilities, beam focusing, and undulating magnets [212].

4.7.1 Operating Procedure of 3rd Generation Synchrotron

In the following sections, the important components of large-scale synchrotrons will
be discussed. Fig. 4.27 shows the general layout of a 3rd generation facility and the
current energy ranges and brilliances of publicly accessible synchrotrons worldwide.
As part of this project, beamtimes were carried out at Diamond Light Source, SLS and
SACLA (see Fig. 4.27b).

a) b)

Figure 4.27: a) Simplified sketch of a large-scale synchrotron showing particle in-
jection and acceleration, as well as radiation emission from the bending magnets. b)
Comparison of peak brightness as a function of photon energy between conventional
lasers and higher harmonic generation sources, synchrotron sources, and X-ray free
electron lasers, taken from Boutet and Yabashi [143].
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Beam Injection

In order to separate the particle emitter from the closed ring of the synchrotron a
beam injector is required, commonly implemented as a LINear ACcelerator (LINAC).
Thermionic emission from a metallic source produces the electron bunches. Earthed
anodes provide the initial acceleration, before using RF cavities in the LINAC to ap-
proach near relativistic speeds (100 MeV in the case of Diamond Light Source) [213].
Next a booster ring as seen in Fig. 4.27a is used to accelerate the electron bunch to GeV
energies [214]. The voltage and number of particle bunches introduced into the syn-
chrotron are optimised to maximise the charge with respect to the initial accelerating
voltage [215].

Beam Focusing and Storage Ring

The particle bunches are contained in the storage ring. In order to maximise the light
produced for the beamline end-stations, photons are emitted at fixed locations. Be-
tween these points the particles follow an arced path, while at the required points
bending magnets and undulators adjust the angular momentum to produce the required
light. This results in the rounded polygon shape that has proliferated in 3rd generation
facilities [216]. To prevent losses after beam deflection from bending, it is required
to refocus the electrons within in narrow region through the use of magnetic lenses.
The use of alternating gradient focusing was found to enable strong focusing where
strength increases with greater alternating component of the gradient [217]. Strong
focusing prevents losses in the bunch energy and number.

Tuning Photon Emission with Undulator Magnets

The emission of photons occurs when the charged particles are accelerated with the
application of magnetic field. In the simplest case of a bending magnet (see encircled
area in Fig. 4.27a) with field strength, B, and path length, γ, Bremsstrahlung with
angular frequency, ωc, occurs as [217],

ℏωc =
3eℏB γ2

2me
. (4.35)

More complex bending procedures exist which increase total shift in particle momen-
tum over a given path length. The current standard is a series of dipolar magnets that
can undulate or ’wiggle’ the particle bunch. This was shown to produce very intense
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photons with a narrow bandwidth about ωc [218];

ℏωc ∝

[
λu

(
1+

K2

2
+ γ

2
θ

2
)]−1

, where K =
eB0λu

2πmec
. (4.36)

The spacing between the magnets, λu, and the field strength, B0, allow for the fine
tuning of the x-ray energies, depending on angle between the wave normal and the
undulator axis, θ. Due to the near-relativistic speed of electrons in a synchrotron, the
point source assumption of a tangent point for wigglers and bending magnets does
not hold. A phase correction factor may be found in nuclear physics literature [219],
outside the scope of this project.

Beamline End-stations

Monochromators at end stations are used to further refine x-ray energies, providing
both resonant and non-resonant signals. Resonant x-ray energies examine electron
bands, where electronic or hyperfine structures of atoms can be extracted. The avail-
ability of highly polarised x-rays allow for high resolution coherent scattering. Beam-
line end-stations provide for advanced characterisation techniques. Multi-axis diffrac-
tometers manipulate both sample and detector geometries to achieve experimental set-
ups not available in standard lab-based equipment [220]. This allows for a wide range
of geometries including in-plane, grazing incidence, and horizontal scattering set-ups
that require high brilliances for meaningful count rates. The available detectors (such
as the Pilatus series [221]) advance experimental capabilities, with pixel selection and
selective bandwidth functions to optimise observed signals.

4.7.2 Non-resonant Magnetic Diffraction

As discussed in Section 2.2, coherently scattered x-rays from a sample will possess
contributions from both the charge and magnetic cross-section. If these are co-incident
in k-space, as is the case in FM materials, the signal at each Bragg peak is dominated
by the charge contribution, given that the relative intensity is a factor 106 greater than
that of the magnetic scattering [49, 222]. Polarisation analysis can show the magnitude
of the magnetic scattering due to the transfer of angular momentum but the signal to
noise ratio is so low as to make such a task experimentally challenging. When the mag-
netic ordering occurs as a superstructure of the crystal lattice, magnetic Bragg peaks
are found to occur at forbidden points of reciprocal space for the charge peaks.
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Figure 4.28: G-type AF order of FeRh
illustrating the lattice plane along which
the spins align parallel.

For G-type AF materials (see Fig.
4.28) these occur within the (1

2
1
2

1
2 ) fam-

ily of planes. In this instance the AF
sub-lattice maps to the crystal lattice with
atoms aligned anti-parallel. When the
atomic spins that align parallel to each
other are considered, the lattice constant
is twice that of the original which in ef-
fect allows for the observation of mag-
netic order between lattice planes having
half integer values of (hkl). Based on the
high brilliance of synchrotron sources,
this weak phenomena (in comparison to charge-based x-ray diffraction) can be ob-
served provided the background noise is reduced to a sufficient level and the sub-lattice
ordering has high coherence length. In order to maximise the signal, it may be neces-
sary to work with thicker films (up to 500 nm) or single crystals.

Figure 4.29: Diamond I16 - 6-axis kappa
diffractometer. Sample stage housed on
Phi axis. Detector swept using Delta
motor.

Next, specific instrumentation at the
Diamond Light Source is briefly dis-
cussed as the results reported in Chap-
ter 5 were obtained from beamline I16.
This facility is optimised to combine high
x-ray flux and high resolution in diffrac-
tion experiments, with a wide and contin-
uously tunable energy range [223]. The
instrumental set up can be seen in Fig.
4.29 consisting of a ’4S+2D’ diffrac-
tometer [224] (4 sample & 2 diffraction
axes). The many degrees of freedom of
this diffractometer allow for a wide range
of scattering experiments. Specific to the
work of this project, the facilities allow
for rocking curves of the magnetic Bragg
peaks to be measured with precise deter-

mination of the peak width and scattering intensity.
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To ensure that the peaks being measured correspond to the assumed magnetic sub-
lattice, it is necessary to perform polarisation analysis. This was discussed in Section
2.2 in order to distinguish between charge and magnetic Bragg peaks. In experimental
laboratory settings, further sources of incoherent scattering should be considered. The
main concern is the increased scattering from the air, as this could mask slight changes
in polarisation the x-rays have experienced due to the magnetic structure. As it is not
feasible to place the entire system in vacuo; a Be dome (see Fig. 4.30a) is instead
used to prevent air scattering in the vicinity of the sample. Be is chosen as it does
not interact strongly for the photon energy used to cause further scattering [225]. The
use of a vacuum environment provides confidence in the assumption that any changes
in polarisation are due to the angular momentum exchange from magnetic spins. The
change in polarisation is determined using a graphite analyser crystal.

a)
b)

Figure 4.30: Instrumentation used in the beamtime at the I16 experimental hutch. a)
Be dome which reduces incoherent scattering from air. The detector and x-ray source
are shown. b) The 2D detector is shown (blue DECTRIS). Both images are taken from
the Diamond Light source website [223].

The detector at the I16 beam-line is a Pilatus 2D detector (see Fig. 4.30b). The
angular resolution of such set-ups far exceeds that available for laboratory detectors
due to smaller pixels and increased arm lengths [226]. This allows for imaging of the
peaks in a small window of reciprocal space when scanning the angular range with
high sensitivity. Another advantage of using a 2D detector is the ability to define a
region of interest (ROI) within the small window of reciprocal space. Provided the
width of the rocking curves are known, the pixels of interest can be used to separate
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the peak signal from the background. Furthermore, the statistics can be improved by
recording the entire 2D image of the signal. Through the use of a background ROI
for subtraction [227], it is possible to improve the certainty in peak signal within the
measured ROI. Further refinements can be found by setting an energy threshold for the
incoming photons, requiring an energy calibration of the pixels [228]. This reduces the
effect of incoherent scatterings such as sample fluorescence.

The diffractometers and detectors of the MS beamline, SLS; and BL3, SACLA do
not exactly match the specifications of I16 but are sufficiently similar to not warrant
individual discussion. The MS beamline has a ’3S+2D’ axis diffractometer and uses
a Dectris Pilatus 300K detector [221]. BL3 possesses a multi-axis diffractometer and
receives x-rays using a DAPHNIS platform with a Multi-Port Charge-Coupled Device
(MPCCD) [229, 230].

4.8 X-ray Free-electron Laser Techniques

x-ray Free Electron Laser (x-FEL) represents the fourth generation of synchrotron ra-
diation with typically linear geometries. The essential components of an x-FEL are
shown in Fig. 4.31. A number of these components are similar to those already de-
scribed for the 3rd generation synchrotrons. The basis of laser generation relies on the
production of a beat wave that synchronises with the electron pulse emitted from the
LINAC. This is achieved by tuning the wiggler parameters and radiation frequencies.
The electron energy transitions occur in a continuum meaning lasing is not contingent
on discrete energy levels. The thermal energy generated is carried away at near-light
speed as the electrons act as the lasing medium [231], allowing for high brilliance.
This creates a laser that is continuously tunable, with high peak power, and can be
adjusted to achieve a range of pulse shapes. A number of varieties exist; namely the
Self-Amplified Spontaneous Emission (SASE), a Master Oscillator Power Amplifier
(MOPA), or Harmonic Generation (HG) schemes [231]. The methods of choice for es-
tablished x-FEL sources are SASE which amplifies shot noise on the electron beam in
a single pass, and HG which uses a seed laser at a sub-harmonic of the desired output
frequency [232, 233].

For example, the most recent facility to come online, the Swiss x-FEL operates on
the SASE principle where regions of pulse that develop coherence are due to relative
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Figure 4.31: FEL schematic, showing an electron beam propagating through an undu-
lator and the emitted radiation. Taken from Pellegrini [32].

slippage between electrons and emitted radiation over one gain length of the undulator
(see Fig. 4.32). This slippage is as a consequence of the finite charge and duration of
the electron pulse, yielding a range of wavelengths of radiation. A short period undu-
lator is then used to lower the beam energy requirement for target wavelengths [233].
The coherence of SASE can be improved by seeding the x-FEL with a conventional
source with high temporal coherence which is maintained throughout the amplification
process [233]. It is achieved by spectrally altering the radiation at an early stage of am-
plification, a technique called ’self-seeding’. This is because the altered light is used
as the seed laser in the second pass through an undulator providing a narrow spectral
line with large spectral brightness [234]. Using such techniques, peak brightnesses of
1033 ph s-1 [143] can be achieved with high temporal coherence (≈ 20 fs) [185].

Figure 4.32: A simplified illustration of the SASE process. Acceleration by the magnet
pair produces a photons with wide spectral range. The desired wavelength of emission
is selectively enhanced by changing the gain length. By tuning the gain length and
field strength, a coherent x-ray source with high brilliance is produced.

4.8.1 Improving Temporal Resolution using Jitter Correction

The time resolution of an x-FEL source is theoretically limited by the pulse length of
the x-rays. However, in pump-probe experiments there is the further requirement that
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the pump and probe events have to be temporally correlated. In the case of excita-
tion by an external optical laser such as those used by the FLASH or SACLA, these
are correlated by electronic triggers [235]. Small variations (0.3 mm over 750 m path
length) in the electron bunch emission can vary the arrival time by ps amounts. In
such cases, jitter correction is required to achieve the theoretical maximum resolution.
For instance, this improved the temporal resolution of experiments carried out at the
SACLA facility, presented in Chapter 6.

A detailed description of the equipment and procedure for jitter correction at the
FLASH facilities is provided in a work by Savelyev et. al. [236]. The most important
component is the Beam Arrival Monitor (BAM) which is placed before the undulator
and records the shot-to-shot variation in the timings of the relativistic electron bunches.
In the case of SACLA, example data to demonstrate the jitter correction is provided
for the analysis of data acquired at the facilities [144]. The SASE bunching changes
the arrival time of the x-ray pulses and means the TR experiments as monitored by
the delay stage of the system do not achieve sub-ps resolution. Fig. 4.33a shows the
examples of the Bi(111) peak excited by an 800 nm laser of BL3 of SPring-8 [229]. It
is expected that oscillations with a period of 300 fs would be observed.

a) b)

Figure 4.33: a) Intensity of the Bi(111) peak as a function of pump-probe delay fol-
lowing laser excitation. b) The jitter correction procedure shows the improvement in
temporal resolution that can be achieved.

The poor temporal resolution means the only discernible dynamics are the drop in
intensity of the peak following laser excitation. Further work is required to produce
the data reproduced in Fig. 4.33b. The arrival-time jitter and drifts in the relative tim-
ing between the pump-probe laser and the x-FEL are corrected for using information
recorded by the BAM. Note that the BAM does not measure directly the arrival-time
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jitter between the pump-probe laser and the x-FEL pulses, which is the actual quantity
of interest, but rather the arrival-time jitter of the electron bunch with respect to the
master laser oscillator, which is closely related when the feedback and synchroniza-
tion systems are functioning [236]. The analysis software TimingMonitor available at
the SACLA HPC facility is used to correct the shift in delay [144]. The leading edge
of BAM data is fit with an error function to estimate bunch width, σB, and actual time
zero, t0, similar to that performed in Section 4.4.2;

f (t) =
a
2

(
erf
(

t − t0√
2σB

)
+1

)
+bt + c,

b = b−, t < t0.

b = b+, t > t0.
(4.37)

The terms a, b, and c account for drift in electrical signal of the BAM.

The data of all the shots taken is then binned according to their corrected pump-
probe delays. By plotting the difference between the jitter and delay scan positions, as
in Fig. 4.34, it is seen how the SASE can introduce a variance of 0.2 ps into the delay
between probe and pulse beam. Some of the points are up to 2 ps away from their
actual positions. The data is binned by the corrected delay and from this the intensity
and variance of each delay data-point is estimated.

a) b)

Figure 4.34: a) Jitter correction data showing the spread of actual delays as recorded
by the BAM and b) binning of the data following the TimingMonitor analysis provided
by the High Performance Computing (HPC) of SACLA.

Following this data treatment, the oscillations of the Bi(111) peak following exci-
tation are clearly seen in Fig. 4.33b. The jitter correction allows for the improvement
of the time resolution that beam bunching and shot-to-shot variations have previously
restricted to ps resolution. The corrected temporal resolution can now be approximated
as the correlation between the laser pulse length, σ2

L = 35 fs, and the x-ray bunch length,
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σ2
B = 20 fs [185], to yield σ2

T = (σ2
B+σ2

L) approaching 40 fs. As a cautionary note, this
method overestimates the uncertainty as seen by the large error-bars in 4.33b. This is
due to the standard deviation across a bin being used. More robust estimates can found
by pooling the data from each bin and comparing the calculated pool estimates to for-
mulate a standard error for each data point. Improvements to the operation frequency
(60 Hz → 1 MHz [32]) are expected to reduce the uncertainty in normalised intensity
considerably.

Chapter Summary

An overview of the methods used in this thesis have been described detailing sample
preparation, bulk magnetometry, time-resolved optical probes, and x-ray based tech-
niques. These are used to examine the magnetic and crystal structure of FeRh thin films
and patterned samples both in the static and dynamic regimes. These techniques were
used to produce the results in the following chapters. Simulations are also described
which assisted in interpretation of the experimental data.



Chapter 5

Non-resonant x-ray Magnetic Scatter-
ing for Observation of AF Order

This chapter details experiments carried out at synchrotron x-ray sources to investi-

gate the long-range magnetic ordering of FeRh in the Anti-Ferromagnetic (AF) phase.

The temperature dependence of the magnetic scattering was investigated as well as

the minimum mean coherence length of the AF ordering. The data and findings of this

chapter have recently been published in AIP advances [37].

Since first described by Neél [66], the primary barrier to investigating AF materials
is the negligible field interaction due to the compensated spin ordering. However,
the magnetic sub-lattice offers a technique to explore AF order in FeRh thin films
using non-resonant magnetic x-ray scattering. In particular, x-rays at energies below
the Fe K-edge can be used for the observation of magnetic Bragg peaks. Due to the
low efficiency of the magnetic scattering, a grazing incidence geometry was used to
optimise the diffraction intensity from thin film samples. Based on Scherrer analysis
we estimate a minimum coherence length of 40 nm, which is similar to the thin film
grain size. The temperature dependence of AF order is inversely correlated to the
emergence of FM moment, as expected from the known MPT behaviour [14]. This
work reveals that AF order can be probed through the MPT, with significant scattering
at temperatures where FM domains are expected to form. This technique can be used to
explore the evolution of the magnetic sub-lattice while offering insight into the AF/FM
mixed phase.

115
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5.1 Sample Characterisation

The sample investigated was a dc-magnetron sputter deposited 500 nm FeRh film
grown on a MgO (001) substrate, capped with 3 nm Pt. The sample was characterised
using VSM & XRD as discussed in Chapter 4. This further provides a reference for
the transition temperature, TT and the width of the transition ∆T, which are important
for comparisons to previous reports on FeRh in the literature.

5.1.1 Magnetic Properties of the FeRh Thin Film

The temperature dependence of the magnetic properties of the sample was measured
by VSM, shown in Fig. 5.1. An in-plane field of 1000 Oe was applied, with in-
plane moment recorded in increments of 5 K for both heating and cooling cycles. A
reference background was used to account for the diamagnetic response of the MgO
substrate. Sample volume is estimated from a uniform thickness of 500 nm across a
disc of diameter 8 mm. By fitting the dM/dT data with a Gaussian function, TT and ∆T
of the transition are estimated. The derivative is found using the data analysis software,
Origin 9.1 which estimates the slope using piecewise averaging with a window size of
3 (10 K). This treatment allows for the estimation of the transition point in the heating
cycle as TT = 355 K and ∆T = 25 K, which compares to similar FeRh samples in
the literature [20]. Saturation magnetisation reduces with temperature, with maximum
observed moment in the FM phase measured as Ms = 920 kA m-1 (@ 410 K).

5.1.2 X-ray Diffraction

The crystal structure of the deposited film is determined by performing a θ/2θ scan on
the sample in the range 2θ = 20° - 70°. The MgO(002), FeRh(001), and FeRh(002)
peaks are identified in Fig. 5.2. The heated XRD scans were carried out using an
Anton-Paar DHS1100 heating stage fitted with a carbon dome to maintain low pres-
sures (≈ 2x10-3) to prevent sample oxidation. The presence of both FeRh peaks in this
angular range confirms that B2 order for FeRh is maintained across this temperature
range [20]. Additional unmarked peaks in the XRD spectrum are due to scattering from
the carbon dome. The film is found to align in-plane 45° to the cubic MgO substrate
(a = 4.21Å), see Fig. 4.24. This fulfils the lattice matching condition with a mismatch
of < 2% [237] for planes FeRh[001](011)||MgO[001](001). The lattice expansion of
the FeRh through the MPT was measured to be 0.75% when heated from 303 K to 473
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Figure 5.1: Magnetic moment as a function of temperature for nominally 500 nm
thick FeRh samples as measured by VSM. The film is entirely AF below temperatures
of 323 K, and entirely FM above 400 K. The highest saturation moment is seen at ≈
410 K, with TT estimated as 355 K.

K, with the expansion in the MgO lattice ≈ 0.01%. A factor of 70 difference (see Table
5.1) implies that interfacial strain is not driving the expansion.

Figure 5.2: XRD spectrum of the sample with peaks labelled. Lattice expansion with
sample heating is seen from the reduction in scattering angle. Comparable intensities
of the (001) and (002) peaks predict an order parameter, S = 0.9 ± 0.1.

5.1.3 Reciprocal Space Map

A reciprocal space map provides a measure of rocking curves about the peaks for
a range of 2θ. This provides useful background information for the analysis of the
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Table 5.1: Identified sample and substrate XRD peaks. The lattice expansion has been
calculated using the Bragg diffraction condition.

2θ @ 303 K 2θ @ 473 K Expansion (%)

FeRh (001) 29.80° 29.57° 0.8

FeRh (002) 61.88° 61.38° 0.7

MgO (002) 42.925° 42.919° 0.01

magnetic peaks described later, providing a reference for the FWHM of the peaks as
measured at the synchrotron. The symmetric shape of the rocking curve and the similar
shape across different 2θ show the consistency of the (hkl) values in Fig. 5.3. The
maximum (002) peak FWHM is seen to be perpendicular to the 2θ scan, indicating
the isotropic lattice vectors (see Section 2.1) are well aligned to the XRD scattering
vectors, ki.

Figure 5.3: The reciprocal space map of the FeRh (001) as measured using XRD. The
σ of 0.4° is found by fitting the peak with a Gaussian function in Origin Pro 9.1.

This alignment shows that the expected crystal growth has occurred with epitaxial
deposition of FeRh on MgO. The FWHM of 0.4° compares well to those previously
found in the literature [238]. We expect a slight improvement in the FWHM at large-
scale facilities due to the highly optimised beam optics and collimated beam. This
reduces sources of instrumental broadening.
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5.2 Magnetic Scattering Volume

This section details the expected x-ray scattering efficiencies from the magnetic sub-
lattice which informs the optimisation process for this non-resonant technique. The
change in polarisation of scattered x-rays is further discussed. This offers an estimate
of the spin and orbital contributions to the atomic moments of which the magnetic
sub-lattice is composed.

5.2.1 Ratio of Charge to Magnetic Scattering

From the treatment of the magnetic scattering cross-section in the seminal work of
Blume and Gibbs [33], it is possible to estimate the scattering efficiency from the
magnetic sub-lattice using the resulting cross-section, see Section 2.2. Referring back
to Eq. (2.4) & (2.14), it is shown that the respective x-ray cross-sections from a lattice
of charge centres, Ic, and from a lattice of spins, Im, for momentum transfer, K⃗, are,

Ic ∝ ⟨b|∑
j

eiK⃗ ·⃗r j |a⟩ , (5.1)

Im ∝
iℏω

mc2 ⟨b|∑
j

eiK⃗ ·⃗r j

[
iK⃗ × p⃗ j

ℏk2 · A⃗+ s⃗ j · B⃗

]
|a⟩ , (5.2)

over electrons with position, r⃗ j, momentum, p⃗ j, and spin moment, s⃗ j. The expected
relative efficiency has been previously explored by Brükel et al. [222] in a resonant
x-ray scattering experiment on GdS. Based on the non-resonant x-ray energies used in
Section 5.3, we expect a relative efficiency of,

⟨ fm⟩
⟨ fc⟩

≈ λC

d
· Nm · fm

N · f
· ⟨⃗S⟩ , (5.3)

where f refers to the form factor, and N refers to the number of electrons. The sub-
script denotes charge, c, or magnetic, m, scattering. ⟨⃗S⟩ is the expectation value of the
spin quantum number. In general, this will result in a maximum ratio of efficiencies of
10-6 [49]. As shown later in Section 5.3.3 (see Fig. 5.7), this is close to the measured
ratio of 10-6 - 10-7 [239]. As a minor x-ray event, significant count rates can only be
obtained with strongly coherent x-ray sources with high brilliance, limiting such ex-
periments to large-scale facilities [143].
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5.2.2 Orbital and Spin Moment

Based on the full derivation from the original theory paper of Blume and Gibbs [33]
as described in Section 2.2.3, the scattering efficiency is dependant on the interaction
with both the atomic orbitals and the electron centre. Therefore, it is possible to de-
termine the ratio, |⃗L|:|⃗S|, of atomic moments in the magnetic sub-lattice. Following
the derivation of Blume [48], g(k) describes the ratio of momentum for the orbital and
spin components of the moment for a fixed x-ray wavelength. The scattered inten-
sity of parallel, I∥, and perpendicularly, I⊥, polarised light is shown to vary with the
incidence angle, θ, as,

I∥ = (1+P)(1+g2)2sin2
θ+(1−P)(1+2gsinθ)2, (5.4)

I⊥ = (1+P)+(1−P)(1+g2)2sin2
θ, (5.5)

where P is the linear component of the Poincaré-Stokes vector [33] (±1 - linearly
polarised, 0 - unpolarised). This yields a change in polarisation, P1, defined as,

P1 =
I⊥− I∥
I⊥+ I∥

. (5.6)

However, over the range of angles measured, little contrast in the polarisation changes
is predicted, meaning estimation of the |⃗L| & |⃗S|values is not feasible. For the low
|⃗L| in the FeRh alloy, we expect little variation in the polarisation. The contrast is
maximised when the ratio, |⃗L|:|⃗S|, is approximately one. Values in the literature for Fe
moment in FeRh obtained from ab initio determinations are regarded as 3.15 µB for the
spin moment of Fe and 0.072 µB for the orbital moment [108], close to the measured
ratio of mL

mS
= 0.054 found from XMCD experiments [108]. This is a 20% increase of

the value found in elemental Fe, being 0.044 [240].
Fig. 5.4a shows that the expected moments for Fe in the FeRh alloy do not allow for

a good estimation of the orbital moment using non-resonant scattering. The predicted
polarisation shift for g(k) = 0.05 has an angular dependence similar to that for a ratio
of mL

mS
= 0. Over the angular range of the synchrotron experiments, it can be seen that a

400% increase in the orbital moment will result in a polarisation change of ≈ 0.02%.
It is nearly indistinguishable from similar curves for a wide range of values of L⃗. We
further show in Fig. 5.4b the effect of having comparable spin and orbital moments.
It is not feasible to operate this experimental technique at higher scattering angles.
In Section 5.3.3, we demonstrate why grazing incidence is the preferred experimental
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a) b)

Figure 5.4: a) Polarisation as a function of incident angle, θ about grazing incidence.
b) This was performed for a variety of ratios, g(k). This demonstrates the difficulty in
precise orbital moment extraction for AF materials using grazing incidence scattering
geometries.

geometry as a consequence of the resulting increase in probe volume.

5.3 Non-resonant Scattering from AF Bragg Peaks

X-ray scattering experiments were performed on 5 x 5 mm2 films at the I16 beamline
of Diamond Light Source, and the MS beamline [221] of the Swiss Light Source using
x-ray energies of 4.998 keV and 6.408 keV. These energies are below that of the Fe
shell electrons (K-edge = 7.112 keV [241]). During the I16 measurements, temperature
was controlled with the available 6K-800K ARS GM cooler.

Figure 5.5: Schematic of synchrotron experiments using the sample reference axes.
The angle α refers to the incidence angle of the x-rays, and the sample was rotated
about φ to produce the rocking curves in the measurements. The rotation of polarisation
in the σ-π’ channel was of interest.
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5.3.1 Sample Orientation

In order to observe the required XRD peaks from the sample, it is necessary to con-
struct a matrix which defines the sample placement in the diffractometer co-ordinate
system [242]. This can be extended to account for deviations from an isotropic lattice
as a consequence of strain or imperfect epitaxial growth. A minimum of two rock-
ing curves for non-collinear Bragg peaks are recorded, where the exact peak centres
inform on the relative orientation of the sample reciprocal axes to the Cartesian coor-
dinate system of the diffractometer [242]. Using the Miller indices, the column vector
in the reciprocal space lattice system is,

h =
(

h
k
l

)
. (5.7)

Following the derivation of Busing et al., U is the orthogonal matrix which relates the
φ-axis system to the crystal Cartesian system and B transforms the reciprocal lattice
vectors to the crystal Cartesian system so that,

h B−→ hc
U−→ hφ. (5.8)

The orientation matrix is then defined as the product, UB, such that for every vector of
indices, hi, will transform as [224, 242],

hiφ = UB ·hi, (5.9)

where the vector, hiφ, describes the scattering when the sample is mounted on the
diffractometer with every diffractometer circle set to zero [224]. In general, this is
extended to other diffractometer axes by further multiplying by the corresponding or-
thonormal matrices [224]. This is required to achieve the specified grazing angles, α

(see Fig. 5.5), in the following experiments.

5.3.2 Energy Dependence

During the synchrotron experiment, we focused on measuring the magnetic Bragg
peaks in a Fe50Rh50 film originating from the long-range AF order. In order to establish
the efficiency of x-ray magnetic scattering, the ‘charge’ peaks - those corresponding
to the nuclear x-ray scattering - were used as a reference. The noise was reduced by
defining a Region Of Interest (ROI) for each peak on the Pilatus 3-100K 2D detector
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and normalising against a background ROI. To confirm that the signal of the (1
2

1
2

1
2 )

peaks were indeed of magnetic origin, a pyrolithic graphite polarisation crystal was
initially used (with the x-ray energy tuned to 5.22 keV). Due to the required exchange
of angular momentum [33], it is expected that significant intensity is measured in the
rotated polarisation channel in Fig. 5.5. The channel used was the σ-π’, referring to
the shift in x-rays polarized parallel to the surface. At low angles, this will exhibit a
90° shift in the polarisation axis due to the relative spin and orbital moments [49]. As
shown in Fig. 5.4b, the degree of polarisation is expected to be unity, with signal seen
when the analyser allows x-rays to pass through the π’ axis. The low orbital moment
of FeRh means this polarisation change should be similar across all incidence angles,
see Section 5.2.2. In this experimental configuration (see Fig. 5.5), with an incident
angle α = 2°, we obtained count rates of the order of 40 ct/s for the (3

2
1
2

1
2 ) reflection in

the vertical scattering configuration. We lowered the energy of the x-rays to 4.998 keV
to establish more favourable conditions for measuring AF peaks. At this energy the
(3

2
1
2

1
2 ) magnetic peak occurs for a horizontal scattering angle of 90°, where nuclear

Bragg peaks are suppressed. It is therefore possible to measure without a polarisation
analyser, as only the magnetic signal is present at this scattering angle and horizontal
geometry. Indeed, we found a count rate of 2500 ct/s for the (3

2
1
2

1
2 ) magnetic peak

(α = 2°). In order to confirm these efficiencies, a higher x-ray energy (6.408 keV)
was used to check the (5

2
1
2

1
2 ) Bragg peak. In this case we obtained a count rate of

1000 ct/s (α = 5°), again using the horizontal scattering geometry. The efficiency of
magnetic scattering can be estimated by comparing the intensity of the magnetic and
charge peaks. The ratio of these intensities is estimated to be Ic/Im = 1×10-7 when
comparing similar incidence angles and correcting for the attenuation of the x-rays.
This is close to the expected value presented in Section 5.2.1 [222]. Finally, we at-
tempted to observe resonant enhancement of the magnetic scattering in the vicinity of
the Fe K-edge. However, above these energies (@ 7.6 keV [243, 244]), the signal is
dominated by the background due to Fe fluorescence.

Fluorescence Background

Rocking curves measurements were taken at energies above the Fe K-edge to deter-
mine the merit of resonant x-ray scattering. Theoretically this should result in an in-
crease of the magnetic cross-section due to the increased x-ray absorption as a conse-
quence of the energy matching condition. Above the K-edge, the photons excite core
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electrons of the Fe atoms to a higher energy level. The short lifetime of this excited
state results in re-emission of photons (at a reduced energy) as electrons return to their
ground state. The Fe K-edge occurs at an energy of ≈ 7.1 keV [243]. The scan in
Fig. 5.6a shows the result of a φ-scan taken using x-rays of energy 7.6 keV [221]. This
clearly shows the increased background noise from the use of x-rays of this energy
when compared to rocking curves at a lower x-ray energy of 6.4 keV (see slight peak
in Fig. 5.6b). For minor x-ray events, a slight increase in noise (200 cps) masks the
signal. The increased x-ray scattering does not assist in resolving the spin structure
of the materials. As we are only interested in the magnetic sub-lattice and their weak
interaction with the incident x-rays, reduction in noise is preferable to increased signal.
The scan was repeated using a threshold energy of 7.4 keV to minimise this contribu-
tion [220], but was not found to fully compensate the noise. We therefore only operate
in the non-resonant regime to maximise the count rate of coherently scattered x-rays.

a) b)

Figure 5.6: a) Rocking curve data taken at 7.602 keV with a diffractometer position
corresponding to (-3

2 -3
2

1
2 ) peak of FeRh, for α = 2°. Inset shows Jablonski diagram

for fluorescent processes. b) Rocking curve at 6.408 keV with α = 0.8°Ṫhe emergence
of a slight peak demonstrates that a reduction in the background noise of ≈ 200 cps is
required to be experimentally feasible.

5.3.3 Incidence Angle Dependence

Non-resonant magnetic scattering can be further optimised by considering the experi-
mental geometry, specifically the incidence angle which will yield the strongest signal.
The incidence angle dependence was measured at an x-ray energy of 6.408 keV with
horizontal scattering, see Fig. 5.5. Similar scans were performed on a charge Bragg
peak for comparison, FeRh (201). The angular dependence of the incident x-rays is
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shown in Fig. 5.7, and in both cases exhibits a steep drop off in signal for incident
angles below 1°. In the case of magnetic scattering, no discernible peak is present for
angles less than 0.5°. As the same drop-off is also observed in the charge peak signal,
we believe this results from less efficient x-ray scattering. Overall, there are less pho-
tons available for coherent scattering due to the experimental geometry. The angular
dependence can be partially explained by considering the effect of grazing incidence
geometry on the spot size of the x-ray beam. The maximum signal is expected when
the scattering volume is comprised of the entire film. The beam profile cross-section
was found to have a FWHM of 80 µm. When this beam is incident at near grazing
angles, the larger footprint results in an increased volume of the thin film sample being
illumined. For a perfectly flat film, we estimate the footprint to be several mm when
angles of less than 1° are employed. Therefore, below these angles x-ray beam beyond
the edges of the film will not be scattered. Small mislineations will greatly reduce the
signal.

Figure 5.7: a) Rocking curves of the magnetic peaks for increasing incidence angle,
and similar scans for the charge peaks (on a log scale) as measured at 6.408 keV.
Intensity and FWHM of the peaks was found to vary as the incident angle of the x-rays
was changed. b) peak intensity as a function of incidence angle is presented.

This effect is compounded by Total External Reflection (TER) at low incidence
angles for x-rays, see Section 4.6.2. This can be explained by the x-ray-metal interac-
tion where a refractive index of slightly less than 1 is observed [122]. Therefore, the
x-rays can reflect from the sample surface (the refractive index of air is taken as unity).
The following equation can be applied where 1 - δ is the real refractive index at x-ray
energies,

cosθc = n2 = 1−δ. (5.10)

Using the Taylor expansion of the cosine function and approximating for low angles,
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we estimate the critical angle in degrees as,

θc ≈ 81
√

δ. (5.11)

The literature is sparse when calculating or measuring the optical properties of FeRh
at such energies but we can estimate a range of values by comparing the experiments
of Kim et. al. [245] to the calculation based on the nuclear tables for Fe and Rh atoms
[246]. Kim et al. found δ = 6.86x10-6 for x-rays @ 16.22 keV, while from the tables
we estimate a value of 4.5x10-5 @ 6.408 keV. The trend for smaller delta at higher x-
ray energies is consistent across metallic samples [122, 246]. This yields an estimated
critical angle, θc = 0.54°. This value correlates with the drop off in intensity seen in
Fig. 5.7. We expect TER to be the greatest contribution to the intensity of these peaks,
especially as a horizontal experimental geometry was employed.

The results of the grazing incidence scans taken at I16, Diamond are presented in
Fig. 5.8a. From these scans, the results presented in Fig 5.8b were derived. These
scans were taken at 4.992 keV, showing a similar angular dependence. Each point was
taken from the integrated intensity of the FeRh (3

2
1
2

1
2 ) peak on the 2D detector of I-16

as the axis, µ, was swept (being equivalent to φ in Fig. 5.5). The rocking curves were
fitted with Gaussian functions to extract the intensity (ct/s) and FWHM (°) at each
angle of incidence.

a) b)

Figure 5.8: a) Rocking curves of the (3
2

1
2

1
2 ) peaks of FeRh as measured at I16, Dia-

mond Light Source (E = 4.998 keV) about µ (equivalent to φ in Fig. 5.5). b) α refers
to the incidence angle of the x-rays with respect to the sample surface.

TER is again evident and in comparison to the data presented earlier, shows a
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larger θc at this x-ray energy. This is expected for metallic samples, indicating a larger
δ. Based on the tables of Henke et. al. [246], FeRh possesses a value of δ = 7.1x10-5,
predicting θc = 0.63°. Such behaviour is further validation of the grazing incidence re-
quirement for the observation of these peaks, and important for future work exploring
the AF order of FeRh using x-ray based techniques.

5.4 Temperature Dependence of AF Order

In order to confirm that the signal from the (1
2

1
2

1
2 ) family of peaks of FeRh has no

contribution from the charge centres, we measured the peak intensity as a function of
temperature through the MPT. The results are presented in Fig. 5.9, where the inten-
sity of the AF peaks were found from fitting the rocking curves with Voigt functions.
The integrated intensities of these peaks were used as a measure of the AF order in the
system, once the background was subtracted. The intensity was found to steadily de-
crease for increasing temperature as expected due to increasing non-coherent phonon
scattering in the sample [39]. This is assumed to be equivalent to the Debye-Waller
Factor (DWF) for charge Bragg peaks. Near TVSM (where the MPT occurs according
to the VSM data) the intensity drops significantly in the interval 360-390 K (Fig. 5.9a).
Based on the measured XRD data of the (001) and (002) peaks of the FeRh we expect
no significant change in the form factor. The charge Bragg peaks measured at 303 K
and 493 K show no change in the integrated intensity. Therefore, the drop in inten-
sity is indicative of reduced order in the measured lattice planes. These measurements
demonstrate that the observed (3

2
1
2

1
2 ) peak is due to magnetic scattering from the AF

lattice.
As the AF-FM transition occurs over a range of temperatures, the AF order does

not evolve as a single first-order phase transition where the properties would be ex-
pected to change over a narrow temperature interval. Instead, previous experiments
into the microscopic structure of FeRh have shown that the sub-micron regions have
an independent transition temperature [136], each with a first-order transition. By fit-
ting the change in intensity vs temperature with a Gaussian function in Fig. 5.9b, we
can compare the transition as monitored by VSM (TVSM = 356 K) to the change in
AF order (Tx-ray = 377 K). From the signal, it appears that the FM moment begins to
emerge before the AF order is completely lost. The mixed phase of the material still
exhibits long-range anti-parallel ordering of the Fe spins. It is quite likely the sample
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Figure 5.9: a) Inverse correlation between the intensity of the FeRh (1
2

3
2

1
2 ) magnetic

peak as measured at 4.992 keV, and the saturation moment of the FeRh film, measured
using VSM. b) Comparison of Gaussian fits to the transition behaviour for the VSM
(TVSM = 356 K) and the diffractometer data (Tx-ray = 377 K) showing a shift in the
temperature envelope over which changes occur.

temperature at the beamline was lower than measured. The quoted temperature refers
to that at the base of a coil-heated sample stage, whereas the VSM system operates
with a constant stream of heated air. By allowing the sample to thermalise for 30 min-
utes at the beamline we attempted to mitigate the differences in set-up. Considering
uncertainties due to thermometer calibration (± 5 K), the difference in the two transi-
tion temperatures remains significant (>20 K).

This is in agreement with previous work where the nucleation and growth of FM
domains through the MPT was investigated [139, 247]. FM domains have been seen
to first nucleate and then grow by absorbing neighbouring AF domains. If we assume
that the AF domains are much smaller than the FM domains [17], it is possible to still
have coherence within the AF domains while a significant portion of the material has
transitioned to the FM state. Therefore, we suggest that this is further evidence for the
previously reported dynamics of the MPT [140]. It will also be useful to have such
long-range order in the mixed phase when measuring the lattice dynamics of the MPT
[112]. Using a similar probe of AF ordering, it would be possible to examine with fine
detail how quickly the film transitions with regard to the Fe spin re-orientation.

The information extracted from fitting of these magnetic Bragg peaks further al-
lows the 2θ position to determined as a function of temperature. Re-alignment is re-
quired after every heating step so it is not possible to calculate exactly the sub-lattice
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a) b)

Figure 5.10: a) The shift in 2θ of the AF peak as a function of temperature. This
is compared to the reduction in intensity. Error-bars are found using a Voigt fitting
function. b) The first derivative provides an estimation of the temperature at which
greatest peak shift occurs.

constant, as seen from the slight drift across the measurement. Peak position is de-
termined using the centre of mass of the fitted Voigt functions. Plotting this position
against temperature in Fig. 5.10a, we observe slight drift until close to the transition
point. A sudden change in peak position (see Fig. 5.10b) is found to correlate strongly
with the reduction in peak intensity (see Fig. 5.9b). This shows how the peak can be
used as a probe of both lattice (peak position) and spins (intensity of magnetic Bragg
peaks). The peak position is not reliable above 385 K due to the loss in peak integrated
intensity. It is generally assumed that the AF domains transition individually [140]
and expand to form µm sized domains. The simultaneous change in the magnetic sub-
lattice volume and the AF ordering is further confirmation of the mechanism described
in the work of Baldasseroni et al. [140].
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5.4.1 Scherrer Analysis of Magnetic Bragg Peaks

Figure 5.11: Extracted coherence length for
the AF order and crystal structure. This was
found by applying Scherrer analysis to the
charge and magnetic peaks of Fig. 5.7.

In Chapter 4, the origins of Bragg
peak width were discussed. Given
the finite number of lattice planes in
the average crystallite of a thin film,
the infinite system assumed for the
Bragg derivation does not hold [47].
This results in peaks with measur-
able width. Broadening further re-
sulting from instrumental sources is
more difficult to quantify; emerging
from the beam width, internal optics
and angular offsets in the alignment
procedure. Such broadening should
be reduced in a beamline when com-

pared to an in-house diffractometer [221] due to the high precision optics used. The
spectral width further broadens the peak as x-rays of different energies will scatter
with different angles [45]. If we can extract the broadening solely due to the crystal
structure, we can apply the Scherrer equation, see Eq. (4.24). In magnetic diffraction
studies, we consider lattice planes with half-integer h, k, l values. The factor K from
Eq. (4.24) is assumed to be 0.94 for thin films, λ is the wavelength at 6.408 keV, β is
the broadening due to the finite coherence length, and θ is the scattering angle [47].
Extracting θ from the experimental set-up conditions, we can estimate a lower bound
for the crystallite size by letting the FWHM be β. As a consequence of the instrumental
and spectral broadening, the average crystallite size is larger than the quoted values.
For the (201) peak at an incidence angle of 5°, this predicts a minimum coherence
length of 40 nm.

The magnetic and charge peaks of Fig. 5.7a were found to possess respective
FWHM of 0.38° and 0.39°. This is used to estimate the coherence length of the AF
ordering and crystal structure. The resulting coherence lengths from the MS beamline
data are seen in Fig. 5.11. Using the same energy and employing the same experimen-
tal set-up, it is assumed that any differences in the FWHM are not due to either spectral
or instrumental broadening [221]. We do not observe an increase in the FWHM for the
half-integer peaks, implying that the ordering of Fe spins in the AF phase are of a
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similar long-range order to the crystalline coherence length. Across the measured in-
cident angles, AF coherence length is consistent, with increasing certainty at higher
angles. Using a weighted average of values obtained from a Scherrer analysis of these
fits predicts a minimum mean coherence length of 40 ± 3 nm. It compares well to
the estimated crystallite coherence length, determined using the same method. This
would suggest an AF domain structure smaller or close to the crystallite size of sput-
tered FeRh films, indicating that such domains are limited by crystallographic defects
[17, 24]. This has been previously seen in AF metal oxide thin film samples, with
domain sizes of less than 50 nm observed in NiO and LaFeO3 [24, 78].

Similar analysis can be applied to monitor the coherence length of the AF ordering
while being heated through the MPT, as recorded at the Diamond Light Source. Com-
parable rocking curves of the charge peaks were not recorded for comparison in this
instance. Due to differences in the experiential set-up between the Diamond and Swiss
Light Sources, FWHM is presented a qualitative measure of grain size. By plotting the
normalised inverse of the extracted FWHM as a function of temperature in Fig. 5.12a,
we observe a consistent domain size up to 350 K. An apparent decrease is observed
close to the transition point. The fit error increases significantly near the transition
point due to the decrease in signal and the resulting reduction in fit confidence.

a) b)

Figure 5.12: a) The normalised coherence length extracted from the AF peaks. b) The
temperature dependence is demonstrated showing no change until Tx-ray is approached.

The normalised coherence length is presented in more detail close to the transition
point in Fig. 5.12. It is seen that the domain size remains constant across all temper-
atures up to the transition point where a small decrease is observed. Assuming that
the domains are on average τ̄ = 40 nm, this would result in a drop of coherence length
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to τ̄ ≈ 32 nm. Upon closer examination, the coherence length does not reduce signif-
icantly until after TVSM has been passed. This is consistent with the assumption that
FM domains nucleate and grow within an AF matrix. The domain size of the AF phase
does not change as the FM domains nucleate. The drop is observed around Tx-ray

where the fit uncertainty increases significantly. This is further evidence for our as-
sumption that a non-resonant x-ray probe can be used to monitor the coherence length
of anti-parallel Fe spins through the mixed phase of FeRh.

Conclusions

In conclusion, the work described in this chapter has demonstrated that the long-range
ordering of the Fe spins in the AF phase can be quantified using non-resonant x-ray
techniques. Due to the weak scattering efficiency of this method - as expected from
the magnetic cross section - the signal optimisation is discussed, involving tuning of
both the x-ray energy and experimental geometry. Grazing incidence geometries above
the critical angle maximise the count rates of coherently scattered x-rays for a given
photon energy. The experiments are performed below the Fe K-edge to reduce fluores-
cence, thereby reducing incoherent background noise. The temperature dependence
of these magnetic peaks is verified experimentally, demonstrating that AF ordering
persists in the mixed phase of FeRh. This result is in agreement with previous descrip-
tions of the AF → FM domain growth mechanism. It may allow for the monitoring
of AF coherence length through the FeRh MPT. This work has already verified that
the AF domains are limited in size by crystallographic defects, yielding an estimate of
minimum 40 nm. Non-resonant magnetic diffraction is easily extended to the dynamic
regime, where pump-probe methods involving x-rays are well established [3]. This
could be used to examine long-range AF order [248] in FeRh as the MPT proceeds,
where volumetric expansion has been previously demonstrated to occur within 10-30
ps [31]. This would permit simultaneous probing of both the spin and lattice structures
to directly track the relative rates of transformation.



Chapter 6

Time-resolved x-ray Diffraction as a Probe
of Electron-Phonon Coupling

Understanding the ultrafast lattice dynamics of FeRh motivated this project which was

enabled by the advent of x-FEL sources. In this chapter, the results of experiments

undertaken at the Japanese x-FEL, SACLA are described. A manuscript summarising

our conclusions has recently been published in Scientific Reports [38].

Understanding the ultrafast structural transformations of the FeRh MPT is a key
element in developing a complete explanation of the mechanism driving the evolution
from an AF to FM state. Using an x-FEL source, evolution of the intensity and 2θ

position of (-101) diffraction peaks are determined with sub-ps temporal resolution
following excitation with a 35 fs laser pulse. The response to laser fluences > 5 mJ
cm-2 indicates the existence of a transient lattice state distinct from the high temper-
ature FM phase. By extracting the lattice temperature and comparing it with values
obtained in a quasi-static diffraction measurement, we estimate the electron-phonon
coupling in FeRh thin films as a function of laser excitation fluence. A model is pre-
sented which demonstrates that the transient state is the α’(FCC) phase [21], associated
with ParaMagnetism (PM). Quantifying the lattice dynamics of FeRh will help bridge
the understanding between the ultrafast reconstruction of electronic structure (sub-ps)
and the slower emergence of magnetisation (100’s ps) [21]. The non-trivial dynamics
observed indicate that the coupling between the electron and phonon system is depen-
dent on the fluence of the exciting laser pulse.

133
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6.1 Sample Preparation and Characterisation

The samples used for the experiment at the x-FEL were identical to those described
in Chapter 5; nominally 500 nm thick Fe50Rh50 films on MgO (001) substrates grown
using a magnetron sputtering process outlined in previous work [30, 131]. The B2
order was confirmed from the observation of both FeRh (001) and (002) peaks [20] as
measured by XRD using the Rigaku SMARTLAB diffractometer of the Henry Royce
Institute. VSM confirmed that the MPT occurs at 355 K with ∆T = 25 K, with maxi-
mum saturation magnetization Ms of 920 kA m-1. The sample was prepared for syn-
chrotron experiments by cutting it into a 5 × 5 mm2 square using a diamond saw. A
PMMA layer was deposited prior to cutting to prevent film damage and flaking before
subsequent removal using acetone and IPA. The sample dimensions were chosen to be
compatible with the mounting stage of the goniometer used in the x-FEL facility.

6.2 Lab-based Heated XRD

In order to extract quantitative information from TR-XRD experiments, it is essential
to have complementary information from quasi-static measurements. It is well known
that laser excitation provides a local source of heat. Previous pump-probe experiments
on FeRh have shown that laser fluences on the order of 3-5 mJ cm-2 instigate the
transition to the FM phase [117]. With higher pump fluences, it is possible that the
high-temperature α’(FCC) phase can be accessed. We therefore determined the lattice
properties of FeRh significantly beyond the AF/FM transition with (static) diffraction
measurements taken as a function of temperature up to 1023 K, which corresponds to
the annealing temperature used following magnetron sputtering deposition. The results
gathered on the FeRh (002) diffraction peak are shown in Fig. 6.1.

The shift in the (002) peak of FeRh is observed when the sample is heated above
TT. This shift is seen to persist up to high temperatures with a slight contraction when
the sample is brought above 700 K. This is unusual and warranted further investigation.
Non-trivial lattice expansion of FeRh has previously been reported [116], described as
low thermal expansion close to the Curie temperature. In contrast, the MgO peak un-
dergoes a shift in direct proportion to temperature, indicating linear thermal expansion.

To quantify the lattice expansion, the peak shape must be considered. As the peaks
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Figure 6.1: a) Quasi-static measurement of (002) FeRh peak as a function of tempera-
ture determined using an Anton Paar DHS 1100 heated stage on a Rigaku SMARTLAB
XRD diffractometer. The sample was maintained under vacuum with a PEEK dome
and allowed to thermalise at each temperature for 30 minutes before the scan was per-
formed. b) Fitting applied to data of the FeRh (002) peak at 423 K. The fit is applied
to the data from 61.8° and above. The threshold was found from applying a filter of
80% of the max value in the array.

do not show simple Voigt or Lorentzian shapes, an alternative model had to be devised.
Based on the work of Barton et. al. [131], an inhomogeneous strain profile across the
film would explain such a peak shape. This work found a shift in the (002) peaks
of FeRh as the strain is relieved. This has also been observed in FeRh grown on
different substrates where the strain evolves throughout the MPT [249]. From the data
presented in Fig. 6.1, it appears that the tail has a Voigt shape but the leading edge is
composed of a series of strained contributions. This corresponds with the assumption
that film is strained near the interface. Then, a large portion of the film is unstrained
yielding the peak tail. In order to consistently treat the data, we only applied fitting
to the high angle peak tail using the portion with values 80% of the maximum and
above, see Fig. 6.1b. The truncated data was fit with a Voigt function in order to
extract the position, width and intensity. From this, the lattice constant of FeRh at
each temperature could be calculated using the Bragg equation, Eq. (2.8). Finally, the
relative expansion was found from comparison to the thermal expansion of the MgO
substrate. This was found using the isothermal (002) peak of MgO to account for any
contributions due to inconsistent sample alignment, or substrate induced expansion.
Fig. 6.2a was plotted by applying the following relation to estimate the corrected
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volumetric expansion, ∆V (T );

∆V (T ) =
[

VFeRh(T )−VFeRh(RT )
VFeRh(RT )

/
VMgO(T )−VMgO(RT )

VMgO(RT )

]
, (6.1)

where Vi(T ) describes the volume of the respective species i, extracted from the Bragg
diffraction treatment, Eq. (2.8). Fig. 6.2a shows the expected volumetric expansion
upon transition (> 355 K), followed by a slow increase up to ≈ 700 K, at which point
a contraction is observed with further heating. This demonstrates the unusual lattice
behaviour of FeRh at highly elevated temperatures. In Section 6.3, we compare this
behaviour to transient XRD data at high laser fluences, where a reduction in the lattice
constant is expected for transient temperatures exceeding 700 K.

Figure 6.2: Comparison of FeRh (002) peak properties as a function of temperature. a)
Expansion of the FeRh film relative to the measured shift in the MgO lattice constant
according to Eq. (6.1). b) Maximum recorded count of the peaks. c) From Voigt
fitting analysis, the integrated intensity and FWHM are plotted. There is a large jump
in FWHM at 1023 K.

The other parameters of the Voigt fit further verify the strain profile model. The
reduction in the FWHM as a function of temperature (see Fig. 6.2c) appears to corre-
late with an increase in the intensity, suggestive of a narrowing of the inhomogeneous
strain. This is further confirmation of the strain gradient model based on the work of
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Barton et al. [131]. The peak shift upon transition relives the strain across the sample
resulting in the narrower diffraction peak.

In order to relate these results to the TR-XRD results of Section 6.3, the DWF
is used as a probe of the lattice temperature [250]. The form factor, F , is expected
to remain unchanged through the MPT as it expands isotropically with a change of
lattice constant of 1% [15]. As discussed in Section 4.6.1, displacement about the
atomic centre will reduce the efficiency of coherent scattering. The Debye-Waller
interpretation [195, 196] predicts that changes in the lattice temperature, TL, will result
in changes to the XRD peak intensity (with reciprocal lattice vector, q⃗) according to
Eq. (4.22) where atomic displacement, u⃗n, is described using [145],

〈⃗
u2〉= 9 ℏ2TL

MkBΘ2
D
, (6.2)

where M is the mass of one unit cell, and ΘD is the Debye temperature of FeRh.
The FM peak intensity reaches its maximum at a temperature where the film is fully
transitioned (423 K). The reduction in intensity after this point is attributed to the
DWF. The FWHM increase in this region demonstrates that the ratio of non-coherent
scattering from the (002) peak has increased. Both the maximum of the peak and
the integrated intensity show a general downward trend as the sample is heated. The
FWHM is by contrast relatively constant except at very high temperatures (above 800
K) when it increases sharply. This corresponds to the regime where sample annealing
occurs.

6.3 Time-resolved XRD at the SACLA x-FEL

Following the seminal time-resolved x-ray diffraction experiment of Mariager et al.
[31] and recent theoretical predictions [119] of a significant difference in the expected
temperature dependence of lattice vibrations of the FM and AF phases, we performed a
x-FEL based time-resolved experiment to determine the FeRh AF and lattice dynamics
on a sub-ps time scale.

TR-XRD measurements were carried out on BL3 of the SPring-8 Angstrom Com-
pact free electron LAser (SACLA) [185, 235] in Japan with the experimental geometry
illustrated in Fig. 6.3a. The sample temperature was raised using a pulsed laser exci-
tation with wavelength 800 nm and pulse duration of 35 fs. A cryoblower was used to
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a) b)

Figure 6.3: a) Schematic of grazing incidence pump-probe experiment showing the
angle φ about which the sample was rotated to generate the rocking curves. A cry-
oblower maintained ambient temperature throughout the experiment. b) Sketch of the
pump-probe angles used in the SACLA experiment where the penetration depth of the
laser (red) was ≈ 30 nm while, the grazing incident x-rays (gold) are expected to have
a penetration depth of ≈ 100 nm

stabilise the temperature and ensure the sample does not slowly heat over the period of
the experiment. The laser spot was elliptical with minor and major axes of the beam
cross-section 480 & 500 µm, respectively. The angle of incidence used for the pump
laser was 15.4°, also corresponding to the angle between the incoming x-rays and the
laser as shown in Fig. 6.3b. The crystal orientation was found by scanning rocking
curves of the (001) and (111) peaks of the FeRh. The corresponding orientation ma-
trix was used to calculate the relevant goniometer angles for the (-101) Bragg peak
under grazing incidence conditions. The scattered x-rays were received on a 2D detec-
tor which was fixed in position while the angle about surface normal, φ, was swept to
examine the rocking curves. The 2D detector was a multi-port charge coupled device
(MPCCD) having 512 × 1024 pixels [251]. The temporal resolution can approach <

50 fs using the trigger capability of the Beam Arrival Monitor (BAM) to correct for
shot-to-shot variance resulting from the SASE procedure [144, 229, 236], see Section
4.8.1.

Both magnetic and charge Bragg peaks were investigated but due to time and sam-
ple constraints, TR-XRD was only performed on the charge peaks. To maximize the
flux on the sample, the beamline was operated in ‘pink beam’ mode [229] (without
monochromator), to deliver photons with energies close to 6.408 keV. The chosen en-
ergy was below the Fe K-edge to minimize the background signal resulting from the
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excitation of Fe fluorescence. The grazing incidence of 0.7° was chosen based on pre-
vious work carried out at the Swiss Light Source using x-rays of similar energies [37].
This incidence angle increases the scattering volume of the sample. At shallower an-
gles the length of the beam footprint approaches that of the sample (5 mm), yielding
no further increases in the scattering volume. Furthermore below 0.7°, TER of the
x-ray beam is expected, with θc estimated to be 0.5 - 0.6° from the real portion of
the refractive index (ñ = 1 – 4.85x10−5) of FeRh at x-ray energies [245, 246]. In this
set-up, heating propagates from the surface down in contrast to the entire sample being
uniformly heated was the case in lab-based measurements, see Section 6.2. For a given
wavelength, λ, the penetration depth, δp, is estimated as [122],

δp@ 6.408 keV =
λ

2π · Im(ñ)
· sinθ, ñ(λ) = 1−δ+ iβ. (6.3)

For imaginary refractive component, β = 3.684x10-6 [246], this results in probe beam
penetration depth of 100 nm at an incidence angle, θ = 0.7°. The penetration depth of
the laser was estimated to be 30 nm based on the angle of incidence (see Fig. 6.3b) and
refractive index at UV-Vis wavelengths [121]. The sample thickness (500 nm) meant
that the MgO interface is not considered in the analysis. The strained portion of the
film [252] should not contribute to the measured x-FEL pump-probe signals. As such,
we assume the film is allowed to expand uniformly and isotropically in the pumped
volume.

The observed charge Bragg peaks are shown in Fig. 6.4, with examples of both the
‘pumped’ and ‘unpumped’ images, referring to the presence or absence of laser illu-
mination. The intensity of pumped (-101) peaks were normalised using an equivalent
unpumped peak, to correct for drift in the laser power across the experiment runtime.
The x-FEL pulse rate was 60 Hz while the laser pulse rate was 30 Hz, allowing inter-
leaved measurements of excited and non-excited states with the datapoint at each delay
being averaged over 300 pump cycles.

The experiment focused on the time evolution of the (-101) Bragg peak of FeRh fol-
lowing excitation from the optical laser. The normalised intensity refers to the change
in the integrated peak intensity within the ROI shown in Fig. 6.4. The peak position
was found by a Centre Of Mass (COM) fit to the intensity of the peak. From this it
was possible to monitor the lattice expansion of the sample within the laser pumped
region. Fig. 6.5a shows data over the entire 200 ps range, while Fig. 6.5b concentrates
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a) b)

Figure 6.4: (-101) peak of FeRh as a) imaged by the 2d photodetector of SPRING-8
beamline. The x-ray energy was 6.408 keV, and the delay time between the pump and
probe was 10 ps. The laser fluence for the’ Laser ON’ figure was 9.1 mJ cm−2. The
reduced intensity and peak shift is clearly observed by comparing the dark-red regions
- corresponding to high scattering intensity. b) Rocking curve of the (-101) peak about
the angle φ, showing the range of intensities expected for the measured shift in 2θ from
the fitted Voigt function.

on the initial 15 ps. The observed shift in the position of the signal is due to the lattice
expansion, whereas the change in the peak intensity can be used to infer the lattice
temperature via the DWF [3, 145]. At a pump fluence of 2.9 mJ cm-2 the intensity
and peak shift show similar dynamics, with a maximum change observed within 10 ps
followed by a gradual relaxation over 100’s of ps. Such behaviour is similar to that
previously reported by Mariager et. al. [31] In this case, the FM phase is found to
emerge with a growth lifetime, τG, of 6 ± 1 ps as calculated by modelling the data
with a growth-decay model adapted from Radu et. al. [4] for t > 0, as,

∆I(t) = A
(

1− e
−t
τG

)
+B

(
e
−t
τR

)
, (6.4)

where ∆I(t) is the change in the scattering intensity, A and B are fitting constants, t is
the delay between the pump and probe pulses, and τG and τR refers to growth and the
relaxation lifetimes of the transient FM phase.

On short time scales (t <30 ps), the intensity for all fluences decays with a char-
acteristic time constant, τG ≈ 6-12 ps, comparable to previous reports in the literature
[31, 238]. Over longer timescales, the change in intensity reaches an asymptotic value
for low fluences, while for higher fluences we observe a continuous intensity decrease
with a time scales in the range 80-120 ps. This indicates the existence of a different
sample heating regime, which we associate with heat dissipation occurring from the
laser excitation centre to the unexcited sample volume probed by the x-rays (given that
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Figure 6.5: a) Peak intensity and 2θ shift as a function of probe delay for the FeRh
(-101) XRD peak. This was found by fitting the cross-sectional intensities of the peaks
shown in Fig. 6.4 with Gaussian functions as a function of laser delay. Peak intensity
and 2θ show similar dynamics, initially decaying within 10-30 ps and recovering over
100’s of ps. b) The same quantities are presented with a focus on the initial excitation
(up to 15 ps probe delay). For fluences above 5.5 mJ cm-2 the peak shift shows different
dynamics to that of the intensity, with increasing divergence for increasing fluence.
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they interact with a larger sample volume than is excited by the laser pulse). The longer
scans demonstrate the FM phase possesses a lifetime of between 100-200 ps.

In contrast, the short time interval data of Fig. 6.5b show the peak shift does
not evolve consecutively with the transient intensity at high laser fluence. In order
to explain such behaviour, the transient temperature and FWHM are explored in the
following sections to inform on processes that occur over sub-ps timescales.

6.3.1 Transient Lattice Temperature

The transient lattice temperatures during x-FEL experiments can be inferred from the
measured peak intensities of Fig. 6.2, by estimating the Debye temperature of the
material [145]. This calculation is based on a simplified form of the Einstein-correlated
model, where the atoms are assumed to act under a harmonic potential [197]. This
is a valid assumption for the acoustic phonon modes, or for temperatures above ΘD

[3]. Based on specific heat measurements on FeRh [183] and ab initio calculations
[109], this is valid above 300 K. The DWF presented in Eq. (4.22) & (6.2) can be
rearranged to provide the following estimate of the lattice temperature as a function of
the scattering intensity;

TL = T0 −χD · ln
(

I
I0

)
, where χD =

MkBΘ2
D

3 ℏ2⃗q2 . (6.5)

We apply this treatment to the heated XRD peaks to estimate the pre-factor, χD, of
Eq. (6.5), yielding a value of 0.69 ± 0.08 103 K as demonstrated in Fig. 6.6a. This
treatment assumed T0 = 423 K, as the most intense peak measured using the laboratory
based diffractometer occurred at this temperature. The linear DWF model predicts ΘD

= 230 ± 60 K, which is lower than that found in specific heat measurements. This
is due to the Debye model of x-ray intensity only considering acoustic phonons in
monatomic systems [197], so called ΘM. By accounting for the crystal structure and
chemical species of FeRh, we predict an adjusted ΘD = 330 ± 80 K, which agrees with
ab initio predictions for the FM phase of 300 K [109].

Using the extracted value of χD, the lattice temperature as a function of probe
delay can be estimated. As we consider a different q⃗ in Section 6.2, the pre-factor is
changed to account for the different lattice spacing in the dynamic experiments. The
resulting plots of lattice temperature vs pump-probe delay are presented in Fig. 6.6b
showing how the lattice is expected to achieve temperatures of up to 700 K within 10
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a) b)

Figure 6.6: a) Extraction of the DWF where peak intensity vs temperature is used to
estimate the coherent x-ray scattering. The 95% confidence bands are shown by the
shaded region. Error bars (not visible) refer to the uncertainty in the Voigt fitting of the
integrated intensity. b) Lattice temperature as a function of pump-probe delay based
on the intensity of transient XRD peaks.

ps following laser excitation.

6.3.2 Temperature Dependence of Lattice Dynamics

We performed further scans at different ambient temperatures to demonstrate that the
observed behaviour is due to ultrafast sample heating. By reducing the temperature, a
given fluence is expected to excite a lesser portion of the sample to the high temperature
FM phase. From delay scans taken at 280 K and 260 K shown in Fig. 6.7a, we observe
a smaller change in intensity and a reduced shift in the (-101) peak of FeRh. This
indicates that a lesser degree of phase transition is instigated in the samples for a fixed
laser fluence. This is as expected and verifies that the simple heating model used in
Section 6.3.3 to describe the FeRh lattice is valid. At 260 K, we observe almost no
transition behaviour. The energy provided at this fluence is not enough to excite the
sample to the point of transition. Such a result is useful knowledge when estimating the
energy absorbed by the electron system following laser excitation. This assists in the
construction of ODE describing the three-temperature model, see Section 6.4. Scans
were performed at higher temperatures shown in Fig. 6.7b, where a percentage of the
film is already in the FM state. This exhibits slower dynamics than observed at RT. In
contrast to the reduced ambient temperature scans, these results correspond to higher
fluence scans. The fitted dynamics at 300 K showed that the higher fluence scans result
in slower growth dynamics as was also observed for scans taken at the higher ambient
temperature.
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a) b)

Figure 6.7: a) Intensity as a function of probe delay observed in the (-101) FeRh peak
when subject to fluences of 2.9 mJ cm-2. Sample temperature was controlled with
a liquid nitrogen cryoblower. b) Peak shift observed in the (-101) FeRh peak when
excited across a range of laser fluences and ambient temperatures.

The results of these temperature scans corroborate our assumption that the local
heating is in direct proportion to laser fluence. By reducing the temperature, greater
fluence is required to instigate the MPT. This is further evidence that the peak shift
can be used as a measure of the phase transition progression. The lattice expansion is
therefore directly proportional to the relative change in the AF:FM phase ratio [31].

6.3.3 FWHM as a Probe of 1st Order Dynamics

From the results of Section 6.3.2, it is assumed the peak shift is a measure of the FM
phase proportion in FeRh. This assumption requires the transition to be first order,
having previously been demonstrated by Mariager et al. [31]. However in this experi-
ment, we are unable to resolve the individual peaks associated with the AF (and FM)
phases where a0 = 2.99 (3.02) Å. The reason for this is that the pink beam of the FEL
x-rays has sizeable spectral width (∆ E = 40 eV ≈ 0.2°), the increased broadening of
the peak is such that the two phases are not well separated. There is significant overlap
between the shift in 2θ = 0.4° for the lattice expansion, and a FWHM of 0.45° when
the convolution of the sample, beam, and instrumental broadening are considered. We
construct a model to explain the FWHM dynamics seen in Fig.6.8a following laser ex-
citation to confirm that the transition is indeed first order. The percentage of each phase
as a function of temperature was estimated from the VSM data. Lattice temperature
following excitation was assumed to follow a simple asymptomatic curve. We could
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then observe how the FWHM of the (-101) peak evolves by fitting a Gaussian to the
sum total of the overlapping AF and FM peaks. By comparing the shape of the FWHM
curves from the simulation to experimental results, we demonstrate that the first order
assumption is indeed valid, and the above model of the peak shift can be used.

a) b)

Figure 6.8: a) FWHM of (-101) peak as a function of probe delay for investigated laser
fluences. The initial peak points to the greatest mixing of the two phases due to the
associated shift in 2θ upon expansion. A longer trend is seen in higher fluences which
we ascribe to thermal diffusion in the sample. b) Irrespective of laser fluence, an drop
in FWHM is observed over the initial 2-5 ps.

The model relies on providing a COM shift and estimating FWHM using the known
parameters of the FeRh MPT following ultrafast lattice heating. Based on the magne-
tometry results (see Fig. 5.1), we determined the ratio of each phase at a given temper-
ature. The proportion of the FM phase vs temperature follows an error function profile
with centre, TT, and width, ∆T. This profile is based on previous experiments in the
literature which have shown that the transition is first order with a linear distribution
of transition temperatures [106, 136]. The difference in TT can be seen on a micro-
scopic scale due to local compositional or strain gradients [136] which average out to
a Gaussian distribution across macroscopic thin film samples.

Having found the normal distribution of transition temperatures, we then assume
the ratio of peak intensity referring to each phase are in direct proportion to the ratio
of the phases. Peaks were modelled as Voigt functions with FWHM taken from the
XRD data. Using the x-ray energy of the pink beam available at SACLA (6.408 keV),
the diffraction angles are calculated. These angles were converted to pixels based on
the sample to detector distance (0.75 m) and the area of the photodetector pixels (200
x 200 µm2). This shows a spread of photon counts across the pixels as seen in Fig.
6.4. Fitting the AF/FM peak overlap with peak finder software as demonstrated in Fig.
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a)

b)

Figure 6.9: a) Simulation of the predicted detector counts from the (-101) peak for the
AF and FM phases. Extracted COM and FWHM of the (-101) peak as a function of
time for FeRh undergoing first-order dynamics. The peak in the FWHM appears when
the sample is sufficiently heated through the transition so that the FM phase becomes
dominant. Legend indicates the equilibration AF:FM ratio.

6.9a, we extract COM and FWHM exactly as performed in the experimental data anal-
ysis. Using a simple asymptotic heating model with τG = 10 ps, we were then able to
replicate the long time traces seen in the lattice dynamics. This was plotted for differ-
ent equilibrium temperatures to show how the fluence can change the FWHM curve
shape. This simulation confirms our assumption that the observed transition was first
order and the peak shift can be attributed to lattice heating of FeRh. In Fig. 6.9b, the
expected FWHM dynamics are shown for different final ratios of the AF:FM phases
from 30:70 in stepwise increments to 10:90. This shows how the FWHM is expected
to change across a range of different laser fluences until the heating is sufficient to fully
induce the FM phase. It is seen how the COM shift is larger for greater laser heating
as expected.

In a second order transition, the expansion occurs in a continuum about TT. This
would result in a second peak that shifts in 2θ while intensity increases, whereas the
first peak reduces in intensity at a fixed scattering angle. This is modelled by assuming
the ratio between the two peaks (AF and FM) changes as function of temperature, with
the resulting FWHM shown in Fig.6.10. This is achieved by shifting the FM peak
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position as a function of temperature, only reaching the final position once the film has
fully transitioned. Such a model exhibit similar peak shift dynamics to that seen in Fig.
6.9b, while the FWHM has a manifestly different shape. The maximum FWHM is not
easily resolved and the change in FWHM as a function of time is reduced. Therefore,
these simulation results confirm that the lattice follows a first-order transition during
isotropic expansion.

Figure 6.10: a) First and second order transition schemes with reduced FWHM for
clarity. b) Simulation of the expected change in the FWHM of the (-101) peak of FeRh
if the transition followed second order dynamics. A reduced peak in the dynamics of
the FWHM is observed with a smaller equilibrium FWHM.

However, this model does not capture non-monotonic behaviour of the FWHM that
occurs in the first few ps (Fig. 6.8b). In particular, there is a reduction in the FWHM
immediately following laser excitation that recovers within 5 ps. For this short-lived
period, the sample has a narrower diffraction peak than in the unexcited state. Assum-
ing the transient FWHM behaviour can be attributed purely to the changes of sam-
ple structure, this indicates the system becomes more ordered on a sub-ps timescale
following laser excitation, which is counterintuitive. In order to understand this ob-
servation, the static XRD results shown in Fig. 6.2 offer an explanation. The (002)
peak narrows in the temperature range 350-450 K. This is consistent with the release
of inhomogeneous strain across the film in the mixed AF/FM phase, where substrate
induced strain acts to expand the lattice [131].
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6.3.4 Transient State in FeRh Lattice Transition

Further instances of non-monotonic behaviour are the complex peak shift dynamics
shown in Fig. 6.5b. The data from the initial 5-10 ps indicates that a lattice contraction
is competing with isotropic expansion of the FeRh film. To explain this behaviour, we
include another growth-decay term in our model with faster dynamics and opposite
sign. This assumes there are two channels through which the electron-lattice coupling
occurs with independent growth lifetimes; the usual channel which acts to expand the
lattice and a transient mode which acts in opposition. A fit to the peak shift is presented
in Fig. 6.11. This transient state is characterised by adding another term to Eq. (6.4)
of magnitude, C, with independent τG* and τR* as follows,

∆2θ(t) = A
(

1− e
−t
τG

)
+B

(
e
−t
τR

)
−C

(
1− e

−t
τG∗ + e

−t
τR∗
)
. (6.6)

This function was fitted to the peak shift. This state disappears within 10-15 ps, which
indicates a short relaxation lifetime and by extension, strong coupling. Using Eq. (6.6),
the observed peak shift as a function of delay time could be described (see Fig. 6.11).
The second panel shows a plot of the estimated contribution of this transient state to
the peak shift and demonstrates how this term strongly depends on the laser fluence.
This deviation increases in both intensity, C, and lifetime, τR∗, for increasing fluence,
indicating an excited state that is more dominant with greater laser heating. The short
lifetime of this state does not indicate that this could be a strain wave, as propagation
through a 500 nm film would result in a mode with frequency ≈ 200 ps, based on the
speed of sound in FeRh [31, 95] (ν = 5.1 km s-1). This analysis demonstrates that a
transient lattice state with a lifetime, τR∗ ≈ 6 ps is competing with the expected FeRh
isotropic expansion following laser excitation.

Having established the presence of such a transient lattice state, we measured the
change in intensity and peak shift of the (-101) peak as a function of laser fluence at a
fixed delay of 4 ps (see Fig. 6.12), in order to determine the laser fluence required to ex-
cite this state. Contrary to the expectation that there should be an asymptotic peak shift
since the full AF → FM transition is induced by increased laser heating, we instead
observe a change in behaviour for fluences greater than 5 mJ cm-2. Above this fluence,
the peak shift starts to decrease rather than reaching an asymptotic value. The extracted
intensity of the observed peaks suggests that the sample is significantly heated, which
is likely to be beyond the AF → FM transition temperature, and approaches the α’
(FCC) phase [116, 253].
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Figure 6.11: a) The shift of the (-101) FeRh peak as a function of probe delay. Data is
offset vertically for clarity. Error bars represent the standard deviation of the intensity
of the individual measurements when binned according to a jitter correction procedure.
Eq. (6.6) was fitted to the data shown by the full lines. b) The transient term that acts to
contract the lattice is plotted using the parameters obtained from fitting the data. This
shows that higher laser fluences result in a stronger and longer-lived transient state with
τG* ≈ 3 ps and τR* ≈ 6 ps.

Figure 6.12: Peak shift and change in intensity of (-101) FeRh Bragg peak as a func-
tion of laser fluence, at a fixed time delay of 4 ps. The increasing pump fluence causes
a steady decrease in intensity. The reduction in peak shift > 5 mJ cm-2 is assumed to
be due to the induced transient state.
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The competing expansion-contraction model described here will also be instructive
in the future investigation of AF order of FeRh. The comparison between lattice dy-
namics and evolution of AF order following local heating can be used to examine the
exact mechanism of the MPT. Further modulation of the phonon bands at high laser
fluence to an ‘overheated’ state must be considered. The spin canting model offers
one possible explanation which speculates how the ordering of the spins may evolve
[21, 254]. The ultrafast timescales over which this is predicted to occur will require
careful consideration of the laser fluence and dynamics of the charge Bragg peaks when
interpreting the data.

6.4 Energy-Dependant Phonon Coupling

The non-monotonic behaviour shown in Fig. 6.11 provides motivation for construction
of a more accurate model to describe the structural dynamics. The three-temperature
model [84] presented in Chapter 2 is suitable only to describe the dynamics of the
Bragg peak intensities, providing an estimate of the overall coupling strength, GE-L,
between the electron and phonon systems [255, 256].

Above a laser fluence of 5 mJ cm-2, dynamics diverge from those predicted using
a collective coupling model. This divergence may be captured by including a transient
phonon state in the three-temperature model in the form of an intermediate lattice cou-
pling. This additional term is described in the review article of Johnson et al. [3] as
a 4th temperature which provides a competing pathway for relaxation to the equilib-
rium state [145, 257]. The transient lattice state with faster growth dynamics (τG*) is
assumed to be related to a ‘hot phonon’ channel [256] that is heated more efficiently
than the lattice as a whole. By adapting the three-temperature model, we can infer the
lifetime of such a hot phonon state as a function of fluence. This assumption requires
the availability of optical phonon modes which couple more strongly to electrons than
anharmonic acoustic phonons [3, 255]. It is assumed such modes are readily excited
by the electronic system due to the e-field produced from the out-of-phase vibrations.
A recent TR-photoemission study proposed changes in the electronic structure occur
via charge transfer from Fe to Rh [34], implying the electronic structure is highly cor-
related with lattice vibrations of Fe-Rh modes. This would indicate strong coupling
between the electronic system and such optical phonons. Examples of optical phonon
branches along the [110] direction of FeRh have been explored in detailed ab initio
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and spin-polarised calculations using DFT [118, 119] which assist in constructing the
model. Modelling the relaxation dynamics of the film according to the hot phonon
model of Mansart et al. [145] allows a theoretical estimate of the lattice temperature
to be obtained, which is compared to the transient temperatures presented in Fig. 6.6a.

6.4.1 Simple Electron-phonon Coupling

To model this behaviour, an ODE solver described by phenomenological theory [84]
is applied to the FeRh system. To simplify, phonon-spin coupling in not considered
over such timescales [3]; we focus solely on the electron-phonon coupling. Previous
MOKE experiments have shown that the spin re-orientation occurs on a timescale of
hundreds of ps [117], and is therefore a minor contributor over the timescales of inter-
est. The kinetics of electron-phonon coupling following rapid electron heating, Q(t),
are described by [85],

d[Tel]

dt
= Q(t)− γ(Tel −Tl)

Cel(T )
, (6.7)

d[Tl]

dt
=

γ(Tel −Tl)

Cl(T )
, (6.8)

where γ describes the electron-phonon coupling, C is the heat capacity, and the sub-
scripts ‘el’ and ‘l’ refer to the electronic and lattice systems respectively. These equa-
tions were numerically solved by the ODE solver provided by the Python library, SciPy
with 0.1 fs timesteps [258]. The value for γ is estimated from the inverse of the growth
lifetime, τG, and the thermal properties of FeRh [183], set as 3.20x1017 J m-3 s-1.
The laser-induced sample heating is directly attributed to non-reflected photons. Using
previously determined refractive index and experimentally obtained reflectivity data
[121, 259], the skin depth, δp, and reflectance of 800 nm photons are calculate to de-
termine the excited volume. These values were estimated as δp = 31 nm, and R =
0.7. The fluence then allows the energy introduced per unit volume to be calculated.
As heating occurs almost instantaneously, the RT heat capacity is used to model the
coupling; this yields a constant τG throughout the transition as was assumed in the fit-
ting of experimental data, Eq. (6.4). The resulting evolution of the electron and lattice
temperatures are shown in Fig. 6.13, which conforms to lattice dynamics observed in
the lowest fluence case, see Fig. 6.5b.
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Figure 6.13: Results of the solved ODE for the simple electron-phonon coupling
model. The electron system is immediately heated before energy is transferred to the
lattice system over ps timescales.

6.4.2 Inclusion of the Hot Phonon Transient State

In order to model the highly excited system we adapted the equations to include the
transient state by allowing the electronic system to relax via two channels [257]. This
allows for growth lifetime of the excited state, τG*, to be included in the analysis. The
system is described with the following ODE [145],

2 · d[Tel]

dt
=

2(1−R)
δp

· I(t)
Cel(T )

− γ∗(Tel −Tl∗)

Cel(T )
, (6.9)

α · d[Tl∗]

dt
=

γ∗(Tel −Tl∗)

Cl∗(T )
− γ1(Tl∗−Tl)

Cl∗(T )
, (6.10)

(1−α) · d[Tl]

dt
=

γ1(Tl∗−Tl)

Cl∗(T )
, (6.11)

where ‘*’ refers to the transient lattice state. α refers to the relative occupation of the
hot phonon bands in terms of the entire phonon system. The coupling between excited
and equilibrium states is governed by γ1. These can be estimated from the lifetime as
above but due to the two-step mechanism, the following relation is used [89];

γ
T =

γ1γ∗

γ1 + γ∗
. (6.12)

This results in the effective coupling constant, γT , the total electron-phonon energy
transfer term, described by τG in Eq. (6.6). We assume the excited state coupling
is stronger than general electron-phonon coupling [255]. Using previously published
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data from calorimetric measurements on FeRh, we can estimate the heat capacity of
the electron and phonon systems of FeRh [35, 93, 183], shown in Fig. 6.14a. The latent
heat of the transition is captured as a Gaussian function about 355 K, with a value of
2.2 kJ kg-1 [183, 260]. The non-equilibrium coupling between the electron and phonon
systems has been exhaustively explored for metals but shows little variation over the
temperature range [261], meaning a fixed value can be used.

Figure 6.14: a) Heat capacity of the FeRh electronic and lattice systems found using
thermodynamic data from the literature [93, 183, 260]. The latent heat of the transition
is captured as a Gaussian peak in CL about TT. The electronic heat capacity is linear
across this temperature range. b) The temperature of each subsystem as a function
of time is presented following 7 mJ cm-2 laser excitation. The equilibrated state is
reached within 10 ps.

Next the behaviour of the systems is solved using the above equations. This allows
for estimation of the transient state dynamics in comparison to the overall lattice as
shown in Fig. 6.14b. The effect of changing the ratio of highly coupled phonon modes
is shown in Fig. 6.15. This demonstrates how the behaviour reverts to the simple case
of electron-phonon coupling as α → 1.

The model presented in Fig. 6.16 incorporated a 15% fraction of efficiently coupled
phonon modes, based on the Vibrational Density Of States (VDOS) found from nuclear
resonant inelastic x-ray scattering [118] along these phonon branches in the AF phase.
Coupling parameters were estimated from the inverse of the growth lifetimes derived
from data shown in Fig. 6.11 as before. The thermal properties of FeRh were found
from calorimetric data in the literature [93, 183, 260]. Fluence is changed by increasing
the intensity of the electron heating. It was assumed that the FM phase occurs between
355 and 700 K based on VSM measurements, while the α’(FCC) phase associated
with PM exists above 700 K based on a stoichiometric ratio of Fe50 Rh50 [104] and the
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quasi-static XRD measurements shown in Fig. 6.2.

Figure 6.15: The effect of varying the
parameters of the hot phonon channel (dashed
lines) is shown. As α tends to one, the normal
electron-phonon coupling is regained for a
fixed coupling strength. The solid line
describes simple electron-phonon coupling.

To model the experimental re-
sults of Section 6.3, the following
parameters were used; laser fluences
correspond to those used for the dy-
namics measurement of Section 6.3
(2.9, 5.5, 7.1, 9.4 mJ cm-2) and γ∗

= 6.0x1017 J m-3 s-1. We observe in
Fig. 6.16, how the hot phonon phase
can access the α’(FCC) phonon
bands on short timescales using this
treatment of optical and acoustic
phonons. The dotted lines de-
scribe the hot phonons, which act
to contract the lattice while decou-
pled from the acoustic phonons (if
the α’(FCC) phase can be accessed);
the full lines describe the overall system as it undergoes expansion (AF → FM tran-
sition). This α’(FCC) phase correlates with the transient lattice state described above,
with a lifetime of less than 10 ps across all laser fluences. This model slightly un-
derestimates the lattice heating at high fluence. It provides estimates of the maxi-
mum temperature reached being 425, 537, 600 and 683 K for the discussed fluences.
This compares to calculations of the lattice temperature (@ delay = 10 ps) from the
TR-XRD data being 384, 520, 683, and 785 K (± 25 K). The deviation over longer
timescales is due to heat dissipation processes that occur after the initial excitation. For
the highest fluences, the sample continues heating over 100’s of ps which corresponds
to heat transfer in metals over micron lengthscales [262].

This is further explored by changing the ambient temperature. An example is pro-
vided in Fig. 6.17, where the experimental parameters of Fig. 6.7b and 6.7a were
implemented in the hot phonon model. It can be seen that lattice dynamics are slower
at higher temperatures and fluences as we have previously observed when fitting the
transient intensity of the peaks. This can be understood by considering that the the sys-
tem remains in a non-equilibrated state for longer periods. The transient lattice state is
predicted to last for 10-15 ps at at 320 K under high laser fluences. In contrast, the peak
shift is diminished for temperatures below RT due to a reduced portion of film entering
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Figure 6.16: Simulated evolution of the lattice temperature using the hot phonon
model for the fluences explored in the x-FEL experiments. The dotted line refers to
the transient lattice state - presumed to be optical modes- and the full line refers to the
average lattice temperature of the entire system.

the FM phase. The model predicts that we should observe a stronger shift in the peaks
at 260 K. However, this could be due to poor sample alignment or ice build-up (-13°C)
on the surface increasing diffuse scattering. This would reduce the energy absorbed by
the sample and explain the lower than expected equilibrium temperature.

In general, this model predicts slightly faster changes of peak intensity and higher
equilibrium temperatures than are observed in the experiments, both of which are more
pronounced at lower fluences and ambient temperatures. At very high fluences (> 5
mJ cm-2), the model predicts reduced equilibration temperatures. Based entirely on
the theoretical properties of FeRh [109] (which is found to posses a range of transition
temperatures and widths [92]) and phenomenological models [145], this is a good first
approximation. The model appears to be underestimating the latent heat for the AF →
FM transition. This would explain why the model more closely predicts the behaviour
when the full MPT transition is expected to occur (≈ 5 mJ cm-2). This could be im-
proved with more accurate measurements of the heat capacity at high temperatures
(above 600 K), and a better understanding of the nature of the transient lattice state
(more accurate estimations of α and γ∗).
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Figure 6.17: The hot phonon model is applied to the FeRh system using different
ambient temperatures. The plot of the lattice temperatures as a function of delay is
presented for; a) excitation using the fluences from 6.7b with T = 320 K, and b) the
effect of changing the temperature from 260 K up to 320 K when the sample is excited
by a laser fluence of 2.9 mJ cm-2. The yellow region is the AF phase. Dashed lines
again refer to the hot phonon temperatures.

6.5 Sample Damage Due to x-FEL Beam

The magnetic peaks (as shown in the preceding chapter) could not be observed as a
result of reduced photon fluxes during this beamtime (estimated as a factor of 100 re-
duction from the image of the direct beam). In addition to the reduced brilliance, the
unattenuated x-ray beam is observed to cause sample destruction. When the sample
is examined in a Scanning Electron Microscope (SEM) [263] following unattenuated
x-FEL exposure, significant surface damage is observed. SEM images of FeRh sam-
ple following the SACLA beamtime are presented in Fig. 6.18, imaged using a Zeiss
Supra VP55 high resolution field emission SEM system of the Paul Scherrer Institut.
This suggests that the combination of laser and x-ray pulses ablated 500 nm of FeRh
over the course of several hours. This is an important consideration for thin film sam-
ples in all future x-FEL experiments.

The long streaks seen in Fig. 6.18 indicate the x-FEL source is responsible, with a
shallower angle of approach compared to the optical laser. In contrast, the pump beam
had a much larger footprint of 500 x 500 µm. The severe damage is most easily seen in
the marked 101 µm region - as a result of checking sample position when the damage
was first observed to occur. The plurality of damaged areas seen in Fig 6.18a are due to
initial explorations of the sample damage threshold. The data presented in the previous
sections was performed on another portion of the film which was subject to an x-ray
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flux significantly lower than the damage threshold.

a) b)

Figure 6.18: a) SEM image of the sample following x-FEL measurements. The dark
region was exposed to the unattenuated x-ray beam. b) We observe that the film was
completely ablated and some of the MgO substrate was also seen to be removed. The
light grey region contained Fe and Rh traces which were not seen in the dark grey
areas.

In Fig. 6.18, the marked ROI was investigated with an element sensitive probe of
the SEM, Energy-Dispersive x-ray Spectroscopy (EDS). The EDS images in Fig. 6.19
demonstrate how film is stripped away exposing the MgO substrate. These images are
found by filtering scattered electrons by energy and comparing to known elemental
edges [263]. For the substrate, these are the K-α edges of Mg and O. The L edge
of Fe, and M edge of Rh were used to probe the deposited film. There were trace
amounts of Al, C and Pt in the EDS signal, but these are not shown here as they
constituted less than 1% percent of the total signal. These traces are assumed to arise
from adsorbed hydrocarbons and the Pt cap on the film. The left-hand region of Fig.
6.19a was exposed to x-FEL radiation whereas as the right-hand region lay outside the
most intense portions of the x-FEL beam. The Fe and Rh contributions in the exposed
portion are significantly smaller, where Mg and O dominate. It is definitively seen how
beam exposure causes sample ablation. We propose that by attenuating the beam and
especially using a monochromator for the ‘pink beam’ in future x-FEL experiments,
the observed damage may not be as severe.

The reduced count rates due to the x-FEL beam damage are compounded by the
overall weaker than expected intensities of the Bragg peaks. Rocking curves of these
peaks show the total number of scattered photons per shot was 106 at these angles.
Considering the magnetic scattering efficiency of FeRh based on the photon-spin in-
teraction, this would result in less than 10−1 photons [222, 239]. Factoring in the
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Figure 6.19: a) SEM image of the scanned region (marked ROI, Fig. 6.18). b) EDS
data showing the Mg, O, Fe, and Rh signals from the same region of damaged FeRh
film. It is seen how the MgO and FeRh are localised in different areas of the image.
The laser ablation completely removes the thin film and shows the bare substrate.

attenuation of the x-FEL beam, we could expect less than 100 photons per shot scat-
tered at such angles. In cases such as this, a detector that can measure single photons
is required. Photons absorbed by the MPCCD detector have long drift path and con-
tain split patterns over several pixels, making single photon counting more difficult
[251]. The threshold required for each pixel is quite close to the background noise.
As the x-FEL operates in a shot mode as opposed to a continuous beam [185, 235],
the runtime of scans must be increased significantly. This is especially applicable for
x-FEL investigations of minor x-ray events, such as x-ray nonlinear optic studies or
x-ray photon-correlation spectroscopy. Increased repetition rates (up to 1 MHz [143])
at other x-FEL sources may also prove useful.
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Conclusions

The sub-ps capabilities of the SACLA x-FEL have allowed for the investigation into ul-
trafast behaviour of the FeRh lattice following laser excitation. The lattice dynamics of
the FeRh volumetric expansion are shown to be non-trivial across all fluences of laser
excitation. Indeed, the system shows non-trivial dynamics at high fluences which heat
the sample significantly beyond the AF-FM transition temperature. This was com-
pared to the quasi-static behaviour of the Bragg peaks measured using conventional
heated XRD. The intensity and 2θ position of these peaks could be used to describe
the lattice temperature and expansion as a function of pump-probe delay with a tempo-
ral resolution not previously reported. This resulted in a perturbation to the expected
dynamics at high laser fluence where the lattice contracts before finally expanding as
initially predicted. While the exact mechanism of this state cannot be commented on,
it is demonstrated that a four-temperature model based on previous investigations on
structural dynamics using a transient lattice state maps the observed behaviour. Such
a model suggests that the system relaxes through a subset of the optical phonon bands
which are highly coupled to the electronic system. These results provide important
evidence for inclusion of the PM phase in analysing the laser-induced MPT of FeRh,
and the model developed provides an understanding of the longer dynamics of the
electron-spin and lattice-spin coupling in this material.



Chapter 7

Optical Investigation of Magnetisation
Dynamics in FeRh Nanostructures

This chapter describes time-resolved optical experiments on FeRh thin films and nano-

patterned wire arrays. A delay between the appearance of initial Kerr response and

’FM signal’ was observed in all FeRh systems. The field orientation dependence of the

Kerr response was investigated with strongest FM signal observed when field is applied

along the wires, suggesting that shape anisotropy affects the FM phase stability.

7.1 Motivation

Physical properties at the nanoscale are expected to be different, where emerging dy-
namic studies can shine new light on feature-edge effects and short-range interactions
[28, 264]. Recent experiments have demonstrated that static properties of patterned
FeRh samples exhibit different phase transition behaviour to that of thin films, with
changes of TT [29] and asymmetry reported when AF→FM is compared to FM→AF
[36] which may pose challenges to the industrial use of FeRh. To this end, magneti-
sation dynamics across a range of thin films and patterned arrays were studied. The
magnetic transitions examined in the following sections are slower than their lattice
counterparts described in Chapter 6. Therefore, Finite-Element Modelling (FEM) is
sufficient to describe the physical transformations of the system; being applied to the
heat dissipation following laser excitation. Micromagnetic interactions are examined
by probing the phase transition of nano-patterned arrays in the static regime.

160
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7.1.1 FeRh Thin Films and Nanowire Arrays

FeRh thin films (nominally 30 nm) were deposited using dc-magnetron sputtering as
described in Chapter 4 and were characterised using the standard techniques of XRD,
VSM and XRR [20]. The films were determined to be 29.4 (± 0.6) nm thick, pos-
sessing the required B2 ordering, and exhibited the expected magnetic transition upon
heating [14] (see Fig. 7.1). The measured TT = 353 K was found to have a transition
width of 25 K. The Pt capping layer was of thickness 1.1 (±0.5) nm.

a) b)

c)

Figure 7.1: a) Transition behaviour of FeRh sample was confirmed by VSM to yield
TT = 353 K. b) The thickness was 30 nm as determined from XRR, with inset SLD.
c) The (001) and (002) XRD peaks of FeRh confirm the B2 is achieved. The lattice
expansion upon transition is confirmed by the shift to lower scattering angles.

Nanowires were patterned from the deposited films using the top-down lithography
techniques described in Chapter 4 to produce the chip pattern illustrated in Fig. 7.2a.
An example of the resulting nano-structures as imaged by an optical microscope is
shown in Fig. 7.2b. A wire array of widths 2.5 µm was then inspected using atomic
force microscopy. Line scans across the wire width in Fig. 7.2c show that consistent
patterning has been achieved with sharp features. The full set of patterned wire arrays
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are available in Table 7.1, where the thickness is assumed to be that of the film (30 nm).
In order to ensure an equivalent pumped surface area across samples during optical
experiments, the number of wires in each array was scaled inversely to width. The
widest wires (2.5 µm) were in an array of 10, while the 0.5 µm wires were in an array
of 50. This ensures equivalent surface area across the arrays in order to maximise the
reflectivity and extracted Kerr signal. Wires were spaced equally far apart to minimise
dipole interactions and were of length 150 µm.

Table 7.1: Full list of the nanowire samples, differentiated by width. The techniques
that were used to investigate each wire array are indicated in the table.

Array Width (µm) No. wires MOKE COMSOL 4-point probe

i) 2.5 10 ✓ ✓ -

ii) 1.0 25 ✓ ✓ ✓

iii) 0.8 32 ✓ - -

iv) 0.5 50 ✓ ✓ ✓

v) 0.3 84 ✓ - -

Figure 7.2: a) Illustration of a patterned FeRh sample with inset showing the explored
wire arrays on the chip surface, i-v) ranging from 10 x 2.5 µm wires down to 80 x
0.3 µm wires. b) Optical image of array, i composed of 2.5 µm wide wires. c) AFM
of the surface and line traces are provided for the marked ROI. This demonstrates the
consistency of lithography procedure across the sample.

Table 7.1 further describes the set of experiments to which each wire array was
subject. The wires were first investigated using TR-MOKE to quantify the rate of
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surface magnetisation evolution. Next, simulations were carried out on a subset of
the nanowires arrays. The dimensions chosen for these simulations span the range
of sizes which showed the greatest divergence in dynamic behaviour. Finally, select
arrays were characterised using electrical measurements. The wire arrays that were
characterised matched most closely the dimensions of individual wires investigated by
Uhlı́ř et al. [36] using similar electrical experiments. FeRh thin films were investigated
using all techniques described in this chapter.

7.2 Resonant Enhancement of Kerr Signal

The lithography process inevitably reduces sample reflectivity as a consequence of less
material being available, meaning enhancement of Kerr response is desirable. This
has been approached previously by considering the interaction between polarised light
and surface magnetisation [265, 266]. The optical properties of solids are a well-
understood topic offering a wealth of methods to change dielectric properties at inter-
faces [122]. This is important in the field of magneto-optic recording as a means of
increasing optical responses from ever smaller features. By changing interfacial prop-
erties through deposited dielectric layers [267, 268], Kerr signal can be increased by
adapting the refractive index. This is investigated with regard to metallic films probed
by visible and near-IR light.

7.2.1 Dielectric Layer - Non-resonant

To test the effect of changing the refractive index at the magnetic interface, a permalloy
sample with a spin-coated PMMA layer was prepared. PMMA-495 (2%) was spun
on the surface at 1000 rpm for 60 s. The variation in thickness across the sample is
expected to suppress interference effects. The Kerr signal, Θk, at a dielectric||magnetic
interface can be shown to vary as [169],

Θk ∝
1

n2
0 −n2

1
, (7.1)

where n0 is the refractive index at the interface (air or dielectric layer), and n1 is the
sample refractive index. The refractive index of PMMA is 1.49 times that of air [269]
predicting an increase in signal off 1.25 given the optical properties of NiFe @ 660
nm (ñ = 2.6824 + 4.0857i [270]). This was seen to increase the Kerr signal (see Fig.
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7.3a) with no change in bulk magnetic properties. This was confirmed with the SQUID
where bulk magnetisation was unchanged, see Fig. 7.3b.

a) b)

Figure 7.3: a) Comparison of the Kerr rotation with and without a PMMA layer as mea-
sured with a NanoMOKE system at 660 nm. b) Saturation magnetisation of permalloy
sample with and without PMMA layer.

7.2.2 Effect of Dielectric Layer - Resonant Enhancement

Further enhancement of the Kerr signal is achieved when the dielectric layer acts as
a resonant cavity [268, 271], shown in Fig.7.4. As a periodic effect, this occurs at
multiple thicknesses of the dielectric layers. The first resonant peak is chosen so as to
minimise signal losses arising from absorption within the dielectric layer.

The following theory is an extension of the work by Riahi et. al.[271], where the
dielectric is chosen to be SiO2. Transmission and reflection of light at each interface
is described using the Fresnel equations (see Section 4.6.2) [122]. Total reflectance, R,
will be the sum of reflections from the dielectric layer;

R = r01 + t01r12t10eitz + ..., (7.2)

where r refers to the reflection at each interface and t is the transmission. The subscript
refers to the index of the reflections i.e. 0 - free space, 1 - air||dielectric interface, etc.
Summing to infinity, the reflection as a function of thickness, z, is formulated. This is
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Figure 7.4: Ray diagram of the reflections and refractions within a dielectric cavity
of thickness z upon FeRh, adapted from Riahi et al. [271]. The incidence (θ0) and
refraction angles (θ1, θ2) of the beam are shown within the respective layers.

converted to the real and imaginary components as follows [271];

R(z) =
r01 + r12 · eitz

1+ r01r12 · eitz , (7.3)

Θp(z) =−
iQ(r2

01 −1)(1+ r12)t21 · eitz

4(r01 + r21 · eitz)(1+ r01r12 · eitz)
, (7.4)

where r01 =
1
4 · (1−n1)/(1+n1), and r12 =

1
4 · (n1 −n2)/(n1 +n2) are the coefficients

of reflection at the air||SiO2 interface and at the SiO2||FeRh interface respectively. Q

is the magneto-optical constant from Section 4.4.1. In the paper of Riahi et al., the
real components are synonymous with the rotation of Kerr signal, and the imaginary
with ellipticity. This allows for the expected enhancement of the signal as a function of
dielectric thickness to be calculated. The first resonant peaks of the real and imaginary
components are shown in Fig. 7.5a & 7.5b.

The above theory describes enhancement of the polar Kerr signal. For soft FM
thin films, in-plane moment is investigated via longitudinal Kerr signal as described in
Section 4.4.1. For application to the FeRh samples, the derivation is therefore adjusted
to consider the longitudinal geometry. Based on the paper of You et. al. [170] and the
Snell law of reflection, s-polarised light has the following dependence on the angle, θ1,

f (θ0) =
cosθ1 · (mz −my · tanθ1)

cos(θ1 −θ2)
, where θ1 = sin−1

(
n0

n1
sinθ0

)
. (7.5)
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a) b)

Figure 7.5: Calculated a) rotation and b) ellipticity components of the longitudinal Kerr
signal as a function of dielectric thickness. The refractive indices used correspond to
SiNx on FeRh probed by 1030 nm light. The full line refers to the polar signal as
described by the theory of Riahi et al. [271].

The path length, zl , is changed to consider refraction through the dielectric layer;

zl =
z

cosθ1
. (7.6)

By assuming the first reflection has no magnetic character, being the air||SiO2 inter-
face, angular dependence is not considered in the infinite sum and the longitudinal
enhancement, Θl , is written in terms of Eq. (7.4) & (7.5);

Θl(z,θ0) = f (θ0) ·Θp

(
z

cosθ1

)
. (7.7)

Using Eq. (7.7), it is possible to plot the effect of dielectric thickness on the Kerr
signal for a range of angles shown in Fig. 7.5a and 7.5b. The angular dependence
of the optimal thickness is understood conceptually by considering the increased path
length of the refracted beam.

The resonant cavity model was considered in the case of FeRh to predict a dielectric
thickness that will maximise Kerr signal. The optical properties of FeRh and SiO2

[259, 272] were input to Eq. (7.7), resulting in the thickness dependence seen in Fig.
7.6. Given an angle ≈ 45°, 90-95 nm of SiOx will maximise Kerr signal at a wavelength
of 660 nm (NanoMOKE laser). Care is taken to not exceed the optimal value of z when
depositing films, due to the steep reduction in enhancement with increasing thickness.

Expanding on the results of Section 7.2.1, the resonant effect was investigated by
depositing SiO2 dielectric layers on magnetic samples. This was applied to the material
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Figure 7.6: Optimal thickness to enhance Kerr rotation as a function of incidence angle
@ 660 nm. Enhancement of the Kerr rotation is of interest for the pump-probe laser.

of interest throughout this thesis, FeRh. A sample that is FM at RT enables MOKE
measurement to be performed under ambient conditions. Accordingly, a lightly Cu-
doped FeRh thin film was employed [92, 96]. As a control, an identical SiO2 layer was
deposited on permalloy. Eq. (7.7) predicts an increase in Kerr signal for permalloy
with no resonant enhancement. In Fig. 7.7a and 7.7b, Kerr rotation as a function of
applied field is presented. It is seen that the dielectric layer increases the Kerr signal
in both instances. However, the relative increase is much larger for FeRh. The Kerr
signal increased by 280% for FeRh, significantly more than the 50% improvement
observed with permalloy. This improvement is attributed to the dielectric layer acting
as a resonant cavity as predicted by the above theory.

Finally, we consider how nanoscale patterning can increase the proportion of dif-
fuse reflection. There is a significant increase in incoherent scattering reducing the
total Kerr signal. Hence, a patterned permalloy sample was investigated. The pattern
used was identical to that described in Table 7.1. The results are presented in Fig. 7.8
and show an increase in Kerr signal when a dielectric layer is deposited. However, it
is seen that the enhancement is reduced. This is due to the imperfect edges and rede-
position of material around the wires reducing interface quality. It is also seen that the
coercivity of permalloy has increased. This is expected due to defects from the phys-
ical milling process acting as pinning sites, preventing FM domains from switching
[76]. An increased magnetic field strength is required for realignment of the domains.
The increased noise evident in Fig. 7.8a (red line) illustrates one drawback of the di-
electric layer. The deposited film will decrease overall reflectivity due to absorption
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a) b)

Figure 7.7: Comparison of the Kerr rotation for a) permalloy and b) FeRh with and
without the SiO2 layer. Measured with the NanoMOKE system @ 660 nm. Significant
enhancement of the FeRh Kerr signal is attributed to the resonant cavity effect.

and photon diffusion at the surface. If the resonant enhancement of the signal can not
be achieved, the signal-to-noise ratio will be no better than that observed for uncoated
samples. The choice of dielectric and the method of deposition are therefore key to
implementing such enhancement layers.

Figure 7.8: a) Comparison of the Kerr rotation for permalloy array of 300 nm wires
with and without a dielectric cavity. The increased coercivity (100 Oe) is presumed to
be due to pattern-induced domain pinning [76]. b) Observed change in coercivity as
extracted from NanoMOKE scans for fields applied ⊥ or ∥ to the wires.

This investigation provides a foundation for improving weak signals in TR-MOKE
experiments. Using the optical properties of FeRh at a probe wavelength 1030 nm
[259], the required thickness of dielectric in order to maximise the measured Kerr
signal is estimated. To investigate the in-plane moment, the longitudinal Kerr set-up is
used where θi = 45°. A UNIVEX 450 (Leybold vacuum) thermal evaporation system
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was used to deposit SiO2 films with thicknesses of 110 nm on FeRh samples.

7.3 Time Resolved MOKE Study of FeRh Nanostruc-
tures

This section describes experiments which monitor how lateral confinement affects the
dynamics of the laser-induced FeRh MPT. The results are compared to identical exper-
iments on FeRh thin films.

7.3.1 Initial TR-MOKE Results

Initial calibration comparing with previous results in the literature [102] focused on the
fluence required to induce the transition under saturating fields (≈ 2-300 mT) achieved
with a rare-earth based permanent magnet. The reflectivity and Kerr signals were
extracted as discussed in Chapter 4 where θ0 = 45° (see Fig. 7.4). Reflectivity changes
are attributed to the rise in electron temperature on short timescales [122], while the
longitudinal Kerr signal is proportional to the surface magnetisation [168].

Figure 7.9: a) Reflectivity change and b) Kerr signal vs pump-probe delay for 30 nm
FeRh film. A range of fluences were used to excite the sample. Fluences below 2 mJ
cm-2 induce a response in reflectivity with no observed Kerr signal.

This was performed on thin film samples across a range of fluences and in all in-
stances demonstrated a rapid reflectivity change (< 3 ps) with a slower emergence of
Kerr signal (100 ps). This is seen in Fig. 7.9a where the reflectivity increase is ob-
served for all fluences; greater fluences correlate with longer relaxation lifetimes as
has already been observed in the TR-XRD data of Chapter 6. This is presumed to be
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due to the system being driven further from equilibrium with increasing laser excita-
tion power. However, a measurable Kerr signal is only observed above some fluence
threshold. A fluence of < 2 mJ cm-2 does not heat the system to 353 K at which the
FM phase is stable. The surface magnetisation dynamics of FeRh are described in a
number of studies [4, 102, 273], being consistent with the results in this work.

Furthermore, resonant enhancement of Kerr signal in the pump-probe experiments
could be achieved. The data in Fig. 7.10 shows the Kerr response. A threefold increase
in signal is seen, comparing similar fluences both with and without a deposited SiO2

layer. However, it was observed that signal degrades over time. As a consequence,
scans are either performed with short runtimes, or the laser spot is frequently moved
about the sample surface. Microscope inspection confirmed light ablation and/or dis-
colouration of the pumped dielectric surface at fluences which instigate the FeRh MPT.

a) b)

Figure 7.10: a) Transient longitudinal Kerr signal response from a 30 nm FeRh thin
film for a range of laser excitation fluences. b) Transient longitudinal Kerr signal from
an MgO||FeRh(30 nm)||SiO2(110 nm). A significant enhancement of the signal is seen
with the resonant layer.

7.3.2 Extracting Ferromagnetic Signal from FeRh Thin Films

In order to determine the transient magnetic properties of the FeRh thin films following
laser excitation, field sweeps were performed from -110 mT to +110 mT at fixed probe
delays as seen in Fig. 7.11. This determines the switching properties of the material
following laser excitation [168, 169]. The Kerr response is maximised when the FM
domains of the sample are fully saturated along one direction. By sweeping from
high positive to high negative applied field, the signal is averaged and the dipolar Kerr
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response extracted. Instead of a simple dipolar Kerr signal (difference in Kerr rotation
for parallel and anti-parallel applied field), field dependent behaviour is observed.

Figure 7.11: The transient longitudinal Kerr response as a function of applied field
shown for selected pump-probe delays wherein PM and FM type behaviour could be
observed (for fluence = 4.0 mJ cm-2). a) The dipolar Kerr signal begins to appear. No
saturation observed after 100 ps. b) The saturation magnetisation is observed with a
probe delay of 1.2 ns.

Fig. 7.11a shows the magnetic response during the first 100 ps following excita-
tion of 4.0 mJ cm-2, demonstrating a linear relationship with applied field. There is no
evidence of saturation in the signal. In order to extract the dipolar Kerr response, the
signals under parallel and anti-parallel fields were fit with straight lines. From this, the
dipolar Kerr response (Θk[+0.1T] - Θk[-0.1T]) can be extracted as a function of delay
time. However, at longer probe delays, the field sweeps show a different response.
The signal has an opening as seen in Fig. 7.11b suggesting saturation of the magnetic
response. In order to extract this saturation, the signal under parallel and anti-parallel
fields are fit with straight lines. The dipolar Kerr response was extracted as before,
from the end points of the fitted lines. The saturated Kerr response of the sample - akin
to a FM hysteresis curve - is estimated as the difference in y-intercept of these two
lines. This is defined as the FM signal.

Care must be taken in interpreting these results [274]. The field sweeps are similar
to hysteresis loops in VSM measurements where the field is swept from high positive
to high negative values. However, in this case distinction must be made between ini-
tial coercivity and final coercivity [275]. Initial coercivity refers to that measured by
a hysteresis loop with no laser excitation [274], while final coercivity describes the
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response observed for negative pump-probe delays while under continuous laser exci-
tation [275]. The final coercivity as defined by Li et al. [275] is zero for FeRh due to
the AF state at the ambient temperature. As this AF phase exhibits no field hysteresis
[17], the average response of the FM state at a given time delay and field strength is
probed. This is sufficient to extract the transient magnetisation. The spontaneous mag-
netisation around zero field in the NanoMOKE results in Fig. 7.7b is not present in
Fig. 7.11b for this reason; such information is only available from probes of the initial
coercivity [275].

By applying this analysis for delay times up to 2.5 ns, the dipolar Kerr response
is compared to the FM signal in order to quantify the respective dynamics following
local laser heating (see Fig. 7.12b). Fitting of the data in Fig. 7.12b was carried out by
adapting the expression presented in Eq. (2.64) of Radu et al. [4] with adjusted time
zero, t0, as,

θk(t) =

c0, t < t0,

G(t)∗
[
A ·
(

1− exp
(
− (t−t0)

τG

))
+B · exp

(
− (t−t0)

τR

)]
, t ≥ t0,

(7.8)

where c0 is an arbitrary offset, θk(t) is the transient Kerr response, while G(t), A, B,
τR, & τG are defined as in Chapter 4.

a)
b)

Figure 7.12: a) The Kerr signal vs extracted magnetisation over short timescales. A
difference between the two signals is observed in the initial 400-500 ps. b) The time
delay is evident from the fitting of the data. Using a growth and decay model, a delay
time of 150 ps for the FM signal to emerge is found.
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The dipolar Kerr signal increases rapidly after excitation showing maximum re-
sponse within 200 ps. In contrast, the FM signal is slower to emerge, appearing 150 ps
after excitation (see Fig. 7.12a). The maximum value is observed after 500 ps. This
suggests that different dynamics are being observed depending on how the Kerr sig-
nal is extracted. The traditional dichroism predicts that sample magnetisation quickly
grows with a growth lifetime, τG = 75 ps. In contrast the FM signal has a delay, t0, of
150 ps with a similar τG. This can be related to previous XMCD studies in the literature
[139]. Such experiments have shown that the initial formation of isolated FM domains
occurs very quickly but the saturation that defines a FM material only emerges once
the domains are capable of interacting on a µm scale [30]. The work of Baldasseroni et
al. [139] suggests that the dynamics of FM domains in FeRh is instigated by domain
nucleation and followed by domain growth. The dipolar Kerr response could be an
indication of the domains nucleating following laser heating. Subsequently, the FM
signal would then track the growth of the FM domains where they are now large and
dense enough to interact. The decay lifetimes correspond with PhotoEmission Elec-
tron Microscopy (PEEM) work of Unal et al. [30] tracking the spatial extent of FM
domains as a function of probe delay where relaxation occurred over several ns, sug-
gestive of dissipative thermal processes. The FM signal dynamics observed in Fig.
7.12b indicate that this analysis is tracking the behaviour of fully grown FM domains
in FeRh following laser excitation.

7.3.3 Field Orientation Dependence in FeRh Nanowires

Having established the dynamics of FM-like behaviour in thin films, the same analy-
sis is applied to a series of wire arrays to examine the asymmetries in the functional
form of the transition that have been reported in static probes of the AF → FM phase
transition [29, 36]. Due to enhanced stability of the FM phase, it is expected that the
dynamics in patterned samples should differ to those presented in the Section 7.3.2.
The wire array dimensions were chosen so that the laser spot does not extend beyond
the patterned features at low angles of incidence. Beamwidth was measured as < 40
µm (see Chapter 4). using the SMARACT piezoelectric motors of the sample stage, ar-
rays could be moved in 10 µm steps reliably. This allowed the laser spot to be centered
on the arrays, thereby maintaining consistency across the measurements. Field sweeps
up to 110 mT are performed at each delay point where the laser fluence is maintained
at 4.0 mJ cm-2 throughout.

The scans were repeated for two field configurations, illustrated in Fig. 7.13. The
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Figure 7.13: Experimental geometry for the longitudinal MOKE experiment. Arrows
indicate the two magnetic field directions; blue - axial, green - tangential.

first configuration involves the field being applied along the wire length (axial field).
The in-plane moment of the sample was of interest with the longitudinal Kerr response
monitored. The second configuration involved field being applied across the wires
(tangential field). An identical in-plane longitudinal signal was monitored. In the
tangential field experiment, the magnetic moment along the wire width is extracted
from the longitudinal Kerr response. In the case of 2.5 µm wires as shown in Fig. 7.14,
it is evident that the responses are different for the two configurations. Under an axial
field, the sample exhibits an FM signal that saturates within 400-500 ps and does not
decay over the delay range investigated. In contrast, the tangential field shows a small
FM signal that appears within 500 ps but relaxes back to zero within the timeframe of
the scan (< 2.5 ns). The axial field appears to stabilise the FM signal. In the tangential
configuration, the system briefly shows field hysteresis but quickly relaxes. The Kerr
response is also observed to relax more quickly indicating the excited magnetic state
possesses a shorter lifetime under application of tangential field. The field strengths
applied should be sufficient to saturate the magnetic moment both along and across the
wires when the sample shape anisotropy is considered.

The results from further set of arrays are shown in Fig. 7.15 & 7.16. The FM
behaviour is consistent across the entire range of wires under an axial magnetic field.
Maximum signal emerges within 0.5 ns and possesses much longer lifetimes than seen
in FeRh thin film 7.12b. However, the tangential field response is noticeably differ-
ent. The dipolar Kerr signal is present in all cases but exhibits faster relaxation to
ambient behaviour than seen for an axial field. The scans suggest that the FM phase
is established briefly in the widest wires with the moment disappearing for narrower
wire arrays. The difference between FM and dipolar Kerr signal diverges as the wires
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Figure 7.14: Transient magnetism for 2.5 µm wide wires extracted using the process
described in Section 7.3.2 under a) axial and b) tangential fields. The fields were swept
at each delay point from -0.1T to +0.1T. Dotted lines are a guide to eye showing the
increased lifetime of the magnetic behaviour for the axial field.

reduce in width, more similar to the magnetic field dependence shown in 7.11. The
0.5 µm wire array exhibits almost no FM response in the field sweeps in the tangential
configuration as expected from the severe shape anisotropy.

Figure 7.15: Extracted transient magnetism for 1.0 µm wide wires under a) axial and
b) tangential fields. Dotted lines are functionally identical to those used in Fig. 7.14.

In order to compare magnetisation dynamics of wires to that of the thin film, the
axial signals were fitted with Eq. (7.8). The time delay for the FM signal to emerge
was observed for the FeRh nanowires. ∆t0 and τG for each set of wires are available
in Table 7.2 demonstrating that the FM order begins to emerge ≈ 120 ps following
laser excitation. Growth rates are consistent within error across the wire arrays. τG is
found to be in the range 90-200 ps, in agreement with previous growth rates observed
for FeRh films [102, 117]. The extracted τR is subject to significant uncertainty as the
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Figure 7.16: Extracted transient magnetism for 0.5 µm wide wires under a) axial and
b) tangential fields. Dotted lines are functionally identical to those used in Fig. 7.14

signal does not decay significantly over the measured timescales. This would agree
with the conclusions of Uhlı́ř et al. [36] where asymmetry in the FeRh MPT was
observed. The FM phase was frustrated and the FM → AF transition occurred in a
step-like fashion instead of the normally smooth temperature range [136]. Though the
MOKE axial investigations of the FeRh nanowires provide further evidence for field-
induced FM stability, step-like or avalanche behaviour in the back transition is not
observed.

Table 7.2: Fit results to measured FM signal in FeRh nanowires - axial field. The
weighted average of these results are included in the bottom row.

Width (µm) ∆t0 (ns) Growth rate - τG (ns) Lifetime - τR (ns)

0.3 0.19±0.22 0.11±0.07 4±6

0.5 0.10±0.05 0.22±0.09 5±4

0.8 0.13±0.05 0.09±0.07 3±1

1.0 0.13±0.05 0.18±0.03 7±5

2.5 0.13±0.01 0.12±0.07 4±1

Average (x) 0.12±0.002 0.15±0.001 3.9±0.9

7.3.4 Persistent FM Behaviour - Possible Explanations

The magnetisation dynamics of FeRh wires are observed to be different when com-
pared to the response of FeRh thin films. The differences were observed across all



7.3. TIME RESOLVED MOKE STUDY OF FERH NANOSTRUCTURES 177

Figure 7.17: Schematics for possible causes of persistent FM behaviour in FeRh
nanowires. a) Poor thermal diffusion, b) change in TT, c) field-stabilised FM phase
in the mixed AF/FM phase (red/blue) under fields applied along and across the wire
lengths - adapted from Uhlı́ř et al. [36].

wire arrays suggesting structural disorder at feature edges may be the cause [29]. To
understand the underlying physics, the following arguments are explored to describe
the origin of the longer-lived FM signal in nanowire arrays (see schematic in Fig. 7.17);

a) Reduced Heat Dissipation: If the thermal heat dissipation is poor within nanowire
arrays, it could be that the sample temperature does not reach ambient RT between
laser pulses and it remains above TT over longer timescales. The thin film and
patterned systems are simulated using FEM to investigate thermal diffusion. This
is performed for a range of patterned sample and thin films composed of FeRh
on MgO substrates. Results from the heat dissipation simulations are discussed in
Section 7.4.

b) Change in TT: Nano-lithography of FeRh has been previously shown to induce
structural disorder locally, especially at the feature edges. Work by Temple et al.
[29] has shown that TT is reduced following high-energy (1000 V) ion milling pro-
cesses. This arises as a consequence of reduced B2-order promoting FM behaviour
[132] in 100-300 nm edge regions of the patterned samples. The increase in struc-
tural disorder was mitigated by using reduced voltages during the ion milling pro-
cess (350 V). In Section 7.5, electrical measurements are presented which measure
the TT across each wire array.

c) Enhanced Stability of the FM Phase: Neither of these explanations describes the
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observed behaviour under tangential applied fields. If these explanations can be
discounted, it is likely that the enhanced stability of the FM phase is the cause of
persistent signal in the axial field [36]. This is tested by performing electrical mea-
surements on the wires and investigating how the FM phase persists as both field
and temperature are swept. Increased stability of FM vs AF phase would be verifi-
cation of the hypothesis suggested by Uhlı́ř et al. [36] where the demagnetisation
field of FM domains increases the internal field strength. This is further explored in
Section 7.5. An estimation of the demagnetising factors for the investigated sam-
ples is provided.

7.4 Finite Element Modelling of Heat Dissipation

In order to understand the role of heat dissipation in the dynamics of the FeRh MPT
in thin films and nanostructures, heat transfer within FeRh systems grown upon MgO
substrates was modelled with the FEM software, COMSOL® [179]. This allows for an
prediction of differences in heat dissipation across a range of patterned samples. Slow
relaxation to ambient temperatures could explain the longer-lived FM state observed
in wire arrays.

7.4.1 Time-dependent Solver

The timescales in a pump-probe process vary from fs (initial laser excitation) to ns
(heat dissipation on µm scale) which causes the problem to be multi-scale in time. Such
a range demands that resolution of the simulated time steps be carefully considered,
especially due to the steep gradient of the heat flux introduced during laser excitation.
This was achieved by using logarithmic time steps which are extensively used to model
such heat transfer problems [276]. During excitation, the time step is fine enough to
capture this highly non-equilibrated behaviour. Next, when the material cools down
excessively long computational times are mitigated by using coarser steps, as the ratio
of cooling time over pulse duration is estimated from the MOKE data as 1:100. The
time solver ranged from 1 fs up to 10 ns, across 7 orders of magnitude (10-15 - 10-8).

7.4.2 Input Parameters

The initial conditions of the system and parameters of the heating pulse are described
in this section. The laser and material parameters can be found in Table 7.3. The
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Table 7.3: Parameters used in the FEM simulation for a laser fluence of 5.5 mJ cm-2.

Laser & Optics

Power (mW) 50

Pulse (fs) 50/300

σx (µm) 35

σy (µm) 35 (@ θ0 = 0°)

Emissivity 0.8

FeRh material parameters (@ 300 K)

CP (J K-1 kg-1) 347

ρAF (kg m-3) 9860

ρFM (kg m-3) 9580

Young’s Modulus (Pa) 1x109

κ (W m-1 K-1) 50

system temperature is initialised at 300 K, and the transition properties of the material
were set at TT = 353 K and ∆ T = 25 K, based on the sample characterisation shown
in Fig. 7.1. Laser excitation was included as a heat gradient at the surface [276] with
duration equal to that of the laser pulse (50 or 300 fs) with a Gaussian profile across
the ’pumped’ area. This could be achieved by perturbing the system with a heat pulse,
Q(x,y, t), of the form;

Q(x,y, t) = A(t) · exp

(
−

(
(x− x0)

2

2σ2
x

+
(y− y0)

2

2σ2
y

))
, (7.9)

where σx and σy are the respective beamwidths in x and y directions, and A(t) is a
step profile proportional in intensity to the emissivity-corrected laser fluence with a
time interval equal to the laser pulse duration. Material parameters could be found
from ab initio simulations and calorimetric studies of FeRh [96, 109, 121, 183, 277].
Further details are provided in Chapter 4. The heat transfer coefficient (kIF) between
the MgO and FeRh interface is not included and is varied in order to find a reasonable
approximation. It is expected to be on the order of 109 W m-2 K-1, based on the heat
transfer coefficient within the two materials and a sub-nm roughness. The value was
estimated by observing the dynamics in a 2D rotationally symmetric system (see Fig.
7.18) following laser excitation [278, 279]. To this end we compared the simulated
temperature change in the FeRh film to the relaxation rate of the reflectivity signal from
TR-MOKE experiments (see Section 7.3). Reasonable agreement with experimental
dynamics is found when kIF = 5×108 W m-2 K-1.

The density, ρ(T ), of the FeRh material was allowed to change as the system was
heated through the phase transition. An error function was utilised to model transfor-
mations in physical properties across the width of transition, ∆T, changing from ρAF
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Figure 7.18: Snapshot from the 2D centro-symmetric simulation used to determine the
interfacial heat transfer between FeRh and MgO. An internal cross-section is presented
corresponding to 13 ps after 3 mJ cm-2 laser excitation from the bottom surface. Tem-
perature scale (K) provided.

to ρFM above 355 K;

ρ(T ) = ρAF +(ρAF −ρFM) ·
(

erf
[

T −TT

∆T

]
−1
)
. (7.10)

Then the average density of the probed volume (based on the probe beamwidth) was
used as a measure of the transition that has occurred. For TR-MOKE experiments on
FeRh, the system has to be sufficiently heated in order to measure surface magneti-
sation (353 K). The density is used to quantify the ratio of FM phase which could be
compared to the Kerr signal in the pump-probe experiments.

7.4.3 Simulation of Local Laser Heating

When comparing probes of the lattice and electron temperature presented through-
out this thesis (in the forms of TR-XRD and reflectivity respectively) it is seen that
the electron heating occurs faster than that of the lattice [87]. FEM simulations do
not account for the equilibration process caused by electron-phonon coupling [85].
Instead, it probes the average temperature of the system when total heat capacity,
CP = CEL +CL +CS, is considered. Therefore, it should demonstrate the equilibrium
behaviour of the system. Understanding this, thermal behaviour of the FeRh films and
wires following laser heating is monitored on a ns timescale to understand the heat
dissipation.
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Simulation of FeRh Film Heat Dissipation

The simulations were first performed for an FeRh thin film, of thickness 30 nm, to
compare to TR-MOKE results presented in Section 7.3. The simulated response to
laser excitation is shown in Fig. 7.19a, where the magnitude of density changes are
proportional to the laser fluence. It is seen that heating is almost complete across the
probed region (30 x 30 µm2) within 10 ps for the range of fluences used, comparable
to lattice transformations presented in this thesis [31]. The simulation results shown
in Fig. 7.19b were modelled over 10 ns to demonstrate that the sample is expected to
return to ambient temperatures over such timescales. For the laser repetition rate of 200
kHz, the downtime between laser excitation is 5 µs. Therefore, gradual heating across
the runtime of experiments is considered to be negligible. The equilibrium temperature
is assumed to be ambient room temperature (≈ 300 K).

a) b)

Figure 7.19: Transient density of a 100 x 150 µm2 region about the laser pulse of the
FeRh film subject to a series of laser fluences. Presented for timescales over a) ten’s of
ps which demonstrate the rapid expansion, and b) several ns showing the relaxation to
RT density. Fitting results using Eq. (2.64) are inset.

For comparison to the experimental results, the fluence dependence of the thin film
relaxation is presented in Fig. 7.19b. There is a gradual increase of excited state life-
time with increasing laser fluence. This is further evidence that the simulations are
providing a reasonable estimation of the heat transfer within the sample. As has been
seen in both TR-MOKE data and TR-XRD experiments [4, 31], increase in laser flu-
ence results in slower dynamics as the system is driven further into the non-equilibrium
regime [84].

Fitting using Eq. (2.64) over a timescale of 2 ns as in Fig. 7.19b, it is seen that
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the signal is longer lived than for reflectivity data in Fig. 7.9. As discussed in Chap-
ter 4, the dynamic reflectivity signal is a measure of the change in electron tempera-
ture as a function of time [173]. Signal in the FEM simulation is due to the density
change, reducing when the system reaches temperatures below TT. Therefore on these
timescales, it will persist longer than the reflectivity signal. Over longer timescales,
reduced (and more accurate) estimates of τR are found.

Simulation of FeRh Nanowire Heat Dissipation

Wires were accounted for by replacing the thin film of FeRh on top of the MgO sub-
strate with cuboids of the required dimensions. The heating was included at the surface
face of each wire, again using Eq. (7.9). Heat transmission to the MgO substrate only
occurred at the bottom face using the same value of interfacial thermal conductivity -
kIF. The gaps between wires meant direct laser heating of the MgO surface was con-
sidered. This was implemented using Eq. (7.9), but with a lower effective fluence to
reflect the reduced absorbed power. Based on the spacing of the wires, 75% of the light
will reach the MgO. In order to accurately simulate the heat transfer on sub-µm scales,
it is necessary to reduce the cell size. This allows for a heat gradient to exist within the
narrow confinements of the wire width (100’s of nm).

This simulation was carried out for 2.5, 1.0 and 0.5 µm wide wire arrays. The signal
presented in Fig. 7.20 is found by normalising the measured density changes to the
peak value. This allows for the comparison between dynamics of thermal dissipation
in each system. A change in behaviour for the wires vs for the film is seen where
laser pulse beamwidth and fluence are constant. The FM phase (based on the average
temperature and by extension the density) is predicted to relax more quickly in wire
arrays. This model suggests that the reduced heat energy in wires is quickly dissipated
by the MgO bulk despite the laser-induced substrate heating.

Simulation of FeRh Patch Heat Dissipation

Finally, differences in relaxation lifetimes arising from cell sizes in the FEM software
were investigated. This was achieved by including a ’patch’ of FeRh of similar dimen-
sions to the wire array, containing no gaps through which the MgO substrate would
experience laser heating. The increased computation time associated with smaller cell
sizes was mitigated by modelling a structure of 150 x 100 µm. The cell size was con-
sistent between the patch and the wire arrays, both constructed from swept polygons.
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Figure 7.20: Normalised transient change in simulated FeRh density following laser
excitation. Shown for thin films and a range of wire widths. Changes over shorter
timescales are presented in the inset.

This also accounted for the longer range heat dissipation (both lateral and through the
film thickness) that exists in the film but not in the wires. Such heat dissipation would
not be considered in our experiment as a small probed volume is monitored.

The full timespan of the simulations are further shown in Fig. 7.21, demonstrating
that equilibrium temperatures (RT=300K) are reached within 3 ns in all instances. The
simulated density dynamics predict that the 0.45 wires undergo faster relaxation than
the film. The film and patch are nearly identical in behaviour, indicating that the differ-
ence in dynamics of the simulations is not due to differences in cell size or lateral heat
transfer processes. The relaxation timescales of the simulated system are comparable
in those extracted from reflectivity data of FeRh films following laser excitation, see
Fig. 7.21a & 7.21b.

It is seen in Fig. 7.21that patch dynamics follow film dynamics more closely than
that of the wires. This suggests that the change in dynamics is as a consequence of the
overall reduced heat absorbed by the nanowire samples. Based on the near-identical
results between this patch of FeRh and a thin film, the heat transfer module does not
differentiate between lateral heat flow and that through the depth. This further implies
that the cell size, and more importantly the boundaries of cells, do not change dynam-
ics of the simulation for cell sizes used. This is further evidence that the difference in
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a) b)

c)

Figure 7.21: Reflectivity dynamics of a) thin film, and b) 0.5 µm wires following laser
excitation for different field strengths. These were found from a series of delay scans
performed on thin films and wire arrays for a range applied field strengths. Extracted
by fitting with growth-decay exponential function. c) Dynamics extracted from FEM
simulations are collated with fitted decay lifetimes included.

the simulated wire dynamics observed is not due to differences in the model set-up.

From this analysis, we must discount the hypothesis that a difference in transient
FM behaviour of nanowires is due to a reduced ability to transfer heat laterally, in com-
parison to thin metallic films. Indeed, these simulations predict that the heat dissipates
more efficiently in the wires than in the film and FM lifetimes would be shorter if av-
erage temperatures were the only criteria for the transition dynamics. Simulation of
an FeRh patch shows that the effect is not simply due to the small area of the material
being excited, with different relaxation dynamics only observed for µm features. The
lower overall energy in nanowires is easily dissipated to an equivalent MgO substrate
volume. However, it should be stated that Eq. (7.9) does not consider the depth depen-
dence of the laser spot. It is expected that there is significant heating to the skin depth
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(≈ 30 nm for the pump beam wavelength - 515 nm [39, 259]). This would also heat the
MgO substrate slightly which may explain the slower than expected dynamics. A more
sophisticated model of the initial heating step may more accurately predict the rate of
heat transfer seen in the experimental results. Currently, the model overestimates re-
laxation lifetimes for the thin film simulations. Further refinements may be found by
considering Casimir classical size effects [280] at grain boundaries and feature edges.

7.5 Resistivity as a Probe of TT in Nanowires

The nanowires were characterised using a deposited 4-point probe with the assistance
of Vahid Sazgari. The lithography procedure for the electrical contacts has been out-
lined in Chapter 4. An optical image of the resulting contact pads is provided in Fig.
7.22.

a) b)

Figure 7.22: Optical images of the wire contact pads used to perform the 4-point probe
resistivity measurements. a) 10x zoom - 2.5 µm wires. b) 50x zoom - 0.5 µm wires.

In order to characterise the FeRh transition and determine if there was a reduction
in TT for the wire arrays due to structural disorder arising from the milling process [29],
the resistivity of individual arrays were measured. This probes the FeRh electronic
band curvature as it transforms from AF to FM magnetic ordering [15, 121] reducing
the resistivity by 33% [21]. Similar to treatment of magnetometry data, TT is defined
as the inflection point of the R vs T curve. The resistivity of wire arrays were measured
under Zero Field (ZF) and applied fields of 1 T, both axial In-Plane (IP) and Out-Of-
Plane (OOP). For each scan, the sample was heated in a cycle 300 → 400 → 300 K,
with constant field maintained throughout.

Resistivity of the 1 µm wire array through the MPT is shown in Fig. 7.23, where
an OOP field causes a noticeable shift in TT. This is a drop of ≈ 3 K when compared
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Figure 7.23: a) Resistivity as a function of temperature for FeRh 1 µm wire array. This
was performed for 3 magnetic field configurations - ZF, IP, & OOP. b) TT, ∆T, and δT
were extracted in each case by fitting the 1st derivative of the heating (red) and cooling
(blue) curves with a Gaussian function.

to the ZF temperature sweep. In the IP configuration, a larger shift in TT is observed;
up to 9 K. Similar shifts in TT were also observed in 500 nm wires (see Fig. 7.24).

Figure 7.24: Resistance as a function of
temperature for FeRh 500 nm wire array. The
’kink’ in the cooling cycle at 367 K was
investigated further but was not observed when
the sample was wire-bonded a second time.

However, the data provides no evi-
dence for asymmetric transition be-
haviour. From Tables 7.4a & 7.4b,
the extracted TT are comparable to
that observed in Fig. 7.1a when field
and thermal calibration are consid-
ered. Knowing TT is unaffected by
the lithography process, the transi-
tion mechanism is considered. The
width, ∆T, and thermal hysteresis,
δT, are comparable across the field
orientations with no reduction in the
transition width, ∆T, for the IP cool-
ing cycle as predicted by Uhlı́ř et
al. [36]. The electrical transition is
symmetric with respect to tempera-
ture.
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Table 7.4: Extracted transition behaviour from Fig. 7.23 & 7.24.

Field Cooling - TT (K) ∆T (K) Heating - TT (K) ∆T (K) δT (K)

ZF 330.6 ± 0.1 15.2 364.4 ± 0.2 12.4 33.8 ± 0.2

OOP 328.2 ± 0.1 17.1 361.1 ± 0.1 14.3 32.9 ± 0.2

IP 321.5 ± 0.1 14.3 355.8 ± 0.1 11.1 35.3 ± 0.1
a) 1 µm wires

Field Cooling - TT (K) ∆T (K) Heating - TT (K) ∆T (K) δT (K)

ZF 333.9 ± 0.1 13.9 363.4 ± 0.1 10.9 29.5 ± 0.1

OOP 331.7 ± 0.1 15.6 360.3 ± 0.2 14.9 28.6 ± 0.2

IP 324.5 ± 0.1 12.6 354.9 ± 0.2 12.6 30.4 ± 0.2
b) 500 nm wires

7.5.1 Influence of Shape Anisotropy on the FeRH MPT

Having discounted transition asymmetry, the internal demagnetisation fields offer an
explanation for the changes in transition behaviour. From the demagnetisation factors,
the coercive field of the wires can be calculated as a function of angle using Eq. (2.43)
[68], see Section 2.3.6.

Shape Anisotropy Calculation

In order to understand how shape anisotropy can affect the demagnetisation fields
within wires, and by extension the transition behaviour, the tensor terms of N are
estimated. This is based on the magnetostatic theory presented in Section 2.4.

In the case of individual wires, the Poisson equations are simplified [68] by ap-
proximating the shape as slender ellipsoids, a ≫ b ≥ c, whereby the demagnetising
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factors, Nx, Ny, and Nz, may be written as [69];

Nx

4π
=

bc
a2

(
ln
[

4a
b+ c

]
−1
)
, (7.11)

Ny

4π
=

c
b+ c

− 1
2

(
bc
a2

)
ln
[

4a
b+ c

]
+

bc(3b+ c)
4a2(b+ c)

, (7.12)

Nz

4π
=

b
b+ c

− 1
2

(
bc
a2

)
ln
[

4a
b+ c

]
+

bc(b+3c)
4a2(b+ c)

. (7.13)

Applying the above equations to the patterned wire elements of this chapter, the
predicted diagonal terms, Ni, in the demagnetisation tensor are presented in Table 7.5.
Assuming a coercive field ≈ 45 mT from Fig. 7.7b - and the soft nature of FeRh [14] -
saturation along the wire lengths is expected for applied field strengths < 50 mT. In the
case of an OOP field, fields in the range 1.2 - 1.3 T are required to saturate the wires.
When one considers the field dependence of the FeRh MPT (9 K T-1 [114]), it is seen
how the difference in applied field direction shifts the TT by up to 10 K.

This treatment further explains the transient FM signal of Section 7.3.3. Referring
to Table 7.5, it is seen that the expected tangential applied field in order to establish
the FM order is larger than for axial fields. In the case of the widest wires, fields less
than 100 mT should suffice; while for the thinnest wires, fields upwards of 200 mT
are required for Hy to exceed the coercive field. The maximum applied field of the
quadrupole magnet was ≈ 110 mT (see Section 4.4.1) which demonstrates why weak
FM signal is observed for the 2.5 and 1.0 µm wires but not for narrower arrays. In con-
trast, the film has no in-plane anisotropy with identical behaviour for both orientations
[17, 68]. This demonstrates how pattering can introduce a shape anisotropy which
influences the FeRh transition behaviour. Extending this argument, the enhanced FM
stability observed in the axial configuration could be due to the increased internal field
strengths arising from the severe shape anisotropy [36].

For completeness, we consider how patterning increases the nucleation and pinning
sites for the FM domains which hinders the FM→AF transition. This has previously
been seen to increase coercivity of permalloy samples, both in this project (Fig. 7.8)
and in the literature [76, 281]. However, the differences across the range of field ori-
entations confirm that the shape anisotropy is the primary cause. Overall, the most
significant change in FeRh transition behaviour is the reduction of TT when an IP field
is applied.
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Table 7.5: Demagnetisation factors for the FeRh wire arrays presented in this chapter.
These were calculated using Osborn equations and then normalised.

Width (µm) Nx - Axial Ny - Tangential Nz - OOP

2.5 1.03×10-5 0.016 0.9999

1.0 5.15×10-6 0.040 0.9992

0.8 4.33×10-6 0.050 0.9988

0.5 3.02×10-6 0.080 0.9968

0.3 2.05×10-6 0.132 0.9912

Infinite thin film 0 0 1

Conclusions

A method for increasing the Kerr signal from thin film samples is presented with the
relevant theory for both longitudinal and polar MOKE set-ups. The effect of dielectric
layers is shown to increase the longitudinal MOKE (@45°) signal by up to 280%, in-
dicating resonant enhancement has been achieved.

By sweeping magnetic fields, a method of extracting transient FM signals from
FeRh thin films is demonstrated. This is found to emerge more slowly when compared
with previously published dipolar Kerr signals in the literature [4, 102], instead fol-
lowing timescales that are more consistent with FM domain growth in FeRh [30, 139].
This transient FM behaviour is found to persist for longer times in nanowire arrays than
thin films at axial field strengths of 110 mT. A tangential field induces a measurable
Kerr response with reduced FM signal in these same samples. Furthermore, the dipolar
Kerr response was observed to relax more quickly under tangential applied fields.

An FEM model is developed using COMSOL® to estimate the sample temperature
following laser excitation in both thin films and nanowires. There is no indication that
wires have a reduced ability to dissipate heat during these pumped laser experiments.
Having discounted heat dissipation dynamics as an explanation for the behaviour of
the FeRh nanowires, it is likely a change in the transition behaviour is instigated when
the FeRh thin films are patterned. Based on these findings and the static electrical
characterisation, it can be hypothesised that internal magnetic fields influence the FM
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phase dynamics in patterned nanowires. No significant shift in thermal dissipation or
TT was observed that would explain the behaviour. The field orientation dependence
of TT in FeRh nano-wires suggests that the FM phase stability is a manifestation of
shape-imposed anisotropy. Estimation of the effective fields within wire and thin film
samples predict a difference of up to 0.8 T can be established depending on the relative
sample and axis orientations. This offers a method of controlling the TT by up 10 K at
a constant field strength, with differences also observed in the transition dynamics.



Chapter 8

Conclusions

Now a magnifying glass is a better thing, because

you can look at it and what you see when you look

is a third thing altogether

Flann O’Brien, The Third Policeman

Progress in the understanding the FeRh MPT has relied upon continued develop-
ment of probes into the electronic, lattice, and magnetic systems [21]. The results pre-
sented in this thesis provide new insight to the structural and magnetisation dynamics
of FeRh thin films and nano-patterned structures where static and dynamic measure-
ments are reported in each regard. The techniques used to evaluate these properties
were: non-resonant magnetic scattering to investigate the evolution of the magnetic
sub-lattice of the AF phase, TR-XRD to evaluate the fluence dependence of the struc-
tural dynamics of FeRh films when locally heated by laser excitation, TR-MOKE as
the field is swept across thin film and patterned FeRh arrays allowing the evolution of
surface magnetisation to be probed. Resistivity measurements on these samples quan-
tify the transition behaviour both as a function of applied field and temperature. This
experimental approach was complemented by numerical simulations of the transition
dynamics with COMSOL multi-physics software, VAMPIRE atomistic software, and
Python based ODE solvers. The conclusions drawn from these investigations are sum-
marised in the following sections, and the scope for future work is outlined.

191
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8.1 Non-resonant Magnetic Scattering

The investigation described in Chapter 5 demonstrated the validity of probing the mag-
netic sub-lattice of FeRh using non-resonant x-rays, with a shift in x-ray polarisation
confirming the photon-spin interaction. Optimisation of this weakly scattering tech-
nique was achieved by investigating the energy and grazing incidence dependence of
the scattering efficiency. The intensities of the AF Bragg peaks were probed as a func-
tion of temperature, disappearing as the MPT progresses. The coherence length of
AF ordering was found to correlate with that extracted from Bragg peaks due to con-
ventional charge scattering indicating AF domains are limited in size by the structure
off thin films. We further demonstrated that the magnetic Bragg peaks are detectable
throughout the transition, allowing for a investigation of anti-parallel Fe spin ordering
close to and around the transition point. This probe offers insight into the magnetic
properties [33] of the AF phase which remain under explored in the literature due to
the difficulty of interacting with such materials. This work was recently published in
AIP Advances [37].

8.2 Time-resolved X-ray Diffraction

An experiment was undertaken at SACLA, Japan to investigate the time evolution of
the FeRh lattice constant via pump-probe XRD. Following laser excitation, the (-101)
FeRh peaks exhibit a reduction of intensity which can be related to the increasing
lattice temperature via the DWF; and a peak shift which can track the rate of volumetric
expansion via Bragg’s law. The results at high laser fluences are not consistent with the
three-temperature model [84] which has been used previously to track the mechanism
of the FeRh MPT [117]. By evaluating these results in the context of quasi-static
XRD undertaken as a function of temperature up to 1023 K, we deduce that the system
may access the PM phase [116] far beyond TT of FeRh (355 K). In order to explain
such temperatures on short timescales, we provide simulation results derived from an
extension to the three-temperature model [145]. This would imply the existence of a
transient lattice state, where a subset of the phonon modes couple more strongly to the
electron system [3]. As a result of the sub-ps temporal resolution, the lattice dynamics
are now described on a similar timescale to the well-understood transformations of the
electronic valence-band structure [34]. The results and analysis from this beamtime
are included in a manuscript recently published in Scientific Reports [38].
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8.3 Evolution of Magnetisation in Patterned FeRh

TR-MOKE was performed on FeRh samples to investigate the time evolution of mag-
netisation. By sweeping magnetic fields at fixed laser probe delays a method of extract-
ing transient FM signals from MOKE experiments on FeRh thin films was demon-
strated. This is found not to correlate with previously reported TR-MOKE results
[4, 102], instead following timescales that are more consistent with FM domain growth
in FeRh [30]. This transient FM behaviour persists at time intervals > 2.5 ns in
nanowire arrays when axial fields of up to 110 mT are applied. A similar tangen-
tial field induces a measurable Kerr response with reduced FM character in these same
samples. COMSOL simulations were performed that discounted the hypothesis that
differences in thermal dissipation would account for the behaviour. By examining the
resistivity of the wire arrays as a function of field and temperature, we conclude that
the shape anisotropy of the wires is causing the orientation dependant behaviour. This
effective field is a more accurate predictor of the behaviour than colossal asymmetry
demonstrated by Uhlir et al. [36], when averaged across multiple wires in an array.
A manuscript is in preparation detailing this investigation into the static and dynamic
properties of FeRh wire arrays. Further electrical characterisation data is being anal-
ysed to better understand the influence of shape anisotropy on the FeRh MPT.

8.4 Future and Ongoing Work Resulting from this PhD

This project has demonstrated an x-ray probe of magnetic Bragg peaks, as well as
structural dynamics of similar charge peaks with 200 fs resolution. There is scope
to perform TR experiments using non-resonant x-ray scattering as a probe of AF or-
dering. This is motivated by the optimisation of magnetic diffraction presented in
Chapter 5 and x-FEL operation experience stemming from work reported in Chapter
6. Such an experiment would be capable of monitoring how FeRh evolves following
laser excitation in terms of both the lattice expansion and the long-range ordering of
the magnetic sub-lattice [248]. Spin and lattice transformations can be extracted from
such measurements for direct comparison of the competing dynamics. By simulta-
neously monitoring charge and magnetic Bragg peaks, the evolution of the FM state
can be probed with sub-ps temporal resolution to definitively determine if the lattice
expansion is driving the spin re-orientation or vice versa. As such, the lattice-spin cou-
pling of FeRh as a function of laser fluence and ambient temperature may be explored.
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Furthermore, similar analysis to that described in Chapter 6 can be applied to the mag-
netic Bragg peaks to determine if the first order transition assumption also applies to
the evolution of the FM state through the mixed phase [112]. The limitations of x-FEL
studies have also been demonstrated in Chapter 6, namely the ablation of deposited
films. However, this can be overcome by beam collimation and attenuation in combi-
nation with single-photon counting schemes [230].

The results of Chapter 6 demonstrate the non-triviality of electron-phonon coupling
in FeRh. The nature of highly coupled phonons could not be extracted from the data
obtained here. We speculate in Chapter 6 that the optical modes are more readily cou-
pled to the electron system. This was based on the assumption that a Fe → Rh charge
transfer process occurs shortly after laser excitation [34] which would predict Fe-Rh
vibrations being highly coupled to the electronic structure. Other experiential tech-
niques such as coherently excited phonons or electron diffraction could help resolve
the precise nature of the transient lattice mode [282, 283]. A recent paper described an
experiment that demonstrated angular momentum is transferred to polarised phonons
within 1 ps [284]. It was seen using ultrafast electron diffraction that a non-equilibrium
population of anisotropic high-frequency phonons appears within 150-750 fs in excited
nickel samples. Tauchert et al. [284] further demonstrated the direction of anisotropy
in relation to the initial magnetisation as well as the amplitude of atomic oscillations
[284]. A similar study applied to the FeRh MPT would be instructive in quantifying
the energy dependence of the electron-phonon coupling.

We are currently analysing a series of field sweeps carried out at fixed tempera-
tures on the wire arrays described in Chapter 7. This will determine the field strength
at which the FM phase is induced for a particular field orientation, allowing for an
estimation of the internal fields acting on the wires. This can be used to describe
quantitatively how the shape anisotropy of the FeRh nanostructures affects the MPT
in terms of the micromagnetic energies. Further exploration could take the form of
monitoring the in-plane angular dependence of transition behaviour. In-plane scans
as a function of angle about the surface normal could reveal more information about
the transition mechanism. If maintained at a field strength and temperature where an
AF/FM mixed phase is predicted [112], the field orientation dependence described here
would suggest a sudden decrease in the resistivity when external field aligns along the
wire length, and vice versa [36].
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Finally, further studies are required to fully explain the pump-probe results from
thin films and nanowires presented Chapter 7. Using a similar approach to Chapter
6, it would be instructive to explore the fluence dependence of the FM signal. The
chosen fluence corresponds to the minimum energy that would promote FM behaviour
within the entire pumped volume. Increased (and reduced) laser excitation could reveal
whether the observed time delay is a fixed entity or is dependent on the degree of en-
ergy transfer via electron-spin coupling. Such an experiment would help demonstrate
the influence of the PM phase through the MPT under high laser fluence. The goals
outlined at the outset of the thesis have been answered with the ultimate aim of the
optimising and understanding the limitations of laterally confining FeRh for memory
storage devices [11, 25].
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Appendix A

VAMPIRE Code

VAMPIRE is an simulation software that models magnetic materials through the inter-
actions between spins located at fixed atomic sites [177]. Such simulations are imple-
mented using material, unit cell, and input files. The material file defines the atomic
species and known physical properties of the investigated system. The unit cell file
describes the crystal structure and interactions between atoms in the structure. The in-
put file defines the simulation. In this project, the laser heating of FeRh was modelled.
Simulation results are presented in Fig. A.1, showing the transient changes in electron
and lattice temperatures for a range of laser excitation powers.

Material File - AF FeRh

For G-type AF materials, the .mat file includes 3 species of atoms [285]; one for each of
the Fe sub-lattices with anti-parallel spins, and another describing the ’non-magnetic’
Rh. The values of the exchange interactions, damping constant, uniaxial anisotropy
constant, and atomic moments are found from ab initio and DFT studies of the material
[35, 108, 109, 115, 125, 178].

# FeRh antiferromagnetic state

#--------------------------------------

material:num-materials=3

#------------------------------------

# FeRh 1st Fe sublattice

#------------------------------------

material[1]:material-name="Fe"

222
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Figure A.1: Results of a VAMPIRE simulation demonstrating the lattice and electronic
temperature of an unstrained 20 nm FeRh film when excited by laser pulses of various
powers. 10 mW corresponds to ≈ 1 mJ cm−2. Time zero refers to the midpoint of
the Gaussian heat packet used to simulate the laser heating. This model ignores heat
dissipation to the surrounding lattice.
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material[1]:damping-constant=0.0013

material[1]:atomic-spin-moment=3.15 !muB

material[1]:exchange-matrix[1]=0.4e-21

material[1]:exchange-matrix[2]=-2.75e-21

material[1]:uniaxial-anisotropy-constant=1.404e-23

material[1]:uniaxial-anisotropy-direction = 0,0,1

material[1]:initial-spin-direction=0,0,1

#------------------------------------

# FeRh 2nd Fe sublattice

#------------------------------------

material[2]:material-name="Fe"

material[2]:damping-constant=0.0013

material[2]:atomic-spin-moment=3.15 !muB

material[2]:exchange-matrix[1]=-2.75e-21

material[2]:exchange-matrix[2]=0.4e-21

material[2]:uniaxial-anisotropy-constant=1.404e-23

material[2]:uniaxial-anisotropy-direction = 0,0,-1

material[2]:initial-spin-direction=0,0,-1

#-------------------------------------

# Material 3 - Rh

#-------------------------------------

material[3]:material-name="Rh"

material[3]:non-magnetic

Unit Cell File - AF FeRh

The unit cell file defines the positions and interactions between each of the atoms in
the simulated material. In the case of AF FeRh, we use a cell double the size of the
original unit cell to model the 2 magnetic sub lattices. A minimum of 144 interactions
are included to entirely model the system. This describes all possible atomic positions,
the interactions with each of the nearest neighbours (6 pairs), and the next-nearest
neighbours (12 pairs) to give a total of 288 which is divided by 2 to prevent double
counting [177]. The system of interactions can be generated using a python script
[285].

#unit cell size
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5.98 5.98 5.98

#unit cell vectors

1 0 0

0 1 0

0 0 1

#Atoms

#Co-ordinate position of each atom,

#0-Fe spin-up, 1-Fe spin-down, 2-Rh

16 3

0 0 0 0 0 0 0

1 0 0 0.5 1 0 0

2 0.5 0 0 1 0 0

3 0.5 0 0.5 0 0 0

4 0 0.5 0 1 0 0

5 0 0.5 0.5 0 0 0

6 0.5 0.5 0 0 0 0

7 0.5 0.5 0.5 1 0 0

8 0.25 0.25 0.25 2 0 0

9 0.75 0.25 0.25 2 0 0

10 0.25 0.75 0.25 2 0 0

11 0.25 0.25 0.75 2 0 0

12 0.75 0.75 0.25 2 0 0

13 0.75 0.25 0.75 2 0 0

14 0.25 0.75 0.75 2 0 0

15 0.75 0.75 0.75 2 0 0

#interactions

144 normalised-isotropic

0 0 1 0 0 0 1

1 0 2 0 0 0 1

2 0 4 0 0 0 1

3 0 1 0 0 1 1

4 0 4 0 1 0 1

5 0 2 1 0 0 1

6 1 0 0 0 -1 1

7 1 0 0 0 0 1
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8 1 3 0 0 0 1

9 1 5 0 0 0 1

10 1 5 0 1 0 1

11 1 3 1 0 0 1

12 2 0 -1 0 0 1

13 0.75 0.25 0.75 2 0 0

14 0.25 0.75 0.75 2 0 0

15 0.75 0.75 0.75 2 0 0

#interactions

144 normalised-isotropic

0 0 1 0 0 0 1

1 0 2 0 0 0 1

2 0 4 0 0 0 1

3 0 1 0 0 1 1

4 0 4 0 1 0 1

5 0 2 1 0 0 1

6 1 0 0 0 -1 1

7 1 0 0 0 0 1

...

...

141 7 1 0 0 0 1

142 7 2 0 0 0 1

143 7 4 0 0 0 1

Input File - Ultrafast Laser Heating

The parameters describing the simulated system are included in the input file by calling
the material (.mat) and unit cell files (.ucf) defined above. The following simplified
code describes the effect of sudden heating with a 40 mW laser pulse of pulse length
100 fs in a constant field strength of 0.1 T (with the Neél vector aligned parallel to this
field). A 10 x 10 x 10 nm3 system is modelled, where periodic boundary conditions are
implemented in all directions along x, y, z. As such, it describes the transient changes
of FeRh systems with an ambient temperature of 300 K. The time steps are 0.1 fs over
a 5 ps timespan. Precondition steps are required to model the thermal equilibration
of the spin system at the investigated temperatures. The outputted electron and lattice
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temperature can be found in Fig. A.1. The orientation of the atomic moments at each
time step can also be found from the outputted ’config’ file.

#------------------------------------------

# Sample vampire input file to perform

# benchmark calculation for v3.0

#------------------------------------------

#------------------------------------------

# Creation attributes:

#------------------------------------------

#create:crystal-structure=fcc

create:periodic-boundaries-x

create:periodic-boundaries-y

create:periodic-boundaries-z

#------------------------------------------

# System Dimensions:

#------------------------------------------

#dimensions:unit-cell-size = 3.524 !A

dimensions:system-size-x = 10 !nm

dimensions:system-size-y = 10 !nm

dimensions:system-size-z = 10 !nm

#------------------------------------------

# Material Files:

#------------------------------------------

material:file=FeRh.mat

material:unit-cell-file=FeRh.ucf

#------------------------------------------

# Simulation attributes:

#------------------------------------------

sim:temperature = 300.0

sim:equilibration-temperature = 300.0

sim:temperature-increment=25

sim:time-steps-increment=1

sim:preconditioning-steps = 1000

sim:equilibration-time-steps=5000

sim:total-time-steps=50000
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sim:time-step=1.0E-16

sim:applied-field-strength = 0.1 !T

sim:laser-pulse-power = 40.0

sim:laser-pulse-temporal-profile=two-temperature

sim:laser-pulse-time=1.0e-13

#------------------------------------------

# Program and integrator details

#------------------------------------------

sim:program=laser-pulse

sim:integrator=llg-heun

#------------------------------------------

# data output

#------------------------------------------

output:real-time

output:electron-temperature

output:phonon-temperature

output:material-magnetisation

config:atoms
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