
Building and Environment 226 (2022) 109665

A
0

W

Contents lists available at ScienceDirect

Building and Environment

journal homepage: www.elsevier.com/locate/buildenv

On the robustness of thermal comfort against uncertain future climate: A
Bayesian bootstrap method
Cheng Cui ∗, Rokia Raslan, Ivan Korolija, Zaid Chalabi
UCL Institute for Environmental Design and Engineering, Central House, 14 Upper Woburn Place, London, WC1H 0NN, United Kingdom

A R T I C L E I N F O

Keywords:
Robustness
Bootstrap
Climate
Overheating
Uncertainty
Simulation

A B S T R A C T

Climate change mitigation and adaptation warrants their synergetic consideration in the building design process,
yet past decades have witnessed an unbalanced focus on the mitigation of energy and carbon. In redressing the
imbalance, the major challenge lies in the accurate prediction of future building performance via building energy
modelling, which is considerably hindered by uncertainties in future climate data. Robustness analysis is a
promising technique to inform uncertainty-based decision-making, but its application to future thermal comfort
has yet to be sufficiently explored in the built environment. From the perspective of domestic overheating,
this paper represents an initial investigation into the implementation of the Bayesian bootstrap method, to
quantitatively evaluate the robustness of thermal comfort against uncertain future climate. This is demonstrated
using a case study of two typical post-retrofit dwellings in England, where the Bayesian bootstrap also enables
the statistical comparison of their expected future overheating risk with climate uncertainty considered. The
main findings reveal the magnitude of both overheating risk and its variability experienced during nocturnal
occupancy in regulation-compliant dwellings, respectively comprising nearly 15 and 12 times greater than
during daytime in extreme cases. Results also imply that adaptive ventilation is potentially the key measure
to enhance the robustness of thermal comfort against climate uncertainty. Overall, the Bayesian bootstrap is
shown to provide a systematically consistent approach to the robustness assessment of future thermal comfort,
which can facilitate the comparability of design alternatives that is vital to the building design decision-making
process integrating both mitigation and adaptation strategies.
1. Background

1.1. Climate change adaptation

The latest Intergovernmental Panel on Climate Change (IPCC)
orking Group I report has once again highlighted the significant

role that human activities have played in warming up the climate
system [1]. Progress on emissions mitigation has been driven by national
policies and international collaborations [2,3], however, the IPCC has
emphasised that more substantial reduction in greenhouse gases is
needed to avoid global temperature exceeding the 1.5 °C warming limit.

In addition to targeting ambitious climate change mitigation goals
in upcoming years, adaptation is equally important, given the fact
that the climate has changed, and its impact already been experienced.
Heat exposure in the built environment, especially in homes, has been
recognised as one of the highest priorities of climate change adaptation
in the UK [4]. Summertime overheating has emerged as a persistent issue
in dwellings here, as the region is historically heating-dominant, and its
uptake of domestic air conditioning fairly rare. Due to the great amount
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of time people tend to spend in dwellings, which has been even further
increased since the coronavirus disease 2019 (COVID-19) pandemic, this
can strongly impact occupant health, wellbeing and productivity [5–7].

Whilst the warming climate has increased overheating risk in terms
of both frequency and severity, indoor overheating has also been
highlighted as one of the most significant unintended consequences
of mitigation actions in the built environment [7,8]. For instance,
high levels of insulation and airtightness can substantially decrease
heating demand in winters but may exacerbate overheating risk in
summers. This can be linked to the limited consideration of the
prevention of excess heat in the current building regulations, whose
main focus is on energy and carbon reduction (i.e. climate change
mitigation) [2,9]. It is also recognised that these regulations are mostly
developed based on historical data, whilst specific provisions for thermal
comfort needs inspection of future building performance [10]. Given the
present need for more rapid and ambitious decarbonisation, it is crucial
that actions aiming to simultaneously conserve energy and prevent
overheating are implemented, guided by a future-proof upgrade for
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Nomenclature

Latin Symbols
𝐷 number of previous days
𝐹 population
𝐻0 null hypothesis
𝐻1 alternative hypothesis
𝐾 order of a distribution
𝑅 bootstrap replication number
𝑇 temperature
�̂� acceleration factor
�̂� bias-correction factor
𝑑 time index
𝐠, 𝑔 probability vector and its element
�̂�, �̂� empirical probability vector and its element
𝐠∗, 𝑔∗ resampling vector and its element
𝑛 sample size
𝐩, 𝑝 support of a distribution and its element
𝑠2𝑥 sample variance
𝑡 test statistic
𝐱, 𝑥 observed sample and its element
𝐱† jackknife sample
�̃� translated sample
�̄� sample mean

Greek Symbols
Δ paired difference
𝛼 type I error rate
𝛄, 𝛾 concentration parameter vector and its element
𝜃 statistic of interest
�̂� statistic estimate
�̂�∗ bootstrap replication of the statistic estimate
�̂�∗(𝛼) the 100𝛼th percentile of �̂�∗

�̂�† jackknife replication of the statistic estimate
𝜆 decay factor

Numeric Symbols
𝟏 vector of ones

Functions and Operations
⋅ dot product of two vectors
⊤ transpose of a vector
Pr(⋅) probability function
𝑆(⋅) numeric evaluation procedure for a statistic
𝑇 [⋅] discrete temperature time series
𝑓 (⋅) probability density function
B(⋅) beta function
Φ(⋅) standard normal cumulative distribution func-

tion
Φ−1(⋅) inverse function of Φ(⋅)

Subscripts
𝑖 index for the sample size
𝑗 index for the bootstrap replication number
𝑘 index for the order of a distribution
𝑙 index for the number of previous days
ed external daily mean
lo lower confidence limit
max maximum
op operative
rm external running mean
up upper confidence limit

Abbreviations and Acronyms
BC𝑎 bias-corrected and accelerated
BEM building energy modelling
CDF cumulative distribution function
CI credible/confidence interval
COVID-19 coronavirus disease 2019
DSY Design Summer Year
IPCC Intergovernmental Panel on Climate Change
SE standard error
TM Technical Memorandum
UHI urban heat island
UKCP UK Climate Projections
i.i.d. independent and identically distributed
A

building regulations [4,7,11]. The UK government has set out a road
map to implement a Future Buildings Standard for new buildings from
2025, and a new regulation guidance on domestic overheating has been
introduced in the interim, but many have argued that it should be
extended to existing buildings [12,13].

In conducting risk assessment of climate change for buildings to
advise adaptation strategies, knowledge of future climate plays a critical
role. This is especially true in addressing future overheating risk in both
new-build and retrofit dwellings at the design stage, in order to avoid
the ‘lock-in’1 risk due to the long lifespan of the housing stock [4,14].
his boundary condition is a major driver of building performance and

a mandatory input when applying building energy modelling (BEM)
for performance evaluation. Efforts have been made to quantify future
climate uncertainties [15,16], and the resultant probabilistic climate
data has since been adapted and adopted to investigate future building
performance in numerous studies [9,14,17,18]. However, one common
limitation amongst these studies is the use of probabilistic weather data

1 Lock-in refers to practically irreversible damages caused by decisions
ithout considering long-term risks.
2

in a deterministic fashion, which can be attributed to the difficulty
of incorporating input uncertainty within the current BEM framework.

lthough this deterministic application can provide a glimpse of how
buildings may perform under a given future climate scenario, it does
not facilitate a robust risk assessment that can adequately inform the
formulation of sound adaptation strategies. Therefore, risk assessment
that recognises future climate uncertainty at the building design stage is
a demanding yet challenging topic that warrants further investigation.

1.2. Robustness analysis

Robustness analysis is a risk assessment technique that is widely
recognised in the risk-based decision-making field [19]. In this context,
robustness is defined as a property of a given system that describes its ca-
pacity for resisting uncertainty-induced disturbance whilst maintaining
desired functionality [20]. In the building domain, it can be stated as
a process of analysing the sensitivity of some building performance
metric against one or more uncertain boundary conditions, in an
attempt to reduce such sensitivity so that the operational variation
of the targeted metric is manageable [21]. For instance, in mitigating
domestic overheating risk under uncertain future climate, robustness
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analysis can facilitate building design decision-making in such a way
that summertime thermal comfort becomes less sensitive to climate
uncertainty. Despite this advantage, the application of robust design to
a system is usually accompanied by a trade-off between performance
optimisation and uncertainty reduction, which is closely related to the
selected measure of robustness [22].

Investigation into existing applications of robustness analysis in the
building design field has identified two types of robustness measures:

The worst-case scenario: This is the most commonly used mea-
sure that discretises uncertainty into multiple scenarios and iden-
tifies the one with the worst performance [22]. In studies that
implemented this measure, a set of plausible future climate scenar-
ios were evaluated, amongst which the worst performing design
candidate was determined [23,24]. This highly risk-averse strategy
tends to yield ‘fat solutions’ that can excessively compromise
on the optimality of other decision criteria. Perspective of such
over-conservatism is reliant on decision makers’ values and judge-
ment [22]. In fields such as structural or aerospace engineering,
the pursuit of extreme reduction of uncertainty is justified by the
severe consequences of system failures; whilst in regard to energy
and thermal comfort in buildings, it can be argued that a certain
extent of ‘uninsured’ performance robustness should be allowed in
exchange for better performance optimality.
The statistical dispersion: This measure caters for considering
the aforementioned ‘uninsured’ performance robustness in building
design decision-making, which is achieved by gauging the scat-
ter of building performance across the uncertainty range using
conventional statistics, such as the variance and the standard
deviation [25]. Rather than guaranteeing the performance under
the worst-case scenario, this statistical approach aims to lower the
performance variability around an ‘average’ value (e.g. the mean or
the median). Whilst this is a promising strategy that circumvents
‘fat solutions’, proper statistical inference can be obstructed by
several factors in real-world problems. Specifically in the case of
future climate, the availability of alternative scenarios is usually
limited, and small sample inference using conventional statistics
can be highly unreliable [26,27].

One method to overcome the small sample issue is to use a parametric
model, which entails an assumption of the underlying population
distribution for the observed data. In applying this, many researchers
have arbitrarily adopted common distributions, such as the normal and
the uniform, but very few have validated their choices. It has been
recognised that an inappropriate selection of probability distributions
can lead to extensive gaps in uncertainty analysis of building perfor-
mance [28]. A non-parametric statistical approach is thus considered
preferable to a parametric one in the absence of strong evidence for
confident distribution assumptions.

1.3. Research aim

In fulfilling the need for climate change adaptation in the built envi-
ronment, potential challenges lie in the robustness assessment of future
thermal comfort in dwellings with a small sample of probabilistic future

eather data. As such, this study aims to investigate the application
of a non-parametric statistical approach, the Bayesian bootstrap, to
robustness quantification, using a case study of two typical post-retrofit
dwellings in England. Accompanied by analysing the performance
robustness of the current building regulations to potentially inform
its future-proof revision, the detailed objectives of the present study are:

• to investigate the robustness of future thermal comfort against
climate uncertainty using the Bayesian bootstrap;

• to examine the performance of the Bayesian bootstrap by analysing
statistical metrics regarding its implementation and application;

• to inspect the implications for the current building regulations
based on the findings of the robustness analysis.
3

2. The Bayesian bootstrap

2.1. Principle

The Bayesian bootstrap [29], as a variant of the frequentist bootstrap2

initiated by Efron [31], is a non-parametric approach to quantifying
uncertainty of statistical estimates, using some measure of accuracy
such as the standard error (SE) or the credible/confidence interval (CI).
It alleviates the requirement of strong parametric assumptions, when
the underlying population distribution of the assessed sample data
is unknown and hard to be evidently determined. The philosophy of
the bootstrap is to perform resampling on the empirical distribution
constructed from the sample, in mimicking sampling directly from its
population.

The resampling process for the Bayesian bootstrap can be described
using the notion of the resampling vector. If 𝐱 = (𝑥1, 𝑥2,… , 𝑥𝑛) is an
independent and identically distributed (i.i.d.) sample3 observed from
its population 𝐹 , 𝐠∗ = (𝑔∗1 , 𝑔

∗
2 ,… , 𝑔∗𝑛 ) is the resampling vector where

∑𝑛
𝑖=1 𝑔

∗
𝑖 = 1 and 𝑔∗𝑖 ≥ 0 for 𝑖 ∈ {1, 2,… , 𝑛}, 𝜃 is the statistic of interest,

and �̂� is its estimate given 𝐱, the bootstrap replication of �̂�, denoted by
�̂�∗, can be obtained by applying some numeric evaluation procedure
𝑆(⋅) that takes 𝐠∗ as a variable and 𝐱 as a constant,

�̂�∗ = 𝑆(𝐠∗). (1)

For instance, if �̂� is the sample mean �̄�, (1) becomes the weighted mean
of 𝐱,

�̂�∗ = 𝐠∗ ⋅ 𝐱 = 𝐠∗𝐱⊤ =
𝑛
∑

𝑖=1
𝑔∗𝑖 𝑥𝑖, (2)

here ⋅ is the dot product of two vectors, the superscript ‘⊤’ denotes the
transpose of a vector, and 𝐠∗ can be interpreted as a vector of weights
attached to each element in the vector 𝐱. Using the replication number
𝑅, the bootstrap algorithm can be described as follows.

1. Generate 𝑅 random resampling vectors 𝐠∗1 , 𝐠
∗
2 ,… , 𝐠∗𝑅.

2. Evaluate the corresponding bootstrap replications �̂�∗1 , �̂�
∗
2 ,… , �̂�∗𝑅 to

the resampling vectors.
3. Estimate the selected measure of accuracy for �̂� based on the

bootstrap replications.

The generation of 𝐠∗ underpins the implementation of the Bayesian
bootstrap. Assuming each observation in 𝐱 is distinct for simplicity, 𝐠∗

ollows a uniform Dirichlet distribution,
∗ ∼ Dirichlet (𝟏), (3)

here 𝟏 denotes an 𝑛-dimensional vector with all elements equal to one.
Its derivation using the Bayesian inference, along with the definition of
the Dirichlet distribution, is detailed in Appendix A.

An appropriate selection of 𝑅 also plays an important role. The
maximum of 𝑅 is restricted by the available computational resources,
as the ideal bootstrap estimate4 can be exactly calculated when 𝑅
approaches infinity. Its minimum, on the other hand, is related to the
selection of the accuracy measure. As a general suggestion, an 𝑅 of 50 is
often enough for a good estimate of the SE, whilst at least 1000 bootstrap
replications should be obtained to construct accurate CIs [32,33].

2 Efron introduced this technique using the name ‘the bootstrap’, which is
referred to as ‘the frequentist bootstrap’ in this study for differentiation, the
latter was used in relevant literature, such as Lo [30], for the same purpose.

3 Samples are all i.i.d. hereafter in this paper, unless otherwise specified.
4 The ideal bootstrap estimate is a theoretical quantity, whose analytical

computation is infeasible for virtually any statistic and measure of accuracy of
interest [32].
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able 1
Bootstrap applications in the built environment.

Authors Variant Problem Sample Replication
number

Statistic Accuracy
measureData Size

Rastogi and Andersen [34] Frquentist bootstrap Weather file synthesis Detrended
climate time series

N/A 10 Spearman’s 𝜌
NMSE
Degree days

N/A

Tian et al. [35] Frquentist bootstrap Sensitivity analysis
Data-driven modelling

Simulated
input–output pairs

110 500 SRC
RMSE
𝑟2

Percentile

Li et al. [36] Frquentist bootstrap Building stock modelling Monitored
energy consumption

1144 N/A NMBE
CV(RMSE)
Percentage

SE

Rastogi and Andersen [37] Simple block
frquentist bootstrap

Weather file synthesis Decomposed
climate time series

3-day block 100 Mean
Median
Extremum
Pearson’s 𝑟
Spearman’s 𝜌

SE
Percentile

Chen et al. [38] Frquentist bootstrap Sensitivity analysis Simulated
input–output pairs

100 1000 SRRC CI

Geraldi et al. [39] Frquentist bootstrap Data-driven modelling Monitored
input–output pairs

N/A N/A NRMSE N/A

Chaturvedi and Rajasekar [40] Frquentist bootstrap Sensitivity analysis Simulated
input–output pairs

15 000 1000 K–S statistic CI

CV: coefficient of variance; K–S statistic: Kolmogorov–Smirnov statistic; NMBE: net mean bias error; NMSE: normalised mean square error; NRMSE: normalised root mean square
error; Pearson’s 𝑟: Pearson correlation coefficient; RMSE: root mean squared error; Spearman’s 𝜌: Spearman correlation coefficient; SRC: standardised regression coefficient;
SRRC: standardised rank regression coefficient; 𝑟2: coefficient of determination.
v

v

A
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.2. Application in the built environment

Including its Bayesian analogue, the bootstrap has witnessed active
development and wide application in multiple domains since its debut,
because non-parametric statistics is more robust in solving real-world
problems with fewer assumptions required. However, its importance
has not been adequately acknowledged in the building sector, whilst
parametric models, such as the normal, the log-normal, the uniform
and other analytical distributions, were arbitrarily assumed in the
majority of uncertainty-related studies [28]. Consequently, a very
limited number of applications of such non-parametric tools as the
bootstrap can be seen in existing literature, as summarised in Table 1.
Some studies were excluded due to the low interpretability of their
bootstrap implementation.

Despite varied building-related problems they intended to solve, all
the studies applied the frequentist bootstrap, mostly via the standard
implementation paradigm as described in Section 2.1 or equivalent.
his was either explicitly stated in or deduced from these studies. For

instance, Li et al. [36] applied the bootstrap on monitored energy
consumption data, to validate their building stock models. Likewise,
ian et al. [35] investigated the accuracy of sensitivity and regression

analysis based on a set of BEM input–output pairs. Similar methods
have also been adopted in several later studies on sensitivity analysis or
data-driven modelling [38–40], amongst which Geraldi et al. [39] used
an empirical dataset instead. In these studies, the bootstrap enabled the
uncertainty quantification of their sensitivity or error indicators that

ere conventionally presented in deterministic terms. Its application
in building data-driven models also allowed a reduced number of the
time-consuming physics-based simulations, which were substituted by
resampling.

In addition to the standard paradigm of the bootstrap, several
alternatives have been developed over the past decades to accommodate
more complicated data structures. One such example is the block
bootstrap that deals with time series, where observations cannot be
resampled individually due to their dependence (i.e. not i.i.d.) [41]. In
creating weather files, Rastogi and Andersen [37] used the simple block
bootstrap to resample the noise component of the decomposed weather
time series. The stochasticity of the weather conditions was thus able
to be captured with limited data availability, and the uncertainty of
4

building performance evaluated accordingly. A follow-up study of theirs
adapted the same method to future weather synthesis [42].

One issue arisen from the literature is that the bootstrap may be
confused with the Monte Carlo based forward uncertainty propagation
concerning multiple variables, as both involve the Monte Carlo method
for sampling. Four such cases were found in the built environment
literature [43–46]. When multiple variables are involved, each obser-
ation in the original sample can be regarded as a vector of values,

representing a realised combination of the assessed variables. A key
principle in applying the bootstrap to multivariate problems is that such
observation should be resampled as a whole, and no new observations
are generated during the resampling process. A typical example is the
regression analysis by Tian et al. [35]. In contrast, the Monte Carlo based
forward uncertainty propagation draws a single realisation from each
ariable individually based on some theoretical or empirical distribution,

followed by combining them as a new observation, and then repeats this
process to generate a required number of new observations for further
evaluation. Nevertheless, it is worth noting that the inappropriate use of
terminology does not necessarily invalidate the methods and the findings
in these studies. Excluding them, however, the existing applications of
the non-parametric statistics for uncertainty-related analysis are even
fewer in the building domain.

3. Methods

Two representative English dwelling archetypes, a mid-terraced
house and a top-floor high-rise flat, were selected for the case study in
this paper. Fig. 1 illustrates the data flow from the probabilistic weather
conditions through the robustness of thermal comfort via BEM and the
Bayesian bootstrap. EnergyPlus [47], an open-source building simulation
engine, was coupled with Python [48], an open-source programming
language, to facilitate parametric modelling and statistical inference.

fter the development of dwelling models, an exhaustive parametric
study was carried out solely on the variations of weather conditions.

ithin each climate scenario, building simulations were executed, and
the bootstrap inference was drawn consecutively. By this means, the
mean overheating rate was estimated as the expected overheating risk,
and its estimation accuracy evaluated to indicate the robustness of
thermal comfort.
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Fig. 1. Data flow diagram of building simulation and statistical inference. Each climate scenario contains weather data in five percentiles, which are individually translated into
coincident overheating data via EnergyPlus, followed by robustness evaluation using the Bayesian bootstrap via Python.
T

w

Fig. 2. Floor plans of case study dwellings. Layouts of rooms, their windows and doors
in the mid-terraced house (a) and the top-floor high-rise flat (b).

.1. Building characteristics and overheating assessment

Initially developed by Oikonomou et al. [49], the two dwelling
archetypes are illustrated in Fig. 2 using their floor plan. They were
selected considering that the two-storey mid-terraced house has the
highest incidence in the English housing stock, and the top-floor high-
rise flat is widely recognised with the highest overheating risk. A few
modelling assumptions in the original archetypes were adjusted as per
the purpose of this study.

To examine the current building regulations, thermal properties
of the building envelope were configured accordingly. Specifically,

pproved Document L Volume 1 [50], the regulation guidance for
dwellings in England, was applied to curate a typical regulation-
compliant post-retrofit state for both case study dwellings. Typical
constructions were derived from Guide A [51] to meet the regulation
requirements, as summarised in Table 2 along with their U-value.
5

able 2
Envelope thermal properties.

Envelope U-value Materials
W m−2 K−1

External wall 0.28 Render, 19 mm
Concrete block, 200 mm
Polyurethane, 80 mm
Plasterboard, 12.5 mm

Roof 0.15 Waterproof covering, 2 mm
Polyurethane, 150 mm
Screed, 75 mm
Cast concrete, 150 mm
Plasterboard, 12.5 mm

Ground floor 0.25 Cast concrete, 150 mm
Extruded polystyrene, 50 mm
Screed, 75 mm
Vinyl covering, 2 mm

Window 1.32 Low-e glass, 6 mm
Argon, 12 mm
Clear glass, 6 mm

Since the summertime overheating assessment is the focus of this
study, only the summer period that is defined in Technical Memoran-
dum (TM) 59 [52] (i.e. May to September inclusive) was simulated.
Both models were set as free-running, as a reflection of limited presence
of residential air conditioners in the UK.

TM59 is a widely-used standardised approach to overheating as-
sessment, most of its methodology was followed in this study, with a
certain adaptation to better accommodate the research aim. In TM59,
overheating is measured during the summer period by a quantitative
metric — hours of exceedance, based on the operative temperature,
denoted by 𝑇op, in each room. 𝑇op can be obtained directly from
EnergyPlus simulation, which is computed as the average of the air and
the radiant temperature. The overheating rate can thus be calculated as

Overheating rate = Hours of exceedance
Hours of occupancy , (4)

here Hours of occupancy is a fixed and strictly positive integer for a
given type of room as elaborated later.

Two criteria of the temperature exceedance and their respective
threshold are defined in TM59 for naturally ventilated dwellings, one
focuses on occupied hours in general, the other specifically on sleeping
hours. As the basis of the first criterion is occupants’ ‘adaptivity’, it
seems not reasonable to be used in assessing nocturnal bedrooms, albeit
required by TM59; it has also been argued by Mourkos et al. [53] that
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able 3
Internal gain profiles.

Room Occupancy Equipment

Kitchen 3 people, 25 %, 9 am – 10 pm 300 W, 6 pm – 8 pm
50 W, 9 am – 6 pm

& 8 pm – 9 am
Living room 3 people, 75 %, 9 am – 10 pm 150 W, 6 pm – 10 pm

60 W, 9 am – 6 pm
& 10 pm – 12 am

35 W, 12 am – 9 am
Bedroom 2 people, 70 %, 11 pm – 8 am

2 people, 100 %, 8 am – 9 am
& 10 pm – 11 pm

1 person, 100 %, 9 am – 10 pm

80 W, 8 am – 11 pm
10 W, 11 pm – 8 am

duplicate evaluation of nocturnal bedrooms is unnecessary. Regarding
the second criterion, TM59 intends to apply it in the annual context, but
preliminary analysis (not presented in this paper) showed that simulated
overheating hours rarely occur outside the summer months; on the other
hand, the definition of the summer period may need revision otherwise.

s such, both criteria were applied only to the summertime, contingent
on the type of the occupied period:

Diurnal occupied period: This criterion applies to all main rooms
during non-sleeping hours. An adaptive thermal comfort model,
recommended in TM52 [54], is employed to define the limiting
maximum acceptable temperature

𝑇max = 0.33𝑇rm + 21.8, (5)

where 𝑇rm is the external running mean temperature, whose
calculation is specified in Appendix B. It is required that 𝑇op shall
not exceed 𝑇max by 1 °C for over 3 % of diurnal occupied hours.
Nocturnal occupied period: This criterion applies only to bed-
rooms during sleeping hours. An absolute threshold advised by
Guide A [51] is employed, due to limited opportunities for occu-
pants to ‘adapt’ at nights. It is required that 𝑇op shall not exceed
26 °C for more than 1 % of nocturnal occupied hours.

Apart from the overheating criteria, detailed guidance on modelling
assumptions for thermal and internal gain profiles provided by TM59

as also consulted. In the presence of occupants in non-sleeping hours,
indows were set operable in case the internal temperature exceeded

22 °C. Interior doors were kept open during the daytime, and otherwise
hen occupants were sleeping. Natural ventilation was enabled by
indow operation and infiltration, no mechanical system was included,

neither were any dedicated shading devices. Since no residential heating
system was modelled in this study, heat loss from pipework was not
considered, and overheating in communal corridors was not assessed.

s to internal gain, tabulated in Table 3, a metabolic rate consisting
of 75 W sensible and 55 W latent per person was used as the baseline,

hich was reduced by 30 % during sleeping. TM59 assumes constant
daytime occupancy in all main rooms to formulate a worse-case scenario,
this facilitates the comparability of overheating hours and rates between
different rooms and dwellings under the diurnal criterion. Lighting was
assumed as 2 W m−2 for the period between 6 pm and 11 pm, whilst
good daylighting was deemed reasonable during the assessment period.

London was selected as the case study location, where a shift from
an oceanic climate (warm summer) at present to a humid subtropical
climate (hot summer) later in this century has been projected under
the Köppen–Geiger classification [55]. It should be noted that the
M59 guidance on weather files was not followed, substituted by the

PROMETHEUS future Design Summer Year (DSY) weather dataset [56]
due to more data points available under individual climate scenarios.
Specifically, the London (Islington) weather files were used for the
case study. This dataset was generated based on the UK Climate
Projections (UKCP) 2009, provided in combinations of three time
periods (2030s, 2050s, 2080s), two emissions scenarios (A1B, A1FI) and
6

five percentiles (10th, 33rd, 50th, 66th, 90th), where the percentiles
ere adopted to describe the climate uncertainty under a given climate

scenario (year × emissions). UKCP09 has been updated into UKCP18,
but DSYs based on the latest climate projections have not yet been
available at the time of writing.

3.2. Bootstrap specifications and robustness evaluation

The implementation of the Bayesian bootstrap mainly followed the
procedure introduced in Section 2.1, executed individually under each
climate scenario.

Specifically in this study, each sample comprised five simulated
overheating rates, 𝐱 = (𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5), coincident with weather data
in the five percentiles. The statistic of interest was the sample mean �̄�,
namely the mean overheating rate, whose bootstrap replication �̂�∗ was
calculated as per (2), with the resampling vector 𝐠∗ generated following
3), and the replication number 𝑅 set as 1×106. The robustness of

the thermal comfort was indicated using the 1 − 2𝛼 CI of �̂�∗ with
𝛼 = 0.05 (i.e. 90 % credible level). To compute the CI, the bias-corrected
and accelerated (BC𝑎) method was used, as recommended by Efron and
ibshirani [32] for its capability of alleviating impacts from bias and

skewness. The BC𝑎 interval can be denoted as

[�̂�∗(𝛼lo), �̂�∗(𝛼up)], (6)

here the subscripts ‘lo’ and ‘up’ respectively represent the lower and
the upper limit of the CI, and �̂�∗(𝛼) denotes the 100𝛼th percentile value
of the ordered bootstrap replications. The detailed computation of 𝛼lo
and 𝛼up is given in Appendix C, and an example implementation of the
Bayesian bootstrap is provided in Appendix E.

As discussed in Section 2.1, a reasonable 𝑅 is needed to obtain a
good approximation of the ideal bootstrap estimate. Using a considerably
larger 𝑅 of 1×106, in comparison with the suggestions from literature,
is to guarantee convergence in the bootstrap exercise. This is practical
for this study, as such inference is only conducted on two case study
dwellings with fixed building characteristics under six climate scenarios.
However, it will be significantly more time consuming when applied
at scale, such as its potential integration into design optimisation. To
both confirm the Monte Carlo convergence with the selected 𝑅 in this
study, and inform future work where a multitude of building design
candidates are evaluated, a convergence analysis was also performed.
his involved conducting the same statistical procedure using a range

of values of 𝑅 from 50 to 2×106, with an increment step of 10 before
×103, 50 before 1×104, 100 before 1×105, 500 before 1×106 and
000 afterwards, and the evaluation of each was repeated 100 times.

The bootstrap method also enables the execution of a non-parametric
two-sample hypothesis test [32,57], facilitated by which a comparison
of overheating risk between the two dwelling archetypes was drawn
under each climate scenario. As overheating risk was evaluated under
coincident weather conditions for both dwellings, a paired two-sample t -
test was applied. The null hypothesis 𝐻0 was that the mean overheating
rate in the mid-terraced house is equal to or higher than that in the
top-floor high-rise flat, whereas the alternative hypothesis 𝐻1 was that
the former is lower than the latter. The test statistic is

𝑡 =
ĎΔ𝑥

√

𝑠2Δ𝑥∕𝑛
, (7)

here ĎΔ𝑥 and 𝑠2Δ𝑥 are respectively the sample mean and the sample
ariance of Δ𝐱, which is the observed difference between the overheating

risk of a given room in the mid-terraced house and that in the top-floor
high-rise flat. The calculation of the p-value using the Bayesian bootstrap
is presented in Appendix D.
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Fig. 3. Breakdown of overheating hours. Simulated overheating hours of the assessed rooms in the mid-terraced house (a) and the top-floor high-rise flat (b) during nocturnal and
diurnal occupancy in the five percentiles under the 2030s A1B (top) and the 2080s A1FI (bottom) climate scenario.
4. Results

4.1. Overheating rate

The simulated overheating hours under two typical climate scenarios,
representing a nearer future with lower emissions (2030s A1B) and a
more distant future with higher emissions (2080s A1FI), are depicted in
Fig. 3, categorised by their diurnal and nocturnal occurrences.

Each individual graph illustrates a clear trend that as the percentile
increases, the aggregated overheating hours rise accordingly. A few
anomalies exist in the transition between some percentiles, such as
those between the 50th and the 66th under the 2030s A1B scenario,

here a certain non-monotonicity is shown, plausibly as a collective
result of the non-linearity in BEM and the ranking scheme used in

eather file synthesis. The latter is solely temperature-based for the
PROMETHEUS dataset [56], but domestic overheating is also driven by
other climatic variables such as solar and wind. Its impact, along with
alternative schemes, was discussed by Liu et al. [58]. In contrast to the
similarity in changes over percentiles, a distinct difference regarding
the magnitude of the aggregated overheating hours in bedrooms and
non-bedrooms (i.e. the living room and the kitchen) can be identified.
udging from the diurnal and nocturnal breakdown, it is evident that

this difference mostly stems from the sleeping period, during which
overheating can exceed 500 hours even in the mildest situation; yet
overheating severity during daytime is quite comparable across rooms.
Notably, the bedroom 2 and the bedroom 3 in the mid-terraced house
share fairly similar overheating rates under all climate scenarios, this is
likely attributed to their same orientation (i.e. north) and room function,

hich respectively leads to comparable thermal and occupancy profiles.
s such, the bedroom 3 is excluded in the following analysis.

Across different climate scenarios for the same dwelling, the compari-
son indicates a marked increase in summertime overheating hours as the
time period progresses from the 2030s to the 2080s and the emissions
scenario worsens from A1B to A1FI, which is a common expectation as a
result of climate change. However, it is noticeable that even in the 2030s

ith a relatively optimistic emissions scenario, regulation-compliant
7

dwellings such as both case study homes still have a non-negligible
chance of overheating occurring in bedrooms. Non-bedrooms that are
moderately thermally comfortable in the near future will also gradually
reach an overheating rate that exceeds the 3 % threshold towards the
2080s. As previously analysed, the quantity of diurnal overheating hours
is nearly identical across different rooms, whilst it is during the nighttime
that bedrooms experience outstandingly excessive heat. As indicated
in Fig. 3, the nocturnal dominance in overheating declines from the
2030s to the 2080s, and Fig. 4 provides a more holistic view of this
decline, using the bedroom 1 as an example. Here, the overheating
dominance is expressed in terms of the percentage that overheating
during a given occupied period comprises. The heat maps show that
the overheating dominance during nights peaks at roughly the 10th
percentile of the 2030s in both dwellings, and decreases over years and
percentiles, though there seems to be no distinct divergence between
different emissions assumptions within the same time period. It is also
observable that nocturnal overheating is slightly more dominant in the
top-floor flat overall.

To better illustrate the difference in overheating severity between
two dwellings, Fig. 5 depicts their coincident overheating rates under the
same combinations of climate scenarios, percentiles and rooms. Visually,
despite being fairly over the identity line5, data points for daytime
occupancy in all rooms are scattered across both sides, which suggests
that their overheating level in both dwellings shares a certain similarity
between one another. In contrast, nocturnal overheating is significantly
severer in the top-floor flat, with none of the sixty data points below the
identity line. This will be further analysed later in a more quantitative
manner using the bootstrap hypothesis test.

4.2. Overheating variability

4.2.1. Thermal comfort robustness
Overlaid with the bootstrap distributions, Fig. 6 illustrates the

estimated mean values of the overheating rate (i.e. the expected

5 The identity line in this context is a reference to an identical overheating
rate in both dwellings.
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Fig. 4. Dominance of nocturnal overheating. Trends of changes in the percentage that overheating during nocturnal occupancy comprises of the bedroom 1 in the mid-terraced
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Fig. 5. Comparison of overheating rates. Coincident overheating rates of the same
rooms in the mid-terraced house (x axis) against the top-floor high-rise flat (y axis)
under the same combinations of climate scenarios and percentiles.

overheating risk) and their 90 % BC𝑎 intervals (i.e. the thermal comfort
robustness) for each room and climate scenario in the two case study
dwellings. As aforementioned, bedroom evaluation is separated into
sleeping and non-sleeping periods, along with the exclusion of the
bedroom 3 in the mid-terraced house.

Similar patterns to previous analysis can be observed when inspecting
the estimated mean. In contrast to fairly low or even no expected
overheating risk during daytime before mid-century, occupants may
have already been enduring intense overheating (around 10 %) in recent
years when sleeping in regulation-compliant homes. Although the mean
overheating rates demonstrate a general upward trend over the years
in all rooms and both occupied periods, they appear to be quite stable

ithin the same time period in the 2030s and the 2050s, with an
average increase by slightly over 0.3 %. However, the mean estimates
are expected to have at least 2.3 % rise from A1B to A1FI in the 2080s,
and this figure can reach above 4.5 % in some diurnal occupancy cases.
Such difference between the 2080s and the nearer time periods might be
related to climate system inertia, where current emissions will not fully
reveal its impact until the second half of the century [15]. Comparing
8

the two dwellings, there is also a clear difference in the nocturnal
overheating rates, which are 1.9 – 3.5 % higher in the top-floor flat
across climate scenarios; but relatively more comparable during daytime.

With regard to the evaluated robustness, a significant distinction
is shown between diurnal and nocturnal occupancy. When occupants
are awake, relatively narrow BC𝑎 intervals that begin at roughly 0.8 %
can be seen in coming decades, but gradual increment over the climate
scenarios can lead to a variability of over 16.3 %, which is extremely
high compared to the magnitude of the diurnal threshold. This suggests
that the thermal comfort during daytime tends to stay fairly robust
against climate uncertainty in the short term, whereas such robustness
is expected to be significantly weakened over the years. Conversely, the
ariability of overheating risk in bedrooms during nighttime has been

considerably high since the very beginning, but it is notably less prone to
be time varying, fluctuating by merely 2.1 %. It is also observable that
the CIs at daytime are more extended under higher emissions than
at nights, which may imply that the emissions assumption is more
impactful on the overheating variability during non-sleeping hours.
Besides, overheating variability in the two dwellings is fairly analogous
in magnitude during sleeping hours; but it seems comparatively more
significant in the top-floor flat during daytime, especially in later years,

hose difference can become greater than 2.0 %.

4.2.2. Monte Carlo convergence
To examine the convergence of the bootstrap results in Fig. 6, two

examples of the bootstrap cases in this study are selected, namely the
mid-terraced living room under the 2030s A1B and the nocturnal high-
rise bedroom 2 under the 2080s A1FI. Fig. 7 illustrates the variation of
their resultant mean overheating rates and both limits of the 90 % BC𝑎
intervals using different 𝑅 in multiple runs.

It can be firstly seen that both statistics reach a plateau before 1×106,
ith very limited variation between different runs, advising that it

should be reasonable to deem the Monte Carlo errors eliminated in
the Bayesian bootstrap exercise of this study. From the other side, the
aried fluctuation patterns indicate that the mean estimate is less prone

to the stochasticity in the generation of 𝐠∗ and converges considerably
faster than the robustness indicator; the latter appears not to stabilise
until 2×104 bootstrap repetitions, whereafter the maximum difference
between varied runs remains well below 0.4 %. This is in agreement

ith the suggestion by Efron and Tibshirani [32] that an 𝑅 of 1000 is
only a start point to construct good CIs. Thus, 2×104 may be considered
as a balanced 𝑅 in future work.
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Fig. 6. Variability of expected overheating risk. The bootstrap estimates, the 90 % BC𝑎 intervals and the bootstrap distributions of mean overheating rates of the nocturnal
bedroom 1 (top left), the nocturnal bedroom 2 (top right), the diurnal bedroom 1 (centre left), the diurnal bedroom 2 (centre right), the living room (bottom left) and the
kitchen (bottom right) in the mid-terraced house (a) and the top-floor high-rise flat (b) under each climate scenario.
T

Fig. 7. Convergence of robustness estimation. The bootstrap estimates and the 90 % BC𝑎
intervals of mean overheating rates of the living room in the mid-terraced house under
the 2030s A1B climate scenario (a) and of the nocturnal bedroom 2 in the high-rise
top-floor flat under the 2080s A1FI climate scenario (b) with a variety of bootstrap
replication numbers of multiple runs.

4.2.3. Dwelling archetype comparison
In comparing the expected overheating risk between the two

dwellings using the bootstrap hypothesis test, the resultant p-values
9

able 4
Resultant p-values in comparing overheating rates in the two dwellings.

Climate
scenario

Nocturnal Diurnal

Bedroom 1 Bedroom 2 Bedroom 1 Bedroom 2 Living room Kitchen

2030s A1B < 0.001 < 0.001 0.943 0.260 0.018 0.077
2030s A1FI < 0.001 0.001 0.914 0.238 0.007 0.100
2050s A1B < 0.001 < 0.001 0.988 0.169 0.016 0.007
2050s A1FI < 0.001 < 0.001 0.882 0.147 < 0.001 0.129
2080s A1B < 0.001 < 0.001 0.999 0.156 0.004 0.051
2080s A1FI < 0.001 < 0.001 0.800 0.020 < 0.001 0.003

are tabulated in Table 4 for different rooms under each climate scenario,
categorised by diurnal and nocturnal occupancy. In a hypothesis
test, the smaller the p-value, the stronger the evidence against 𝐻0.
Conventionally, a critical value of 0.1 is considered as borderline
evidence, and that of 0.05, reasonably strong evidence [32].

It can be clearly seen that p-values for the sleeping period are all
less than or equal to 0.001, strongly suggesting that the mid-terraced
bedrooms are expected to experience dominantly lower overheating risk
than the top-floor ones at future nights. This is in great alignment with
the depiction in Fig. 5, where the nocturnal data points are all above
the identity line. On the contrary, the bedroom 1 during daytime has a
p-value fairly close to one under all climate scenarios, which may imply
higher diurnal overheating risk in the mid-terraced house, attributed
to its south-oriented window as compared to the east-oriented one in
the top-floor bedroom 1. It should be emphasised that this implication
does not necessarily hold true given the current results, but can be
strictly tested (to be either proven or disproven) by modifying 𝐻0 and
𝐻1 accordingly. With less such distinction in thermal profiles, p-values
for the bedroom 2, despite a trend of decrease over climate scenarios,
still provide fairly weak evidence against 𝐻0.

Whilst in the living room and the kitchen, two thirds of the resultant
p-values demonstrate strong evidence, to varied degrees, for greater
overheating rates in the high-rise dwelling, with only one above the
borderline critical value. This seems to differ from the findings for
diurnal bedrooms, given that they are both occupied during non-sleeping
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hours; but they plausibly share the same driver in relation to thermal
profiles. Unlike the mid-terraced ones, these non-bedrooms in the top-
floor flat have roofs absorbing solar gain during the daytime, which
leads to significantly more heat gain indoors.

5. Discussion

5.1. Bootstrap application and probabilistic weather data

Applying the variability of overheating risk as the measure of
robustness in decision-making can potentially avoid excessive com-
promise of building performance optimality for extreme events that
are unlikely to occur. Yet its estimation is challenging, which may
fundamentally be ascribed to the inherent non-linearity in the modelling
of the physical processes in buildings. Percentiles are quite informative
as a descriptive statistic, and they are often used as a robust measure of
statistical dispersion; as a matter of fact, the BC𝑎 interval applied as the
robustness indicator in this study is percentile-based. However, the input
uncertainty described by a limited number of percentiles, as is the case
of the future weather data, cannot facilitate proper forward uncertainty
propagation in non-linear models. That is, the percentiles of climate
inputs, even being the sole variation, do not necessarily correspond to
those of outputs. This can also be interpreted from an uncertainty anal-
ysis study by Kershaw et al. [59] on several other building performance
metrics, using the 3000 weather years (inaccessible due to force majeure)
from which the percentile weather data was derived. In other words,
corresponding simulated performance metrics to weather data in the five
percentiles may only be analysed as five data points with no assigned
percentiles. Furthermore, a sample of five observations is less than
enough for the law of large numbers to take effect using conventional
statistical inference. Therefore, the robustness quantification method
aided by the non-parametric Bayesian bootstrap is proposed, to provide
a systematically consistent means of future thermal comfort evaluation
under climate uncertainty.

Aside from this, it is important to acknowledge that the bootstrap
still has its limitation as to small samples. The measure of robustness for
future thermal comfort in this study is the variability of the estimated
mean overheating rate, which is denoted by the width of the BC𝑎
interval. Three key factors that determine such variability are a) the
population variability, b) the sample size (𝑛) and c) the bootstrap
replication number (𝑅) [32]. The population variability is the ideal value
of the thermal comfort robustness, which can be well approximated6

by simulation results using all 3000 weather years; this quantity is
instead indicated by means of the Bayesian bootstrap, embedded with
uncertainty stemmed from sampling errors in relation to both 𝑛 and 𝑅. As
shown in the convergence analysis, the Monte Carlo error can be deemed
eliminated using a sufficiently large 𝑅, but 𝑛 is a constant (i.e. five) in
this context, which is subject to the delivery of the probabilistic future

eather data and leads to a unneglectable part of errors. Their collective
uncertainty can be further measured by techniques such as the double
bootstrap and the jackknife-after-bootstrap [60].

Nonetheless, the conjecture can be made that the bootstrap BC𝑎
interval, with its adjustment for bias and skewness, is monotonically
correlated to the population variability. As such, albeit the existence of
embedded uncertainty in absolute values of the robustness indicators,
their comparability between design candidates is established, which is
key to robustness-informed decision-making. Besides, another benefit
of adopting the Bayesian bootstrap can be revealed by the comparison
between the two case study homes. Existing literature, such as Gupta
and Gregg [17], applied the median weather data to comparing future
overheating risk between different buildings. However, amongst 24 data

6 This is only an approximation as further uncertainty sources associated
ith climate projections exist, but a comparatively better one due to the law

of large numbers.
10
points of the 50th percentile during diurnal occupancy in Fig. 5, a third
present higher overheating rate in the mid-terraced house, so it would
seem quite arbitrary to draw the comparison using such deterministic ap-
proach. Overall, the Bayesian bootstrap demonstrates a good capability
of handling uncertainty in future overheating assessment.

Recognising that the percentile-based delivery of probabilistic
eather data is the root cause of the uncertainty in robustness estimation,

it is strongly recommended that more details should be included rather
than merely five percentiles in the future delivery with updated climate
projections, so that more sound quantitative analysis can be performed

ith less difficulty. However, even with the original dataset (i.e. the
3000 weather years) available, the Bayesian bootstrap should still be
an essential tool for robustness evaluation of building performance, as
it is not practical to run building simulation under all 3000 weather
years, especially when a large number of building design candidates are
involved in the decision-making process. Rather, a full dataset would
be more useful in providing an opportunity for further validation of the
bootstrap results.

5.2. Building regulations and energy efficiency measures

In the course of exploring the application of the Bayesian bootstrap in
robustness assessment, this study modelled two post-retrofit residential
buildings, to examine the comfort-related impact of the current energy-
oriented building regulations. A clear observation from the previous
analysis is that occupants are expected to experience relatively mild
overheating risk when they are awake, but quite severe one when
sleeping even in the 2030s. This may further imply the high likelihood of
occupants having been experiencing considerable nocturnal overheating
in their homes during hot summers in recent years.

This phenomenon can be traced back to various assumptions that
M59 makes in terms of occupancy profiles and overheating thresholds.

It may seem quite pessimistic to assume continuous occupancy in its
scheduling guidance, as is also argued by Mourkos et al. [53]; but
recent trends have shown that working from home becomes increasingly
popular, especially since the COVID-19 pandemic [5,6]. On the other
hand, it is fairly realistic to consider the difficulty of occupants being
adaptive’ to their thermal comfort during sleep, as windows should
remain closed unless security measures are present. With windows
closed at nights, excessive heat can hardly be released to the outside
through highly insulated fabric in the presence of lower external
temperature, contributing to severe overheating risk. In light of this,
more attention should be paid to bedrooms in future-proof revision
of building regulations because of their nocturnal susceptibility to
overheating, so that a better balance can be struck between thermal
comfort and energy efficiency.

As highlighted in the results, nocturnal overheating is more of a
concern in both dwellings, regarding not only its magnitude but more
importantly its variability. This can be mainly attributed to the lack
of ventilation, which has been widely discussed by researchers in their

ork on indoor thermal comfort, such as Gupta et al. [61] who suggested
that window opening can make an extensive difference in internal air
temperature at nights. In contrast, diurnal overheating risk is both lower
and less dispersed, albeit its worsening in later years. Collectively, these
indicate that more efforts are required to expel heat outwards rather
than to prevent from absorbing it inwards, as measures focussing on the
latter, such as shading, mainly work during daytime. It may also suggest
that such adaptive measures as window operation is a key factor towards
high robustness of future thermal comfort. This can be seen as one of
the underlying reasons of high-level insulation inducing unintended
consequences of climate change mitigation actions in buildings, as it
hampers heat transfer in both directions; consequently, the existence of
internal gain leads indoor air temperature to accumulate in the absence
of efficient heat release.

A further noteworthy observation relates to the different efforts
needed for the two dwelling archetypes to achieve robust thermal
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comfort. As discussed before, window opening at nights is subject
to security consideration. Although windows in both dwellings are
kept closed for comparability, top-floor bedrooms are less likely to be
associated with security concern [62], which facilitates the utilisation
of night ventilation. In contrast, to introduce nocturnal ventilation,
dwellings such as mid-terraced houses are supposed to either invest
in extra security measures or resort to mechanical ventilation, both of

hich would involve higher life cycle cost and energy consumption.
However, this should not be interpreted as cooling high-rise homes
being easier. It is well recognised that the high-rise is more susceptible
to overheating under current climatic conditions [14,62–65], and
this seems to remain the case in some rooms and occupied periods
in the future according to the previous comparative analysis using
the bootstrap hypothesis test. It has been shown that the extensive
overheating in top-floor flats is closely linked to their distinctive thermal
profiles, but that may not be the only driver. Predominantly located in
urban areas, high-rise dwellings are also strongly impacted by the urban
heat island (UHI) phenomenon, which was not accounted in this study.
Oikonomou et al. [49] indicated that an urban location contributes more
to overheating than a lack of shading devices. UHI is a critical factor due
to its full-spectrum influence on both diurnal and nocturnal occupancy,
as the increment of ambient temperature can not only raise the daytime
heat intake but suppress nighttime heat release.

6. Conclusion

From the perspective of domestic overheating, this paper investigated
the robustness evaluation of thermal comfort against uncertain future
climate, using a non-parametric statistical tool termed the Bayesian
bootstrap. The results revealed that the distinction in both expected
overheating risk and its variability mainly lies between nocturnal and
diurnal occupancy, rather than different rooms in each dwelling. The
dissimilarity in thermal profiles was considered as a major driver of
the difference in overheating risk between mid-terraced houses and
high-rise top-floor flats. Whilst formulation of explicit recommendations
for building regulations is beyond the scope of this study, a significant
implication was highlighted that adaptive ventilation may be a key
measure to enhance the robustness of future thermal comfort. Most
importantly, the application of the Bayesian bootstrap demonstrated its
good capability to facilitate systematically consistent robustness evalua-
tion, which potentially can better inform risk-based decision-making in
building design.

One limitation in this study is the lack of consideration of UHI,
hich can have considerable impact on the overheating assessment.

Integration of UHI in BEM weather data is an emerging research topic,
accounting which would be ideal, but the use of directly available

eather files is deemed to suffice the aim of this study. In future
ork, the UKCP18 weather data will be adopted when available. The

main findings drawn with UKCP09 in this study are expected to
hold, but the more recent dataset would potentially facilitate further
alidation of the bootstrap results. Investigation is being undertaken into

incorporating the bootstrap-aided robustness assessment into building
design optimisation to inform future-proof housing stock.
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Appendix A. Formulation of the Bayesian bootstrap

An important concept in formulating the Bayesian bootstrap is the
Dirichlet distribution, whose probability density function is defined as

𝑓 (𝐩; 𝛄) = 1
B(𝛄)

𝐾
∏

𝑘=1
𝑝𝛾𝑘−1𝑘 , (A.1)

here 𝐾 is the order of the distribution, 𝐩 = (𝑝1, 𝑝2,… , 𝑝𝐾 ) is its support
ith ∑𝐾

𝑘=1 𝑝𝑘 = 1 and 𝑝𝑘 ≥ 0 for 𝑘 ∈ {1, 2,… , 𝐾}, 𝛄 = (𝛾1, 𝛾2,… , 𝛾𝐾 ) is
the concentration parameter with 𝛾𝑘 > 0 for 𝑘 ∈ {1, 2,… , 𝐾}, and B(⋅)
is the multivariate beta function. The formula of B(⋅) is omitted herein,
as B(𝛄) is a normalisation constant for a given 𝛄.

As per Rubin [29], mimicking sampling from the population 𝐹 by
resampling the observed sample 𝐱 indicates a fundamental assumption
underlying the bootstrap — all distinct values in 𝐹 have been observed
in 𝐱. If each observation in 𝐱 is also distinct, which is a special case of
the theory by Rubin [29] and is the case for this study, the probability
of their occurrence in 𝐹 can be denoted by 𝐠 = (𝑔1, 𝑔2,… , 𝑔𝑛). The cor-
responding empirical probability is therefore �̂� = (�̂�1, �̂�2,… , �̂�𝑛), where
�̂�𝑖 = 1∕𝑛 for 𝑖 ∈ {1, 2,… , 𝑛}, which can be alternatively denoted in terms
of frequency as 𝑛�̂� = (𝑛�̂�1, 𝑛�̂�2,… , 𝑛�̂�𝑛) with 𝑛�̂�𝑖 = 1 for 𝑖 ∈ {1, 2,… , 𝑛},
meaning that the number of times that each distinct value in 𝐱 is
observed is identical and equal to one.

As per (A.1), taking the Dirichlet distribution Dirichlet (𝛄) as the
prior gives

𝐠 ∝
𝑛
∏

𝑖=1
𝑔𝛾𝑖−1𝑖 , (A.2)

and the likelihood for the sample is given by

�̂� ∣ 𝐠 =
𝑛
∏

𝑖=1
𝑔𝑛�̂�𝑖𝑖 . (A.3)

pplying Bayes’ theorem, the posterior is derived as proportional to
the prior times the likelihood, leading to another Dirichlet distribution
Dirichlet (𝛄 + 𝑛�̂�),

∣ �̂� ∝
𝑛
∏

𝑖=1
𝑔𝛾𝑖+𝑛�̂�𝑖−1𝑖 . (A.4)

he generation of 𝐠∗ is essentially drawing random samples from such
posterior, hence

𝐠∗ ∼ Dirichlet (𝛄 + 𝑛�̂�). (A.5)

In the limit of 𝛾𝑖 → 0 for 𝑖 ∈ {1, 2,… , 𝑛} gives the Haldane’s prior,
a commonly used non-informative prior [66]. Along with 𝑛�̂� = 𝟏, the
posterior Dirichlet (𝛄 + 𝑛�̂�) becomes the uniform Dirichlet distribution
Dirichlet (𝟏), and (A.5) becomes (3) accordingly.

ppendix B. Calculation of the running mean temperature

As per TM52 [54], the exponentially weighted running mean tem-
perature is defined as

𝑇rm[𝑑] = (1 − 𝜆)
𝐷
∑

𝑙=1
𝜆𝑙−1𝑇ed[𝑑 − 𝑙], (B.1)

here 𝑑 is the time index corresponding to the current day, 𝑑 − 1 the
previous day, and so on; specially, 𝑑 = 0 refers to the first day. As such,
𝑇ed[𝑑] and 𝑇rm[𝑑] respectively denote the daily mean and the running
mean external temperature for the day of the time index 𝑑. 𝜆 ∈ (0, 1)
is a decay factor that describes the impact of the past, and 𝐷 is the
number of previous days to be accounted.
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𝛼
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To calculate 𝑇rm for a series of annual weather data more efficiently,
B.1) can be first applied to compute 𝑇rm[0] for initialisation, using 𝑇ed

for the last 𝐷 days in the same year; then 𝑇rm[1], 𝑇rm[2],… , 𝑇rm[364] (as-
suming a non-leap year) can be ordinally obtained by

𝑇rm[𝑑] = (1 − 𝜆)𝑇ed[𝑑 − 1] + 𝜆𝑇rm[𝑑 − 1], (B.2)

hich is equivalent to (B.1) given the initial condition 𝑇rm[0]. Whilst
𝐷 can be as large as possible, 𝐷 = 7 with a 𝜆 of 0.8 was used in this
study, as recommended in TM52 [54].

Appendix C. Computation of the BC𝒂 interval

As per Efron and Tibshirani [32], 𝛼lo and 𝛼up for the BC𝑎 interval
are defined as

𝛼lo = Φ
(

�̂� +
�̂� + Φ−1(𝛼)

1 − �̂�(�̂� + Φ−1(𝛼))

)

,

up = Φ
(

�̂� +
�̂� + Φ−1(1 − 𝛼)

1 − �̂�(�̂� + Φ−1(1 − 𝛼))

)

,
(C.1)

here Φ(⋅) is the cumulative distribution function (CDF) of the standard
normal distribution, Φ−1(⋅) is the inverse function of Φ(⋅), �̂� is the
bias-correction factor computed by

�̂� = Φ−1(Pr(�̂�∗ < �̂�)), (C.2)

and �̂� is the acceleration factor that can be approximated via

�̂� =
∑𝑛

𝑖=1(
s�̂�† − �̂�†𝑖 )

3

6[
∑𝑛

𝑖=1(
s�̂�† − �̂�†𝑖 )

2]3∕2
, (C.3)

here �̂�†𝑖 is obtained via the jackknife, an alternative resampling method
predating and closely linked to the bootstrap.

A jackknife sample 𝐱†𝑖 = (𝑥1, 𝑥2,… , 𝑥𝑖−1, 𝑥𝑖+1,… , 𝑥𝑛) is constructed
as a subset of the original sample 𝐱 by removing the 𝑖th observation, �̂�†𝑖
is the jackknife replication of �̂� corresponding to 𝐱†𝑖 . For instance, if the
sample has five observations 𝐱 = (𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5) and �̂� is the sample
mean, the jackknife replication �̂�†3 is calculated by (𝑥1 + 𝑥2 + 𝑥4 + 𝑥5)∕4.

Appendix D. Execution of the bootstrap hypothesis test

As per Efron and Tibshirani [32] and Noreen [57], the paired
two-sample bootstrap t -test can be conducted as follows.

1. Calculate the paired difference between the two samples as Δ𝐱.
2. Translate the paired difference to have a mean of zero by

Δ̃𝐱 = Δ𝐱 − ĎΔ𝑥. (D.1)

3. Generate 𝑅 random resampling vectors 𝐠∗1 , 𝐠
∗
2 ,… , 𝐠∗𝑅 that corre-

sponds to Δ̃𝐱.
4. Evaluate the corresponding bootstrap replications of the test

statistic 𝑡∗1 , 𝑡
∗
2 ,… , 𝑡∗𝑅 to the resampling vectors using (7)

𝑡∗ =
ĎΔ𝑥∗

√

𝑠2Δ𝑥
∗
∕𝑛

. (D.2)

5. Estimate the p-value applying the inverse of the BC𝑎 interval in
Appendix C, with the observed value of the test statistic calculated
by (7) on Δ𝐱.

ppendix E. Implementation of the Bayesian bootstrap

An example implementation for the Bayesian bootstrap is demon-
strated via pseudocode in Algorithm 1, using the sample mean as the
statistic of interest. Functions not herein defined are accessible via either
Python standard libraries or NumPy [67] and SciPy [68], two established
Python packages for scientific computing. The mathematical symbols
used are the same as in the main paper.
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Algorithm 1 The Bayesian bootstrap of the sample mean.

1 function Main(𝐱, 𝑅, 𝛼)
2 𝑛 ← Length(𝐱)
3 𝛄 ← Ones(𝑛)
4 for 𝑗 ← 1, 𝑅 do
5 𝐠𝑗 ← RandomDirichlet(𝛄)
6 �̂�∗𝑗 ← WeightedMean(𝐱, 𝐠𝑗 )
7 end for
8 return BCa(𝐱, 𝛼, (�̂�∗1 , �̂�

∗
2 ,… , �̂�∗𝑅))

9 end function
10 function BCa(𝐱, 𝛼, (�̂�∗1 , �̂�

∗
2 ,… , �̂�∗𝑅))

11 �̂� ← BiasCorrection(𝐱, (�̂�∗1 , �̂�
∗
2 ,… , �̂�∗𝑅))

12 �̂� ← Acceleration(𝐱)
13 𝛼lo ← CumulativeProbability(𝛼, �̂�, �̂�)
14 𝛼up ← CumulativeProbability(1 − 𝛼, �̂�, �̂�)
15 return Quantile((�̂�∗1 , �̂�

∗
2 ,… , �̂�∗𝑅), (𝛼lo , 𝛼up))

16 end function
17 function BiasCorrection(𝐱, (�̂�∗1 , �̂�

∗
2 ,… , �̂�∗𝑅))

18 �̂� ← Mean(𝐱)
19 count ← 0
20 for 𝑗 ← 1, 𝑅 do
21 if �̂�∗𝑗 < �̂� then
22 count ← count + 1
23 end if
24 end for
25 return NormalInverseCDF(count ∕ 𝑅)
26 end function
27 function Acceleration(𝐱)
28 (�̂�†1 , �̂�

†
2 ,… , �̂�†𝑛 ) ← Jackknife(𝐱)

29 s�̂�† ← Mean((�̂�†1 , �̂�
†
2 ,… , �̂�†𝑛 ))

30 numerator ← 0
31 sum ← 0
32 for 𝑖 ← 1, 𝑛 do
33 difference ← s�̂�† − �̂�†𝑖
34 numerator ← numerator + Power(difference, 3)
35 sum ← sum + Power(difference, 2)
36 end for
37 denominator ← Power(sum, 3∕2) ∗ 6
38 return numerator ∕ denominator
39 end function
40 function Jackknife(𝐱)
41 𝑛 ← Length(𝐱)
42 for 𝑖 ← 1, 𝑛 do
43 𝐱†𝑖 ← Delete(𝐱, 𝑖)
44 �̂�†𝑖 ← Mean(𝐱†𝑖 )
45 end for
46 return (�̂�†1 , �̂�

†
2 ,… , �̂�†𝑛 )

47 end function
48 function CumulativeProbability(𝛼, �̂�, �̂�)
49 numerator ← �̂� + NormalInverseCDF(𝛼)
50 denominator ← 1 − �̂� ∗ numerator
51 return NormalCDF(�̂� + numerator ∕ denominator)
52 end function
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