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## Abstract

This thesis introduces and analyses a new model of time-periodic (Floquet) dynamics in a quantum spin systems. This model is implemented via a time-periodic quantum circuit with local Clifford gates. All the results of this thesis are rigorous mathematical proofs, which use tools and methods from quantum information science to study problems in many-body quantum systems and condensed-matter physics. This includes proofs of a form of dynamical mixing of Pauli operators in the case of local interactions, and conditions under which the evolution operator can resemble a random unitary. The scrambling time is of critical importance to these results, and in the case of non-local interactions, a slightly larger than logarithmic scrambling time is found. Also, the model analysed in this thesis has the peculiarity that it displays a strong form of localisation in one spatial dimension and the absence of localisation in two dimensions. There is no previously known model with these features, hence, this research is important to characterise the landscape of many-body quantum physics.

## Impact Statement

With the possibility of quantum simulators [1, 2], and so the artificial synthesis of quantum matter without "unphysical" Hamiltonians, a deep and thorough understanding of the landscape of possible phenomena in many-body quantum systems is essential. In this thesis, I contribute to this through an exploration of time-periodic quantum circuits with Clifford gates, which are well-known from the stabiliser formalism in quantum computation. Time-periodic dynamics, also known as Floquet dynamics, are of increasing interest in the physics community. In particular, the results of this thesis are relevant and of interest to a variety of fields within academia: quantum information theory, many-body quantum systems, condensed matter physics, and mathematical physics (random matrix theory and percolation theory). Importantly, new tools to study time-periodic random quantum circuits are developed in this thesis.

Outside of academia, the results of this thesis may be of interest to those concerned with using the sampling of pseudo-random unitaries to demonstrate the computational advantage of quantum computers (for certain tasks). The most notable example of this is the recent experiment in reference [2], which measures the output of the generated quantum circuits using Pauli measurements.
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## Chapter 1

## Introduction

The study of time-periodic (Floquet) dynamics has provided a deeper understanding of the rich landscape of observable behaviour in many-body quantum systems, and of non-equilibrium phase transitions. This is equally true of the study of quantum system with disorder, with examples of phenomena including: single-particle (Anderson), and many-body localisation. Although despite this, the importance and role of disorder in many-body quantum systems is still far from being conclusively resolved, which is particularly the case for the definition of quantum chaos.

In this thesis, I will investigate the role of disorder in time-periodic (Floquet) quantum circuits. In chapter 2 I will present results concerning the mixing of Pauli operators (when evolving according to the Heisenberg picture), and which investigate the question: how much do local and time-periodic dynamics appear to resemble a random unitary? In chapter 3 I will present results concerning localisation. The rest of this chapter is an overview and discussion of literature relevant to the results in this thesis. I have endeavoured to make this survey broad. In each section I will draw attention to how the discussed ideas and insights from the literature serve as motivations for the results I will present in subsequent chapters, and clearly indicate the specific chapter and section. Moreover within these chapters I will discuss further how the results presented relate to previous work in the field.

### 1.1 Quantum chaos and random matrix theory

The distinction between chaotic and integrable quantum dynamics [3] plays a central role in many areas of physics, for example in the study of equilibration [4], thermalisation [5], and related topics such as the eigenstate thermalisation hypothesis [6, 7], quantum scars [8], and the generalised Gibbs ensemble [9]. This distinction is also important in the characterisation of many-body localisation and in arguments concerning the black-hole information paradox, both of which will be discussed later in this chapter in sections 1.5 and 1.3 respectively. In this section, I will discuss the notions of ergodicity and chaos in quantum systems, which is particularly relevant to the results in chapter 2 .

Despite thorough research, the precise definitions of quantum chaos and integrability are still being debated [10-12]. In the case of classical systems, there is a defining feature of chaos; the (exponential) divergence of trajectories in phase space under a perturbation. Unfortunately however, this definition does not extend to the case of quantum systems. For all (unitary) dynamics of a quantum system, the distance or distinguishability, as quantified for example by the trace distance (1-norm) or just the overlap, of two (different) quantum states of the Hilbert space remains constant for all times.

However, through the field of random matrix theory, it is well established that the dynamics of chaotic quantum systems share important features with (typical) random unitary matrices [13]. It is worth remarking that historically the study of random matrix theory was first used to model heavy nuclei and their spectral properties, and the field itself is a highly important and influential area of physics. The most notable signature of quantum chaos is the structure of the eigenvalues of the Hamiltonian. In particular, the distribution of the spacing between (consecutive) eigenvalues, $\Delta E=E_{i}-E_{i+1}$, follows a distribution of the form $P(\Delta E) \sim \Delta E e^{-\Delta E^{2}}$, which as $\Delta E$ tends to zero gives zero probability; this is known as eigenvalue repulsion [6, 14-16]. This feature of eigenvalue repulsion and the distribution of eigenvalue spacing has been identified as the same distribution as that of a typical random unitary matrix sampled uniformly (according to the Haar measure) from the unitary group; this is
known as the circular unitary ensemble. It should be noted that the exact form of this distribution of eigenvalue spacing does depend on the underlying symmetry of the system, and this fact is also reflected by the random matrices which must satisfy some additional symmetry. For example, the case of random unitary matrices corresponds to systems with no symmetry, but for systems which exhibit time reversal symmetry then the random matrices are restricted to random orthogonal matrices. Whereas, for integrable quantum systems the distribution of eigenvalue spacing does not exhibit repulsion, and instead the signature of integrability is a Poisson distribution, $P(\Delta E) \sim \exp (-\Delta E)$, for the distribution of eigenvalue spacing [17].

There are of course many other notable signatures of quantum chaos in physically relevant systems that are commonly identified with aspects of random unitaries. Some of these include: fast decay of out-of-time order correlators [18-20], entanglement spreading [21], operator entanglement [22], entanglement spectrum [23, 24], linear growth of the spectral form factor [25--27], and Loschmidt echo [28].

### 1.1.1 Relevance to results in thesis

The study of quantum chaos and of ergodicity in quantum many-body systems is of particular relevance to the results I will present in chapter 2, In chapter 2, I will explore a time-periodic random quantum circuit and discuss mathematical results concerning the mixing of Pauli operators and how the dynamics of the system appear to resemble that of a random unitary.

### 1.2 Quantum information theory and unitary designs

In the field of quantum information, there is a prominent study of randomness as a resource for a variety of quantum information processing tasks. This itself is in direct analogy with the study of randomised algorithms in classical computing. In some cases the use of randomness is essential to the performance of the algorithm, for example in cryptography, whereas in other cases the use of randomness is instead useful for improving the efficiency of the algorithm, for example finding the
minimum-cut of a given graph. Similarly, some quantum information processing tasks which utilise randomness include: data-hiding [29], quantum state decoupling [30], entanglement distillation [31], quantum error correction [32, 33], quantum process tomography [34], and randomised benchmarking [35]. In this section, I will outline exactly what is meant by using randomness as a resource, introducing the quantum information notion of a unitary design, which is central to this work, and discuss the literature surrounding this topic. However, I will not delve into a discussion of the algorithms which make use of randomness, and in particular the discussion will focus on the construction of unitary designs.

Early in the history of the field, it was realised that to implement a (Haar) random unitary (a random unitary sampled uniformly from the unitary group [36]) on $n$ qubits using two qubit gates was not efficient, in particular the circuit depth required is (doubly) exponential in the number of qubits, $n$ [37-40]. This itself poses a problem, since a quantum algorithm as part of its procedure can not make use of such an inefficient operation. The solution to this comes in the form of unitary designs. In essence the idea behind unitary designs is that rather than implement a (Haar) random unitary, it suffices to instead implement a unitary which resembles a (Haar) random unitary to some degree of accuracy, in particular it resembles the first $k$ statistical moments. (As an aside, a related notion exists in classical computation, where instead the object of interest are random permutations [41,42].) In more operational terms, a set of unitaries $\mathcal{U} \subset \mathrm{SU}\left(2^{n}\right)$ forms a $k$-design if, despite having access to $k$ copies of a given unitary $U$, we cannot discriminate between the case where $U$ is sampled from $\mathcal{U}$ or uniformly (Haar) from the entire unitary group $\mathrm{SU}\left(2^{n}\right)$. Mathematically, the definition of a unitary designs [43, 44] is as follows

Definition 1.1. Unitary k-design. A distribution of unitaries $\mathcal{U} \subset \mathrm{SU}\left(2^{n}\right)$ is a unitary $k$-design if the following holds

$$
\begin{equation*}
\mathbb{E}_{\mathcal{U}} U^{\otimes k} \rho U^{\dagger \otimes k}=\int_{S U\left(2^{n}\right)} d U U^{\otimes k} \rho U^{\dagger \otimes k} \tag{1.1}
\end{equation*}
$$

for all density operators $\rho$ of the $k$-fold tensor product Hilbert space (dimension $2^{n k}$ ).

We can also define an approximate version of unitary designs.

Definition 1.2. Approximate unitary k-design. A distribution of unitaries $\mathcal{U} \subset$ $\mathrm{SU}\left(2^{n}\right)$ is an $\varepsilon$-approximate unitary $k$-design if for the twirling maps

$$
\begin{equation*}
\Xi_{\mathcal{U}}^{(k)}(\rho)=\mathbb{E}_{\mathcal{U}} U^{\otimes k} \rho U^{\dagger \otimes k} \tag{1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Xi_{\mathrm{SU}\left(2^{n}\right)}^{(k)}(\rho)=\int_{S U\left(2^{n}\right)} d U U^{\otimes k} \rho U^{\dagger \otimes k} \tag{1.3}
\end{equation*}
$$

the following holds

$$
\left\|\Xi_{\mathcal{U}}^{(k)}-\Xi_{\operatorname{SU}\left(2^{n}\right)}^{(k)}\right\|_{\nabla} \leq \varepsilon,
$$

where $\rho$ is any density operator of the total (tensor product) Hilbert space, and where $\varepsilon>0$. Equivalently, a distribution of unitaries $\mathcal{U} \subset \mathrm{SU}\left(2^{n}\right)$ is an $\varepsilon$-approximate unitary $k$-design if

$$
\begin{align*}
& =\sup _{d, \rho}\left\|\mathbb{E}_{\mathcal{U}}\left(U \otimes \mathbb{1}_{d}\right)^{\otimes k} \rho\left(U \otimes \mathbb{1}_{d}\right)^{\dagger \otimes k}-\int_{S U\left(2^{n}\right)}\left(U \otimes \mathbb{1}_{d}\right)^{\otimes k} \rho\left(U \otimes \mathbb{1}_{d}\right)^{\dagger \otimes k} d U\right\|_{1} \\
& \leq \varepsilon \tag{1.4}
\end{align*}
$$

Operationally, this approximate version is equivalent to allowing some error tolerance $\varepsilon$ in the discrimination process. For an explanation of the diamond or operator norm used in the definition of approximate unitary $k$-designs consult the references [45,46]. But to briefly summarise, when discriminating between unitaries (or quantum channels) it is possible to increase the distinguishability by entangling the probe with an arbitrary ancilla.

To clearly illustrate the concept of unitary design we consider the following example. We have a collection of $n$-qubits and we wish to apply a unitary which resembles a Haar random unitary up to the first moment (mean), so a 1-design. To do this, we apply to each of the $n$ qubits independently a random single qubit Pauli operator $\left(I, \sigma_{X}, \sigma_{Y}, \sigma_{Z}\right)$ selected with uniform probability (1/4). Unfortunately,
while this construction of a unitary 1-design is straight-forward and moreover easy to implement, it appears that for most practical purposes designs of order 2 and higher are required. For example, the quantum information processing tasks I have already mentioned require: data-hiding (2-design), quantum state decoupling (2-design), randomised benchmarking (2-design), and state discrimination (4-design). Finally, it should be noted that an (exact or approximate) unitary $k$-design is also an (exact or approximate) unitary $k$ - 1 -design, which can be seen by considering the state $\rho$ to be the identity on one of the $k$-fold tensor product Hilbert spaces.

In the rest of this section, the discussion will focus on the construction of unitary designs, both exact and approximate. I will first present and discuss results in the literature concerning discrete time dynamics and unitary designs. The discrete time dynamics are generated by a random quantum circuit: quantum circuits in which the gates are selected at random according to some distribution. Early work focussed initially on constructing both exact and approximate unitary 2-designs. This was demonstrated in numerous works. Initially work required highly structured random quantum circuits with specific choices of gate set [39, 47], but they did indeed demonstrate (efficient) algorithms for implementing both exact and approximate unitary 2 -designs. The circuits required a number of gates polynomial in the number of qubits. Later work [44, 48, 49] improved upon this by showing an approximate 2-design can be implemented by applying in series a polynomial number of independent and uniformly selected two qubit random unitaries, where the pair of qubits acted upon is also selected independent and uniformly. It is worth noting some recent work [50] that studies a notion called anti-concentration, which is a weaker but related condition than a unitary 2-design. The results of this work demonstrate that anti-concentration occurs for depth only logarithmic in the number of qubits. Another recent result concerning approximate unitary 2-designs is found in reference [51], which notably uses techniques from condensed matter and statistical mechanics, demonstrates that a local time-dependent random quantum circuit forms an approximate 2-design in a time linear in the number of qubits.

As discussed, higher than unitary 2-designs are required for many practical
applications. I will now focus on results concerning $k$-designs for any arbitrary $k$, some of which are generalisations and extensions of references already discussed. In particular, it was shown in references [33, 52] that a one-dimensional system of $n$ qubits in which a series of independent and uniformly selected two qubit random unitaries are applied to (random) pairs of neighbouring qubits, forms an approximate $k$-design when $O\left(n^{2} k^{10}\right)$ gates are applied. Moreover, later work has focussed on studying higher spatial dimensions and shown a similar result [53].

In general, less is known of the case of exact unitary designs. One particular instance of exact unitary designs is well known from references [54, 55]. In these works, the results focus upon a sub-group of unitaries known as the Clifford group. The Clifford group is the group of unitaries which transform $n$-qubit Pauli operators to $n$-qubit Pauli operators. (The Clifford group is central to all of the results of this thesis, and hence I leave a detailed presentation until later, see appendix A.) It is found that applying to a (uniformly selected) random Clifford unitary to $n$ qubits implements an exact 3-design, and it should be noted that any Clifford unitary on $n$ qubits can be applied using a polynomial number of single and two qubit Clifford unitaries. Also, in these works it is also shown that the Clifford group can not form any higher order exact $k$-design. (Although, recent work has extended the analysis of Clifford group based unitary designs to show that approximate designs of any order $k$ can be constructed by also including a polynomial (in $k$ ) number of non-Clifford two qubit unitaries [56].)

There has also been some work investigating the construction of unitary $k$ designs with continuous time dynamics, so how close the time evolution operator, given by the exponential of a Hamiltonian, resembles a (Haar) random unitary. However, it would be fair to say that in this instance the discrete-time case has received more attention. One of the main contributions in this direction can be found in reference [57]. In this work, a one dimensional spin chain of $n$ qubits with dynamics generated by time-dependent local (nearest-neighbour) stochastic Hamiltonians (Brownian quantum circuits) is studied. It is found that in this case an approximate $k$-design is formed after a running time that is linear in $n$ and polynomial
in $k$, for any arbitrary $k$. Another notable work is reference [58], that presents a Hamiltonian with periodically changing interactions that forms an approximate $k$-design after a minimum run time.

Finally, there are some results concerning unitary designs in which there are also some added conservation laws [59, 60]. The models considered are random quantum circuits, with the conservation laws ensured by imposing that all local random unitaries commute with a fixed operator, $Q$. It is found that these random circuits also generate approximate $k$-designs in the operator space orthogonal to $Q$, with $k$ increasing as time passes.

### 1.2.1 Relevance to results in thesis

The results I have presented from the literature concerning unitary designs focus on time-dependent dynamics. This serves as the primary motivation for the results in chapter 2 in particular section 2.1. In this section, I will present a model of a timeperiodic random quantum circuit with local interactions and discuss mathematical results connected with the notion of approximate unitary designs. Additionally the Clifford group, which was discussed in the context of exact 3-designs, is central to all of the results of this thesis. (To reiterate, a detailed discussion of the Clifford group is given in appendix A) It is also worth noting that many of the mathematical results and notation introduced in section 2.1 are also made use of in later sections (section 2.2).

### 1.3 Quantum information theory and black holes

The application of ideas and tools from quantum information to the study of highly chaotic quantum system, in particular investigating the physics of black holes, is particularly striking. The research along these lines has provided a useful new perspective and given further physical insight, while also presenting new research questions to investigate. In this section I will mainly focus on the results of Hayden and Preskill in the reference [61], and work which builds on this further.

Broadly speaking the question of interest is: using the tools and techniques of quantum information theory what can we learn about what happens to the (quantum)
information deposited and contained within a black hole? In particular in the work of Hayden and Preskill, the question is: using the perspective of quantum information theory what can we learn about what is the fate of the quantum information contained in a fixed number of qubits which are absorbed by a black hole? A toy model for the dynamics of a black hole is to use a (Haar) random unitary to model the dynamics, which is also a typical model used to study highly chaotic quantum dynamics. (This perspective was also taken earlier in the references [62,63], in which the entanglement between a black hole and its environment was studied.) The results using this model are striking. Consider $N$ qubits, which are maximally entangled with another $N$ qubits acting as a reference system. These $N$ qubits are then absorbed into the black hole, modelled as described as a (Haar) random unitary. If the black hole has already aged past half of its life-time then after the black hole has radiated away a further $N$ qubits, then the total radiation from the black hole is maximally entangled with the $N$ qubit reference system. (If the black hole is not aged past half its life time, then all that is required is to wait for this to occur.) In other words, the quantum information thrown into the black hole is almost immediately expelled and encoded within the total radiation from the black hole. (Subsequent work has found a decoding algorithm [64], which curiously has connections with the out of time order correlator studied extensively in the context of quantum chaos.)

In this work, the discussion then focuses on the implementation of this random unitary via a (random) quantum circuit, noting that a unitary 2-design is sufficient. Recalling from the previous section (1.2), it has been shown that implementing a 2-design on $n$ qubits can be done with a (time dependent) random quantum circuit of depth polynomial in $\log n$.

This leads to what is known as the fast scrambling conjecture [65, 66]. This conjecture states the following that: the most rapid scramblers take a time logarithmic in the number of degrees of freedom, matrix quantum mechanics saturate the bound, and black holes are the fastest scramblers in nature. This conjecture, from the quantum information perspective, provides additional motivation for the continued study of unitary designs and random quantum circuits. Namely that one research
objective is to find/demonstrate a physically well-motivated random quantum circuit which implements a unitary design which has a circuit depth that is logarithmic in the number of qubits.

Progress in this direction has already been made by studying what is known as decoupling [30,67]. In these works, it has been shown that random quantum circuits with non-local few-body (time-dependent) dynamics can in poly-logarithmic depth implement (approximately) the same process described as for the model black hole. Additionally, it is worth recalling (from section 1.2) that a related notion known as anti-concentration, which is a weaker condition than a 2 -design, has been shown to occur in logarithmic depth for local (time-dependent) random quantum circuits [50]. Finally, it is briefly worth noting related studies of the growth of circuit complexity [68-70],

### 1.3.1 Relevance to results in thesis

The results that will be discussed in chapter 2 section 2.2 draw their primary motivation from the ideas presented in this section. That is to say, the high chaotic (quantum) dynamics of a black hole are modelled as a (Haar) random unitary. However, physically one would expect the dynamics to be time-independent. Hence, we study a time-periodic model, which share important features with time independent dynamics, and investigate the limit of the scrambling speed, by allowing interactions to be non-local although still few-body.

### 1.4 Single-particle (Anderson) localisation

In this section, I will discuss the phenomenon of Anderson (single-particle) localisation. This phenomenon was first studied by Anderson in 1958 [71], and was initially proposed as a model to investigate spin diffusion in materials with impurites. Anderson localisation itself is now extremely well studied [72-74], and a great deal is understood, with many elaborations, refinements, and extensions of the original model. In this section, I will give a general overview, which will provide context and motivation for the following section on many-body localisation (section 1.5) and also for our results in chapter 3 , which concerns localisation in time-periodic systems.

Anderson localisation has been studied in many spatial dimensions. I will present the one-dimensional model, from which analogous higher spatial dimensional models can be inferred. Although I will still discuss and compare the phenomenology in higher dimensions, in particular since the differences in the observable behaviour between spatial dimensions is relevant and a motivation both for many-body localisation (section 1.5) and the results in chapter 3 (section 3.2).

In one spatial dimension the model consists of $L$ sites arranged on a line, with open boundary conditions, so the lattice $\mathbb{Z}$. Using the language of second quantisation, on this chain of $L$ sites there are (non-interacting) particles which can occupy a site or hop from one site to one of the two adjacent sites. Each site has a particle occupation energy of $\varepsilon_{i}$, and the hopping amplitude between sites is $\lambda$. Therefore, the Hamiltonian of this model is given by

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{L} \varepsilon_{i} c_{i}^{\dagger} c_{i}+\lambda \sum_{i=1}^{L} c_{i+1}^{\dagger} c_{i}+c_{i}^{\dagger} c_{i+1} \tag{1.5}
\end{equation*}
$$

where $c_{i}^{\dagger}, c_{i}$ are the creation/annihilation operators for a single particle at site $i, \varepsilon_{i}$ is the on site particle occupation energy. Crucially for the Anderson model, in order to model disorder, the on-site energy $\varepsilon_{i}$ terms are taken to be independent random variables. Originally, each $\varepsilon_{i}$ is taken to be uniformly distributed in some interval $[-W, W]$, with each $\varepsilon_{i}$ identically and independently distributed (i.i.d.). In this model the particles are non-interacting, and hence the model is also referred to as single-particle localisation. The question now is: what effect does this disorder (in the on-site energy) have on the dynamics and observed behaviour of the system?

Firstly, we shall (briefly) comment on the two different extreme cases: zero disorder $(W=0)$ and infinite disorder $(W \rightarrow \infty)$. In the case of zero disorder, so $W=0$, the spin chain exhibits (discrete) translation invariance, and hence the eigenvectors are plane waves of the (discrete space) spin chain. In the case of infinite disorder, $(W \rightarrow \infty)$, the hopping between sites is in effect absent and hence we have particles that are confined to a single site for all times. These two extreme cases are not particularly of interest, and naturally the main regime of focus and
interesting physics is between these two extremes (so, finite $W>0$ ). Interestingly, for any non-zero disorder strength $(W>0)$ the system displays what is now known as Anderson or single-particle localisation; a particle remains fixed (localised) on its initial site or the surrounding sites for all times. By this we mean that, for a particle initially (at $t=0$ ) located at site $i_{0}$ the probability that the particle is found on any site $i$, at any later time is given by

$$
\begin{equation*}
P\left(\text { particle at } i \text { at time } t \mid \text { particle initially at } i_{0}\right) \propto \exp \left\{-\frac{\left|i-i_{0}\right|}{l_{\mathrm{loc}}}\right\} \tag{1.6}
\end{equation*}
$$

where $l_{\text {loc }}$ is known as the localisation length scale, which depends on the disorder strength $W$ (and its ratio to the hopping amplitude $\lambda$ ). Crucially, this exponential localisation occurs for all non-zero disorder strengths, $W>0$ (although the associated length scale of the localisation will vary). Anderson localisation therefore is a classic example of disorder causing observable changes in the behaviour of system.

The landscape of the observed behaviour of this model becomes more rich and interesting (and the mathematics more complex) when considered in higher spatial dimensions. In two spatial dimensions, it is strongly believed that for any non-zero disorder $(W>0)$ the system again displays localisation (in the manner described in one dimension) [75-78]. The reason for lack of certainty is twofold: some papers claim these results are not exact for very small disorder strengths [79], although they are certainly corroborated by numerical results, while other works claim that the localisation length scale associated with very small disorder can be extremely large, and hence potentially difficult to observe in experiments [75]. In three spatial dimensions, the situation is different once again. It is well established that localisation (in the manner described in one dimension) does indeed occur, however this is after the disorder exceeds some minimum threshold, so $W>W_{\text {critical }}$. In fact generally speaking, it has been shown that in any number of spatial dimensions greater than or equal to three there exists a finite (and non-zero) threshold for the disorder strength such that the system exhibits localisation [80]. Therefore, it should be emphasised that the number of spatial dimensions is an important consideration when studying localisation phenomenon. Below this threshold, so for small disorder,
a particle is not localised and so the system then has a phase transition from a delocalised to localised phase [81].

Finally, I will briefly remark on some of the refinements and elaborations of the model. In the particular model present, the hopping term is between neighbouring sites of the lattice only. The more general case of extending the model to include more long-range hopping has been studied. In this instance long range can be for example: hopping amplitudes which decay exponentially [82] or according to some power law [83], or including hopping to next-nearest neighbours (or further) also [84-86]. Additionally, the case of more general or varied distributions for the on-site energy has been investigated, for example where the distribution is Gaussian [87], and moreover the situation where there is some correlation between the distributions for each on-site energy [88-91], so they are no longer independent. This by no means represents the entirety of the elaborations and further studies of Anderson localisation, although certainly gives some introduction to the landscape, however the articles in references [75,78, 79, 92-94] should provide a good place to continue investigations. These references are also good resources to understand the mathematical and numerical techniques commonly used, neither of which I have discussed in detail, preferring instead to give a broad overview and introduction to the phenomenon of Anderson localisation. Finally, I should point out that I have not commented specifically on results concerning the classification of the spectrum of the Hamiltonian in terms of its pure-point/continuous and its interpretation in relation to the observation of localisation, however this is discussed within many of the references themselves.

### 1.4.1 Relevance to results in thesis

Of course one reason for presenting and discussing the phenomenon of single-particle localisation is to introduce the discussion in the next section (section 1.5) of manybody localisation. Importantly however, single-particle localisation is also pertinent to our results (chapter 3) and their interpretation. In particular in chapter 3 section 3.1 I will discuss results of a time-periodic model, which in one regime of dynamics exhibits a localisation effect which is in some ways reminiscent of Anderson
localisation. More over in 3 section 3.2, in part motivated by the observation of the importance of the number of spatial dimensions to single-particle localisation, I will present results from investigating an analogous time-periodic model in higher (two) spatial dimensions, which in no way exhibits the same localisation effect.

### 1.5 Many-body localisation

In this section, I will discuss the interesting topic of many-body localisation and give a general overview, which will provide context and motivation for the results in chapter 3, which concerns localisation in time-periodic systems. The starting point for the study of many-body localisation is, as already hinted at previously, the study of single-particle localisation (section 1.4). As discussed already, in Anderson localisation there is no form of interaction between the particles in the model, and in essence it is a single-particle system. Naturally, the extension is to consider an analogous model in which the particles interact in some manner, and hence the investigation is of a many-body quantum system. Immediately, one might expect that once interactions are included the landscape of observable behaviour becomes more rich and varied, and of course requires more techniques and tools to gain insight into what can be a more complicated system.

In one spatial dimension, one standard model used to study many-body localisation is a spin chain with dynamics given by the Heisenberg XXX model with onsite disorder, so

$$
\begin{equation*}
\hat{H}=\sum_{i=1}^{L} \varepsilon_{i} \sigma_{i}^{Z}+J \sum_{i=1}^{L}\left(\sigma_{i}^{X} \sigma_{i+1}^{X}+\sigma_{i}^{Y} \sigma_{i+1}^{Y}+\sigma_{i}^{Z} \sigma_{i+1}^{Z}\right) \tag{1.7}
\end{equation*}
$$

where $\varepsilon_{i}$ is the onsite disorder which is uniformly distributed in the region $[-W, W]$ independently and identically for all sites, and $J$ the interaction strength (which is commonly taken to be one), and where $\sigma_{i}^{X, Y, Z}$ are the Pauli $X, Y, Z$ matrices for the site $i$ [95-98]. Without the onsite disorder $\left(\forall i: \varepsilon_{i}=\varepsilon\right)$, this model is a one dimension spin chain with (discrete) translation invariance, and is a well known example of an integrable model exactly solved using the Bethe ansatz [99, 100]. (There are many other models considered to study many-body localisation. For example, there is the
note worthy reference [101], and also references [79, 102--104].)
It is now well established, both numerically [95, 105, 106] and analytically [107] (under some reasonable assumption about the spectrum), that there exists a threshold disorder strength such that spin chain is not ergodic and instead exhibits many-body localisation. What is it that I mean when I say a system is many-body localised? Generally speaking the key aspect of many-body localisation is the absence of thermalisation, by which I mean that some aspects of an initial spin configuration remain constant throughout its time evolution for arbitrarily long times. Moreover, the distribution of eigenvalue spacing does not exhibit repulsion and instead follows a Poisson distribution. The many-body localised system can be understood as an emergent integrable system, and in this phase the Hamiltonian can be rewritten with local integrals of motion in a classical form

$$
\begin{equation*}
\hat{H}=\sum_{i} \varepsilon_{i}^{\prime} \tau_{i}^{Z}+\sum_{i, j} J_{i, j}^{\prime} \tau_{i}^{Z} \tau_{j}^{Z}+\sum_{i, j, k} J_{i, j, k}^{\prime} \tau_{i}^{Z} \tau_{j}^{Z} \tau_{k}^{Z}+\ldots \tag{1.8}
\end{equation*}
$$

where $\tau_{i}^{Z}$ is a quasi-local operator, which is a dressed version of the Pauli matrix $\sigma_{i}^{Z}$, such that $\tau_{i}^{Z}=U^{\dagger} \sigma_{i}^{Z} U$ with $U$ a unitary acting in a (small) region centred upon site $i$ of the spin chain, and where the onsite energy $\varepsilon_{i}^{\prime}$ is a modified onsite energy $\varepsilon_{i}$, and where the coupling terms between sites decay exponentially with distance, for example $J_{i, j}^{\prime} \propto \exp (-|i-j|)[103,107-109]$. This conjectured effective model captures the phenomenology of the many-body localised phase, and gives a great deal of insight in to the physics.

There are many other well established features of many-body localisation. The dynamics and structure of the entanglement is a key signature of many-body localisation. When considering some region, for example the left-half, of the spin chain then it has been well established that for an initially product state the entanglement entropy grows logarithmically with time [110-112]. This slow growth of entanglement also differentiates many-body from single particle localisation. Another key signature concerns the time evolution of initially local operators; operators which are only supported on one site of the spin chain. It has been shown that under the
many-body localisation dynamics the support of initially local operators grows only logarithmically with time [113-115]. Both the slow growth of entanglement and slow growth of local operators differentiates many-body from single particle localisation.

Additionally, below this threshold disorder strength for the onset of many-body localisation, it is also well established that the many-body quantum system is ergodic [106, 116], which for example is characterised by the observation of eigenvalue repulsion. Naturally then there is also much interest and research focussing on the (non-equilibrium) phase transition between the ergodic and many-body localised phases [95, 117, 118], particularly into the entanglement structure of the eigenstates of the many-body quantum system (volume/area law transitions). However, it is fair to say that there remains to be a full understanding of the ergodic to many-body localised phase transition.

Finally, the discussion of many-body localisation in this section so far has focussed on one spatial dimension. However in the case of single particle localisation, as discussed in section 1.4, the number of spatial dimensions is an important factor determining the threshold disorder strength for localisation. Therefore, in the case of many-body localisation there is also much interest and work studying higher dimensional models [97, 119]. But, it is not yet settled either numerically or analytically whether there exists a stable many-body localised phase in spatial dimensions greater than one.

### 1.5.1 Relevance to results in thesis

The study of many-body localised systems, and the broad overview given in this section, is of particular relevance to the results found in chapter 3, both in terms of motivation and context. In particular in chapter 3 section 3.1 I will discuss results of a time-periodic model, which is an interacting many-body system with disorder, and which in one regime of dynamics exhibits a localisation effect which is in some ways reminiscent of many-body localisation. But, as already noted, this localisation effect is also in some ways reminiscent of single-particle localisation, and so seems to challenge the existing classification. More over in chapter 3 section 3.2, in part motivated by the fact that there is yet to be a detailed understanding or consensus
regarding many-body localisation in higher (than one) spatial dimensions, I will present results from investigating an analogous time-periodic model in two spatial dimensions, which exhibits in a strong (and precise) sense an absence of localisation.

### 1.6 General outline of thesis

Throughout this chapter, for all the topics covered, I have mentioned how they directly motivate and relate to the results in this thesis. I will now briefly comment on the structure and format of this thesis. In the second chapter, I will present and discuss results concerning the scrambling of quantum information and the mixing of Pauli operators in random quantum circuits. In the third chapter, I will present and discuss results concerning the localisation of quantum information in random quantum circuits. In both chapters, I will first clearly describe the models studied and then present and broadly explain the (mathematical) results obtained, initially with an emphasis on the more general side and the meaning of the results. Finally, I will then delve into a detailed discussion and derivation of the mathematical results. Then, in the final section I will discuss the results again, give possibilities for future work, and end with reflections and conclusions. In this thesis there are several appendices. The material in each appendix is additional detail that is not essential for understanding the results in the thesis, but does give a more thorough understanding, and hence is included for these reasons.

The work contained in the second and third chapters are from research projects undertaken during my doctoral studies, and I have significantly contributed to all the results. For the instances in which I cannot claim to have contributed significantly to the particular results I shall make this explicit and clearly state the attribution.

## Chapter 2

## Scrambling and Mixing

In the introduction of this thesis (chapter 11), I discussed the importance of random unitaries both in the study of quantum chaos and within the field of quantum information theory - for applications in a variety of quantum information processing tasks and as a toy model for black holes. In this chapter, I will present results investigating the question of scrambling and mixing (of Pauli operators) in time-periodic random quantum circuits. In the first section of this chapter (section 2.1), I will present a model of a time-periodic random quantum circuit with local interactions. I will show rigorous results that demonstrate that the dynamics can display mixing (of Pauli operators), and prove that under certain conditions the dynamics appear to resemble that of a (Haar) random unitary, with precise definitions of these statements. In the second section of this chapter (section 2.2), I will investigate an analogous time-periodic random quantum circuit model with interactions that are still few-body but are no longer local. I will show results which demonstrate that the circuit depth corresponding to the scrambling time is (at-most) poly-logarithmic in the size of the system.

In both of the sections the structure is as follows: firstly I will give a general overview of the results including a brief discussion, then I will give detailed derivations of these results, and finally I will more fully discuss the results.

### 2.1 Time periodic local dynamics

As discussed in the introduction (chapter 1 section 1.1), the dynamics of chaotic quantum systems share important features with random unitaries, with signatures of quantum chaos identified with aspects of random unitaries. In this section, I will take a more operational perspective and investigate instead when the time evolution operator is physically indistinguishable from a random unitary. This notion of physically indistinguishable is captured by the quantum information notion of unitary design, which was discussed in the introduction (chapter 1 section 1.2). In this section, I will present and analyse a Floquet model with disorder, characterised by a family of local, time-periodic, random quantum circuits in one spatial dimension. I will prove rigorous results demonstrating that under certain conditions: the time evolution of Pauli operators can display a form of mixing (which will be defined precisely), which is given in results 2.1, 2.2, and 2.3, and that the time evolution operator cannot be distinguished from a (Haar) random unitary (when measurements are restricted to Pauli operators only), which is given in result 2.4. In other words in this section, I will investigate the question: how much do local, disordered, time-periodic dynamics resemble a random unitary?

Finally, it is worth mentioning that the work in this section has been published as a pre-print [120].

### 2.1.1 Overview

Firstly, I will present the model analysed in this section. The model is a onedimensional spin chain composed of $L$ sites, where each site contains $N$ qubits or modes, and with periodic boundary conditions. The dynamics of the model are time-periodic, with the first dynamical period consisting of two half-steps. In the first half-step each even site interacts with its right neighbour with a random Clifford unitary and in the second half-step each odd site interacts with its right neighbour via a random Clifford unitary. As mentioned in the introduction (chapter 1 section 1.2), the Clifford group is the group of unitaries which transform $N$-qubit Pauli operators to $N$-qubit Pauli operators. In appendix Athere is a detailed description of the Clifford group [ $121-123]$. Each of the $L$ Clifford unitaries are independent and


Figure 2.1: Time-periodic local dynamics. This figure illustrates the physical model analysed in this work. The circles on the top represent lattice sites, each of which consists of $N$ qubits. Each coloured block represents a two-site unitary, with different colours representing that the unitaries are drawn independently and uniformly from the Clifford group, and hence there is spatial disorder. After the first two half time-steps, the dynamics repeats itself.
sampled uniformly from the 2 N -qubit Clifford group. Every subsequent period of the dynamics are repetitions of the first period; this is illustrated in figure 2.1. Denoting the (random) Clifford unitary which acts on sites $x$ and $x+1$ by $U_{x}$ (recalling that there are periodic boundary conditions, so that modulo $L$ ), then the evolution operator after an integer time $t$ is

$$
\begin{align*}
W(t) & =\left[\left(U_{1} \otimes U_{3} \otimes \cdots \otimes U_{L-1}\right)\left(U_{0} \otimes U_{2} \otimes \cdots \otimes U_{L-2}\right)\right]^{t}  \tag{2.1}\\
& =\left(U_{\text {odd }} U_{\text {even }}\right)^{t}=\left(U_{\text {chain }}\right)^{t},
\end{align*}
$$

and after a half-integer time $t$ is

$$
\begin{equation*}
W(t)=U_{\text {even }}\left(U_{\text {chain }}\right)^{t-1 / 2} . \tag{2.2}
\end{equation*}
$$

This evolution operator can also be generated by a time-periodic Hamiltonian $H(t)$ with nearest-neighbour interactions

$$
\begin{equation*}
W(t)=\mathcal{T} e^{-\mathrm{i} \int_{0}^{t} d \tau H(\tau)}, \tag{2.3}
\end{equation*}
$$



Figure 2.2: Time-dependent local dynamics. In this figure, in contrast to figure 2.1, the pictured circuit is time-dependent and not periodic in time. So, the Clifford unitaries in every time-step are sampled independently.
where $\mathcal{T}$ is the time-ordering operator. This type of dynamics is called Floquet [10, 21, 22, 26, 27, 124, 125] or quantum cellular automaton [126, 127] with disorder. It is worth emphasising that this time-periodic model is very different from the far more studied case of time-dependent random quantum circuits, an illustration of which is given in figure 2.2. Since one would expect the dynamics of physical systems to be time-independent, the case of time-periodic circuits is more relevant to physics, albeit more difficult to analyse.

One essential tool for understanding and analysing the dynamics of this timeperiodic circuit is the phase space representation of the Clifford group. As I have already noted, in appendix Athere is a detailed exposition of the Clifford group and its phase space representation, but I will now give a summary of this phase space representation, so that the results and following rigorous proofs can be followed. An $N$-qubit Pauli operator is the ( $N$-fold) tensor product of Pauli sigma matrices, including the one-qubit identity, multiplied by a global phase $\lambda \in\{1, \mathrm{i},-1,-\mathrm{i}\}$. Ignoring the global phase, each $N$-qubit Pauli operator can be represented by a binary vector $\mathbf{u}=\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{n}, p_{n}\right) \in\{0,1\}^{2 N}$ as

$$
\begin{equation*}
\sigma_{\mathbf{u}}=\bigotimes_{i=1}^{n}\left(\sigma_{x}^{q_{i}} \sigma_{z}^{p_{i}}\right) \tag{2.4}
\end{equation*}
$$

By ignoring the global phase $\lambda$, the product of Pauli operators can be written as
$\sigma_{\mathbf{u}} \sigma_{\mathbf{u}^{\prime}}=\lambda \sigma_{\mathbf{u}+\mathbf{u}^{\prime}}$, where addition in the vector space $\mathbb{Z}_{2}^{2 n}$ is modulo 2 . The $N$ qubit Clifford group $\mathcal{C}_{N} \subseteq \operatorname{SU}\left(2^{N}\right)$ is the set of unitaries $U$ which map each Pauli operator onto another Pauli operator $U \sigma_{\mathbf{u}} U^{\dagger}=\lambda \sigma_{\mathbf{u}^{\prime}}$. Each Clifford unitary $U$ can be represented by a $2 N \times 2 N$ symplectic matrix $S$ with entries in $\mathbb{Z}_{2}$ such that its action on Pauli operators can be calculated in phase space

$$
\begin{equation*}
U \sigma_{\mathbf{u}} U^{\dagger}=\lambda \sigma_{S \mathbf{u}} \tag{2.5}
\end{equation*}
$$

where the matrix product $S \mathbf{u}$ is defined modulo 2. Due to the analogy with quasi free-bosons, in which dynamics are also linear and symplectic, the binary vectors $\mathbf{u} \in\{0,1\}^{2 N}$ are known as the phase space representation of the $N$-qubit Pauli operator $\sigma_{\mathbf{u}}$. Furthermore, it is worth noting that the definition of the group of $N$ qubit Pauli operators can be understood as the discrete analogue of the Weyl group, which are also known in quantum optics as displacement operators.

Hence, the time-periodic model can be reinterpreted using this phase space description. The corresponding phase space of the $L$-site lattice with periodic boundary conditions can be written as

$$
\begin{equation*}
\mathcal{V}_{\text {chain }}=\bigoplus_{x \in \mathbb{Z}_{L}} \mathcal{V}_{x}, \tag{2.6}
\end{equation*}
$$

where $\mathcal{V}_{x} \cong \mathbb{Z}_{2}^{2 N}$ is the phase space of site $x \in \mathbb{Z}_{L}$. A local Pauli operator $\sigma_{\mathbf{u}}$ at site $x$, so non-identity only on site $x$, is represented by a phase space vector contained in the corresponding subspace $\mathbf{u} \in \mathcal{V}_{x} \subseteq \mathcal{V}_{\text {chain }}$, with the zero vector corresponding to the identity operator. The time evolution operator $W(t)$, defined in equations 2.1 and 2.2. has a corresponding phase space representation $S(t)$, which is a $\left(\mathbb{Z}_{2}\right)$ symplectic matrix acting on the phase space $\mathcal{V}_{\text {chain }}$.

The time evolution operator $W(t)$ maps each Pauli operator $\sigma_{\mathbf{u}}$ to another Pauli operator via $\sigma_{\mathbf{u}^{\prime}}=\lambda W(t)^{\dagger} \sigma_{\mathbf{u}} W(t)$. Since the Clifford unitaries $U_{0}, U_{1}, \ldots, U_{L-1}$ which define $W(t)$ are random, the mapping of Pauli operators $\mathbf{u} \rightarrow \mathbf{u}^{\prime}$ is probabilistic,
and in particular the probability that $\mathbf{u}$ after a time $t$ evolves to $\mathbf{u}^{\prime}$ is

$$
\begin{equation*}
P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right)=\underset{\left\{U_{x}\right\}}{\mathbb{E}}\left|2^{-N L} \operatorname{tr}\left(\sigma_{\mathbf{u}^{\prime}} W(t) \sigma_{\mathbf{u}} W(t)^{\dagger}\right)\right| \tag{2.7}
\end{equation*}
$$

where the orthogonality of Pauli operators $\operatorname{tr}\left(\sigma_{\mathbf{u}^{\prime}} \sigma_{\mathbf{u}}\right)=2^{N L} \delta_{\mathbf{u}^{\prime} \mathbf{u}}$ is used. Since the dynamics in this model are local (as illustrated in figure 2.1), then only operators which are inside the light-cone of the initial operator $\sigma_{\mathbf{u}}$ have non zero probability. For example, if the initial operator $\sigma_{\mathbf{u}}$ is non-identity only at the origin $(x=0)$, then after a time $t$, the evolved operator $\sigma_{\mathbf{u}^{\prime}}$ can only be non-identity inside the light cone $-2 t+1 \leq x \leq 2 t$. Therefore, the corresponding phase space vector $\mathbf{u}^{\prime}$ is non-identity only within the light-cone with subspace given by

$$
\begin{equation*}
\mathbf{u}^{\prime} \in \bigoplus_{x \in[-2 t+1,2 t]} \mathcal{V}_{x} . \tag{2.8}
\end{equation*}
$$

The scrambling time, by which I mean the minimum time $t$ for which the light-cone of any initially local operator become the whole spin chain, is $t_{\mathrm{scr}}=L / 4$. The scrambling time is a crucial quantity for all of the results in this section

Throughout this section, I will use the following definition for the mixing of Pauli operators: a dynamical system is Pauli mixing if any initial (non-identity) Pauli operator $P$ through its time evolution $W^{\dagger}(t) P W(t)$ is transformed to any (nonidentity) Pauli operator with uniform probability. It is worth noting that since the dynamics of the time-periodic model considered in this section is generated by Clifford unitaries, an initial Pauli operator remains a Pauli operator for all times. In the following rigorous result, I will precisely state how an initially local Pauli operator exhibits an approximate form of Pauli mixing. That is to say, the probability distribution for the time evolution of a Pauli operator, $P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right)$ (equation 2.7) is approximately uniformly distribution inside the light-cone.

Result 2.1 (Approximate Pauli mixing). If the initial Pauli operator $\sigma_{\mathbf{u}}$ is only nonidentity at site $x=0$ then the probability distribution for its evolution $\sigma_{\mathbf{u}^{\prime}}, P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right)$
(equation 2.7), is close to uniform inside the light cone

$$
\begin{equation*}
\sum_{\mathbf{u}^{\prime}}\left|P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right)-Q_{t}\left(\mathbf{u}^{\prime}\right)\right| \leq 130 \times t^{2} 2^{-N} \tag{2.9}
\end{equation*}
$$

for any integer or half-integer time $t \in\left[1 / 2,2 t_{\mathrm{scr}}\right]$, where $Q_{t}\left(\mathbf{u}^{\prime}\right)$ denotes the uniform distribution over all non-zero vectors $\mathbf{u}^{\prime}$ within the light-cone (equation 2.8), and where it is understood that after the scrambling time $\left(t \geq t_{\text {scr }}\right)$ the light-cone is the total phase space of the spin chain, $\mathcal{V}_{\text {chain }}$. An analogous statement holds for any other initial location $x \neq 0$.

This result, as well as all other results in this section, is meaningful in the limit of large $N(N \gg \log L)$. I will investigate the opposite regime, where $N \ll \log L$, in chapter 3 section 3.1. In this result, the mixing of Pauli operators appears to be weaker as time progresses, which is primarily due to temporal correlations and dynamical recurrences. These dynamical recurrences occur periodically due to the fact that the time-evolution operator is a Clifford unitary, and since the Clifford group is finite, there exists a recurrence time such that $W(t)=\mathbb{1}$. Although, the time required for these recurrences is far larger than twice the scrambling time, $2 t_{\mathrm{scr}}$, which is the time after which this result (and others in this section) does not hold. This is in contrast to the observed behaviour in time-dependent quantum circuits, as discussed in chapter 1 section 1.2 , in which the error or difference capturing the proximity to uniformity decreases with time.

The approximate Pauli mixing result (2.1) applies to local operators only. In the next result, I will present a more general result which applies to a large class of non-local initial operators. Unfortunately, I have only been able to analyse initial operators which are non-identity inside a (continuous) region $\mathcal{R}=\left\{1, \ldots, L_{\mathrm{s}}\right\} \subset \mathbb{Z}_{L}$ only.

Result 2.2. Consider an initial vector $\mathbf{u}^{0} \in \mathcal{V}_{\text {chain }}$ which is non-identity only on all lattice sites $x \in \mathbb{Z}_{L}$. Denote by $\mathbf{u}_{\mathcal{R}}^{t}$ the projection onto the subspace $\mathcal{V}_{\mathcal{R}}=\bigoplus_{x \in \mathcal{R}} \mathcal{V}_{x}$ of the evolved vector $\mathbf{u}^{t}=S(t) \mathbf{u}^{0}$ in the region $\mathcal{R}=\left\{1, \ldots, L_{\mathrm{s}}\right\}$ with even size $L_{\mathrm{s}}$.

When averaging over circuits, this projection is approximately uniform,

$$
\begin{equation*}
\sum_{\mathbf{v} \in \mathcal{V}_{\mathcal{R}}}\left|\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}_{\mathcal{R}}^{t}\right\}-\frac{1}{\left|\mathcal{V}_{\mathcal{R}}\right|}\right| \leq 34 \times t 2^{c|\mathcal{R}|-N} \tag{2.10}
\end{equation*}
$$

at times $t \in\left[1, \frac{L-|\mathcal{R}|}{4}\right]$, where we define the constant $c=\log _{2} \sqrt{3}$.
A stronger set of results can be proven for the case of half-integer times. This is due to the fact that the evolution operator of the model $W(t)$ at half-integer time has an extra symmetry. I will discuss this feature in detail in due course. Hence, the following results apply more generally to any initial Pauli operator.

Result 2.3. Let $\sigma_{\mathbf{u}^{\prime}}=\lambda W(t) \sigma_{\mathbf{u}} W(t)^{\dagger}$ be the evolution of any initial Pauli operator $\sigma_{\mathbf{u}} \neq \mathbb{1}$. At any half-integer time $t$ larger than the scrambling time, in the interval $t \in\left[t_{\mathrm{scr}}, 2 t_{\mathrm{scr}}\right]$ the probability distribution (equation 2.7) for the evolved operator $\sigma_{\mathbf{u}^{\prime}}$ is close to uniform

$$
\begin{equation*}
\sum_{\mathbf{u}^{\prime}}\left|P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right)-Q_{t}\left(\mathbf{u}^{\prime}\right)\right| \leq 33 \times t L 2^{-N} \tag{2.11}
\end{equation*}
$$

It is worth noting that the fact that mixing is more prominent at half-integer times is not restricted to Clifford dynamics, since it applies to a large class of periodic random quantum circuit or Floquet dynamics with disorder. Specifically, this fact holds for any quantum circuit in which the two-site interactions $U_{x}$ also include single site random gates that are 1-designs.

As a consequence of the previous result, it is possible to prove that at half-integer times a Haar-random unitary is hard to distinguish from the time evolution operator $W(t)$, when the only measurements available to distinguish between the two are Pauli operators. More precisely, imagine that one is given a unitary transformation $V$ which has been sampled from either the set of evolution operators $\{W(t)\}$ or the full unitary group $\mathrm{SU}\left(2^{N L}\right)$. The task is to choose the optimal state $\rho$, process the state according to the given transformation $\rho \mapsto V \rho V^{\dagger}$, and then measure the transformed state with a Pauli operator $\sigma_{\mathbf{u}}$, and finally use this measurement to guess whether the sampled $V$ belongs to the set of evolution operators $\{W(t)\}$ or the full
unitary group $\mathrm{SU}\left(2^{N L}\right)$. In order to enhance this discrimination procedure, two uses of the transformation $V$ are allowed, which therefore allows one to input half of an entangled state $\rho$ into each of the transformations. In the following result, it is shown that in the large- $N$ limit the optimal guessing probability to distinguish the transformations is almost as good as a random guess.

Result 2.4. Discriminating between two copies of $W(t)$ and two copies of a Haarrandom unitary can be done with success probability

$$
\begin{align*}
p_{\text {guess }} & =\frac{1}{2}+\frac{1}{4} \max _{\rho, \mathbf{u}, \mathbf{v}} \operatorname{tr}\left(\sigma_{\mathbf{u}} \otimes \sigma_{\mathbf{v}}\left[\underset{W(t)}{\mathbb{E}} W(t)^{\otimes 2} \rho W(t)^{\otimes 2 \dagger}-\int_{\mathrm{SU}(d)} d U U^{\otimes 2} \rho U^{\otimes 2 \dagger}\right]\right) \\
& \leq \frac{1}{2}+8 t L 2^{-N} \tag{2.12}
\end{align*}
$$

provided measurements are restricted to Pauli operators, for (half-integer) times $t \in\left[t_{\mathrm{scr}}, 2 t_{\mathrm{scr}}\right]$.

If in this result the measurements were not restricted to Pauli operators, then $W(t)$ would be an $\left(8 t L 2^{-N}\right)$-approximate unitary 2 -design. Hence, the indistinguishability quantified in result 2.4 is a weaker variant notion of approximate unitary 2-design. Moreover, I should point out that the precise definition of approximate 2-design includes the use of an ancillary system in the discrimination process [47], which has not been included in result 2.4 as it does not provide any advantage.

### 2.1.2 Details and derivations

In this section, I will give detailed proofs for the stated results. Since the series of rigorous results which culminate in the proofs for the stated results are quite involved and require many stages, I will first give a broad outline of the general approach and methods used, and in this way provide an index for the proofs in this section.

As already mentioned, the main tool used in all of our results is the phase space description of the dynamics; a detailed description is given in appendix A. The phase space description allows the dynamics generated by the time evolution operator $W(t)$ to be studied instead by investigating linear dynamics generated by the $\left(\mathbb{Z}_{2}\right)$ symplectic matrix, $S(t)$. I will first give a description of phase space


Figure 2.3: Twirling technique. This figure illustrates the fact that the statistical properties of the evolution operator are invariant under local transformations. In the image on the left there is a section of the circuit shown in figure 2.1. The middle image follows from noting that for any any pair of local (single-site) Clifford unitaries $V_{x}, V_{x+1}$, the random two-site Clifford unitary $\left(V_{x} \otimes V_{x+1}\right) U_{x}\left(V_{x}^{\prime} \otimes V_{x+1}^{\prime}\right)$ has the same probability distribution than $U_{x}$. Finally, in the image on the right, all of the local unitaries except for the those at the initial and final times cancel. This invariance property of $W(t)$ is different for integer and half-integer times $t$, which is specified in equations 2.14 and 2.16 respectively. This figure was produced by a collaborator, Daniele Toniolo.
description of the model, and then in lemmas 2.1-2.6I will prove some properties of random symplectic matrices. The study of random symplectic matrices is an essential ingredient in the proofs of this section. In particular, for a random symplectic matrix $S$ which is decomposed in block form as

$$
S=\left(\begin{array}{ll}
A & B  \tag{2.13}\\
C & D
\end{array}\right)
$$

where $A, B, C, D$ are all square matrices of equal size. I will characterise the probability distribution for the rank of a "quarter" submatrix $C$ (in lemma 2.4), and generalise this distribution to the rank of a product $C_{r} \cdots C_{2} C_{1}$ of independently sampled $C$-submatrices (in lemma 2.5 .

Additionally, as already mentioned, the (random) time evolution operator $W(t)$ has an extra symmetry (lemma 2.7). This symmetry has been used previously in the reference [125] to obtain analytical results on localisation. This symmetry, which is
illustrated in figure 2.3, means that the time evolution operator $W(t)$ at any integer time $t$ is invariant under the transformation

$$
\begin{equation*}
W(t) \mapsto\left(\otimes_{x} V_{x}^{\prime}\right)^{\dagger} W(t)\left(\otimes_{x} V_{x}^{\prime}\right) \tag{2.14}
\end{equation*}
$$

for any choice of local (single-site) Clifford unitaries $V_{1}^{\prime}, \ldots, V_{L}^{\prime} \in \mathcal{C}_{N}$. Consequently, for the probability distribution $P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right)$, which describes the probability that after a time $t$ an initial Pauli operator $\mathbf{u}$ evolves to the Pauli operator $\mathbf{u}^{\prime}$, this symmetry means that

$$
\begin{equation*}
P_{t}\left(\left[\bigoplus_{x} S_{x}^{-1}\right] \mathbf{u}^{\prime} \mid\left[\bigoplus_{x} S_{x}\right] \mathbf{u}\right)=P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right) \tag{2.15}
\end{equation*}
$$

for any choice of local (singe-site) symplectic matrices $S_{1}, \ldots, S_{L}$. Moreover, at half-integer times $t$ the evolution operator displays a still higher degree of symmetry. In particular, the time evolution operator $W(t)$ for half-integer times is invariant under the transformation

$$
\begin{equation*}
W(t) \mapsto\left(\otimes_{x} V_{x}\right) W(t)\left(\otimes_{x} V_{x}^{\prime}\right) \tag{2.16}
\end{equation*}
$$

for any choice of local (single-site) Clifford unitaries $V_{1}, V_{1}^{\prime}, \ldots, V_{L}, V_{L}^{\prime} \in \mathcal{C}_{N}$. Hence, analogously the probability distribution is such that

$$
\begin{equation*}
P_{t}\left(\left[\bigoplus_{x} S_{x}^{\prime}\right] \mathbf{u}^{\prime} \mid\left[\bigoplus_{x} S_{x}\right] \mathbf{u}\right)=P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right), \tag{2.17}
\end{equation*}
$$

for any choice of local (singe-site) symplectic matrices $S_{1}, S_{1}^{\prime}, \ldots, S_{L}, S_{L}^{\prime}$.
I will then use and combine the proof of the additional symmetries of the evolution operator, and its implications for the probability distribution $P_{t}\left(\mathbf{u}^{\prime} \mid \mathbf{u}\right)$, with the proven results concerning probability distribution of the rank of the product of independently sampled $C$-submatrices. In particular, I will proceed to prove a series of results (lemmas 2.8 and 2.9), which are then used (in lemma 2.6) to calculate a bound for the probability that any initial non-identity Pauli operator $\mathbf{u}$ evolves to a Pauli operator $\mathbf{u}^{\prime}$ which is non-identity at every site of the spin chain.

With this I will give the proofs which justify both half-integer time results
(results 2.3 and 2.4). I will first prove (lemma 2.11) that conditioned on the evolved Pauli operator being non-identity at every site of the spin chain, then the evolved Pauli operator is approximately uniformly distributed over all non-identity Pauli operators. Using this, I will then finally justify result 2.3 with a rigorous proof (lemma 2.12) and after justify result 2.4 also with a rigorous proof (lemma 2.13).

After this, I will then focus on the proofs which justify the results which apply to both integer and half-integer times (result 2.1 and 2.2). I will first prove a very general result, which describes the form of the probability distribution of the evolved Pauli operator (lemma 2.14). Then, after proving another pair of results (lemma 2.15 and 2.16), I will (in lemma 2.17) give the rigorous proof which justifies result 2.1. Finally, I will prove a rather involved result (lemma 2.15) which itself is a generalisation of another (lemma 2.15), for the case of the initial Pauli operator being non-identity only a continuous sub-set of sites of the spin chain. Then, I will (using lemma (2.18) give the proof which justifies result 2.2 .

Also, I would like to reemphasise that all of the results in this section are meaningful only in the regime in which $N$, the number of qubits per site of the spin chain, is large $(N \gg \log L)$.

## Phase space description and random symplectic matrices

It is worth briefly describing again with more detail the phase space description of the model. An $N$-qubit Pauli operator is the ( $N$-fold) tensor product of Pauli sigma matrices, including the one-qubit identity, multiplied by a global phase $\lambda \in\{1, \mathrm{i},-1,-\mathrm{i}\}$. Ignoring the global phase, each $N$-qubit Pauli operator can be represented by a binary vector $\mathbf{u}=\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{N}, p_{N}\right) \in\{0,1\}^{2 N}$ as

$$
\begin{equation*}
\sigma_{\mathbf{u}}=\bigotimes_{i=1}^{N}\left(\sigma_{x}^{q_{i}} \sigma_{z}^{p_{i}}\right) \tag{2.18}
\end{equation*}
$$

and the product of Pauli operators can be written as $\sigma_{\mathbf{u}} \sigma_{\mathbf{u}^{\prime}}=\lambda \sigma_{\mathbf{u}+\mathbf{u}^{\prime}}$, where addition in the vector space $\mathbb{Z}_{2}^{2 N}$ is modulo 2. The $N$-qubit Clifford group $\mathcal{C}_{N} \subseteq \operatorname{SU}\left(2^{N}\right)$ is the set of unitaries $U$ which map each Pauli operator onto another Pauli operator $U \sigma_{\mathbf{u}} U^{\dagger}=\lambda \sigma_{\mathbf{u}^{\prime}}$. Each Clifford unitary $U$ can be represented by a $2 N \times 2 N$ symplectic
matrix $S$ with entries in $\mathbb{Z}_{2}$ such that its action on Pauli operators can be calculated as a linear transformation of the binary vector, so

$$
\begin{equation*}
U \sigma_{\mathbf{u}} U^{\dagger}=\lambda \sigma_{S \mathbf{u}} \tag{2.19}
\end{equation*}
$$

where the matrix product $S \mathbf{u}$ is defined modulo 2. Due to the analogy with quasi free-bosons, in which dynamics are also linear and symplectic, the binary vectors $\mathbf{u} \in\{0,1\}^{2 N}$ are known as the phase space representation of the $N$-qubit Pauli operator $\sigma_{\mathbf{u}}$, and similarly the symplectic matrices $S$ are known as the phase space representation of the $N$-qubit Clifford unitary $U$.

Since any Pauli operator for the whole chain, $\sigma_{\mathbf{u}}$, can be represented by a binary vector $\mathbf{u}$, the whole chain of $L$ sites with $N$-qubits per site has the phase space

$$
\begin{equation*}
\mathcal{V}_{\text {chain }}=\bigoplus_{x} \mathcal{V}_{x} \cong \mathbb{Z}_{2}^{2 N L} \tag{2.20}
\end{equation*}
$$

where $\mathcal{V}_{x} \cong \mathbb{Z}_{2}^{2 N}$ is the phase space of the single site $x$. It is worth emphasising that the tensor product of Hilbert spaces becomes a direct sum in phase space. Additionally, each Clifford unitary $U_{x}$, which acts on two sites of the spin chain, has the phase space representation given by the symplectic matrix $S_{x} \in \mathcal{S}_{2 N}$, which acts on two sites of the phase space given by the subspace $\mathcal{V}_{x} \oplus \mathcal{V}_{x+1}$, and which has elements in $\mathbb{Z}_{2}$. Moreover, by using this direct sum decomposition, each symplectic matrix, $S_{x}$, can be written in the form

$$
S_{x}=\left(\begin{array}{cc}
A_{x} & B_{x}  \tag{2.21}\\
C_{x} & D_{x}
\end{array}\right)
$$

where $A_{x}, B_{x}, C_{x}, D_{x}$ are $2 N \times 2 N$ matrices, with $A_{x}: \mathcal{V}_{x} \rightarrow \mathcal{V}_{x}, B_{x}: \mathcal{V}_{x+1} \rightarrow \mathcal{V}_{x}$, $C_{x}: \mathcal{V}_{x} \rightarrow \mathcal{V}_{x+1}, D_{x}: \mathcal{V}_{x+1} \rightarrow \mathcal{V}_{x+1}$. Therefore, since every Clifford unitary $U_{x}$ has the phase space representation $S_{x}$, the (Clifford) unitary which acts on the whole chain, $U_{\text {chain }}$, has the phase space representation

$$
\begin{equation*}
S_{\text {chain }}=\left(\oplus_{x \text { odd }} S_{x}\right)\left(\oplus_{x \text { even }} S_{x}\right), \tag{2.22}
\end{equation*}
$$

which act on the entire phase space $\mathcal{V}_{\text {chain }}$. Hence, the time evolution operator $W(t)$ has the corresponding phase space representation, $S(t)$, which for integer and half-integer times is given by

$$
S(t)= \begin{cases}\left(S_{\text {chain }}\right)^{t} & \text { integer } t  \tag{2.23}\\ \left(\bigoplus_{x \text { even }} S_{x}\right)\left(S_{\text {chain }}\right)^{t-1 / 2} & \text { half-integer } t\end{cases}
$$

Before proceeding to the mathematical proofs concerning uniformly distributed symplectic matrices, I shall briefly note some features of symplectic matrices (for greater detail see appendix A]. The group of symplectic matrices, $\mathcal{S}_{N}$, is the set of matrices $S: \mathbb{Z}_{2}^{2 N} \rightarrow \mathbb{Z}_{2}^{2 N}$ such that

$$
\left\langle S \mathbf{u}, S \mathbf{u}^{\prime}\right\rangle=\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle=\mathbf{u}^{T} J \mathbf{u}^{\prime}=\mathbf{u}^{T} \bigoplus_{i=1}^{N}\left(\begin{array}{ll}
0 & 1  \tag{2.24}\\
1 & 0
\end{array}\right) \mathbf{u}^{\prime}
$$

for all $\mathbf{u}, \mathbf{u}^{\prime} \in \mathbb{Z}_{2}^{2 N}$, and where addition is defined modulo 2 . This condition is equivalent to the condition $S^{T} J S=J \bmod 2$. Another equivalent way of writing these conditions is in terms of the columns of the matrix. So the columns of the matrix $S=\left(\mathbf{u}_{1}, \mathbf{v}_{1}, \mathbf{u}_{2}, \mathbf{v}_{2}, \ldots, \mathbf{u}_{N}, \mathbf{v}_{N}\right)$ satisfy

$$
\begin{align*}
\left\langle\mathbf{u}_{i}, \mathbf{u}_{j}\right\rangle=\left\langle\mathbf{v}_{i}, \mathbf{v}_{j}\right\rangle & =0,  \tag{2.25}\\
\left\langle\mathbf{u}_{i}, \mathbf{v}_{j}\right\rangle & =\delta_{i j} . \tag{2.26}
\end{align*}
$$

This perspective and set of conditions on the columns of the symplectic matrix is important for all of the proofs in this section. With this in mind, in the following lemma I will prove an algorithm for uniformly sampling a symplectic matrix (from the group $\mathcal{S}_{N}$ ). In the lemma after I will upper-bound and lower-bound the order of the $\left(\mathbb{Z}_{2}\right)$ symplectic group, and then in the lemma after that prove that a uniformly random symplectic matrix acting on a binary vector has a random output.

Lemma 2.1. The following algorithm allows to uniformly sample from the symplectic group $\mathcal{S}_{N}$.

1. Generate $\mathbf{u}_{1}$ by picking any of the $\left(2^{2 N}-1\right)$ non-zero vectors in $\mathbb{Z}_{2}^{2 N}$.
2. Generate $\mathbf{v}_{1}$ by picking any of the $2^{2 N-1}$ vectors satisfying $\left\langle\mathbf{u}_{1}, \mathbf{v}_{1}\right\rangle=1$.
3. Generate $\mathbf{u}_{2}$ by picking any of the $\left(2^{2 N-2}-1\right)$ non-zero vectors satisfying $\left\langle\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle=\left\langle\mathbf{v}_{1}, \mathbf{u}_{2}\right\rangle=0$.
4. Generate $\mathbf{v}_{2}$ by picking any of the $2^{2 N-3}$ vectors satisfying $\left\langle\mathbf{u}_{1}, \mathbf{v}_{2}\right\rangle=$ $\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle=0$ and $\left\langle\mathbf{u}_{2}, \mathbf{v}_{2}\right\rangle=1$.
5. Continue generating $\mathbf{u}_{3}, \mathbf{v}_{3}, \ldots, \mathbf{u}_{N}, \mathbf{v}_{N}$ in analogous fashion, completing the matrix $S=\left(\mathbf{u}_{1}, \mathbf{v}_{1}, \mathbf{u}_{2}, \mathbf{v}_{2}, \ldots, \mathbf{u}_{N}, \mathbf{v}_{N}\right)$.

Proof. We first look at the number of vectors $\left(\mathbf{u}_{1}, \mathbf{v}_{1}, \mathbf{u}_{2}, \mathbf{v}_{2}, \ldots, \mathbf{u}_{N}, \mathbf{v}_{N}\right)$, as stated above, that ensures $S$ symplectic.

The first column, $\mathbf{u}_{1}$, can be any non-zero vector in $\mathbb{Z}_{2}^{2 N}$, of which there are $2^{2 N}-1$ possible choices. The second column, $\mathbf{v}_{1}$ must have $\left\langle\mathbf{u}_{1}, \mathbf{v}_{1}\right\rangle=1$. This imposes one constraint on the $2 N$ components of $\mathbf{v}_{1}$, and hence the number of independent components is $2 N-1$, each of which belongs to $\mathbb{Z}_{2}$. Therefore the number of vectors $\mathbf{v}_{1}$ equals $2^{2 N-1}$, where it is worth noting that we need not account for $\mathbf{v}_{1}$ being the zero vector, since this is captured by the condition $\left\langle\mathbf{u}_{1}, \mathbf{v}_{1}\right\rangle=1$. This completes the argument for the first pair of columns $\mathbf{u}_{1}, \mathbf{v}_{1}$, and the proof proceeds in a similar manner. The column $\mathbf{u}_{2}$ must now satisfy two constraints, being linearly independent of the previous columns. Hence, $\mathbf{u}_{2}$ has $2 N-2$ independent components, and hence neglecting the zero vector, therefore there are $2^{2 N-2}$ possible choices of $\mathbf{u}_{2}$. The next column $\mathbf{v}_{2}$ must satisfy $\left\langle\mathbf{u}_{2}, \mathbf{v}_{2}\right\rangle=1$ and moreover be linearly independent of the previous column $\mathbf{u}_{1}, \mathbf{v}_{1}$, for which there are a total of $2^{2 N-3}$ possible choices. Hence, this argument proceeds in a similar manner again for the next pair of columns.

The argument made in this proof does not depend on the particular choice of any column. Therefore, if we select each column uniformly from all the possible choices satisfying the constraints explained, then the resulting matrix from the 2 N choices of column is also uniformly distributed.

Lemma 2.2. The order of the symplectic group is

$$
\begin{equation*}
\left|\mathcal{S}_{N}\right|=\left(2^{2 N}-1\right) 2^{2 N-1}\left(2^{2 N-2}-1\right) 2^{2 N-3} \cdots\left(2^{2}-1\right) 2^{1}, \tag{2.27}
\end{equation*}
$$

and it satisfies

$$
\begin{equation*}
a(N) 2^{2 N^{2}+N} \leq\left|\mathcal{S}_{N}\right| \leq b(N) 2^{2 N^{2}+N} \tag{2.28}
\end{equation*}
$$

with $0.64<a(N)<b(N)<0.78$.

Proof. We start considering $\ln \left|\mathcal{S}_{N}\right|$.

$$
\begin{align*}
\ln \left|\mathcal{S}_{N}\right| & =\ln \left[\prod_{i=1}^{N}\left(2^{2 i}-1\right) \prod_{j=1}^{N} 2^{2 j-1}\right] \\
& =\sum_{i=1}^{N} \ln \left(2^{2 i}-1\right)+\sum_{j=1}^{N} \ln 2^{2 j-1} \\
& =\sum_{i=1}^{N} \ln \left[2^{2 i}\left(1-2^{-2 i}\right)\right]+\sum_{j=1}^{N}(2 j-1) \ln 2 \\
& =\sum_{i=1}^{N} 2 i \ln 2+\sum_{i=1}^{N} \ln \left(1-2^{-2 i}\right)+\sum_{j=1}^{N}(2 j-1) \ln 2 \\
& =N(N+1) \ln 2+\sum_{i=1}^{N} \ln \left(1-2^{-2 i}\right)+N^{2} \ln 2 \\
& =N(2 N+1) \ln 2+\sum_{i=1}^{N} \ln \left(1-2^{-2 i}\right) . \tag{2.29}
\end{align*}
$$

We use $\frac{x}{1+x}<\ln (1+x)<x$, with $x \neq 0$ and $x>-1$, to upper and lower bound the logarithm in equation 2.29. The corresponding bounds on $\left|\mathcal{S}_{N}\right|$ are obtained after exponentiating

$$
\begin{equation*}
\sum_{i=1}^{N} \ln \left(1-2^{-2 i}\right)<-\sum_{i=1}^{N} 2^{-2 i}=-\sum_{i=1}^{N} \frac{1}{4^{i}}=-\frac{1}{3}\left(1-\frac{1}{4^{N}}\right) \tag{2.30}
\end{equation*}
$$

$b(N)$ is defined to be $b(N) \equiv e^{-\frac{1}{3}\left(1-\frac{1}{4^{N}}\right)}$, moreover $b(N)<b(1)=e^{-\frac{1}{4}}<0.78$.

To obtain the lower bound of $\left|S_{N}\right|$, from 2.29 we have:

$$
\sum_{i=1}^{N} \ln \left(1-2^{-2 i}\right)>-\sum_{i=1}^{N} \frac{2^{-2 i}}{1-2^{-2 i}}
$$

and $a(N) \equiv e^{-\sum_{i=1}^{N} \frac{2^{-2 i}}{1-2^{-2 i}}}<b(N)$. We observe that:

$$
\begin{equation*}
a(N) \equiv e^{-\sum_{i=1}^{N} \frac{1}{2^{2 i}-1}} \geq e^{-\frac{1}{3} \sum_{i=0}^{N-1} \frac{1}{2^{2 i}}}>e^{-\frac{4}{9}}>0.64 \tag{2.31}
\end{equation*}
$$

In the next lemma, I will show that uniformly distributed symplectic matrix have random outputs.

Lemma 2.3 (Uniform output). If $S \in \mathcal{S}_{N}$ is uniformly distributed, then for any pair of non-zero vectors $\mathbf{u}, \mathbf{u}^{\prime} \in \mathbb{Z}_{2}^{2 N}$ we have

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}^{\prime}=S \mathbf{u}\right\}=\left(2^{2 N}-1\right)^{-1} . \tag{2.32}
\end{equation*}
$$

Proof. Let us first consider the case $\mathbf{u}=(1,0, \ldots, 0)^{T}$. If we follow the algorithm of Lemma 2.1, then the image of $(1,0, \ldots, 0)^{T}$ is uniformly distributed over the $\left(2^{2 N}-1\right)$ non-zero vectors, and hence, it follows the probability distribution given in equation 2.32. To show this distribution holds for any given $\mathbf{u}$, take any $S_{0} \in \mathcal{S}_{N}$ such that $S_{0} \mathbf{u}=(1,0, \ldots, 0)^{T}$, and note that, if $S$ is uniformly distributed then so is $S S_{0}$.

With these results concerning random symplectic matrices, and in particular this approach based on columns of symplectic matrices, I will now prove a result concerning the probability distribution of the rank of a submatrix of a symplectic matrix (equation 2.21). Also, I would like to point out that in the phase space description of the model each random symplectic matrix, which represents a Clifford unitary, acts on two subspaces and hence is a $4 N \times 4 N$ symplectic matrix ( $S_{x} \in \mathcal{S}_{2 N}$ ). Hence, for the rest of this section I will consider $4 N \times 4 N$ symplectic matrix (with elements in $\mathbb{Z}_{2}$ ) only.

Lemma 2.4. Any given $S \in \mathcal{S}_{2 N}$ can be written in block form

$$
S=\left(\begin{array}{ll}
A & B  \tag{2.33}\\
C & D
\end{array}\right)
$$

according to the local decomposition $\mathbb{Z}_{2}^{4 N}=\mathbb{Z}_{2}^{2 N} \oplus \mathbb{Z}_{2}^{2 N}$. If $S$ is uniformly distributed this then induces a distribution on the sub-matrices $A, B, C, D$. For each of them ( $E=A, B, C, D$ ) the induced distribution satisfies

$$
\begin{equation*}
\operatorname{prob}\{\operatorname{rank} E \leq 2 N-k\} \leq \min \left\{2^{k}, 4\right\} \frac{2^{-k^{2}}}{\left(1-2^{-2 N}\right)^{k}} \approx 4 \times 2^{-k^{2}} \tag{2.34}
\end{equation*}
$$

Proof. We proceed by studying the rank of $C$ and later generalizing the results to $A, B, D$. In the following, we will also analyse the case where kge 1 , since the result in equation 2.34 is trivial for $k=0$. Let us start by counting the number of matrices $S \in \mathcal{S}_{2 N}$ with a sub-matrix $C$ satisfying $C \mathbf{u}=\mathbf{0}$ for a given (arbitrary) non-zero vector $\mathbf{u} \in \mathbb{Z}_{2}^{2 N}$. Let $r$ denote the position of the last " 1 " in $\mathbf{u}$, so that it can be written as:

$$
\begin{equation*}
\mathbf{u}=(\underbrace{\mathbf{u}^{1}, \ldots, \mathbf{u}^{r-1}}_{r-1}, 1, \underbrace{0, \ldots, 0}_{2 N-r})^{T}, \tag{2.35}
\end{equation*}
$$

where $\mathbf{u}^{1}, \ldots, \mathbf{u}^{r-1} \in\{0,1\}$. Then, the constraint $C \mathbf{u}=\mathbf{0}$ can be written as

$$
\left\{\begin{array}{l}
C_{i, 1}=0, \quad \text { if } r=1, \quad \text { with } 1 \leq i \leq 2 N  \tag{2.36}\\
C_{i, r}=\sum_{j=1}^{r-1} C_{i, j} \mathbf{u}^{j}, \quad \text { if } r>1, \quad \text { with } 1 \leq i \leq 2 N
\end{array}\right.
$$

where $C_{i, j}$ are the components of $C$. The statement in equation 2.36 is a constraint on the $r$-th column of the matrix $C$.

Next, we follow the algorithm introduced in lemma 2.1 for generating a matrix $S \in \mathcal{S}_{2 N}$ column by column (from left to right) and in addition to the symplectic constraints we include equation 2.36. The conditions in equation 2.36 can be imposed by ignoring the constraints during the generation of columns $1, \ldots, r-1$, completely fixing the rows $2 N<i \leq 4 N$ of the $r$ column that corresponds to the $r$-th column of
the matrix $C$, and ignoring the constraints again during the generation of columns $r+1, \ldots, 4 N$. By counting as in lemma 2.2, we obtain that the number of matrices $S \in \mathcal{S}_{2 N}$ satisfying $C \mathbf{u}=\mathbf{0}$ follows

$$
\begin{align*}
& \left|\left\{S \in \mathcal{S}_{2 N}: C \mathbf{u}=\mathbf{0}\right\}\right|  \tag{2.37}\\
& \leq\left(2^{4 N}-1\right)\left(2^{4 N-1}\right) \cdots\left(2^{4 N-(r-2)}-|\alpha-1|\right)\left(2^{2 N-(r-1)}-\alpha\right)\left(2^{4 N-r}-|\alpha-1|\right) \cdots 2^{1},
\end{align*}
$$

where $\alpha=1$ if $r$ is odd and $C_{i, r}=0$ for all $i$; and $\alpha=0$ otherwise. In the case of $r=1$, equation 2.37is the following equality

$$
\left|\left\{S \in \mathcal{S}_{2 N}: C \mathbf{u}=\mathbf{0}\right\}\right|=\left(2^{2 N}-1\right)\left(2^{4 N-1}\right)\left(2^{4 N-2}-1\right) \cdots 2^{1}
$$

For some values of the first $r-1$ columns of $S$ and the $r$-th column of $C$, it is impossible to complete the $r$-th column of $A$ satisfying the symplectic constraints (equations 2.25 and 2.26, and hence equation 2.37 is an inequality.

The probability that a random $S$ satisfies $C \mathbf{u}=\mathbf{0}$ is

$$
\begin{equation*}
\operatorname{prob}\{C \mathbf{u}=\mathbf{0}\}=\frac{\left|\left\{S \in \mathcal{S}_{2 N}: C \mathbf{u}=\mathbf{0}\right\}\right|}{\left|\mathcal{S}_{2 N}\right|} . \tag{2.38}
\end{equation*}
$$

By noting that all factors in equation 2.37 are the same as in equation 2.27 except for the factor at position $r$, we obtain

$$
\begin{align*}
\operatorname{prob}\{C \mathbf{u}=\mathbf{0}\} & \leq \frac{2^{2 N-(r-1)}-\alpha}{2^{4 N-(r-1)}-\alpha^{\prime}} \leq \frac{2^{2 N-(r-1)}}{2^{4 N-(r-1)}-1} \\
& =\frac{2^{-2 N}}{1-2^{(r-1)-4 N}} \leq \frac{2^{-2 N}}{1-2^{-2 N}} \tag{2.39}
\end{align*}
$$

where $\alpha^{\prime}=1$ if $r$ is odd and $\alpha^{\prime}=0$ otherwise. The last inequality above follows from $r \leq 2 N$. The bound in equation 2.39 is correct also for $r=1$. The fact that bound in equation 2.39 is independent of $r$ is crucial for the rest of the proof.

Next, we generalise bound in equation 2.39 to the case where $C \mathbf{u}_{i}=0$ for $k$ given linearly-independent vectors $\mathbf{u}_{i} \in\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right\}$. To do this, we take the $2 n \times k$ matrix $\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right]$ and perform Gauss-Jordan elimination, operating on the columns,
to obtain a matrix $\left[\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right]$ having column-echelon form. $\left\{C \mathbf{u}_{1}=\mathbf{0}, \ldots, C \mathbf{u}_{k}=\mathbf{0}\right\}$ is equivalent to $\left\{C \mathbf{v}_{1}=\mathbf{0}, \ldots, C \mathbf{v}_{k}=\mathbf{0}\right\}$, in fact only two operations are performed on the set $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right\}$ to obtain the set $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right\}$ : changing the order of the vectors $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right\}$, replacing a vector $\mathbf{u}_{j}$ with the sum of $\mathbf{u}_{j}$ with another vector $\mathbf{u}_{l}$. If we denote by $r_{i}$ the position of the last " 1 " of $\mathbf{v}_{i}$, then column-echelon form amounts to $r_{1}<r_{2}<\cdots<r_{k}$. Now we proceed as above to generate each column of $S$ satisfying the symplectic and the $C \mathbf{v}_{i}=\mathbf{0}$ constraints. This gives
$\operatorname{prob}\left\{C \mathbf{u}_{1}=\mathbf{0}, \ldots, C \mathbf{u}_{k}=\mathbf{0}\right\} \leq \frac{2^{2 N-\left(r_{1}-1\right)}-\alpha_{1}}{2^{4 N-\left(r_{1}-1\right)}-\alpha_{1}^{\prime}} \frac{2^{2 N-\left(r_{2}-1\right)}-\alpha_{2}}{2^{4 N-\left(r_{2}-1\right)}-\alpha_{2}^{\prime}} \cdots \frac{2^{2 N-\left(r_{k}-1\right)}-\alpha_{k}}{2^{4 N-\left(r_{k}-1\right)}-\alpha_{k}^{\prime}}$,
where $\alpha_{i}, \alpha_{i}^{\prime} \in\{0,1\}$. Similarly as in equation 2.39 , we obtain

$$
\begin{equation*}
\operatorname{prob}\left\{C \mathbf{u}_{1}=\mathbf{0}, \ldots, C \mathbf{u}_{k}=\mathbf{0}\right\} \leq \frac{2^{-2 N k}}{\left(1-2^{-2 N}\right)^{k}} \tag{2.41}
\end{equation*}
$$

Multiplying the above bound by the number $\mathcal{N}_{k}^{2 N}$ of $k$-dimensional subspaces of $\mathbb{Z}_{2}^{2 N}$ (see appendix B), then we obtain

$$
\begin{align*}
\operatorname{prob}\{\operatorname{rank}(C) \leq 2 N-k\} & =\mathcal{N}_{k}^{2 N} \operatorname{prob}\left\{C \mathbf{u}_{1}=\mathbf{0}, \ldots, C \mathbf{u}_{k}=\mathbf{0}\right\} \\
& \leq \min \left\{2^{k}, 4\right\} \frac{2^{2 N k}}{2^{k^{2}}} \frac{2^{-2 N k}}{\left(1-2^{-2 N}\right)^{k}} \\
& =\min \left\{2^{k}, 4\right\} \frac{2^{-k^{2}}}{\left(1-2^{-2 N}\right)^{k}} \tag{2.42}
\end{align*}
$$

where in the last inequality we used the upper-bound proven in lemma B. 2 of appendix $B$.

I will now demonstrate that this argument applies to any of the four sub-matrices $A, B, C, D$. Consider the symplectic matrix

$$
M=\left(\begin{array}{ll}
0 & \mathbb{1}  \tag{2.43}\\
\mathbb{1} & 0
\end{array}\right),
$$

and its left and right action on the symplectic matrix $S$

$$
S M=\left(\begin{array}{ll}
B & A  \tag{2.44}\\
D & C
\end{array}\right), \quad M S=\left(\begin{array}{cc}
C & D \\
A & B
\end{array}\right)
$$

so $M$ permutes the block matrix $S$ by swapping the rows and columns. Since, the product of symplectic matrices is also a symplectic matrix, we have that the argument above for the case of $C=0$ applies to any of the four sub-matrices $A, B, C, D$. With this the proof of equation 2.34 is complete.

I will now generalise this result to include the product of multiple independent symplectic matrices, and in particular to the probability distribution for the rank of a product $C_{r} \cdots C_{2} C_{1}$ of ( $r$ ) independently sampled $C$-submatrices.

Lemma 2.5. Let the random matrices $S_{1}, S_{2}, \ldots, S_{r} \in \mathcal{S}_{2 N}$ be independent and uniformly distributed, which induces a distribution for the sub-matrices

$$
S_{i}=\left(\begin{array}{cc}
A_{i} & B_{i}  \tag{2.45}\\
C_{i} & D_{i}
\end{array}\right) .
$$

For any choice $E_{i} \in\left\{A_{i}, B_{i}, C_{i}, D_{i}\right\}$ for each $i \in\{1, \ldots, r\}$, we have

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{rank}\left(E_{r} \cdots E_{1}\right) \leq 2 N-k\right\} \leq \frac{2^{k}}{\left(1-2^{-2 N}\right)^{k}}\binom{k+r-1}{k} 2^{-\frac{1}{2} k^{2}} . \tag{2.46}
\end{equation*}
$$

Proof. Before analysing the rank of the product of $r$ independent random matrices $C_{r} \cdots C_{1}$, we start by studying a simpler problem. Analysing the rank of the product $C F$ where $C$ follows the usual $C$-distribution and $F$ is a fixed $2 N \times 2 N$ matrix with $\operatorname{rank}(F)=2 N-k_{1}$. Noting that the input space of $C$ has dimension $2 N-k_{1}$, using the result in lemma 2.4, with $k_{2} \equiv k-k_{1} \geq 0$, we obtain

$$
\begin{align*}
\operatorname{prob}\{\operatorname{rank}(C F) \leq 2 N-k\} & \leq \mathcal{N}_{k_{2}}^{2 N-k_{1}} \operatorname{prob}\left\{C \mathbf{u}_{1}=\mathbf{0}, \ldots, C \mathbf{u}_{k_{2}}=\mathbf{0}\right\} \\
& \leq \min \left\{2^{k_{2}}, 4\right\} \frac{2^{\left(2 N-k_{1}\right) k_{2}}}{2^{k_{2}^{2}}} \frac{2^{-2 N k_{2}}}{\left(1-2^{-2 N}\right)^{k_{2}}} \\
& \leq \frac{2^{k_{2}-k_{1} k_{2}-k_{2}^{2}}}{\left(1-2^{-2 N}\right)^{k_{2}}}, \tag{2.47}
\end{align*}
$$

Proceeding in a similar fashion, we can analyse the product of two independent $C$-matrices. To do so, we multiply two factors of equation 2.47 and sum over all possible intermediate kernel sizes $k_{1}$, obtaining

$$
\begin{align*}
\operatorname{prob}\left\{\operatorname{rank}\left(C_{2} C_{1}\right) \leq 2 N-k\right\} & \leq \sum_{k_{1}=0}^{k} \frac{2^{k_{2}-k_{2} k_{1}-k_{2}^{2}}}{\left(1-2^{-2 N}\right)^{k_{2}}} \frac{2^{k_{1}-k_{1}^{2}}}{\left(1-2^{-2 N}\right)^{k_{1}}} \\
& =\sum_{k_{1}=0}^{k} \frac{2^{k-k_{2} k_{1}-k_{1}^{2}-k_{2}^{2}}}{\left(1-2^{-2 N}\right)^{k}} \tag{2.48}
\end{align*}
$$

where again $k_{2}=k-k_{1}$. Analogously, we can bound the rank of a product of $r$ independent random $C$-matrices as

$$
\begin{align*}
\operatorname{prob}\left\{\operatorname{rank}\left(C_{r} \cdots C_{1}\right) \leq 2 N-k\right\} & \leq \sum_{\left\{k_{i}\right\}} \prod_{i=1}^{r} \frac{2^{k_{i}-k_{i} \sum_{j=1}^{i} k_{j}}}{\left(1-2^{-2 N}\right)^{k_{i}}} \\
& =\frac{2^{k}}{\left(1-2^{-2 N}\right)^{k}} \sum_{\left\{k_{i}\right\}} 2^{-\sum_{i=1}^{r} k_{i} \sum_{j=1}^{i} k_{j}}, \tag{2.49}
\end{align*}
$$

where the sum $\sum_{\left\{k_{i}\right\}}$ runs over all sets of $r$ non-negative integers $\left\{k_{1}, \ldots, k_{r}\right\}$ such that $\sum_{i=1}^{r} k_{i}=k$. In other words, this is all the possible ways of sharing $k$ units among $r$ distinguishable parts. The number of all these sets can be bounded (see lemma B. 3 in appendix B) as

$$
\begin{equation*}
\sum_{\left\{k_{i}\right\}} 1=\binom{k+r-1}{r-1}=\binom{k+r-1}{k} \leq(1+r)^{k} \leq(2 r)^{k} \tag{2.50}
\end{equation*}
$$

Finally, for any set $\left\{k_{1}, \ldots, k_{r}\right\}$ we have

$$
\begin{align*}
k^{2} & =\sum_{i=1}^{r} \sum_{j=1}^{r} k_{i} k_{j} \leq \sum_{i=1}^{r} \sum_{j=1}^{i} k_{i} k_{j}+\sum_{i=1}^{r} \sum_{j=i}^{r} k_{i} k_{j} \\
& =2 \sum_{i=1}^{r} \sum_{j=1}^{i} k_{i} k_{j} \tag{2.51}
\end{align*}
$$

Substituting equations 2.50 and 2.51 back in to equation 2.49 we obtain

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{rank}\left(C_{r} \cdots C_{1}\right) \leq 2 N-k\right\} \leq \frac{2^{k}}{\left(1-2^{-2 N}\right)^{k}}\binom{k+r-1}{k} 2^{-\frac{1}{2} k^{2}} . \tag{2.52}
\end{equation*}
$$

Using the same argument as in the proof of lemma 2.4, this proof applies to all products of submatrix $E \in\{A, B, C, D\}$.

As I have discussed already, in the phase space description of the dynamics the Clifford unitaries are represented by symplectic matrices, which act on and map binary vectors, which represent Pauli operators. Hence, to study the probabilistic transformation of Pauli operators by the time evolution operator, in the next lemma I will, using lemma 2.5, prove an upper-bound to the probability that a random binary vector $\mathbf{u}$ is mapped to the zero vector by the product $C_{r} \cdots C_{2} C_{1}$ of $(r)$ independently sampled $C$-submatrices. This next lemma is an essential component in the proof of all of the main results (results 2.1[2.2[2.3, and 2.4).

Lemma 2.6. If the random variables $S_{1}, S_{2}, \ldots, S_{r} \in \mathcal{S}_{2 N}$ and $\mathbf{u} \in \mathbb{Z}_{2}^{2 N}$ are independent and uniformly distributed it follows that

$$
\begin{equation*}
\operatorname{prob}\left\{E_{r} \cdots E_{1} \mathbf{u}=\mathbf{0}\right\} \leq 8 r 2^{-N} . \tag{2.53}
\end{equation*}
$$

being $E_{j} \in\left\{A_{j}, B_{j}, C_{j}, D_{j}\right\}$ the subblocks of the symplectic matrices $S_{1}, \ldots, S_{r}$.
Proof. If $M$ is a fixed $2 N \times 2 N$ matrix with rank $M=2 N-k$ and $\mathbf{u} \in \mathbb{Z}_{2}^{2 N}$ is uniformly distributed, then

$$
\begin{equation*}
\operatorname{prob}\{M \mathbf{u}=\mathbf{0}\}=\frac{2^{k}}{2^{2 N}} \tag{2.54}
\end{equation*}
$$

Also, if rank $M>2 N-k$ then

$$
\begin{equation*}
\operatorname{prob}\{M \mathbf{u}=\mathbf{0}\} \leq \frac{2^{k-1}}{2^{2 N}} \tag{2.55}
\end{equation*}
$$

This inequality is useful for the following bound

$$
\begin{aligned}
\operatorname{prob}\{ & \left.C_{r} \cdots C_{1} \mathbf{u}=\mathbf{0}\right\} \\
& =\operatorname{prob}\left\{C_{r} \cdots C_{1} \mathbf{u}=\mathbf{0} \text { and } \operatorname{rank}\left(C_{r} \cdots C_{1}\right)>2 N-k\right\} \\
& +\operatorname{prob}\left\{C_{r} \cdots C_{1} \mathbf{u}=\mathbf{0} \text { and } \operatorname{rank}\left(C_{r} \cdots C_{1}\right) \leq 2 N-k\right\} \\
& \leq \operatorname{prob}\left\{C_{r} \cdots C_{1} \mathbf{u}=\mathbf{0} \mid \operatorname{rank}\left(C_{r} \cdots C_{1}\right)>2 N-k\right\}
\end{aligned}
$$

$$
\begin{align*}
& +\operatorname{prob}\left\{\operatorname{rank}\left(C_{r} \cdots C_{1}\right) \leq 2 N-k\right\} \\
& \leq 2^{k-1-2 N}+\frac{2^{k}}{\left(1-2^{-2 N}\right)^{k}}(1+r)^{k} 2^{-\frac{1}{2} k^{2}} \tag{2.56}
\end{align*}
$$

where the last inequality uses equation 2.55 and lemma 2.5 (and additional lemma B. 3 in the appendix B).

Using

$$
\begin{align*}
\frac{1}{\left(1-2^{-2 N}\right)^{k}} & \leq \frac{1}{\left(1-2^{-2 N}\right)^{2 N}}=\left(1+\frac{1}{2^{2 N}-1}\right)^{2 N}=\left(1+\frac{1}{2\left(2^{2 N-1}-\frac{1}{2}\right)}\right)^{2 N} \\
& \leq\left(1+\frac{1}{4 N}\right)^{2 N} \leq \sqrt{e}<2 \tag{2.57}
\end{align*}
$$

we obtain

$$
\begin{equation*}
\operatorname{prob}\left\{C_{r} \cdots C_{1} \mathbf{u}=\mathbf{0}\right\} \leq 2^{k-2 N}+2(4 r)^{k} 2^{-\frac{1}{2} k^{2}}=\varepsilon \tag{2.58}
\end{equation*}
$$

where the last equality defines $\varepsilon$. Note that the left-hand side above is independent of $k$. Hence, for each value of $k$ we have a different upper bound. We are interested in the tightest one of them. Therefore, we need to find a value of $k \in[1,2 N]$ that makes the upper bound in equation 2.58 have a small enough value. This can be done by equating each of the two terms to $\varepsilon / 2$ as

$$
\begin{equation*}
2^{k-2 N}=2(4 r)^{k} 2^{-\frac{1}{2} k^{2}}=\frac{\varepsilon}{2} . \tag{2.59}
\end{equation*}
$$

Isolating $k$ from the first and second terms gives

$$
\begin{align*}
& k=2 N-\log _{2} \frac{2}{\varepsilon}  \tag{2.60}\\
& k=\log _{2} 4 r+\sqrt{\log _{2}^{2} 4 r+\log _{2} \frac{2}{\varepsilon}+1} \tag{2.61}
\end{align*}
$$

where we only keep the positive solution. Equating the above two identities for $k$ we
obtain

$$
\begin{align*}
N & =\frac{1}{2}\left(\log _{2} 4 r+\log _{2} \frac{2}{\varepsilon}+\sqrt{\log _{2}^{2} 4 r+\log _{2} \frac{2}{\varepsilon}+1}\right) \\
& \leq \frac{1}{2}\left(\log _{2} 4 r+\log _{2} \frac{2}{\varepsilon}+\log _{2} 4 r+\sqrt{\log _{2} \frac{2}{\varepsilon}+1}\right) \\
& \leq \log _{2} 4 r+\log _{2} \frac{2}{\varepsilon}, \tag{2.62}
\end{align*}
$$

which implies

$$
\begin{equation*}
\varepsilon \leq 8 r 2^{-N} \tag{2.63}
\end{equation*}
$$

Substituting this into equation 2.58 we finish the proof of this lemma.

## Additional symmetry

I will now demonstrate another key tool in the proof of the main results of this section. I will now present what is referred to as the twirling technique in the work [125] and discuss how it applies to the random Clifford circuit model we consider. Before stating the lemma itself, it is worthwhile recalling that the definition of the evolution operator after an integer time $t$ is:

$$
\begin{aligned}
W(t) & \equiv\left[\left(U_{1} \otimes U_{3} \otimes \cdots \otimes U_{L-1}\right)\left(U_{0} \otimes U_{2} \otimes \cdots \otimes U_{L-2}\right)\right]^{t} \\
& =\left(U_{\text {odd }} U_{\text {even }}\right)^{t}=\left(U_{\text {chain }}\right)^{t},
\end{aligned}
$$

and after a half-integer time $t$ is:

$$
W(t) \equiv U_{\text {even }}\left(U_{\text {chain }}\right)^{t-1 / 2}
$$

Lemma 2.7. Consider a set of $2 L$ single-site Clifford unitaries $V_{x}, V_{x}^{\prime} \in \mathcal{C}_{N}$, these unitaries are fixed. At integer time $t$, the random evolution operator $W(t)$, as defined above, has identical statistical properties to

$$
\begin{equation*}
\left(\bigotimes_{x=0}^{L-1} V_{x}^{\prime \dagger}\right) W(t)\left(\bigotimes_{x=0}^{L-1} V_{x}^{\prime}\right) . \tag{2.64}
\end{equation*}
$$

Similarly, at half-integer time $t$ the evolution operator $W(t)$ has identical statistical properties to

$$
\begin{equation*}
\left(\bigotimes_{x=0}^{L-1} V_{x}\right) W(t)\left(\bigotimes_{x=0}^{L-1} V_{x}^{\prime}\right) . \tag{2.65}
\end{equation*}
$$

Proof. First, we note that any uniformly distributed two-site Clifford unitary $U_{x} \in$ $\mathcal{C}_{2 N}$ has identical statistical properties to the unitary $\left(V_{x} \otimes V_{x+1}\right) U_{x}\left(V_{x}^{\prime} \otimes V_{x+1}^{\prime}\right)$ for any arbitrary choice of $V_{x}, V_{x+1}, V_{x}^{\prime}, V_{x+1}^{\prime} \in \mathcal{C}_{N}$; this is known as single-site Haar invariance. Hence, we introduce the primed notation for the random two-site Clifford unitary $U_{x}$

$$
\begin{align*}
& U_{x}^{\prime} \equiv\left(V_{x} \otimes V_{x+1}\right) U_{x}\left(V_{x}^{\prime} \otimes V_{x+1}^{\prime}\right) \text { for even } x \in \mathbb{Z}_{L}  \tag{2.66}\\
& U_{x}^{\prime} \equiv\left(V_{x}^{\prime} \otimes V_{x+1}^{\prime}\right)^{-1} U_{x}\left(V_{x} \otimes V_{x+1}\right)^{-1} \text { for odd } x \in \mathbb{Z}_{L} \tag{2.67}
\end{align*}
$$

where $V_{x}, V_{x+1}, V_{x}^{\prime}, V_{x+1}^{\prime} \in \mathcal{C}_{N}$ are any arbitrary choice of single-site Clifford unitary. Consequently, the primed version of the global dynamics for integer $t$ becomes

$$
\begin{equation*}
W^{\prime}(t)=\left(\bigotimes_{x=0}^{L-1} V_{x}^{\prime \dagger}\right) W(t)\left(\bigotimes_{x=0}^{L-1} V_{x}^{\prime}\right) \tag{2.68}
\end{equation*}
$$

and for half-integer $t$

$$
\begin{equation*}
W^{\prime}(t)=\left(\bigotimes_{x=0}^{L-1} V_{x}\right) W(t)\left(\bigotimes_{x=0}^{L-1} V_{x}^{\prime}\right) . \tag{2.69}
\end{equation*}
$$

The single-site Haar invariance of the probability distributions of the primed and not-primed evolution operators are identical, this proves the result.

## Binary vector time evolution

With the two mathematical results proven in lemma 2.6 and lemma 2.7, I will now prove a series of results which culminate in bounding the probability that any (nonzero) initial binary vector of the total phase space (of the spin chain) $\mathbf{u} \in \mathbb{Z}_{2}^{2 N L}$ is through its time evolution mapped to a binary vector which is non-zero at every site of the phase space $\mathcal{V}_{x}$. In other words, I will bound the probability that the initial Pauli operator after a time $t$ evolves to another Pauli operator which is non-identity
at every site of the spin chain.
Before this, I will first define some notation. The time evolution of an initial vector $\mathbf{u}^{0} \in \mathcal{V}_{\text {chain }}$ at time $t$ is denoted by $\mathbf{u}^{t}=S(t) \mathbf{u}^{0}$. If the initial vector is supported only at the origin $\mathbf{u}^{0} \in \mathcal{V}_{0}$ then, as time $t$ increases, the evolved vector $\mathbf{u}^{t}$ is supported on the light-cone

$$
\begin{equation*}
x \in\{-(2 t-1),-(2 t-2), \ldots, 2 t\} \subseteq \mathbb{Z}_{L} \tag{2.70}
\end{equation*}
$$

It is worth recalling that the scrambling time, the minimum time such that any initially local operator spreads throughout the entire spin chain, in this model is $t_{\text {scr }}=\frac{L}{4}$. Finally, we denote the projection of $\mathbf{u}$ on the local subspace $\mathcal{V}_{x}$ by $\mathbf{u}_{x}$.

In the next lemma, I will bound the probability distribution of the evolved binary vector $\mathbf{u}^{t}$ being zero or non-zero on the boundary of the light-cone for an initial an initial vector which is non-zero only on a single-site.

Lemma 2.8. Consider a non-zero vector located at the origin $\mathbf{u}^{0} \in \mathcal{V}_{0}$ and its time evolution $\mathbf{u}^{t}$ for any $t \in\{1 / 2,1,3 / 2, \ldots\}$. The projection of $\mathbf{u}^{t}$ at the rightmost site of the lightcone $x=2 t$ follows the probability distribution

$$
P\left(\mathbf{u}_{2 t}^{t}\right)=\left\{\begin{array}{cc}
\frac{1-q_{t}}{2^{2 N}-1} & \text { if } \mathbf{u}_{2 t}^{t} \neq \mathbf{0}  \tag{2.71}\\
q_{t} & \text { if } \mathbf{u}_{2 t}^{t}=\mathbf{0}
\end{array}\right.
$$

where $q_{t} \leq 2 t 2^{-2 N}$. The projection onto the second rightmost site $\mathbf{u}_{2 t-1}^{t}$ also obeys distribution given in equation 2.71 .

Proof. After half a time step the evolved vector $\mathbf{u}^{1 / 2}$ is supported on sites $x \in\{0,1\}$ and it is determined by

$$
\begin{equation*}
\mathbf{u}_{0}^{1 / 2} \oplus \mathbf{u}_{1}^{1 / 2}=S_{0}\left(\mathbf{u}_{0}^{0} \oplus \mathbf{0}\right) \tag{2.72}
\end{equation*}
$$

Lemma 2.3 tells us that the vector $\mathbf{u}_{0}^{1 / 2} \oplus \mathbf{u}_{1}^{1 / 2}$ is uniformly distributed over all non-zero vectors in $\mathcal{V}_{0} \oplus \mathcal{V}_{1}$. This implies that the vectors $\mathbf{u}_{0}^{1 / 2}$ and $\mathbf{u}_{1}^{1 / 2}$ satisfy

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{x}^{1 / 2}=\mathbf{0}\right\}=\frac{2^{2 N}-1}{2^{4 N}-1} \leq 2^{-2 N} \tag{2.73}
\end{equation*}
$$

and have probability distribution of the form given in equation 2.71 with $t=1 / 2$. In the next time step we have

$$
\begin{equation*}
\mathbf{u}_{1}^{1} \oplus \mathbf{u}_{2}^{1}=S_{1}\left(\mathbf{u}_{1}^{1 / 2} \oplus \mathbf{0}\right) . \tag{2.74}
\end{equation*}
$$

Hence, if $\mathbf{u}_{1}^{1 / 2}=\mathbf{0}$ then $\mathbf{u}_{1}^{1}=\mathbf{u}_{2}^{1}=\mathbf{0}$. Also, applying again lemma 2.3 we see that, if $\mathbf{u}_{1}^{1 / 2} \neq \mathbf{0}$, then $\mathbf{u}_{1}^{1} \oplus \mathbf{u}_{2}^{1}$ is uniformly distributed over all non-zero values. Putting these things together we conclude that $\mathbf{u}_{1}^{1}$ and $\mathbf{u}_{2}^{1}$ satisfy

$$
\begin{align*}
\operatorname{prob}\left\{\mathbf{u}_{x}^{1}=\mathbf{0}\right\} & =\operatorname{prob}\left\{\mathbf{u}_{1}^{1 / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\mathbf{u}_{1}^{1 / 2} \neq \mathbf{0}\right\} \operatorname{prob}\left\{\mathbf{u}_{x}^{1}=\mathbf{0} \mid \mathbf{u}_{1}^{1 / 2} \neq \mathbf{0}\right\} \\
& \leq \operatorname{prob}\left\{\mathbf{u}_{1}^{1 / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\mathbf{u}_{1}^{1 / 2} \neq \mathbf{0}\right\} 2^{-2 N} \\
& \leq 2 \times 2^{-2 N} \tag{2.75}
\end{align*}
$$

and have probability distribution of the form given in equation 2.71 with $t=1$.
We can proceed as above, applying lemma 2.3 to each evolution step

$$
\begin{equation*}
\mathbf{u}_{2 t-1}^{t} \oplus \mathbf{u}_{2 t}^{t}=S_{2 t-1}\left(\mathbf{u}_{2 t-1}^{t-1 / 2} \oplus \mathbf{0}\right), \tag{2.76}
\end{equation*}
$$

for $t=1 / 2,1,3 / 2,2, \ldots$ This gives us the recursive equation

$$
\begin{align*}
\operatorname{prob}\left\{\mathbf{u}_{2 t}^{t}=\mathbf{0}\right\} & =\operatorname{prob}\left\{\mathbf{u}_{2 t-1}^{t-1 / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\mathbf{u}_{2 t-1}^{t-1 / 2} \neq \mathbf{0}\right\} \operatorname{prob}\left\{\mathbf{u}_{2 t}^{t}=\mathbf{0} \mid \mathbf{u}_{2 t-1}^{t-1 / 2} \neq \mathbf{0}\right\} \\
& \leq 2 t \times 2^{-2 N} . \tag{2.77}
\end{align*}
$$

And the same for $\mathbf{u}_{2 t-1}^{t}$. Also, lemma 2.3 implies that $\mathbf{u}_{2 t-1}^{t}$ and $\mathbf{u}_{2 t}^{t}$ follow the probability distribution in equation 2.71 for all $t=1 / 2,1,3 / 2,2, \ldots$

With this proof, I will in the following lemma prove a similar result for the case where the initial binary vector $\mathbf{u}^{0}$ is non-zero at every site $\mathcal{V}_{x}$. This proof, along with the previous lemma, will then be used to generalise further to any arbitrary (non-zero) initial vector $\mathbf{u}^{0} \in \mathcal{V}_{\text {chain }}$.

Lemma 2.9. If the initial vector $\mathbf{u}^{0} \in \mathcal{V}_{\text {chain }}$ is non-zero on all lattice sites $\left(\mathbf{u}_{x}^{0} \neq \mathbf{0}\right.$
for all $x$ ) then the projection of its evolution $\mathbf{u}^{t}$ onto any site $x \in \mathbb{Z}_{L}$ satisfies

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{x}^{t} \neq \mathbf{0}\right\} \geq 1-16 t 2^{-N}, \tag{2.78}
\end{equation*}
$$

for all $t \in\{1 / 2,1,3 / 2, \ldots\}$.

Proof. To prove this lemma we proceed similarly as in lemma 2.8. However, here, the recursive equation 2.76 need not have a 0 -input in the right system

$$
\begin{equation*}
\mathbf{u}_{2 t-1}^{t} \oplus \mathbf{u}_{2 t}^{t}=S_{2 t-1}\left(\mathbf{u}_{2 t-1}^{t-1 / 2} \oplus \mathbf{u}_{2 t}^{t-1 / 2}\right) . \tag{2.79}
\end{equation*}
$$

This difference in the premises does not change the conclusion in equation 2.73, due to the fact that the bound in equation 2.32 is independent of $\mathbf{u}_{1}^{0}$ being zero or not. This gives equation 2.71 for $t=1 / 2$. Also, using

$$
\begin{align*}
\operatorname{prob}\left\{\mathbf{u}_{x}^{1}=\mathbf{0}\right\} & =\operatorname{prob}\left\{\mathbf{u}_{1}^{1 / 2} \oplus \mathbf{u}_{2}^{1 / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\mathbf{u}_{1}^{1 / 2} \oplus \mathbf{u}_{2}^{1 / 2} \neq \mathbf{0} \text { and } \mathbf{u}_{x}^{1}=\mathbf{0}\right\} \\
& \leq \operatorname{prob}\left\{\mathbf{u}_{1}^{1 / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\mathbf{u}_{x}^{1}=\mathbf{0} \mid \mathbf{u}_{1}^{1 / 2} \oplus \mathbf{u}_{2}^{1 / 2} \neq \mathbf{0}\right\} \\
& \leq 2 \times 2^{-2 N}, \tag{2.80}
\end{align*}
$$

we obtain equation 2.71 for $t=1$. However, here there is a very delicate point. As can be seen in figure 2.4, the vector $\mathbf{u}_{2}^{1}$ is partly determined by $S_{2}$, and hence, it is not independent. Crucially, the bound given in equation 2.75 for $\mathbf{u}_{2}^{1}$ holds regardless of the right input $\mathbf{u}_{2}^{1 / 2}$, and hence, it is independent of $S_{2}$. This fact can be summarized with the following bound

$$
P\left(\mathbf{u}_{2}^{1} \mid S_{2}\right)=\left\{\begin{array}{cc}
\frac{1-q_{1}}{2^{2 N-}-1} & \text { if } \mathbf{u}_{2}^{1} \neq \mathbf{0}  \tag{2.81}\\
q_{1} & \text { if } \mathbf{u}_{2}^{1}=\mathbf{0}
\end{array},\right.
$$

for any $S_{2}$, where $q_{1} \leq 22^{-2 N}$. That is, the correlation between $\mathbf{u}_{2}^{1}$ and $S_{2}$ can only happen through small variations of $q_{1}$.

For $t>1$, the inputs in equation 2.79 are not independent of the matrix $S_{2 t-1}$, as illustrated in figure 2.4, and hence, lemma 2.3 cannot be applied. If we restrict


Figure 2.4: This figure shows that the causal past of $\mathbf{u}_{2}^{1}$ is partly determined by $S_{2}$. Hence, at $t=3 / 2$, the input $\mathbf{u}_{2}^{1}$ of $S_{2}$ is not independent of $S_{2}$. This makes the exact probability distribution of $\mathbf{u}^{t}$ very complicated. However, we prove that $\mathbf{u}_{2}^{1}$ is approximately independent of $S_{2}$. This figure was produced by a collaborator, Daniele Toniolo.
equation 2.79 to the rightmost output $(x=2 t)$ then we obtain

$$
\begin{align*}
\mathbf{u}_{2 t}^{t} & =C_{2 t-1} \mathbf{u}_{2 t-1}^{t-1 / 2}+D_{2 t-1} \mathbf{u}_{2 t}^{t-1 / 2} \\
& =C_{2 t-1} \mathbf{u}_{2 t-1}^{t-1 / 2}+\mathbf{v}^{t-1 / 2} \tag{2.82}
\end{align*}
$$

where the vector $\mathbf{v}^{t-1 / 2}=D_{t-1 / 2} \mathbf{u}_{2 t}^{t-1 / 2} \in \mathbb{Z}_{2}^{2 N}$ is not independent of $C_{t-1 / 2}$. Expanding this recursive relation we obtain

$$
\begin{align*}
\mathbf{u}_{2 t}^{t} & =C_{2 t-1} C_{2 t-2} \mathbf{u}_{2 t-2}^{t-1}+C_{2 t-1} \mathbf{v}^{t-1}+\mathbf{v}^{t-1 / 2} \\
& =C_{2 t-1} \cdots C_{2} \mathbf{u}_{2}^{1}+\mathbf{w}^{t} \tag{2.83}
\end{align*}
$$

where the random vector

$$
\begin{equation*}
\mathbf{w}^{t}=C_{2 t-1} \cdots C_{3} \mathbf{v}^{1}+\cdots+C_{2 t-1} C_{2 t-2} \mathbf{v}^{t-3 / 2}+C_{2 t-1} \mathbf{v}^{t-1}+\mathbf{v}^{t-1 / 2} \tag{2.84}
\end{equation*}
$$

is not independent of the matrices $C_{2 t-1}, \ldots, C_{2}$. Crucially, the bound in equation 2.81 for the distribution of $\mathbf{u}_{2}^{1}$ is independent of all these matrices. This bound can
be equivalently stated as follows: with probability $q=q_{1}-\frac{1-q_{1}}{2^{2 N}-1}$ we have $\mathbf{u}_{2}^{1}=\mathbf{0}$, and with probability $1-q$ the random variable $\mathbf{u}_{2}^{1}$ is uniformly distributed over all vectors in $\mathbb{Z}_{2}^{2 N}$ including zero. This allows to write the following identity

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{2 t}^{t}=\mathbf{0}\right\}=q+(1-q) \operatorname{prob}\left\{C_{2 t-1} \cdots C_{2} \mathbf{u}=\mathbf{w}^{t}\right\}, \tag{2.85}
\end{equation*}
$$

where the random variable $\mathbf{u} \in \mathbb{Z}_{2}^{2 N}$ is uniform (including zero) and independent of $\mathbf{w}^{t}$ and $C_{i}$ for all $i \in\{2 t-1, \ldots, 2\}$. Clearly, we can write

$$
\begin{equation*}
\operatorname{prob}\left\{C_{2 t-1} \cdots C_{2} \mathbf{u}=\mathbf{w}^{t}\right\}=\underset{C_{i}, \mathbf{w}^{t}}{\mathbb{E}} \underset{\mathbf{u}}{\mathbb{E}} \boldsymbol{\delta}\left[C_{2 t-1} \cdots C_{2} \mathbf{u}=\mathbf{w}^{t}\right] \tag{2.86}
\end{equation*}
$$

Now consider the average $\mathbb{E}_{\mathbf{u}} \delta\left[C_{2 t-1} \cdots C_{2} \mathbf{u}=\mathbf{w}^{t}\right]$ for a fixed value of the variables $\mathbf{w}^{t}$ and $C_{i}$. If the vector $\mathbf{w}^{t}$ is not in the range of the matrix $\left(C_{2 t-1} \cdots C_{2}\right)$ then the average is zero. If the vector $\mathbf{w}^{t}$ is in the range of the matrix $\left(C_{2 t-1} \cdots C_{2}\right)$ then there is a vector $\tilde{\mathbf{w}}$ such that $\mathbf{w}^{t}=\left(C_{2 t-1} \cdots C_{2}\right) \tilde{\mathbf{w}}$. Then we can write the average as

$$
\begin{align*}
\underset{\mathbf{u}}{\mathbb{E}} \delta\left[C_{2 t-1} \cdots C_{2} \mathbf{u}=\mathbf{w}^{t}\right] & =\underset{\mathbf{u}}{\mathbb{E}} \delta\left[C_{2 t-1} \cdots C_{2}(\mathbf{u}+\tilde{\mathbf{w}})=\mathbf{0}\right]  \tag{2.87}\\
& =\underset{\mathbf{u}}{\mathbb{E}} \delta\left[C_{2 t-1} \cdots C_{2} \mathbf{u}=\mathbf{0}\right] \tag{2.88}
\end{align*}
$$

where the last equality follows from the fact that the random variable $\mathbf{u}+\tilde{\mathbf{w}}$ is uniform and independent of $C_{i}$, likewise $\mathbf{u}$. Combining together the two cases for $\mathbf{w}^{t}$ we can write

$$
\begin{align*}
& \operatorname{prob}\left\{C_{2 t-1} \cdots C_{2} \mathbf{u}=\mathbf{w}^{t}\right\} \leq \underset{C_{i}}{\mathbb{E}} \mathbb{E} \\
& \mathbf{U} \\
&=\operatorname{prob}\left\{C_{2 t-1} \cdots C_{2} \mathbf{u}=\mathbf{0}\right]  \tag{2.89}\\
& \leq 8(2 t-2) 2^{-N},
\end{align*}
$$

where the last step follows from lemma 2.6. Substituting this back into equation 2.85 and using $q \leq\left(2^{2 N}-1\right)^{-1}$ we obtain

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{2 t}^{t}=\mathbf{0}\right\} \leq q+(1-q) 16(t-1) 2^{-N} \leq 16 t 2^{-N} . \tag{2.90}
\end{equation*}
$$

It is worth noting that lemma 2.6 implies that the same bound also holds for $\mathbf{u}_{2 t-1}^{t}$. Also, since the premises of this lemma are invariant under translations in the chain $\mathbb{Z}_{L}$, then the conclusions hold for all $x \in \mathbb{Z}_{L}$.

The previous two proofs analyse two specific cases of the initial vector $\mathbf{u}^{0}$. In the following lemma, I will prove a similar result for the more general case in which the initial vector $\mathbf{u}^{0} \in \mathbb{Z}_{2}^{2 N L}$ is any non-zero vector. Also, I would like to comment that while I did contribute significantly to the proof of the following lemma, the proof in its current form I primarily credit to my supervisor, Lluis Masanes, and collaborator, Daniele Toniolo.

Lemma 2.10. After the scrambling time $t \in\left[t_{\mathrm{scr}}, 2 t_{\mathrm{scr}}\right]$, with $t$ integer or half-integer, the evolved vector $\mathbf{u}^{t}=S(t) \mathbf{u}^{0}$ is non-zero at each lattice site with probability

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{x}^{t} \neq \mathbf{0}, \forall x \in \mathbb{Z}_{L}\right\} \geq 1-16 t L 2^{-N} \tag{2.91}
\end{equation*}
$$

for any initial non-zero vector $\mathbf{u}^{0} \in \mathcal{V}_{\text {chain }}$.

Proof. Let $\mathcal{F}\left(\mathbf{u}^{0}\right) \subseteq \mathbb{Z}_{L} \times \mathbb{N}$ be the set of spacetime points consisting of the causal future of the sites $x^{\prime} \in \mathbb{Z}_{L}$ where the initial vector $\mathbf{u}^{0}$ has support ( $\mathbf{u}_{x^{\prime}}^{0} \neq \mathbf{0}$ ). For example, if the initial vector is supported in the origin of the chain $\mathbf{u}^{0} \in \mathcal{V}_{0}$ then the causal future is given by the light cone (equation 2.70).

The main objective in this proof is to bound the probability of $\mathbf{u}_{x}^{t} \neq \mathbf{0}$ for any fixed site $x \in \mathbb{Z}_{L}$ and time $t \in\left[t_{\text {scr }}, 2 t_{\text {scr }}\right]$. For the sake of simplicity, let us start by considering the case of $x$ odd and $t$ integer. In this case, the left-most spacetime points in the causal past of $(x, t)$ that are also contained in $\mathcal{F}\left(\mathbf{u}^{0}\right)$ are

$$
\begin{equation*}
(x-1, t-1 / 2), \ldots,(x-n, t-n / 2), \ldots,\left(x_{\mathrm{e}}, t_{\mathrm{e}}\right) . \tag{2.92}
\end{equation*}
$$

We have that either $t_{\mathrm{e}}=0$ or $t_{\mathrm{e}}>0$. In the first case $\left(t_{\mathrm{e}}=0\right)$ we have that $\mathbf{u}^{0}$ has support on $x_{\mathrm{e}}$ or $x_{\mathrm{e}}+1$. And we can prove

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{x}^{t}=\mathbf{0}\right\} \leq 16 t 2^{-N} \tag{2.93}
\end{equation*}
$$

by applying the same procedure as in lemma2.9 It is worth noting that the possibility that $\mathbf{u}_{x^{\prime}}^{0}=\mathbf{0}$ for $x^{\prime}>x_{\mathrm{e}}+1$ does not affect the argument.

In the second case ( $t_{\mathrm{e}}>0$ ), the sequence 2.92 can be continued by including the following points from $\mathcal{F}\left(\mathbf{u}^{0}\right)$,

$$
\left(x_{\mathrm{e}}, t_{\mathrm{e}}-1 / 2\right), \ldots,\left(x_{\mathrm{e}}+n, t_{\mathrm{e}}-1 / 2-n / 2\right), \ldots,\left(x_{0}-1,1 / 2\right),\left\{\begin{array}{l}
\left(x_{0}-1,0\right)  \tag{2.94}\\
\left(x_{0}, 0\right)
\end{array}\right.
$$

where the last element is chosen so that it belongs to $\mathcal{F}\left(\mathbf{u}^{0}\right)$. If $\mathbf{u}^{0}$ has support on both $\left(x_{0}-1,0\right)$ and $\left(x_{0}, 0\right)$ then the choice is arbitrary. Here, for the sake of concreteness, we assume that $\mathbf{u}_{x_{0}}^{0} \neq \mathbf{0}$ and take $\left(x_{0}, 0\right)$ as the last point of the sequence. The subindex "e" stands for "elbow", because it labels the point where the sequence 2.92 changes direction to the sequence 2.94 (see figure 2.5).

Now we can write our chosen vector $\mathbf{u}_{x}^{t}$ as

$$
\begin{align*}
\mathbf{u}_{x_{e}}^{t_{\mathrm{e}}-1 / 2} & =B_{x_{\mathrm{e}}} \cdots B_{x_{0}-2} B_{x_{0}-1} \mathbf{u}_{x_{0}}^{0}  \tag{2.95}\\
\mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}} & =D_{x_{\mathrm{e}}-1} \mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}-1 / 2}  \tag{2.96}\\
\mathbf{u}_{x}^{t} & =C_{x-1} \cdots C_{x_{\mathrm{e}}+1} C_{x_{\mathrm{e}}} \mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}}+\mathbf{w}, \tag{2.97}
\end{align*}
$$

where the random vector $\mathbf{w}$ is correlated with $B_{x_{\mathrm{e}}}, \ldots, B_{x_{0}-1}$ and $C_{x-1}, \ldots, C_{x_{\mathrm{e}}}$ but not with $D_{x_{\mathrm{e}}-1}$. Vector $\mathbf{w}$ is analogous to $\mathbf{w}^{t}$, defined in equation 2.84. Note also that the random matrices $B_{x_{\mathrm{e}}}, \ldots, B_{x_{0}-1}$ are not independent from $C_{x-1}, \ldots, C_{x_{\mathrm{e}}}$, but that $D_{x_{\mathrm{e}}-1}$ is independent from all the rest. (Figure 2.5 contains an example where the gates associated to $B_{x_{\mathrm{e}}}, \ldots, B_{x_{0}-1}$ are in blue, those of $C_{x-1}, \ldots, C_{x_{\mathrm{e}}}$ in red, and that of $D_{x_{\mathrm{e}}-1}$ in yellow.)

Now we can start constructing our bound as

$$
\begin{align*}
\operatorname{prob}\left\{\mathbf{u}_{x}^{t}=\mathbf{0}\right\} & =\operatorname{prob}\left\{\mathbf{u}_{x}^{t}=\mathbf{0} \text { and } \mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}-1 / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\mathbf{u}_{x}^{t}=\mathbf{0} \text { and } \mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}-1 / 2} \neq \mathbf{0}\right\} \\
& \leq \operatorname{prob}\left\{\mathbf{u}_{x_{\mathrm{e}}}^{t_{e}-1 / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\mathbf{u}_{x}^{t}=\mathbf{0} \text { and } \mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}}-1 / 2 \neq \mathbf{0}\right\} \tag{2.98}
\end{align*}
$$



Figure 2.5: This figure represents the evolution of an initially local operator $\mathbf{u}^{0} \in \mathcal{V}_{1}$ at site $x=1$. The figure only displays gates $S_{x}$ that are in the intersection of the causal future of the initial location $x=1$ and the causal past of the chosen point $\mathbf{u}_{2}^{3}$. The probability of $\mathbf{u}_{2}^{3}=\mathbf{0}$ is bounded by analysing the sequence of coloured gates, which has an "elbow" at location $\left(x_{\mathrm{e}}, t_{\mathrm{e}}\right)=(-1,3 / 2)$. The analysis of blue gates uses lemma 2.8, and that of red gates uses lemma 2.9. The key feature of the bound is that the yellow gate $S_{-2}$ only appears once. This figure was produced by a collaborator, Daniele Toniolo.

Using lemma 2.8 , the first term can be upper-bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}-1 / 2}=\mathbf{0}\right\} \leq 2\left(t_{\mathrm{e}}-1 / 2\right) 2^{-2 N} \tag{2.99}
\end{equation*}
$$

The second term can be bounded by using the independence of $D_{x_{\mathrm{e}}-1}$, the fact that $\mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}-1 / 2}$ is not zero, and proceeding in a manner similar to lemma 2.9. Therefore, we again introduce the uniformly distributed random vector $\mathbf{u} \in \mathbb{Z}_{2}^{2 N}$, which is independent of all gates $S_{x_{\mathrm{e}}}, S_{x_{\mathrm{e}}+1}, \ldots, S_{x-1}$.

The statistical distance between $\mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}}$ and $\mathbf{u}$, conditioned on $\mathbf{u}_{x_{\mathrm{e}}}^{t_{e}-1 / 2} \neq \mathbf{0}$, is

$$
\begin{align*}
\mathrm{d}\left(\mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}}, \mathbf{u}\right) & =\sum_{\mathbf{u}_{\mathrm{u}_{\mathrm{e}}}^{t_{e}}}\left|P\left(\mathbf{u}_{x_{\mathrm{e}}}^{t_{t_{e}}} \mid \mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}-1 / 2} \neq \mathbf{0}\right)-2^{-2 N}\right| \\
& =\left(2^{2 N}-1\right)\left|\frac{2^{2 N}}{2^{4 N}-1}-2^{-2 N}\right|+\left|\frac{2^{2 N}-1}{2^{4 N}-1}-2^{-2 N}\right| \\
& \leq 2^{1-4 N}, \tag{2.100}
\end{align*}
$$

where we have used lemma 2.3. Once again, continuing using the proof technique of lemma 2.9 (in particular equation (2.85) we find that

$$
\begin{align*}
& \operatorname{prob}\left\{\mathbf{u}_{x}^{t}=\mathbf{0} \text { and } \mathbf{u}_{x_{e}}^{t_{\mathrm{e}}-1 / 2} \neq \mathbf{0}\right\} \\
= & \operatorname{prob}\left\{C_{x-1} \cdots C_{x_{\mathrm{e}}} \mathbf{u}_{x_{\mathrm{e}}}^{t_{e}}=\mathbf{w} \text { and } \mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}-1 / 2} \neq \mathbf{0}\right\} \\
\leq & \mathrm{d}\left(\mathbf{u}_{x_{\mathrm{e}}}^{t_{e}}, \mathbf{u}\right)+\operatorname{prob}\left\{C_{x-1} \cdots C_{x_{\mathrm{e}}} \mathbf{u}=\mathbf{w} \text { and } \mathbf{u}_{x_{\mathrm{e}}}^{t_{\mathrm{e}}-1 / 2} \neq \mathbf{0}\right\} \\
\leq & 2^{1-4 N}+\operatorname{prob}\left\{C_{x-1} \cdots C_{x_{\mathrm{e}}} \mathbf{u}=\mathbf{w}\right\} . \tag{2.101}
\end{align*}
$$

This upper-bound makes use of the fact that that $\mathbf{w}$ and $\mathbf{u}$ are independent, giving

$$
\begin{equation*}
\operatorname{prob}\left\{C_{x-1} \cdots C_{x_{\mathrm{e}}} \mathbf{u}=\mathbf{w}\right\} \leq 8\left(x-x_{\mathrm{e}}\right) 2^{-N}=8\left(t-t_{\mathrm{e}}\right) 2^{-N} . \tag{2.102}
\end{equation*}
$$

Putting all things together we obtain

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{x}^{t}=\mathbf{0}\right\} \leq 2\left(t_{\mathrm{e}}-1 / 2\right) 2^{-2 N}+2^{1-4 N}+8\left(t-t_{\mathrm{e}}\right) 2^{-N} \leq 8 t 2^{-N} . \tag{2.103}
\end{equation*}
$$

Finally, we use the union bound to conclude that

$$
\begin{equation*}
\operatorname{prob}\left\{\exists x \in \mathbb{Z}_{L}: \mathbf{u}_{x}^{t}=\mathbf{0}\right\} \leq 8 t L 2^{-N}, \tag{2.104}
\end{equation*}
$$

which is equivalent to the statement in equation 2.91

The result in lemma 2.10 demonstrates that in the regime $N \gg \log L$ an initial non-zero vector $\mathbf{u}^{0}$ is mapped by the time evolution operator to an evolved vector $\mathbf{u}^{t}$ which is non-zero at every site of the lattice (with probability close to one). This
lemma is key for the proof of the main results of this section.

## Half-integer time results: proof of results 2.3 and 2.4

With the mathematical tools developed in this section so far, I will now show the rigorous proofs for results 2.3 and 2.4 . These results concern half-integer times only. I am focussing on the proof of the half-integer time results first, because they require fewer steps than the integer time results, but use the same approach. Therefore, the proof of the half-integer time results can serve as an informative guide to the more involved results for integer times, which require a few extra lemmas and proofs.

In the next lemma, I will prove that for any evolved vector $\mathbf{u}^{t}$ which is non-zero at every site the probability distribution is uniformly distributed over all possible vectors, for any half-integer time after the scrambling time.

Lemma 2.11. At half-integer $t \geq t_{\text {scr }}$ the probability distribution of the evolved vector $\mathbf{u}^{t}=S(t) \mathbf{u}^{0}$ conditioned on the evolved vector being non-zero at every site is uniform:

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0}, \forall x \in \mathbb{Z}_{L}\right\}=\frac{1}{\left(2^{2 N}-1\right)^{L}} \tag{2.105}
\end{equation*}
$$

for all vectors $\mathbf{v}$ that are non-zero at every site $\mathbf{v}_{x} \neq \mathbf{0}, \forall x \in \mathbb{Z}_{L}$.

Proof. The proof of this lemma follows from the twirling technique discussed and proven in lemma 2.7. The probability distribution of the evolved vector $\mathbf{u}^{t}=S(t) \mathbf{u}^{0}$ has identical statistical properties to

$$
\begin{equation*}
\mathbf{u}^{t}=\left(\oplus_{x=0}^{L-1} X_{x}\right) S(t)\left(\bigoplus_{x=0}^{L-1} Y_{x}\right) \mathbf{u}^{0}, \tag{2.106}
\end{equation*}
$$

where $X_{x}, Y_{x} \in \mathcal{S}_{N}$ are arbitrary single-site symplectic matrices. Hence, since the choice of each $X_{x}$ is arbitrary, each $X_{x}$ is independent and uniformly distributed over all single-site symplectic matrices. Therefore, imposing the condition that the evolved vector is non-zero on every site, then, since the twirling matrices $X_{x}$ are independent and uniform, the probability distribution of the evolved vector at each site is independent and uniformly distributed over all non-zero vectors. Applying lemma 2.3 the stated conditional probability in equation 2.105 is obtained.

With this uniformly distributed conditional probability, I will now give the proof of result 2.3 , which states that at any half-integer time in the interval $t \in\left[t_{\mathrm{scr}}, 2 t_{\text {scr }}\right]$ the probability distribution of the evolved operator is close to uniform, when $N \gg \log L$.

Lemma 2.12. For any initial non-zero vector $\mathbf{u}^{0} \in \mathcal{V}_{\text {chain }}$, the probability distribution of the time evolved vector $\mathbf{u}^{t}=S(t) \mathbf{u}^{0}$, at any half-integer time after the scrambling time, is approximately uniformly distributed over all non-zero vectors of the total system, and bounded by

$$
\begin{equation*}
\sum_{\mathbf{v}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\}-\frac{1}{2^{2 N L}-1}\right| \leq 32 t L 2^{-N}+L 2^{-2 N} \tag{2.107}
\end{equation*}
$$

Proof. Defining $q \equiv \operatorname{prob}\left\{\mathbf{u}_{x}^{t} \neq \mathbf{0}, \forall x \in \mathbb{Z}_{L}\right\}$, the probability $\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\}$ can be rewritten in the following way

$$
\begin{aligned}
\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\} & =q \operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0}, \forall x \in \mathbb{Z}_{L}\right\} \\
& +(1-q)\left(\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \exists y \in \mathbb{Z}_{L}: \mathbf{u}_{y}^{t}=\mathbf{0}\right\}\right) .
\end{aligned}
$$

Adding and subtracting $\frac{q}{2^{2 N L}-1}$ in the sum and then applying the triangle inequality, we find that:

$$
\begin{aligned}
& \sum_{\mathbf{v}} \mid \operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\}- \left.\frac{1}{2^{2 N L}-1}\left|\leq \sum_{\mathbf{v}} q\right| \operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0} \forall x\right\}-\frac{1}{2^{2 N L}-1} \right\rvert\, \\
&+(1-q) \sum_{\mathbf{v}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \exists y \in \mathbb{Z}_{L}: \mathbf{u}_{y}^{t}=\mathbf{0}\right\}-\frac{1}{2^{2 N L}-1}\right| .
\end{aligned}
$$

We can upper bound the first term with $q \leq 1$ and apply lemma 2.11 to find that

$$
\begin{equation*}
q \sum_{\mathbf{v}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0} \forall x\right\}-\frac{1}{2^{2 N L}-1}\right| \leq L 2^{-2 N} . \tag{2.108}
\end{equation*}
$$

To bound the second term, notice that the maximum value of the sum is 2 , so

$$
\begin{aligned}
& (1-q) \sum_{\mathbf{v}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \exists y \in \mathbb{Z}_{L}: \mathbf{u}_{y}^{t}=\mathbf{0}\right\}-\frac{1}{2^{2 N L}-1}\right| \\
& \leq(1-q) \sum_{\mathbf{v}}\left(\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \exists y \in \mathbb{Z}_{L}: \mathbf{u}_{y}^{t}=\mathbf{0}\right\}+\frac{1}{2^{2 N L}-1}\right)=2(1-q)
\end{aligned}
$$

and then using the result of lemma 2.10 to find that

$$
\begin{equation*}
(1-q) \leq 16 t L 2^{-N} \tag{2.109}
\end{equation*}
$$

gives the stated result.

This concludes the proof of result 2.3. In the next lemma, I will give the proof of result 2.4 , which shows that the time evolution operator $W(t)$ is an approximate 2-design in the weak sense that I defined - when measurements are are restricted to Pauli operators only.

Lemma 2.13. At half integer times after the scrambling time, $t \geq t_{s c r}$, the dynamics $W(t)$ give rise to an approximate 2-design with respect to two-Pauli measurements. That is to say, for any state $\rho$ the following holds

$$
\begin{equation*}
\operatorname{tr}\left(\sigma_{\mathbf{u}} \otimes \sigma_{\mathbf{v}}\left[\underset{W(t)}{\mathbb{E}} W(t)^{\otimes 2} \rho W(t)^{\otimes 2 \dagger}-\int_{\mathrm{SU}(d)} d U U^{\otimes 2} \rho U^{\otimes 2 \dagger}\right]\right) \leq 33 t L 2^{-N} \delta_{\mathbf{u}, \mathbf{v}} \tag{2.110}
\end{equation*}
$$

Proof. Let us consider a general state describing two copies of the system

$$
\begin{equation*}
\rho=\sum_{\mathbf{u}, \mathbf{v}} \alpha_{\mathbf{u}, \mathbf{v}} \sigma_{\mathbf{u}} \otimes \sigma_{\mathbf{v}} \tag{2.111}
\end{equation*}
$$

where $\alpha_{0,0}=2^{-2 N L}$ by normalisation, and the coefficients $\alpha_{\mathbf{u}, \mathbf{v}}$ must satisfy the following

$$
\begin{equation*}
\alpha_{\mathbf{u}, \mathbf{v}} 2^{2 N L}=\operatorname{tr}\left(\rho \sigma_{\mathbf{u}} \otimes \sigma_{\mathbf{v}}\right) \in[-1,1] . \tag{2.112}
\end{equation*}
$$

Applying the average dynamics to $\rho$ we obtain

$$
\begin{equation*}
\underset{W(t)}{\mathbb{E}} W(t)^{\otimes 2} \rho W(t)^{\otimes 2 \dagger}=2^{-2 N L} \mathbb{1} \otimes \mathbb{1}+\sum_{\mathbf{u}, \mathbf{v} \neq 0} \alpha_{\mathbf{v}, \mathbf{v}} \operatorname{prob}\{\mathbf{v}=S(t) \mathbf{u}\} \sigma_{\mathbf{u}} \otimes \sigma_{\mathbf{u}} \tag{2.113}
\end{equation*}
$$

The fact that terms $\alpha_{\mathbf{u}, \mathbf{u}^{\prime}}$ and $\sigma_{\mathbf{u}} \otimes \sigma_{\mathbf{u}^{\prime}}$ with $\mathbf{u} \neq \mathbf{u}^{\prime}$ are not present in the above expression follows from the fact that $W(t)$ has an additional symmetry at half-integer times (referred to as the twirling technique), which is described and proven in lemma
2.7. Recall that at half-integer $t$ we have the time-reversal symmetry

$$
\begin{equation*}
\operatorname{prob}\{\mathbf{v}=S(t) \mathbf{u}\}=\operatorname{prob}\{\mathbf{u}=S(t) \mathbf{v}\} \tag{2.114}
\end{equation*}
$$

Applying the Haar twirling on $\rho$ we obtain

$$
\begin{equation*}
\int_{\mathrm{SU}(d)} d U U^{\otimes 2} \rho U^{\otimes 2 \dagger}=2^{-2 N L} \mathbb{1} \otimes \mathbb{1}+\sum_{\mathbf{u}, \mathbf{v} \neq 0} \alpha_{\mathbf{v}, \mathbf{v}} \gamma \sigma_{\mathbf{u}} \otimes \sigma_{\mathbf{u}} \tag{2.115}
\end{equation*}
$$

where $\gamma=\left(2^{2 N L}-1\right)^{-1}$ is the uniform distribution over non-zero vectors in $\mathcal{V}_{\text {chain }}$. Substituting equations 2.113 and 2.115 into equation 2.110 we obtain

$$
\begin{align*}
& \operatorname{tr}\left(\sigma_{\mathbf{u}} \otimes \sigma_{\mathbf{v}}\left[\underset{W(t)}{\mathbb{E}} W(t)^{\otimes 2} \rho W(t)^{\otimes 2 \dagger}-\int_{\mathrm{SU}(d)} d U U^{\otimes 2} \rho U^{\otimes 2 \dagger}\right]\right)  \tag{2.116}\\
= & \delta_{\mathbf{u}, \mathbf{v}} \sum_{\mathbf{w} \neq 0} \alpha_{\mathbf{w}, \mathbf{w}}(\operatorname{prob}\{\mathbf{u}=S(t) \mathbf{w}\}-\gamma) 2^{2 N L}  \tag{2.117}\\
\leq & \delta_{\mathbf{u}, \mathbf{v}} \sum_{\mathbf{w} \neq 0}|\operatorname{prob}\{\mathbf{u}=S(t) \mathbf{w}\}-\gamma| \leq 33 t L 2^{-N} \delta_{\mathbf{u}, \mathbf{v}}, \tag{2.118}
\end{align*}
$$

where the last two inequalities follow from equations 2.112 and 2.114 , and lemma 2.12

Integer and half-integer time results: proof of results 2.1 and 2.2
With the mathematical tools proven previously in this section, I will now show the rigorous proofs for results 2.1 and 2.2. These results apply to both integer and half-integer times. The proof of these two results make use of the same tools and argument as the proofs for the two results that apply to half-integer times only. However, a few extra and more involved proofs will be required, since at integer times the time evolution operator has a more restricted additional symmetry than in the half-integer case - as proven in lemma 2.7 .

First, I will prove a general result (lemma 2.14), which is not specific to integer times (or quantum circuits), but is primarily used in the all proofs related to integer time results. Then, I will give a pair of proofs (lemma 2.15] and 2.16), which will conclude with the proof justifying result 2.1. After, I will then proceed to the proof
justifying result 2.2(lemma 2.19), which first requires an involved derivation (lemma 2.18.

Lemma 2.14. Let $\mathbf{u}$ be a fixed non-zero element of $\mathbb{Z}_{2}^{2 N}$. Let the probability distribution $P(\mathbf{v})$ over $\mathbf{v} \in \mathbb{Z}_{2}^{2 N}$ have the property that $P(S \mathbf{v})=P(\mathbf{v})$ for any $S \in \mathcal{S}_{N}$ such that $S \mathbf{u}=\mathbf{u}$. Then it must be of the form

$$
P(\mathbf{v})= \begin{cases}q_{1} & \text { if } \mathbf{v}=\mathbf{0}  \tag{2.119}\\ q_{2} & \text { if } \mathbf{v}=\mathbf{u} \\ q_{3} & \text { if }\langle\mathbf{v}, \mathbf{u}\rangle=0 \text { and } \mathbf{v} \neq \mathbf{0}, \mathbf{u} \\ q_{4} & \text { if }\langle\mathbf{v}, \mathbf{u}\rangle=1\end{cases}
$$

where the positive numbers $q_{i}$ are constrained by the normalization of $P(\mathbf{v})$.

Proof. We initially consider that $\mathbf{u}=(1,0, \ldots, 0)^{T}$, and the subgroup of $\mathcal{S}_{n}$ that leaves $\mathbf{u}$ unchanged. If $\mathbf{v}=\mathbf{0}$ or $\mathbf{u}$, then the action of this subgroup has no effect, and hence we require a parameter for each in the distribution, $q_{1}$ and $q_{2}$ respectively. This is not the case for all other choices of $\mathbf{v}$, since the action of the subgroup will transform $\mathbf{v}$ into some other vector in $\mathbb{Z}_{2}^{2 N}$. This transformation is constrained by the symplectic form:

$$
\begin{equation*}
\langle\mathbf{v}, \mathbf{u}\rangle=\langle S \mathbf{v}, S \mathbf{u}\rangle=\langle S \mathbf{v}, \mathbf{u}\rangle, \tag{2.120}
\end{equation*}
$$

and hence the subgroup is composed of two subgroups, which transform $\mathbf{v}$ into another vector in $\mathbb{Z}_{2}^{2 N}$ that has the same value for the symplectic form. Furthermore, the two subgroups are such they can map any vector to any other vector with the same value for the symplectic form.

This can be seen by considering the case where $\mathbf{v}=(0,1, \ldots, 0)^{T}$, so $\langle\mathbf{u}, \mathbf{v}\rangle=1$. The subgroup that keeps $\mathbf{u}=(1,0, \ldots, 0)^{T}$ unchanged consists of all the elements of $\mathcal{S}_{N}$ with $\mathbf{u}$ as the first column of the matrix. Hence, by lemma 2.1, we can select the second column of the matrix to be any vector which has symplectic form of 1 with the first column, which is $\mathbf{u}$. Thus, we can map $\mathbf{v}$ to any other vector with symplectic form one with $\mathbf{u}$, which is also unchanged. Then, by noting that the product of symplectic matrices is a symplectic matrix, the subgroup can map any vector with
symplectic form of one with $\mathbf{u}$ to any other. Similarly, this argument applies to the other case where the symplectic form has a value of zero.

Then since $P(S \mathbf{v})=P(\mathbf{v})$, all vectors that give the same value for $\langle\mathbf{v}, \mathbf{u}\rangle$ have the same probability. Thus, we get the probability distribution in equation 2.119 .

Finally, since via a symplectic transformation $\mathbf{u}$ can be mapped to any other vector in $\mathbb{Z}_{2}^{2 N}$, and that the product of two symplectic matrices is symplectic, this result applies for any $\mathbf{u} \in \mathbb{Z}_{2}^{2 N}$.

This rather general result demonstrates that at integer times the symplectic form of the initial vector at one particular site $\mathbf{u}_{x}^{0}$ with the evolved vector at the same particular site $\mathbf{u}_{x}^{t}$ is a crucial factor in the form of the probability distribution. In the next lemma, I will address the question of bounding the symplectic form for the case of an initially local operator $\mathbf{u}^{0}$ and its time evolution $\mathbf{u}^{t}$.

Lemma 2.15. For an initial vector $\mathbf{u}^{0} \in \mathcal{V}_{0}$ which is non-zero only at site $x=0$, the probability that the value of the symplectic form between the evolved vector $\mathbf{u}^{t}=S_{\text {chain }}^{t} \mathbf{u}^{0}$, with integer $t$, and the initial vector, $\left\langle\mathbf{u}^{t}, \mathbf{u}^{0}\right\rangle=\left\langle\mathbf{u}_{0}^{t}, \mathbf{u}_{0}^{0}\right\rangle$ is equal to $s$ has an $s$-independent upper bound given by:

$$
\begin{equation*}
\operatorname{prob}\left\{\left\langle\mathbf{u}_{0}^{t}, \mathbf{u}_{0}^{0}\right\rangle=s\right\} \leq 8 t 2^{-N}+\frac{1}{2} \tag{2.121}
\end{equation*}
$$

Furthermore, this result is independent of the initial site at which the initial vector $\mathbf{u}^{0}$ in non-zero.

Proof. The approach of this proof is similar to the proof of lemma 2.9. That is to say, we consider a sequence of gates which are in the causal past of $\mathbf{u}_{0}^{t}$, as shown for example in figure 2.5. Mathematically, we write $\mathbf{u}_{0}^{t}$ as

$$
\begin{align*}
\mathbf{u}_{1-t}^{t / 2} & =B_{1-t} \cdots B_{-2} B_{-1} A_{0} \mathbf{u}_{0}^{0},  \tag{2.122}\\
\mathbf{u}_{1-t}^{t / 2+1 / 2} & =D_{-t} \mathbf{u}_{1-t}^{t / 2},  \tag{2.123}\\
\mathbf{u}_{0}^{t} & =C_{-1} \cdots C_{2-t} C_{1-t} \mathbf{u}_{1-t}^{t / 2+1 / 2}+\mathbf{w}, \tag{2.124}
\end{align*}
$$

where, crucially, the random vector $\mathbf{w}$ is independent of the random matrix $D_{-t}$. This
vector $\mathbf{w}$ is defined in a way similar to equation 2.84 (of lemma 2.9). To proceed further, we can follow similar steps to those in equations 2.98 to 2.103 , so

$$
\begin{align*}
& \operatorname{prob}\left\{\left\langle\mathbf{u}_{0}^{0}, \mathbf{u}_{0}^{t}\right\rangle=s\right\} \\
= & \operatorname{prob}\left\{\left\langle\mathbf{u}_{0}^{0}, \mathbf{u}_{0}^{t}\right\rangle=s \text { and } \mathbf{u}_{1-t}^{t / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\left\langle\mathbf{u}_{0}^{0}, \mathbf{u}_{0}^{t}\right\rangle=s \text { and } \mathbf{u}_{1-t}^{t / 2} \neq \mathbf{0}\right\} \\
\leq & \operatorname{prob}\left\{\mathbf{u}_{1-t}^{t / 2}=\mathbf{0}\right\}+\operatorname{prob}\left\{\left\langle\mathbf{u}_{0}^{0}, \mathbf{u}_{0}^{t}\right\rangle=s \text { and } \mathbf{u}_{1-t}^{t / 2} \neq \mathbf{0}\right\} . \tag{2.125}
\end{align*}
$$

The first term can be upper-bounded using lemma 2.8, so

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}_{1-t}^{t / 2}=\mathbf{0}\right\} \leq 2 t 2^{-2 N} \tag{2.126}
\end{equation*}
$$

To upper-bound the second term, following the method of lemma 2.9, we introduce two uniformly distributed random vectors $\mathbf{u}, \mathbf{u}^{\prime} \in \mathbb{Z}_{2}^{2 N}$, which importantly are independent of the gates $S_{1-t}, S_{2-t}, \ldots, S_{-2}$. Hence, this probability term can be written as

$$
\begin{align*}
& \operatorname{prob}\left\{\left\langle\mathbf{u}_{0}^{0}, \mathbf{u}_{0}^{t}\right\rangle=s \text { and } \mathbf{u}_{1-t}^{t / 2} \neq \mathbf{0}\right\} \\
= & \operatorname{prob}\left\{\mathbf{u}_{0}^{0 T} J C_{-1} \cdots C_{1-t} \mathbf{u}_{1-t}^{t / 2+1 / 2}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle \text { and } \mathbf{u}_{1-t}^{t / 2} \neq \mathbf{0}\right\} \\
\leq & \mathrm{d}\left(\mathbf{u}_{1-t}^{t / 2+1 / 2}, \mathbf{u}\right)+\operatorname{prob}\left\{\mathbf{u}_{0}^{0 T} J C_{-1} \cdots C_{1-t} \mathbf{u}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle \text { and } \mathbf{u}_{1-t}^{t / 2} \neq \mathbf{0}\right\} \\
\leq & \mathrm{d}\left(\mathbf{u}_{1-t}^{t / 2+1 / 2}, \mathbf{u}\right)+\operatorname{prob}\left\{\mathbf{u}_{0}^{0 T} J C_{-1} \cdots C_{1-t} \mathbf{u}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle\right\} \\
\leq & \mathrm{d}\left(\mathbf{u}_{1-t}^{t / 2+1 / 2}, \mathbf{u}\right)+\mathrm{d}\left(J C_{-1}^{T} J \mathbf{u}_{0}^{0}, \mathbf{u}^{\prime}\right)+\operatorname{prob}\left\{\mathbf{u}^{T} J C_{-2} \cdots C_{1-t} \mathbf{u}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle\right\}, \tag{2.127}
\end{align*}
$$

where $\mathrm{d}(\cdot, \cdot)$ denotes the statistical distance between the two probability distribution. These two statistical distance terms can be bounded in the same way as equation 2.100, so

$$
\begin{align*}
\mathrm{d}\left(\mathbf{u}_{1-t}^{t / 2+1 / 2}, \mathbf{u}\right) & \leq 2^{1-4 N}  \tag{2.128}\\
\mathrm{~d}\left(J C_{-1}^{T} J \mathbf{u}_{0}^{0}, \mathbf{u}^{\prime}\right) & \leq 2^{1-4 N} \tag{2.129}
\end{align*}
$$

To bound the third term of equation 2.127 , note that for any non-zero $\mathbf{a} \in \mathbb{Z}_{2}^{2 N}$ then $\operatorname{prob}\left\{\mathbf{u}^{\prime T} \mathbf{a}=s\right\}=1 / 2$, for both $s=0,1$, and hence therefore

$$
\begin{aligned}
& \operatorname{prob}\left\{\mathbf{u}^{T} J C_{-2} \cdots C_{1-t} \mathbf{u}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle\right\} \\
= & \operatorname{prob}\left\{\mathbf{u}^{\prime T} J C_{-2} \cdots C_{1-t} \mathbf{u}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle \text { and } C_{-2} \cdots C_{1-t} \mathbf{u} \neq \mathbf{0}\right\} \\
+ & \operatorname{prob}\left\{\mathbf{u}^{T} J C_{-2} \cdots C_{1-t} \mathbf{u}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle \text { and } C_{-2} \cdots C_{1-t} \mathbf{u}=\mathbf{0}\right\} .
\end{aligned}
$$

Next we bound the first term by using the fact that the uniformly distributed vector $\mathbf{u}^{\prime}$ is independent of $\mathbf{a}:=J C_{-2} \cdots C_{1-t} \mathbf{u}$ and $\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle$, as

$$
\operatorname{prob}\left\{\mathbf{u}^{\prime T} \mathbf{a}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle \text { and } \mathbf{a} \neq \mathbf{0}\right\} \leq \operatorname{prob}\left\{\mathbf{u}^{\prime T} \mathbf{a}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle \mid \mathbf{a} \neq \mathbf{0}\right\}=\frac{1}{2}
$$

The second term can be upper-bounded by applying lemma 2.6 to find Combining these bounds, it is found that

$$
\begin{equation*}
\operatorname{prob}\left\{\mathbf{u}^{\prime T} J C_{-2} \cdots C_{1-t} \mathbf{u}=s+\left\langle\mathbf{u}_{0}^{0}, \mathbf{w}\right\rangle\right\} \leq \frac{1}{2}+8(t-2) 2^{-N} \tag{2.130}
\end{equation*}
$$

Finally, with all of the terms accounted for and upper-bounded, we arrive at

$$
\begin{align*}
\operatorname{prob}\left\{\left\langle\mathbf{u}_{0}^{0}, \mathbf{u}_{0}^{t}\right\rangle=s\right\} & \leq 2 t 2^{-2 N}+42^{-4 N}+\frac{1}{2}+8(t-2) 2^{-N} \\
& \leq \frac{1}{2}+8 t 2^{-N} \tag{2.131}
\end{align*}
$$

which is the stated result.
By combining the previous two results (lemmas 2.14 and 2.15), I will now prove a similar statement to lemma 2.11 . That is to say, for an initially local operator $\mathbf{u}^{0}$ and an evolved vector $\mathbf{u}^{t}$, which is non-zero at every site, the probability distribution of the evolved vector $\mathbf{u}^{t}$ is uniformly distributed over all possible vectors (within the light-cone).

Lemma 2.16. For an initial vector $\mathbf{u}^{0}$ which is non-zero only on site $x=0$ the probability distribution of the evolved vector $\mathbf{u}^{t}=S_{\text {chain }}^{t} \mathbf{u}^{0}$ at integer times, conditioned on the evolved vector being non-zero at every site and different from the initial
single-site non-zero vector, $\mathbf{u}_{x}^{t} \neq 0 \forall x \in \mathbb{Z}_{L}$ and $\mathbf{u}_{0}^{t} \neq \mathbf{u}_{0}^{0}$, after the scrambling time $t_{\text {scr }}$ is of the form
$\operatorname{prob}\left\{\mathbf{u}^{t} \mid \mathbf{u}_{x}^{t} \neq 0 \forall x \in \mathbb{Z}_{L}, \mathbf{u}_{0}^{t} \neq \mathbf{u}_{0}^{0}\right\} \leq \frac{1}{\left(2^{2 N}-1\right)^{L-1}}\left\{\begin{array}{ll}\frac{8 t 2^{-N}+1 / 2}{2^{2 N-1}-2} & \text { if }\left\langle\mathbf{u}_{0}^{t}, \mathbf{u}_{0}^{0}\right\rangle=0 \\ \frac{8 t 2^{-N}+1 / 2}{2^{2 N-1}} & \text { if }\left\langle\mathbf{u}_{0}^{t}, \mathbf{u}_{0}^{0}\right\rangle=1\end{array}\right.$,
and before the scrambling time for all sites within the causal light-cone the probability distribution is of the form

$$
\begin{align*}
\operatorname{prob}\left\{\mathbf{u}^{t} \mid \mathbf{u}_{x}^{t}\right. & \left.\neq 0 \forall x \in[-2 t+1,2 t], \mathbf{u}_{0}^{t} \neq \mathbf{u}_{0}^{0}\right\} \\
& \leq \frac{1}{\left(2^{2 N}-1\right)^{4 t-1}} \begin{cases}\frac{8 t 2^{2 N}+1 / 2}{2^{2-1}-2} & \text { if }\left\langle\mathbf{u}_{0}^{t}, \mathbf{u}_{0}^{0}\right\rangle=0 \\
\frac{82^{-N}+2 / 2}{2^{2 N-1}} & \text { if }\left\langle\mathbf{u}_{0}^{t}, \mathbf{u}_{0}^{0}\right\rangle=1\end{cases} \tag{2.132}
\end{align*}
$$

Furthermore, this result is independent of the initial site which the initial vector $\mathbf{u}^{0}$ in non-zero.

Proof. The proof of this lemma uses the twirling technique discussed in lemma 2.7 . The probability distribution of the evolved vector $\mathbf{u}^{t}=\left(S_{\text {chain }}\right)^{t} \mathbf{u}^{0}$ at integer times has identical statistical properties to

$$
\begin{align*}
\mathbf{u}^{t} & =\left(\oplus_{x=0}^{L-1} X_{x}\right) S_{\text {chain }}^{t}\left(\bigoplus_{x=0}^{L-1} X_{x}^{-1}\right) \mathbf{u}^{0} \\
& =\left(\bigoplus_{x=0}^{L-1} X_{x}\right) S_{\text {chain }}^{t}\left(X_{0}^{-1} \mathbf{u}_{0}^{0} \bigoplus_{x=1}^{L-1} \mathbf{0}\right) \tag{2.133}
\end{align*}
$$

where $X_{x} \in \mathcal{S}_{N}$ are arbitrary single-site symplectic matrices. Equation 2.133 follows from the fact that it has been assumed that $\mathbf{u}^{0}$ is non-zero at $x=0$, and therefore $\left(\oplus_{x=0}^{L-1} X_{x}^{-1}\right) \mathbf{u}^{0}$ is supported at $x=0$ as well. If we restrict $X_{0}$ to the elements of $\mathcal{S}_{N}$ that satisfy $X_{0} \mathbf{u}_{0}^{0}=\mathbf{u}_{0}^{0}$, then the probability distribution of $\mathbf{u}^{t}$ is identical to $\left(\bigoplus_{x=0}^{L-1} X_{x}\right) \mathbf{u}^{t}$. Since the choice of symplectic matrices $\bigoplus_{x=0}^{L-1} X_{x}$ with which to twirl is arbitrary, we can take each single-site matrix to be independent and uniformly distributed over all single-site symplectic matrices, except for $X_{0}$ which is uniformly distributed over the restricted set satisfying $X_{0} \mathbf{u}_{0}^{0}=\mathbf{u}_{0}^{0}$. Then, we condition on the evolved vector being non-zero at all sites $x$ and different for the initial single-site
non-zero vector, $\mathbf{u}_{x}^{t} \neq 0 \forall x \in \mathbb{Z}_{L}$ and $\mathbf{u}_{0}^{t} \neq \mathbf{u}_{0}^{0}$. Therefore under this condition, the evolved vector at each site is independent and uniformly distributed over all nonzero vectors (lemma 2.3) apart from the initial vector $\mathbf{u}_{0}^{0}$. For the vector space $\mathcal{V}_{0}$ we invoke lemma 2.14, and hence the evolved vector $\mathbf{u}_{0}^{t}\left(\neq \mathbf{0}, \mathbf{u}_{0}^{0}\right)$ at $x=0$ is uniformly distributed over all the vectors with the same symplectic form with $\mathbf{u}_{0}^{0}$, $\left\langle\mathbf{u}_{0}^{t}, \mathbf{u}_{0}^{0}\right\rangle$. Hence, using lemma 2.15, which gives an upper bound for the probability of $\left\langle\mathbf{u}_{0}^{t}, \mathbf{u}_{0}^{0}\right\rangle \in\{0,1\}$, we get the stated result.

With this uniformly distributed conditional probability, I will now give the proof of result 2.1. This result states that at any integer or half-integer time in the interval $t \in\left[1 / 2,2 t_{\text {scr }}\right]$ the probability distribution of the evolved operator $\mathbf{u}^{t}$ is close to uniform, when $N \gg \log L$, when the initial vector $\mathbf{u}^{0}$ is non-zero on a single site only.

Lemma 2.17. For an initial vector which is non-zero at $x=0$ only, the evolved vector $\mathbf{u}^{t}=S_{\text {chain }}^{t} \mathbf{u}^{0}$, at integer times, is approximately uniformly distributed over all non-zero vectors within the light-cone. With $t \leq t_{s c r}$ within the causal light-cone $x \in[-2 t+1,2 t]$ we have:

$$
\begin{equation*}
\sum_{\mathbf{v} \in \mathbb{Z}_{2}^{8 N t}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\}-\frac{1}{2^{8 N t}-1}\right| \leq 32 t(4 t+1) 2^{-N}+4 t 2^{-2 N} \tag{2.134}
\end{equation*}
$$

With $t \geq t_{s c r}$ it holds:

$$
\begin{equation*}
\sum_{\mathbf{v} \in \mathbb{Z}_{2}^{2 N L}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\}-\frac{1}{2^{2 N L}-1}\right| \leq 32 t(L+1) 2^{-N}+L 2^{-2 N} \tag{2.135}
\end{equation*}
$$

Additionally, we note that this result holds for any choice of single site at which the initial vector is non-zero.

Proof. The proof of this result is similar to that of lemma 2.12. I will first consider the case $t \geq t_{\text {scr }}$ first. Defining $q \equiv \operatorname{prob}\left\{\mathbf{u}_{x}^{t} \neq \mathbf{0} \forall x \in \mathbb{Z}_{L} \wedge \mathbf{u}_{0}^{t} \neq \mathbf{u}_{0}^{0}\right\}$, the $\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\}$
can be rewritten in the following way

$$
\begin{aligned}
\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\} & =q \operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0} \forall x \in \mathbb{Z}_{L} \wedge \mathbf{u}_{0}^{t} \neq \mathbf{u}_{0}^{0}\right\} \\
& +(1-q)\left(\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \exists x \in \mathbb{Z}_{L} \text { such that } \mathbf{u}_{x}^{t}=\mathbf{0} \vee \mathbf{u}_{0}^{t}=\mathbf{u}_{0}^{0}\right\}\right),
\end{aligned}
$$

Adding and subtracting the term $\frac{q}{2^{2 N L}-1}$ into the sum over $\mathbf{v}$ and using the triangle inequality we find that

$$
\begin{aligned}
& \sum_{\mathbf{v}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v}\right\}-\frac{1}{2^{2 N L}-1}\right| \\
& \leq q \sum_{\mathbf{v}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0} \forall x \in \mathbb{Z}_{L}, \mathbf{u}_{0}^{t} \neq \mathbf{u}_{0}^{0}\right\}-\frac{1}{2^{2 N L}-1}\right| \\
& \left.+(1-q) \sum_{\mathbf{v}} \left\lvert\, \operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \exists x \in \mathbb{Z}_{L} \text { such that } \mathbf{u}_{x}^{t}=\mathbf{0} \vee \mathbf{u}_{0}^{t}=\mathbf{u}_{0}^{0}\right\}-\frac{1}{2^{2 N L}-1}\right. \right\rvert\,
\end{aligned}
$$

We can bound the first term using $q \leq 1$ and apply lemma 2.16 to find that

$$
q \sum_{\mathbf{v}}\left|\operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0} \forall x \in \mathbb{Z}_{L}, \mathbf{u}_{0}^{t} \neq \mathbf{u}_{0}^{0}\right\}-\frac{1}{2^{2 N L}-1}\right| \leq 16 t 2^{-N}+(L+1) 2^{-2 N} .
$$

To evaluate the second term above, we upper bound the sum with its maximum value of 2 and use the result of lemma 2.10 to find that

$$
\left.(1-q) \sum_{\mathbf{v}} \left\lvert\, \operatorname{prob}\left\{\mathbf{u}^{t}=\mathbf{v} \mid \exists x \in \mathbb{Z}_{L} \text { such that } \mathbf{u}_{x}^{t}=\mathbf{0} \vee \mathbf{u}_{0}^{t}=\mathbf{u}_{0}^{0}\right\}-\frac{1}{2^{2 N L}-1}\right. \right\rvert\, \leq 32 t(L+1) 2^{-N}
$$

Combining, this gives the stated result for integer times after the scrambling time.
To derive the results for integer times before the scrambling time, note that the derivation is identical with the substitution $L \rightarrow 4 t$, which agree when $t=t_{\text {scr }}$ (and after this time).

This concludes the proof of result 2.1, which finally leaves the proof which justifies result 2.2. In this result, I will consider a subsystem of the spin chain comprising $L_{\mathrm{S}}$ consecutive sites, where $L_{\mathrm{S}}$ is even. Without loss of generality, this subsystem is chosen to be $\left\{1,2, \ldots, L_{\mathrm{s}}\right\} \subseteq \mathbb{Z}_{L}$. I will analyse the state of this
subsystem at times

$$
\begin{equation*}
t \leq \frac{L-L_{\mathrm{s}}}{4} \tag{2.136}
\end{equation*}
$$

which ensures that the left boundary of the light-cone of $\mathbf{u}_{1}^{t}$ and the right boundary of the light-cone of $\mathbf{u}_{L_{\mathrm{s}}}^{t}$ do not collide and intersect. In the next lemma, I will prove a generalisation of the result in lemma 2.15. Specifically, I will prove that joint probability of the symplectic form between the initial vector $\mathbf{u}^{0}$ and the evolved vector $\mathbf{u}^{t}$ evaluated between each and every site of the $L_{s}$ region is approximately uniformly distributed (once again, in the regime of large $N$ ).

Lemma 2.18. Consider an initial vector $\mathbf{u}^{0} \in \mathcal{V}_{\text {chain }}$ supported on all lattice sites $\left(\mathbf{u}_{x}^{0} \neq \mathbf{0}\right.$ for all $\left.x \in \mathbb{Z}_{L}\right)$, and its evolution at time $t, \mathbf{u}^{t}$. Define the random variable $s_{x}=\left\langle\mathbf{u}_{x}^{t}, \mathbf{u}_{x}^{0}\right\rangle$ at each site of the region $x \in\left\{1, \ldots, L_{\mathrm{s}}\right\} \subseteq \mathbb{Z}_{L}$, where $L_{\mathrm{S}}$ is even. Then we have

$$
\begin{equation*}
P\left(s_{1}, \ldots, s_{L_{\mathrm{s}}}\right) \leq 2^{-L_{s}}+32 t 3^{\frac{L_{s}}{2}+1} 2^{-N} \tag{2.137}
\end{equation*}
$$

as long as $t \leq\left(L-L_{\mathrm{s}}\right) / 4$.

Proof. The value of the random vectors $\mathbf{u}_{1}^{t}, \ldots, \mathbf{u}_{L_{\mathrm{s}}}^{t}$ is only determined by the random matrices $S_{2-2 t}, \ldots, S_{L_{\mathrm{s}}+2 t-2}$. The rest of matrices $S_{x}$ are not contained in the causal past of the region under consideration $\left\{1,2, \ldots, L_{\mathrm{s}}\right\}$. In order to simplify this proof, we will replace $S_{2-2 t}, \ldots, S_{L_{\mathrm{s}}+2 t-2}$ by a new set of random variables defined in what follows.

Let us label by $y \in\left\{1, \ldots, L_{\mathrm{s}} / 2\right\}$ the pair of neighbouring sites $\{2 y-1,2 y\} \subseteq$ $\left\{1, \ldots, L_{\mathrm{s}}\right\}$. For each pair $y$ we consider a given non-zero vector $\mathbf{a}_{y} \in \mathbb{Z}_{2}^{4 N}$ and define the random variables

$$
\begin{align*}
& \mathbf{b}_{y}=S_{2 y-1}^{-1} \mathbf{a}_{y},  \tag{2.138}\\
& h_{y}=\left\langle\mathbf{a}_{y}, \mathbf{u}_{2 y-1}^{t} \oplus \mathbf{u}_{2 y}^{t}\right\rangle=\left\langle\mathbf{b}_{y}, \mathbf{u}_{2 y-1}^{t-1 / 2} \oplus \mathbf{u}_{2 y}^{t-1 / 2}\right\rangle . \tag{2.139}
\end{align*}
$$

The left-most random contribution to $h_{y}$ is the matrix $S_{2 y-2 t}$, or equivalently the


Figure 2.6: This figure represents the region $\{1,2, \ldots, 6\}$ at time $t=2$, and its causal past back to $t=0$. (Hence $L_{\mathrm{s}}=6$.) All the random matrices $S_{-2}, \ldots, S_{8}$ contribute to the value of the vectors $\mathbf{u}_{1}^{t}, \ldots, \mathbf{u}_{6}^{t}$. The left-most contribution to the vector $\mathbf{u}_{1}^{t}$ is the matrix $S_{-2}$, or equivalently the vector $\mathbf{w}_{1}$. The given vector $\mathbf{a}_{y}$ associated to the pair of neighbouring sites $y$, and its $1 / 2$-step backwards time translations $\mathbf{b}_{y}$, are also represented. This figure was produced by a collaborator, Daniele Toniolo.
vector $\mathbf{w}_{y}$, defined through

$$
\begin{equation*}
\tilde{\mathbf{w}}_{y} \oplus \mathbf{w}_{y}=S_{2 y-2 t}\left(\mathbf{u}_{2 y-2 t}^{0} \oplus \mathbf{u}_{2 y-2 t+1}^{0}\right) . \tag{2.140}
\end{equation*}
$$

We note that $\mathbf{w}_{y} \in \mathcal{V}_{2 y-2 t+1}$. This contribution and others are illustrated in figure 2.6. The contribution of the vector $\mathbf{w}_{y}$ to $h_{y}\left(\right.$ and $\mathbf{u}_{2 y-1}^{t-1 / 2}$ ) is "transmitted through" the matrices $S_{2 y-2}, S_{2 y-3}, \ldots, S_{2 y-2 t+2}, S_{2 y-2 t+1}$. More precisely, $\mathbf{w}_{y}$ is mapped via the matrix product

$$
\begin{equation*}
F_{y}=C_{2 y-2} C_{2 y-3} \cdots C_{2 y-2 t+2} C_{2 y-2 t+1}, \tag{2.141}
\end{equation*}
$$

where we have used decomposition in equation 2.21 . We denote by $\mathbf{v}_{y}$ all contributions to $\mathbf{u}_{2 y-1}^{t-1 / 2}$ that are not $F_{y} \mathbf{w}_{y}$,

$$
\begin{equation*}
\mathbf{v}_{y}=\left(\mathbf{u}_{2 y-1}^{t-1 / 2}+F_{y} \mathbf{w}_{y}\right) \oplus \mathbf{u}_{2 y}^{t-1 / 2} . \tag{2.142}
\end{equation*}
$$

We remark that $\mathbf{v}_{y} \in \mathcal{V}_{2 y-1} \oplus \mathcal{V}_{2 y}$. The last random variable that we need to define is $g_{y}=\left\langle\mathbf{b}_{y}, \mathbf{v}_{y}\right\rangle$, which together with equation 2.139 allows us to write

$$
\begin{equation*}
h_{y}=\left\langle\mathbf{b}_{y}, F_{y} \mathbf{w}_{y}+\mathbf{v}_{y}\right\rangle=\left\langle\mathbf{b}_{y}, F_{y} \mathbf{w}_{y}\right\rangle+g_{y} . \tag{2.143}
\end{equation*}
$$

Note the slight abuse of notation in that we write $F_{y} \mathbf{w}_{y}$ instead of $F_{y} \mathbf{w}_{y} \oplus \mathbf{0}$.
In summary, we have replaced the variables $S_{2-2 t}, \ldots, S_{L_{\mathrm{s}}+2 t-2}$ by the variables $\mathbf{w}_{y}, \mathbf{b}_{y}, F_{y}, g_{y}$ for $y=1, \ldots, L_{\mathrm{s}} / 2$. (We are not using $\mathbf{v}_{y}, \tilde{\mathbf{w}}_{y}$ any more.) These variables are not all independent, but they satisfy the following independence relations:

- $\mathbf{w}_{1}, \mathbf{b}_{1}, \ldots, \mathbf{w}_{L_{\mathrm{s}} / 2}, \mathbf{b}_{L_{\mathrm{s}} / 2}$ are independent.
- $\mathbf{w}_{y}$ is independent of $g_{y^{\prime}}$ for all $y^{\prime} \geq y$.
- $F_{y}$ is independent of $\mathbf{w}_{y^{\prime}}$ and $\mathbf{b}_{y^{\prime \prime}}$ for all $y^{\prime} \leq y$ and $y^{\prime \prime} \geq y$.

To continue with the proof it is convenient to introduce the following notation:

$$
\begin{align*}
& \mathbf{u}_{\geq y}=\left(\mathbf{u}_{y}, \mathbf{u}_{y+1}, \ldots, \mathbf{u}_{L_{\mathrm{s}} / 2}\right),  \tag{2.144}\\
& \mathbf{u}_{\leq y}=\left(\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{y}\right), \tag{2.145}
\end{align*}
$$

and analogously for $>,<$ and the rest of variables $\mathbf{b}_{y}, F_{y}, g_{y}$. This allows us to write the joint probability distribution of $h_{1}, \ldots, h_{L_{\mathrm{s}} / 2}$ as

$$
\begin{equation*}
P\left(h_{\geq 1}\right)=\sum P\left(\mathbf{w}_{\geq 1}, \mathbf{b}_{\geq 1}, F_{\geq 1}, g_{\geq 1}\right) \prod_{y} \delta\left(h_{y},\left\langle\mathbf{b}_{y}, F_{y} \mathbf{w}_{y}\right\rangle+g_{y}\right) . \tag{2.146}
\end{equation*}
$$

Note that we can write the above distribution $P\left(\mathbf{w}_{\geq 1}, \mathbf{b}_{\geq 1}, F_{\geq 1}, g_{\geq 1}\right)$ as

$$
\begin{align*}
& P\left(\mathbf{w}_{\geq 1}, \mathbf{b}_{\geq 1}, F_{\geq 1}, g_{\geq 1}\right)=\sum_{S_{0}, S_{1}, \ldots, S_{L-1}} P\left(S_{0}\right) P\left(S_{1}\right) \cdots P\left(S_{L-1}\right) \times \\
& \quad \times \prod_{y=1}^{L_{s} / 2} \delta\left(\mathbf{w}_{y}-S_{2 y-2 t}\left[\mathbf{u}_{2 y-2 t}^{0} \oplus \mathbf{u}_{2 y-2 t+1}^{0}\right]\right) \times \delta\left(\mathbf{b}_{y}-S_{2 y-1}^{-1} \mathbf{a}_{y}\right) \times \\
& \quad \times \delta\left(F_{y}-C_{2 y-2} \cdots C_{2 y-2 t+1}\right) \times \delta\left(g_{y}-\left\langle\mathbf{b}_{y},\left(\mathbf{u}_{2 y-1}^{t-1 / 2}+F_{y} \mathbf{w}_{y}\right) \oplus \mathbf{u}_{2 y}^{t-1 / 2}\right\rangle\right) . \tag{2.147}
\end{align*}
$$

The following sum-rule is repeatedly exploited below

$$
\sum_{\mathbf{w}_{1}} P\left(\mathbf{w}_{1}\right) \delta\left(h_{1},\left\langle\mathbf{b}_{1}, F_{1} \mathbf{w}_{1}\right\rangle+g_{1}\right)= \begin{cases}\delta\left(h_{1}, g_{1}\right) & \text { if }\left(F_{1} \oplus \mathbf{0}_{2 N}\right)^{T} J \mathbf{b}_{1}=\mathbf{0}  \tag{2.148}\\ 1 / 2 & \text { otherwise }\end{cases}
$$

Using $\delta\left(h, h^{\prime}\right) \leq 1$ for all $h, h^{\prime}$ we can write

$$
\begin{aligned}
P\left(h_{\geq 1}\right) & =\sum P\left(\mathbf{w}_{1}\right) P\left(\mathbf{w}_{\geq 2}, \mathbf{b}_{\geq 1}, F_{\geq 1}, g_{\geq 1}\right) \prod_{y} \delta\left(h_{y},\left\langle\mathbf{b}_{y}, F_{y} \mathbf{w}_{y}\right\rangle+g_{y}\right) \\
& \leq \operatorname{prob}\left\{\left(F_{1} \oplus \mathbf{0}_{2 N}\right)^{T} J \mathbf{b}_{1}=\mathbf{0}\right\}+\frac{1}{2} \sum P\left(\mathbf{w}_{\geq 2}, \mathbf{b}_{\geq 2}, F_{\geq 2}, g_{\geq 2}\right) \prod_{y \geq 2} \delta\left(h_{y},\left\langle\mathbf{b}_{y}, F_{y} \mathbf{w}_{y}\right\rangle+g_{y}\right)
\end{aligned}
$$

where in the last term we extended the sum over $\mathbf{b}_{1}, F_{1}$ from the values satisfying $\left(F_{1} \oplus \mathbf{0}_{2 N}\right)^{T} J \mathbf{b}_{1} \neq \mathbf{0}$ to all values. Since the variables $\mathbf{b}_{1}, F_{1}, g_{1}$ do not appear in any of the remaining $\delta$-functions, we can trace them out. Subsequently we repeat the above process by summing over $\mathbf{w}_{2}$, using the analog of equation 2.148 for $y=2$, and summing over $\mathbf{w}_{2}, F_{2}, g_{2}$, obtaining

$$
\begin{equation*}
P\left(h_{\geq 1}\right)=\varepsilon+\frac{1}{2}\left(\varepsilon+\frac{1}{2} \sum P\left(\mathbf{w}_{\geq 3}, \mathbf{b}_{\geq 3}, F_{\geq 3}, g_{\geq 3}\right) \prod_{y \geq 3} \delta\left(h_{y},\left\langle\mathbf{b}_{y}, F_{y} \mathbf{w}_{y}\right\rangle+g_{y}\right)\right), \tag{2.149}
\end{equation*}
$$

where we define $\varepsilon=\operatorname{prob}\left\{\left(F_{1} \oplus \mathbf{0}_{2 N}\right)^{T} J \mathbf{b}_{1}=\mathbf{0}\right\}$. Continuing in this fashion yields

$$
\begin{align*}
P\left(h_{1}, \ldots, h_{L_{\mathrm{s}} / 2}\right) & =\varepsilon \sum_{k=0}^{L_{\mathrm{s}} / 2-1} 2^{-k}+2^{-L_{\mathrm{s}} / 2}, \\
& \leq 2 \varepsilon+2^{-L_{\mathrm{s}} / 2} . \tag{2.150}
\end{align*}
$$

We now wish to turn this bound from a distribution of $h_{y}$ to the distribution of $s_{x} \equiv\left\langle\mathbf{u}_{x}^{t}, \mathbf{u}_{x}^{0}\right\rangle$ (recalling that $x \in\left\{1,2, \ldots L_{\mathrm{s}}\right\}$ and $y \in\left\{1, \ldots, L_{s} / 2\right\}$ ), that is to say we want $P\left(s_{1}, s_{2}, \ldots, s_{L_{\mathrm{s}}}\right)$. I would like to point out here that the rest of the proof of this lemma I attribute to a collaborator, Daniele Toniolo. The bound in equation 2.150 extends to the case where rather than the values of $h_{y} \equiv s_{2 y-1}+s_{2 y}$ are fixed, the values of certain $h_{y}$ and of certain $s_{x}$ are fixed. For concreteness, let us first consider
the case $L_{s}=4$, in which equation 2.150 entails 36 (not necessarily independent) bounds corresponding to the categories:
$h_{1}$ fixed, $h_{2}$ fixed
$h_{1}$ fixed, $s_{3}$ or $s_{4}$ fixed
$h_{2}$ fixed, $s_{1}$ or $s_{2}$ fixed
$s_{1}$ or $s_{2}$ fixed, $s_{3}$ or $s_{4}$ fixed.

For example there are four inequalities arising from the category $h_{1}$ fixed, $h_{2}$ fixed. Setting $h_{1}=0, h_{2}=0$ we obtain the following inequality in terms of the distribution $P\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$

$$
\begin{equation*}
\frac{1}{4}-6 \varepsilon \leq P(0,0,0,0)+P(1,1,0,0)+P(0,0,1,1)+P(1,1,1,1) \leq \frac{1}{4}+2 \varepsilon \tag{2.151}
\end{equation*}
$$

similarly setting $h_{1}=1, h_{2}=0$ we obtain

$$
\begin{equation*}
\frac{1}{4}-6 \varepsilon \leq P(1,0,0,0)+P(0,1,0,0)+P(1,0,1,1)+P(0,1,1,1) \leq \frac{1}{4}+2 \varepsilon \tag{2.152}
\end{equation*}
$$

with $h_{1}=0, h_{2}=1$ we obtain

$$
\begin{equation*}
\frac{1}{4}-6 \varepsilon \leq P(0,0,1,0)+P(0,0,0,1)+P(1,1,1,0)+P(1,1,0,1) \leq \frac{1}{4}+2 \varepsilon \tag{2.153}
\end{equation*}
$$

with $h_{1}=1, h_{2}=1$

$$
\begin{equation*}
\frac{1}{4}-6 \varepsilon \leq P(1,0,1,0)+P(1,0,0,1)+P(0,1,1,0)+P(0,1,0,1) \leq \frac{1}{4}+2 \varepsilon \tag{2.154}
\end{equation*}
$$

where the lower bounds follow from normalisation. To make proceeding further easier, we make the upper and lower bounds similar by replacing $2 \varepsilon$ with $6 \varepsilon$ in the upper bound. The overall idea is that through specific linear combinations of bounds such as those in equations $2.151-2.154$ one can obtain lower and upper bounds on the distribution $P\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$. The tightest set of bounds for $P\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$ in the case $L_{s}=4$ (and all the higher orders $L_{s} \geq 2$ ) can be obtained by tensor products of
the matrix

$$
A \equiv\left(\begin{array}{llll}
1 & 0 & 0 & 1  \tag{2.155}\\
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1
\end{array}\right) \leftrightarrow\left(\begin{array}{l}
h_{1}=0 \\
h_{1}=1 \\
s_{1}=0 \\
s_{1}=1 \\
s_{2}=0 \\
s_{2}=1
\end{array}\right)
$$

The reason for this is that each row of $A$ comes with a label given by the inequalities for the probabilities that it generates. So, the tensor product $A \otimes A$ has rows associated with a couple of labels. For example the first row of the tensor product $A \otimes A$, that has label $\left(h_{1}=0, h_{2}=0\right)$ will give rise to the inequality in equation 2.151. Since $A$ is a full rank matrix and the rank of a tensor product is the product of the ranks, then $A \otimes A$ is full rank.

We will now show that by taking linear combinations of specific bounds, such as those in equation 2.151, which is equivalent to linear combinations of rows of $A \otimes A$, we can obtain bounds on the distribution $P\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$. Since the bounds for the probabilities $P\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$ correspond to rows of the tensor product $A \otimes A$ this implies that:

$$
\begin{equation*}
\frac{1}{4}\left(\mathbf{a}_{3}+\mathbf{a}_{5}-\mathbf{a}_{2}\right) \otimes\left(\mathbf{a}_{3}+\mathbf{a}_{5}-\mathbf{a}_{2}\right) \cdot \mathbf{P}=P(0,0,0,0) \tag{2.156}
\end{equation*}
$$

where $\mathbf{a}_{\mathbf{j}}$ denotes row $j$ of matrix $A$, and the tensor product of two rows is meant to be the corresponding row of the tensor product $A \otimes A$, and where $\mathbf{P}$ denotes the vector of all possible choice of $P\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$. The equation 2.156 involves nine bounds, since there are nine terms in the tensor product $\left(\mathbf{a}_{3}+\mathbf{a}_{5}-\mathbf{a}_{2}\right) \otimes\left(\mathbf{a}_{3}+\mathbf{a}_{5}-\mathbf{a}_{2}\right)$, and so

$$
\begin{equation*}
\frac{1}{16}-56 \varepsilon \leq P(0,0,0,0) \leq \frac{1}{16}+56 \varepsilon \tag{2.157}
\end{equation*}
$$

Note that the error $56 \varepsilon$ arises as the product of the error associated with each bound in equation 2.151 and the number of inequalities that is 9 . Any choice of $P\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$ can be found through a linear combination of three inequalities for each pair of
sites, and hence the bound applies in general to $P\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$. To generalise this to arbitrary $L_{\mathrm{s}}$, we just consider further tensor products of $A$, and hence

$$
\begin{equation*}
2^{-L_{s}}-23^{\frac{L_{s}}{2}+1} \varepsilon \leq P\left(s_{1}, \ldots, s_{L_{s}}\right) \leq 2^{-L_{s}}+23^{\frac{L_{s}}{2}+1} \varepsilon . \tag{2.158}
\end{equation*}
$$

Using this proof, in the following lemma I will show the proof which justifies result 2.2 .

Lemma 2.19. Consider an initial vector $\mathbf{u}^{0} \in \mathcal{V}_{\text {chain }}$ with non-zero support in all lattice sites $\left(\mathbf{u}_{x}^{0} \neq \mathbf{0}\right.$ for all $\left.x \in \mathbb{Z}_{L}\right)$. Consider the evolved vector $\mathbf{u}^{t}=S(t) \mathbf{u}^{0}$ inside a region $x \in\left\{1, \ldots, L_{\mathrm{s}}\right\} \subseteq \mathbb{Z}_{L}$ where $L_{\mathrm{s}}$ is even and the time is $t \leq \frac{L-L_{\mathrm{s}}}{4}$. If $\mathbf{u}_{[1, L s]}^{t}$ is the projection of $\mathbf{u}^{t}$ in the subspace $\bigoplus_{x=1}^{L_{S}} \mathcal{V}_{x}$ then

$$
\begin{equation*}
\sum_{\mathbf{v} \in \mathbb{Z}_{2}^{2 N L_{\mathrm{s}}}}\left|\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}_{[1, L s]}^{t}\right\}-\frac{1}{2^{2 N L_{\mathrm{s}}}}\right| \leq 32 t 2^{-N}\left(2 L_{\mathrm{s}}+3^{\frac{L_{\mathrm{s}}}{2}+1}\right)+4 L 2^{-2 N} \tag{2.159}
\end{equation*}
$$

Proof. First, we re-state $\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t}\right\}$ in the following way

$$
\begin{aligned}
\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t}\right\} & =q \operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0}, \mathbf{u}_{x}^{0} \forall x \in \mathbb{Z}_{L_{\mathrm{s}}}\right\} \\
& +(1-q)\left(1-\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0}, \mathbf{u}_{x}^{0} \forall x \in \mathbb{Z}_{L_{\mathrm{s}}}\right\}\right),
\end{aligned}
$$

where $x \in\left\{1, \ldots, L_{\mathrm{s}}\right\} \subseteq \mathbb{Z}_{L}$ with $L_{\mathrm{S}}$ is even, $q$ is the probability of distribution $\operatorname{prob}\left\{\mathbf{u}_{x}^{t} \neq \mathbf{0}, \mathbf{u}_{x}^{t} \forall x \in \mathbb{Z}_{L_{\mathrm{s}}}\right\}$, and similarly with the complement. Then using convexity we find that

$$
\begin{array}{r}
\sum_{\mathbf{v} \in \mathbb{Z}_{2}^{2 N L_{\mathrm{s}}}}\left|\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t}\right\}-\frac{1}{2^{2 N L_{\mathrm{s}}}}\right| \leq q \sum_{\mathbf{v} \in \mathbb{Z}_{2}^{2 N L_{\mathrm{s}}}}\left|\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0}, \mathbf{u}_{x}^{0} \forall x\right\}-\frac{1}{2^{2 N L_{\mathrm{s}}}}\right| \\
+(1-q) \sum_{\mathbf{v} \in \mathbb{Z}_{2}^{2 N L_{\mathrm{s}}}}\left|1-\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0}, \mathbf{u}_{x}^{0} \forall x\right\}-\frac{1}{2^{2 N L_{\mathrm{s}}}}\right| .
\end{array}
$$

We can evaluate the first term using the upper bound $q \leq 1$ and use lemma 2.14
combined with lemma 2.18 to find that

$$
\begin{equation*}
q \sum_{\mathbf{v} \in \mathbb{Z}_{2}^{2 N L_{\mathrm{s}}}}\left|\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0}, \mathbf{u}_{x}^{0} \forall x \in \mathbb{Z}_{L_{\mathrm{s}}}\right\}-\frac{1}{2^{2 N L_{\mathrm{s}}}}\right| \leq 32+3^{\frac{L_{\mathrm{s}}}{2}+1} 2^{-N}+L 2^{2-2 N} \tag{2.160}
\end{equation*}
$$

To evaluate the second term, we can upper bound the sum by its maximum value, 2 , and use the result of lemma 2.10 to upper bound $(1-q)$ to find that

$$
\begin{equation*}
(1-q) \sum_{\mathbf{v} \in \mathbb{Z}_{2}^{2 N L_{\mathrm{s}}}}\left|1-\operatorname{prob}\left\{\mathbf{v}=\mathbf{u}^{t} \mid \mathbf{u}_{x}^{t} \neq \mathbf{0}, \mathbf{u}_{x}^{0} \forall x \in \mathbb{Z}_{L_{\mathrm{s}}}\right\}-\frac{1}{2^{2 N L_{\mathrm{s}}}}\right| \leq 64 L_{\mathrm{s}} t 2^{-N} \tag{2.161}
\end{equation*}
$$

Combining these two terms we get the stated result.

This concludes the proof which justifies result 2.2, and moreover the proof of all results concerning the time-periodic random quantum circuit model I have presented.

### 2.1.3 Discussion

To summarise, I have shown and proven a selection of results concerning the mixing of Pauli operators in the time-periodic random quantum circuit model in the regime of large $N(N \gg \log L)$. Moreover, the indistinguishability result (result 2.4) is a weaker, variant notion of approximate 2-design, which requires measurements to be restricted to Pauli operators only. The results in this section contrast with the case of time-dependent random quantum circuits (discussed in chapter 1 section 1.2), in which, for example, the resemblance to a (Haar) random unitary increases with the time evolution. The question of whether local and time-independent or time-periodic dynamics can generate a 2 (or higher) approximate unitary design remains open. However, results in references [10, 21, 22,26,27] suggest that further results in this direction are possible.

All of the results I have proven in this are relevant only in the regime of large $N(N \gg \log L)$. Naturally, one might wonder about the opposite regime of small $N$, when there is only one or a few qubits per site of the spin chain. I will discuss and prove results in this regime in chapter 3 section 3.1, in which a strong form of localisation is observed. In the final chapter of this thesis (chapter 4), I will discuss
more generally Clifford dynamics and why they are an interesting model with which to study the landscape of quantum many-body phenomena.

Also, I would like to point out that there is a different interpretation of the model in this section, which is a spin chain of $L$ sites, with $N$ qubits per site, and nearest-neighbour interactions. Instead, equivalently the model could be presented as a spin chain with $L N$ sites, with a single qubit per site, and interactions of range $2 N$. This modification uses the fact that any Clifford gate acting on $2 N$ qubits can be rewritten as a circuit of depth $\mathcal{O}\left(N^{2} / \log N\right)$ [122, 123], and so the dynamical period of the $L N$-site spin chain decomposes into a circuit with $\mathcal{O}\left(N^{2} / \log N\right)$ elementary time steps.

The scrambling time $t_{\text {scr }}$ has been of great importance to the results I have presented in this section. This is because the (strict) causality imposed by local dynamics means that time evolution of at least the scrambling time is required for an initially local operator to evolve to a completely non-local operator. Additionally, all of the results of presented in this section hold only up until a maximum time of $2 t_{\mathrm{scr}}$, which is a consequence of the proof technique. Moreover, in all of the result I have discussed the proximity to the uniform distribution and resemblance to a random unitary decrease with time. However, this is also the case for a (Haar) random unitary. For example, the powers $U^{t}$ of a (Haar) random unitary $U \in \mathrm{SU}(d)$ lose their resemblance to a (Haar) random unitary as $t$ increases, as quantified by the spectral form factor. In the model I have considered, the time evolution operator is composed of, and is itself, a Clifford unitary. So, since the Clifford group is finite, this means that there is a recurrence time, $t_{\text {rec }}$, such that the time evolution operator is trivial, $W\left(t_{\text {rec }}\right)=\mathbb{1}$. Therefore, it is reasonable to expect that the time at which the time evolution operator $W(t)$ resembles as closely as possible a random unitary, is the smallest time such that recurrences are avoided, but also larger than the scrambling time.

Additionally, I would like to briefly comment on the role of the boundary conditions of the model. For instance, the periodic boundary conditions mean that the minimum time for the light-cone of any initially local operator to contain the
whole spin chain does not depend on the site at which the initially local operator is non-identity, and so the scrambling time is $t_{\mathrm{scr}}=L / 4$. However, if instead one considered a modified version of the model with closed boundary conditions this would not be the case. The proofs of all the results in this section make use of the fact that the model has periodic boundary conditions, specifically from lemma 2.8 onwards. Nonetheless, I expect that the proof method used in this section can be adapted and applied to versions of the model with different boundary conditions, and believe that similar mixing results can be obtained. Although, the results with modified boundary conditions may not hold over the same timescales, and may depend more strongly on the initial operator, and which particular sites of the spin chain the operator is initially non-identity.

### 2.2 Non-local few-body dynamics

The scrambling time is an important timescale when studying mixing (of Pauli operators) and scrambling. As discussed in the introduction (chapter 1 section 1.3), this is particularly the case for studying the dynamics of highly chaotic quantum systems, such as black holes which are often modelled with (Haar) random unitaries. This model is often justified by the fact that local random quantum circuits generate unitary designs. However, as I have noted in the introduction, these circuits are time dependent, while physically one would expect the dynamics to be time-independent [66]. In this section, I will present a time-periodic model, which shares important features with time independent dynamics, and in which the interactions are non-local but few-body. I will investigate the circuit depth corresponding to the scrambling time. I will show that this model approaches the circuit depth corresponding to the scrambling time postulated in the fast scrambling conjecture, logarithmic in the number of qubits, but does not reach it. Unlike in the previous section (2.1), I will not present results about how closely the dynamics resemble a (Haar) random unitary, or any other results concerning Pauli mixing. I leave this important question for future work.


Figure 2.7: This is an example of the evolution operator $U_{\text {cycle }}$, as enclosed by the dashedbox, acting on eleven sites $(L=11)$, with $N$ qubits per site. The circuit itself is of depth 5 , with increases denoted by vertical dashed lines. Each interaction of two sites, signified by two crosses connected by a (vertical) line, is a Clifford unitary sampled from the Clifford group of $2 N$ qubits according to the uniform distribution. It is worth noting that while the depicted quantum circuit is onedimensional, the interactions are not local.

### 2.2.1 Overview

I will first describe the physical model analysed in this section. The model considered is a spin system composed of $L$ sites. Each site is labeled by $x \in \mathbb{Z}_{L}$ and situated on each site there are $N$ qubits. Hence, the (local) Hilbert space of each site has dimension $2^{N}$ and the total Hilbert space for the entire system has dimension $2^{N L}$. The dynamics of the spin system is discrete in time, and so is characterised by a unitary $U_{\text {cycle }}$. Since, we consider time-periodic dynamics, each evolution time cycle is characterised by the same unitary $U_{\text {cycle }}$, and hence $|\psi(t)\rangle=\left(U_{\text {cycle }}\right)^{t}|\psi(0)\rangle$ for all $t \in \mathbb{Z}$.

The unitary $U_{\text {cycle }}$, which is implemented via a quantum circuit, is generated
through the following random process:

1. A random pair of (different) sites $(x, y)$ are selected uniformly from the spin system, $x, y \in \mathbb{Z}_{L}$.
2. Then, for this selected pair of sites, a random Clifford unitary is applied to the $2 N$ qubits.
3. Repeat from step 1 again independently $M$ times.

I will denote this sequence, which generates the quantum circuit, by $S_{\text {cycle }}$. The variable $M$ is a free parameter which is chosen such that, with high probability, the random quantum circuit has gates applied to every site of the $L$-site spin chain and is a connected graph. By connected graph, I mean that every site of the spin system is (via the interactions) causally connected to all other sites of the spin chain.

Hence, the sequence $S_{\text {cycle }}$ produced by this random process, and so the quantum circuit which implements the random unitary $U_{\text {cycle }}$, has two sources of randomness: gates and location. Figure 2.7 illustrates one particular instance of the random unitary $U_{\text {cycle }}$. Therefore, the random unitary $U_{\text {cycle }}$ can be written as

$$
\begin{equation*}
U_{\mathrm{cycle}}=\prod_{i=1}^{M} U_{\left(x_{i}, y_{i}\right)}, \tag{2.162}
\end{equation*}
$$

where $\left(x_{i}, y_{i}\right)$ is the random pair of (different) sites selected in trial $i$ (of total $M$ in the sequence $S_{\text {cycle }}$ ), and $U_{\left(x_{i}, y_{i}\right)}$ denotes the random Clifford unitary applied to the 2 N qubits of this pair of different sites, where it is understood that this Clifford unitary is in tensor product with the identity operator on all other sites of the spin system.

Since in this model the dynamics are not generated by nearest-neighbour interactions, there is no sense of locality. However, the interactions, while not local, are still between two-sites only. In this section, I will investigate the scrambling time, and the corresponding circuit depth, of the model I have described.

Definition 2.20. In this model, I will call the scrambling time the (minimum) number of repetitions of the quantum circuit of $U_{\text {cycle }}$, as generated by the sequence $S_{\text {cycle }}$ of gates, such that any initially local operator (non-identity on a single site at $t=0$ ),


Figure 2.8: In this figure, there is an illustration of an example quantum circuit to clarify the definition of scrambling time. The quantum circuits in this example is the same as illustrated in figure 2.7, and is repeated three times, so $U_{\text {cycle }}^{3}$. In this example, I consider the initial operator to be non-identity on site 1 only. Each blue box, surrounding an interacting pair of sites, highlights when the operator evolving via the quantum circuit spreads and its support grows to a new site. After three repetitions of the driving unitary, the initial operator has spread through the entire system. The scrambling time is the number of repetitions such that this occurs for any initial operator which is non-identity on any single site.
through its time evolution, to grow and spread throughout the entire system. To clarify this, there is an illustration of an example in figure 2.8 .

In this model, the scrambling time itself is also a random variable, which can vary between particular instances of the random quantum circuit. Hence, statements made about the scrambling time in this model are probabilistic.

The quantum circuit of the time evolution operator $\left(U_{\text {cycle }}\right)^{t}$ generated by the sequence $S_{\text {cycle }}$ has two contributions towards the circuit depth corresponding to the scrambling time; one contribution comes from the depth of the quantum circuit of the random unitary ( $U_{\text {cycle }}$ ), which is made up of $M$ independent unitary gates, and the other from the number of repetitions of this driving unitary, in other words the scrambling time $t_{\text {scr }}$. Generally speaking, two consecutive Clifford unitaries that make up the time evolution operator $U_{\text {cycle }}$ will not act upon any of the same sites, and hence the two unitaries commute.

In the following result, I will bound the probability that the circuit depth
corresponding to the scrambling time is at most $\sim(\log L)^{2}$, which is given by $t_{\text {scr }} \sim \log L$ time cycles of the quantum circuit, which itself is composed of $\sim L \log L$ independently selected random gates, that has depth $\sim \log L$.

Result 2.5. The quantum circuit of the random unitary $U_{\text {cycle }}$ generated by the sequence $S_{\text {cycle }}$, which is composed of $M=6 L \log L$ independent gates, where $L \geq 70$, has with probability close to one a circuit depth of at most $\sim \log L$ and scrambling time of at most $\sim \log L$. More precisely,

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{\text {cycle }}\right) \leq 24 \log L\right\}>1-\frac{L^{-5}}{4}, \tag{2.163}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{prob}\left\{t_{\text {scr }}\left(S_{\text {cycle }}\right) \leq \frac{2 \log (L-1)}{\log \log L}\right\}>1-L^{-6 \log L}-12 L^{-1} \tag{2.164}
\end{equation*}
$$

where depth $\left(S_{\text {cycle }}\right)$ denotes the depth of the quantum circuit generated by the sequence $S_{\text {cycle }}$, and $t_{\text {scr }}\left(S_{\text {cycle }}\right)$ the scrambling time.

### 2.2.2 Details and derivation

I will now give the detailed proofs which justify result 2.5. Firstly, I will define some notation (definitions 2.21-2.25), to make the mathematical proofs more concise and understandable. Then, I will (in lemmas 2.26-2.28) bound the probability for the minimum number of gates, $M$, such that the unitary $U_{\text {cycle }}$ acts upon every site at least once. Using these results as a guide, (in lemmas 2.30-2.32) I will bound the probability for the number of gates, $M$, such that the random unitary $U_{\text {cycle }}$ is a connected graph. Then, I will prove (lemmas 2.33-2.35) that the random unitary $U_{\text {cycle }}$ with the number of gates $M$ is a quantum circuit of a certain depth, with high probability.

To prove the number of required time cycles $t_{\text {scr }}$ of the random unitary $U_{\text {cycle }}$ and hence justify result 2.5 . I will use the perspective and tools of random graph theory. First, I will precisely state I mean by the scrambling time in the context of the model considered (definitions 2.36-2.39). Then, I will introduce and define
two related models of random graphs, which are of particular relevance (definitions 2.41 and 2.42), and reproduce two well-known proofs of their relationship (lemmas 2.43 and 2.45). In order to apply well-known results of random graph theory, I will (in lemma 2.46) bound the probability that the number of gates $M$ in the quantum circuit has a certain number of repeated (independent) choices of pairs of sites. Then, I will (in lemma 2.50) reproduce and expand upon a well known result concerning the diameter of sparse random graphs. Finally, in lemma 2.51 I will combine these proofs and hence justify result 2.5 .

## Circuit connectivity

First, I will define some notation, for the purposes of making the proofs slightly more concise. Then, I will present results which concern the random process of picking pairs of sites of the spin chain, to form the unitary $U_{\text {cycle }}$, and in particular bound the probability that the random unitary is a connected graph after $M$ gate selections.

Definition 2.21. The (uniformly sampled) random pair of (different) sites selected in trial $i($ of $M)$ is denoted by $\alpha_{i}=\left(x_{i}, y_{i}\right)$, where $x, y$ are different elements of $\mathbb{Z}_{L}$.

Definition 2.22. A sequence of $M$ independent choices of random pairs of sites is denoted by $S_{M}=\left(\alpha_{1}, \ldots, \alpha_{M}\right)$.

Definition 2.23. The set of points of a given sequence $S=\left\{\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{k}, y_{k}\right)\right\}$ is denoted by $\operatorname{set}\left(S_{M}\right)=\left\{x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{k}, y_{k}\right\} \subseteq \mathbb{Z}_{L}$, and its cardinality by $\left|\operatorname{set}\left(S_{M}\right)\right|$.

Definition 2.24. The depth of the quantum circuit formed from a sequence of gates on random pairs $S_{M}$ is denoted by depth $\left(S_{M}\right)$. (A sequence of disjoint pairs has unit depth.)

Definition 2.25. For any given sequence $S_{M}$ we denote by $\operatorname{cl}\left(S_{M}\right) \subseteq S_{M}$ the subsequence of random pairs which "grow" from the initial element $\alpha_{1}$ - referred to as a cluster. That is:

1. $\alpha_{1} \in \operatorname{cl}\left(S_{M}\right)$


Figure 2.9: This figure is to illustrate the concept of a cluster introduced in definition 2.25. The left hand image contains an example of a sequence $S_{9}$, for a system consisting of a total of eight sites. The right hand image shows the cluster $\mathrm{cl}\left(S_{9}\right)$, which is the sequence $S_{9}$ with the second, fifth, and eighth elements (so $\alpha_{3}, \alpha_{5}, \alpha_{8}$ ) removed.
2. $\alpha_{i}=\left(x_{i}, y_{i}\right) \in \operatorname{cl}\left(S_{M}\right)$ if and only if either $x_{i}$ or $y_{i}$ belongs to $\operatorname{set}\left(\operatorname{cluster}\left(S_{i-1}\right)\right)$ but not both, for $i=2, \ldots, M$.

Figure 2.9 shows an illustrative example of the definition of a cluster (definition 2.25).

With these definitions, I will now commence with the proofs, which culminate in bounding the probability for the random unitary $U_{\text {cycle }}$ being fully connected after $M$ selections of pairs of sites. In the following, I will find the probability for the random choice of a pair of sites to be a particular pair, which is important for all of the proofs in this section.

Lemma 2.26. The probability of picking a particular pair of sites $x, y \in \mathbb{Z}_{L}$ is

$$
\begin{equation*}
\operatorname{prob}\left\{\alpha_{i}=(x, y)\right\}=\binom{L}{2}^{-1} . \tag{2.165}
\end{equation*}
$$

Proof. The total number of distinct choices of pairs of sites of the spin chain is $\binom{L}{2}$. Hence, since we are selecting uniformly from this set of choices, we get the stated probability.

I will now prove an upper-bound to the probability that a single particular site is never selected in any of the $M$ independent trials of pairs of sites.

Lemma 2.27. The probability that a single site $x \in \mathbb{Z}_{L}$ is not selected after $M$ random choices of pairs is given by

$$
\begin{equation*}
\operatorname{prob}\left\{x \notin \operatorname{set}\left(S_{M}\right)\right\}=\left(1-\frac{2}{L}\right)^{M} \leq e^{\frac{-2 M}{L}} . \tag{2.166}
\end{equation*}
$$

Proof. Using the result from lemma 2.26, the probability that a random pair $\alpha_{i}$ does not include a specific site $x \in \mathbb{Z}_{L}$ is given by

$$
\begin{equation*}
\operatorname{prob}\left\{x \notin \operatorname{set}\left(\alpha_{i}\right)\right\}=\frac{\binom{L-1}{2}}{\binom{L}{2}}=1-\frac{2}{L} \tag{2.167}
\end{equation*}
$$

Hence, since each choice of pairs of sites of the spin chain $\alpha_{i}$ in the sequence $S_{M}$ is independent and uniformly distributed, we get the stated (exact) probability.

The upper bound follows from the inequality

$$
\begin{equation*}
(1+k)^{c} \leq e^{c k} \tag{2.168}
\end{equation*}
$$

for $k, c \in \mathbb{R}$ and $1+k>0, c>0$.

With this result, I will now prove a bound on the probability that every site has been selected at least once. This does not imply that the quantum circuit of the unitary $U_{\text {cycle }}$ is a connected graph, however it does serve as a useful guide and perspective for later results.

Lemma 2.28. The probability that, after $M$ random pairs, all sites have been selected at least once is given by

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{set}\left(S_{M}\right)=\mathbb{Z}_{L}\right\} \geq 1-L\left(1-\frac{2}{L}\right)^{M} \geq 1-L e^{\frac{-2 M}{L}} \tag{2.169}
\end{equation*}
$$

Proof. To prove this lemma, we study the complementary event

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{set}\left(S_{M}\right) \subset \mathbb{Z}_{L}\right\}=1-\operatorname{prob}\left\{\operatorname{set}\left(S_{M}\right)=\mathbb{Z}_{L}\right\} \tag{2.170}
\end{equation*}
$$

Using the union bound, and the result from lemma 2.27, we have that

$$
\begin{align*}
\operatorname{prob}\left\{\operatorname{set}\left(S_{M}\right) \subset \mathbb{Z}_{L}\right\} & \leq \sum_{x \in \mathbb{Z}_{L}} \operatorname{prob}\left\{x \notin \operatorname{set}\left(S_{M}\right)\right\}  \tag{2.171}\\
& \leq L\left(1-\frac{2}{L}\right)^{M} \leq L e^{\frac{-2 M}{L}} \tag{2.172}
\end{align*}
$$

This gives the result stated in the lemma.

Broadly speaking, this proof implies that for $M \sim L \log L$ every single site has been selected, and therefore a random Clifford unitary has been applied, at least once, with probability close to one. I will now consider the more involved question of the quantum circuit being a connected graph. To do this, I will make use of the notion of a cluster, of which there is a precise definition in definition 2.25. This notion of cluster is useful as if the cluster contains every single site then the quantum circuit is a connected graph. Before proceeding to any proofs, I will first introduce another random variable.

Definition 2.29. Consider a sequence $S_{M}$ with $\left|\operatorname{cl}\left(S_{M}\right)\right|=i$. We define the random variable $\mu_{i}$ as the number of pairs generated until the cluster increases by one: $\left|\operatorname{cl}\left(S_{M}\right)\right|=\left|\operatorname{cl}\left(S_{M+1}\right)\right|=\cdots=\left|\operatorname{cl}\left(S_{M+\mu_{i}-1}\right)\right|=i$ and $\left|\operatorname{cl}\left(S_{M+\mu_{i}}\right)\right|=i+1$.

In the next lemma, I will prove the form of the probability distribution of this newly defined random variable $\mu_{i}$. In particular, the fact that the probability distribution is a geometric distribution, is of particular importance.

Lemma 2.30. The probability distribution of the random variable $\mu_{i}$ is given by

$$
\begin{equation*}
\operatorname{prob}\left\{\mu_{i}=k\right\}=\left(1-\gamma_{i}\right)^{k-1} \gamma_{i}=\left(1-\frac{i(L-i)}{\binom{L}{2}}\right)^{k-1} \frac{i(L-i)}{\binom{L}{2}}, \tag{2.173}
\end{equation*}
$$

where $i \in[2, L-1]$ and $\gamma_{i}=\frac{i(L-i)}{\binom{L}{2}}$. This is a geometric distribution with $p=\gamma_{i}$.
Proof. First, we note that the probability that the size of the cluster increases from $i$
to $i+1$ after a single choice of a pair of sites, $\alpha_{j}$, is given by

$$
\begin{align*}
\operatorname{prob}\left\{\mu_{i}=1\right\} & =\operatorname{prob}\left\{\left|\operatorname{cl}\left(S_{M+1}\right)\right|=i+1| | \operatorname{cl}\left(S_{M}\right) \mid=i\right\},  \tag{2.174}\\
& =\frac{i(L-i)}{\binom{L}{2}}=\gamma_{i} . \tag{2.175}
\end{align*}
$$

To extend this to $k>1$, we note that all choices of pairs of sites apart from the final choice must not increase the size of the cluster. Hence, since all choices of pairs of sites are independent, then we get the stated result.

I will use this proof in the following two lemmas. First, I will find the expected number of choices $M$ such that the cluster contains every site. Then, I will bound the probability that the cluster contains every site after a (minimum) number of choices $M \sim L \log L$.

Lemma 2.31. The expected number of independent choices $\mathbb{E}(M)$ such that the cluster reaches all of the spin chain, that is to say $\operatorname{set}\left(\operatorname{cl}\left(S_{M}\right)\right)=\mathbb{Z}_{L}$, is

$$
\begin{equation*}
\mathbb{E}(M)=1+\frac{L-1}{2}\left(H_{L-1}+H_{L-2}-1\right), \tag{2.176}
\end{equation*}
$$

where $H_{n}$ is the $n$-th harmonic number, which can be bounded as

$$
\begin{equation*}
0.5 L \log (L) \leq \mathbb{E}(M) \leq 2 L \log (L) \tag{2.177}
\end{equation*}
$$

Proof. The expected number of independent choices such that $\operatorname{set}\left(\operatorname{cl}\left(S_{M}\right)\right)=L$ is given by

$$
\begin{equation*}
\mathbb{E}\left(\sum_{i=2}^{L-1} \mu_{i}\right)+1=1+\sum_{i=2}^{L-1} \mathbb{E}\left(\mu_{i}\right), \tag{2.178}
\end{equation*}
$$

where the equality follows from the linearity of the expected value, and the +1 term follows from the fact that the very first choice of pairs of sites, $\alpha_{1}$, initially defines the cluster. Since, the probability distribution $\operatorname{prob}\left\{\mu_{i}=k\right\}$ is a geometric distribution, the expected value is given by

$$
\begin{equation*}
\mathbb{E}\left(\mu_{i}\right)=\frac{1}{\gamma_{i}}=\frac{\binom{L}{2}}{i(L-i)} . \tag{2.179}
\end{equation*}
$$

So,

$$
\begin{align*}
\mathbb{E}\left(\sum_{i=2}^{L-1} \mu_{i}\right)+1 & =1+\sum_{i=2}^{L-1} \frac{\binom{L}{2}}{i(L-i)}=1+\binom{L}{2} \sum_{i=2}^{L-1} \frac{1}{i(L-i)}  \tag{2.180}\\
& =1+\binom{L}{2} \sum_{i=2}^{L-1}\left(\frac{1}{L i}+\frac{1}{L(L-i)}\right)  \tag{2.181}\\
& =1+\frac{L-1}{2}\left(H_{L-1}+H_{L-2}-1\right) \tag{2.182}
\end{align*}
$$

where $H_{n}$ is the $n$-th harmonic number. This gives the exact result, which can be bounded to a region, using the bounds $\log (n)+n^{-1} \leq H_{n} \leq \log (n)+1$,

$$
\begin{equation*}
L \log (L)-\log (L)-\frac{L}{2}+1 \leq \mathbb{E}\left(\sum_{i=2}^{L-1} \mu_{i}\right)+1 \leq L \log (L)+\frac{L}{2}+1-\log (L) \tag{2.183}
\end{equation*}
$$

Lemma 2.32. The probability that the cluster contains every site of the spin chain, that is to say $\operatorname{set}\left(\operatorname{cl}\left(S_{M}\right)\right)=L$, when the number of independent choices $M \geq(1+$ $\varepsilon) L \log L$, is bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{set}\left(\operatorname{cl}\left(S_{1+M}\right)\right)=L\right\} \leq L^{-\varepsilon} \tag{2.184}
\end{equation*}
$$

Proof. In this lemma, I will move from the expected value, as found in lemma 2.31 to a bound on the probability. To do this, we first note that the random variables $\mu_{i}$ are all independent, and hence we can apply the Chernoff bound (see appendix B), which states that

$$
\begin{equation*}
\operatorname{prob}\left\{\sum_{i=2}^{L-1} \mu_{i} \geq a\right\} \leq e^{-t a} \prod_{i=2}^{L-1} \mathbb{E}\left(e^{t \mu_{i}}\right) \tag{2.185}
\end{equation*}
$$

for any $t>0$. The quantity $\mathbb{E}\left(e^{t \mu_{i}}\right)$ is the generating function, which in the case of a geometric distribution is given by

$$
\begin{equation*}
\mathbb{E}\left(e^{t \mu_{i}}\right)=\frac{\gamma_{i} e^{t}}{1-\left(1-\gamma_{i}\right) e^{t}} \tag{2.186}
\end{equation*}
$$

We now will evaluate the product

$$
\begin{equation*}
\prod_{i=2}^{L-1} \mathbb{E}\left(e^{t \mu_{i}}\right)=\prod_{i=2}^{L-1} \frac{\gamma_{i} e^{t}}{1-\left(1-\gamma_{i}\right) e^{t}}=\prod_{i=2}^{L-1} \frac{\gamma_{i}}{e^{-t}-\left(1-\gamma_{i}\right)} \tag{2.187}
\end{equation*}
$$

Let $t=L^{-1}$ and hence $\exp \left(-L^{-1}\right) \geq 1-L^{-1}$, then the product can be upper bound as

$$
\begin{align*}
\prod_{i=2}^{L-1} \frac{\gamma_{i} e^{t}}{1-\left(1-\gamma_{i}\right) e^{t}} & \leq \prod_{i=2}^{L-1} \frac{\gamma_{i} L}{\gamma_{i} L-1}=\prod_{i=2}^{L-1} \frac{2 i(L-i)}{2 i(L-i)-(L-1)}  \tag{2.188}\\
& =2^{L-2}(L-1)!(L-2)!\prod_{i=2}^{L-1} \frac{1}{2 i(L-i)-(L-1)}  \tag{2.189}\\
& =(-1)^{L-2}(L-1)!(L-2)!\prod_{i=2}^{L-1} \frac{1}{\left(i^{2}-L i+0.5(L-1)\right)} . \tag{2.190}
\end{align*}
$$

The term inside the product can be factorised as

$$
\begin{equation*}
\frac{1}{\left(i^{2}-L i+0.5(L-1)\right)}=\frac{1}{\left(i-\frac{L}{2}-\frac{1}{2} \sqrt{L^{2}-2 L+2}\right)\left(i-\frac{L}{2}+\frac{1}{2} \sqrt{L^{2}-2 L+2}\right)} \tag{2.191}
\end{equation*}
$$

which, using the bounds $L-1 \leq \sqrt{L^{2}-2 L+2} \leq L$, allows us to upper bound the product as

$$
\begin{align*}
\prod_{i=2}^{L-1} \frac{\gamma_{i} e^{t}}{1-\left(1-\gamma_{i}\right) e^{t}} & \leq(-1)^{L-2}(L-1)!(L-2)!\prod_{i=2}^{L-1} \frac{1}{i-L} \frac{1}{i-\frac{1}{2}}  \tag{2.192}\\
& \leq(L-1)!(L-2)!\prod_{i=2}^{L-1} \frac{1}{L-i} \frac{1}{i-1}  \tag{2.193}\\
& =(L-1)!(L-2)!\frac{1}{(L-2)!(L-2)!} \leq L \tag{2.194}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\operatorname{prob}\left\{\sum_{i=2}^{L-1} \mu_{i} \geq a\right\} \leq L \exp \left(-\frac{a}{L}\right) \tag{2.195}
\end{equation*}
$$

and so if $a=(1+\varepsilon) L \log L$, then, we get the stated upper bound. For the same reasons as in lemma 2.31, we must include an additional +1 term to the number of independent random choices.

In other words, I have shown that for $M \sim L \log L$ the quantum circuit of the random unitary $U_{\text {cycle }}$ is a connected graph with probability close to one. In the rest of this section, I will focus only on this scenario.

## Circuit depth

I will now prove a series of results, which culminate in demonstrating that the quantum circuit of the random unitary $U_{\text {cycle }}$ made up of $M \sim L \log L$ independently selected and applied Clifford gates has a depth $\sim \log L$. In the following lemma, I will give a proof for the probability that for $M<L$ choices of pairs of sites, the quantum circuit is of maximum depth, so circuit depth of $M$.

Lemma 2.33. The probability that $M<L$ random choices of pairs of sites forms a quantum circuit of depth $M$ is given exactly by

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right)=M\right\}=\left(\frac{4}{L}-\binom{L}{2}^{-1}\right)^{M-1}=\left(\frac{4}{L}-\frac{2}{L(L-1)}\right)^{M-1} \tag{2.196}
\end{equation*}
$$

Proof. We start by noting that the probability $\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right)=M\right\}$ is equal to

$$
\begin{align*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right)=M\right\}= & \left(\operatorname{prob}\left\{\operatorname{depth}\left(S_{M-1}\right)=M-1\right\} \times\right.  \tag{2.197}\\
& \left.\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right)=M \mid \operatorname{depth}\left(S_{M-1}\right)=M-1\right\}\right) .
\end{align*}
$$

This equality also applies in a similar fashion to the term $\operatorname{prob}\left\{\operatorname{depth}\left(S_{M-1}\right)=M-\right.$ $1\}$, and hence we will now analyse the term $\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right)=M \mid \operatorname{depth}\left(S_{M-1}\right)=\right.$ $M-1\}$. We note that when adding another pair of sites, $\alpha_{M}$ to the sequence $S_{M-1}$, which is of depth $M-1$, the only way to increase the depth (by one) is if $\alpha_{M}$ shares a site (or both) with the previous choice $\alpha_{M-1}$. Therefore, we have that

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right)=M \mid \operatorname{depth}\left(S_{M-1}\right)=M-1\right\}=\frac{2(L-1)-1}{\binom{L}{2}}, \tag{2.198}
\end{equation*}
$$

where the negative term arises from avoiding double counting for the case $\alpha_{M}=$
$\alpha_{M-1}$. So, we have that

$$
\begin{align*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right)=M\right\} & =\frac{2(L-1)-1}{\binom{L}{2}} \operatorname{prob}\left\{\operatorname{depth}\left(S_{M-1}\right)=M-1\right\}  \tag{2.199}\\
& =\left(\frac{4}{L}-\binom{L}{2}^{-1}\right) \operatorname{prob}\left\{\operatorname{depth}\left(S_{M-1}\right)=M-1\right\} . \tag{2.200}
\end{align*}
$$

Therefore, by making the same argument for the term $\operatorname{prob}\left\{\operatorname{depth}\left(S_{M-1}\right)=M-1\right\}$, we find that

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right)=M\right\}=\left(\frac{4}{L}-\binom{L}{2}^{-1}\right)^{M-1} \tag{2.201}
\end{equation*}
$$

which is the stated result.

Using this, I will now prove a general result upper-bounding the probability that the depth is at least $D$ after $M$ random (independent) choices of pairs of site. Finally, I will make use of this proof and upper-bound the probability further for the particular case of $M=(1+\varepsilon) L \log L$, which as was demonstrated in lemma 2.32 is the region of $M$ for which the quantum circuit is a connected graph.

Lemma 2.34. The probability that $M$ random choices of pairs of sites forms a quantum circuit with a depth of at least $D$ is bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right) \geq D\right\} \leq\binom{ M}{D}\left(\frac{4}{L}-\binom{L}{2}^{-1}\right)^{D-1} \tag{2.202}
\end{equation*}
$$

Proof. The proof of this result is as follows

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right) \geq D\right\}=\operatorname{prob}\left\{\exists S_{D} \subseteq S_{M}: \operatorname{depth}\left(S_{D}\right)=D\right\} \tag{2.203}
\end{equation*}
$$

where by $S_{D} \subseteq S_{M}$ we mean a selection of $D$ (different) elements from the sequence $S_{M}$. By using the union bound becomes

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right) \geq D\right\} \leq\binom{ M}{D} \operatorname{prob}\left\{\operatorname{depth}\left(S_{D}\right)=D\right\} \tag{2.204}
\end{equation*}
$$

and hence using the result in lemma 2.33 we get the stated result.

Lemma 2.35. The probability that for $M=(1+\varepsilon) L \log L$ the depth of the circuit exceeds $D=e(1+\boldsymbol{\delta})(1+\boldsymbol{\varepsilon}) \log L$, is bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right) \geq e(1+\delta)(1+\varepsilon) \log L\right\} \leq \frac{1}{4} L^{1-e(1+\varepsilon)(1+\delta) \log (1+\delta)} \tag{2.205}
\end{equation*}
$$

where $\delta>0$.

Proof. In this lemma, we are essentially upper-bounding the result of lemma 2.34 , for the case of $M=(1+\varepsilon) L \log L$. This is done in the following way

$$
\begin{align*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right) \geq D\right\} & \leq\binom{ M}{D}\left(\frac{4}{L}-\binom{L}{2}^{-1}\right)^{D-1}  \tag{2.206}\\
& \leq\left(\frac{e(1+\varepsilon) L \log L}{D}\right)^{D}\left(\frac{4}{L}\right)^{D-1}  \tag{2.207}\\
& \leq \frac{L}{4}\left(\frac{e(1+\varepsilon) \log L}{D}\right)^{D} \tag{2.208}
\end{align*}
$$

where the second line follows from using the inequality $\binom{N}{k} \leq\left(\frac{e N}{k}\right)^{k}$. Therefore, if $D=e(1+\delta)(1+\varepsilon) \log L$, where $\delta>0$, then we find that

$$
\begin{align*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right) \geq e(1+\delta)(1+\varepsilon) \log L\right\} & \leq \frac{L}{4}(1+\delta)^{-e(1+\delta)(1+\varepsilon) \log L}  \tag{2.209}\\
& \leq \frac{1}{4} L^{1-e(1+\varepsilon)(1+\delta) \log (1+\delta)} \tag{2.210}
\end{align*}
$$

which gives the stated result.

Therefore, In general, the quantum circuit of the random unitary $U_{\text {cycle }}$ for $M=(1+\varepsilon) L \log L$ gates has a depth of at most $\sim \log L$, with probability close to one.

## Random graphs and the scrambling time

To summarise, so far I have demonstrated that the quantum circuit of the random unitary $U_{\text {cycle }}$ after $M=(1+\varepsilon) L \log L$ random gates applied to independently selected pairs of sites is a connected graph, and has a depth of at most $\sim \log L$, with probability close to one. I will now investigate how many time cycles, $t$, of the time
evolution operator, so $U_{\text {cycle }}^{t}$, are required such that any initially local operator or perturbation spreads throughout the entire system - in other words the scrambling time $t_{\text {scr }}$. Before this, I will define some notation and rigorously state what the scrambling time, $t_{\text {scr }}$, is in the context of this model.

Definition 2.36. For the sequence $S_{M}$, a path from site $x$ to site $y$, path $(x, y)$, is a sub-set of $S_{M}$ such that the pairs of selected sites $\alpha_{i}$ can be arranged in a (new) sequence of the form $\left(\left(x, v_{1}\right),\left(v_{1}, v_{2}\right),\left(v_{2}, v_{3}\right), \ldots,\left(v_{l}, y\right)\right)$, where $v_{i}$ are all different choices of sites. It is worth noting that path $(x, y)$ is one possible choice of path from the set of all possible paths.

Definition 2.37. We define the length of a path in the following manner:

- the first element, $\alpha_{i}$, of the sequence path $(x, y)$ increases the length of path $(x, y)$ (from 0 ) by +1 ,
- If the next element of (the sequence) path $(x, y)$ occurs chronologically (as defined by $S_{M}$ ) after the previous element then the length remains the same, otherwise the length of the path increases again by +1 ,
- this calculation proceeds in the same way for the next element again.

For an example of this notion of length of a path, which will hopefully make the definition more clear, please refer to figure 2.10. It is worth noting that the definition of length of a path is not (necessarily) symmetric (under exchange of sites $x$ and $y$ ), which is also illustrated in figure 2.10 .

Definition 2.38. For the sequence $S_{M}$, the distance from site $x$ to site $y, \mathrm{~d}(x, y)$, is the shortest length path, path $(x, y)$. If the sequence $S_{M}$ is such that sites $x$ and $y$ are disjoint, in other words no path connects them, then we say $\mathrm{d}(x, y)=\mathrm{d}(y, x)=\infty$.

Definition 2.39. The scrambling time, $t_{\text {scr }}$, is the maximum distance between pairs of sites, $t_{\text {scr }}=\max _{x, y \in \mathbb{Z}_{L}} \mathrm{~d}(x, y)$.

In order to clarify these definitions further, in figure 2.11, there is an illustration of two examples of different paths from the same initial to the same final site.


Figure 2.10: This figure is to help illustrate the notion of path length. The two images illustrate two different possible choices of the sequence $S_{6}$, a sequence of six interaction pairs in this case on eight sites. In the left-hand image, the length of the path path $(1,8)$ is 4 , whereas in the right-hand image, the length of the path path $(1,8)$ is 1 . In both images, the numbers next to each pair indicate the order of the pair in the sequence path $(1,8)$. The length of a path is not symmetric, which can be seen in both images. In the left-hand image the length of the path path $(8,1)$ is 3 , and in the right-hand image the length of the path path $(8,1)$ is 6.

Since the process which generates the quantum circuit of the random unitary $U_{\text {cycle }}$ is itself random, the scrambling time is also a random variable, which can vary between instances of the quantum circuit. In the following lemma, I prove a fairly straight-forward result that the scrambling time cannot be increased by adding more gates into the unitary $U_{\text {cycle }}^{t}$.

Lemma 2.40. The scrambling time is a non-increasing function of $M$, and hence

$$
\begin{equation*}
\operatorname{prob}\left\{S_{M^{\prime}}: t_{\mathrm{scr}} \geq b\right\} \leq \operatorname{pr}\left\{S_{M}: t_{\mathrm{scr}} \geq b\right\} \tag{2.211}
\end{equation*}
$$

for $M \leq M^{\prime}$.
Proof. If the random quantum circuit, $S_{M}$, has some scrambling time $t_{\text {scr }}$, then if we select another pair of sites independently (so go from $S_{M}$ to $S_{M+1}$ ) this additional selection can not increase the distance between any sites at all. The scrambling time can either stay the same or decrease if an additional selection of pairs of sites is made. Since each selection of sites is independent, this argument applies to any number of


Figure 2.11: In this figure, there is an illustration of two examples of different paths from site 6 to site 1 , so path $(6,1)$. The evolution operator, $U_{\text {cycle }}$, in these examples is the same as illustrated in figure 2.7 , and is repeated three times, so $U_{\text {cycle }}^{3}$ . The blue squares surrounding a pair of sites highlights each element in the sequence path $(6,1)$. In the top image, path $(6,1)$ is made up of four elements, or choices of pairs of sites, and has a path length of 3 . In the bottom image, path $(6,1)$ is made up of more (five) elements, but has a path length of 2. Hence, it is found that $\mathrm{d}(6,1)=2$.
additional selections of pairs of sites. Thus, we get the stated result.

In order to prove statements about the scrambling time in this model, I will use the perspective and results from random graph theory (see references [128-130]). In the study of random graphs there are two well studied models which are of particular relevance: the $G(n, p)$ model and the $G(n, M)$. These are defined in the following way.

Definition 2.41. A $G(n, p)$ random graph is a graph with $n$ vertices, in which every possible edge occurs independently with probability $p$.

Definition 2.42. A $G(n, M)$ random graph is a graph chosen uniformly at random from the set of graphs with $n$ vertices and $M$ edges.

These models are related, and proving properties of one model can be translated into proofs for the other. In the following two lemmas, I will reproduce two wellknown results in the field of random graph theory, which can be found in references such as [128, 129]. (In the case of the following lemma see, for example, chapter 2 theorem 2.2 in the reference [129]).

Lemma 2.43. For any graph property $\mathcal{P}$, and $p=\frac{M}{\binom{n}{2}} \in[0,1]$, where $p(1-p)\binom{n}{2} \rightarrow$ $\infty$ when $n \rightarrow \infty$, then

$$
\begin{equation*}
\operatorname{prob}\{G(n, M) \text { has } \mathcal{P}\} \leq \sqrt{2 \pi M} \operatorname{prob}\{G(n, p) \text { has } \mathcal{P}\} \tag{2.212}
\end{equation*}
$$

Proof. We first note that we can rewrite the probability, $\operatorname{prob}\{G(n, p)$ has $\mathcal{P}\}$, in the following way

$$
\begin{equation*}
\operatorname{prob}\{G(n, p) \text { has } \mathcal{P}\}=\sum_{k=0}^{\binom{n}{2}} \operatorname{prob}\left\{G(n, p) \text { has } \mathcal{P} \mid E_{n, p}=k\right\} \operatorname{prob}\left\{E_{n, p}=k\right\} \tag{2.213}
\end{equation*}
$$

where $E_{n, p}$ is a random variable denoting the number of edges in the $G(n, p)$ random graph. Hence, since $\operatorname{prob}\left\{G(n, p)\right.$ has $\left.\mathcal{P} \mid E_{n, p}=k\right\}=\operatorname{prob}\{G(n, k)$ has $\mathcal{P}\}$, where $G(n, k)$ is a $G(n, M)$ random graph with $k$ edges, and since in the $G(n, p)$ random
graph each edge is independent and identically distributed (with probability $p$ ) we find that

$$
\operatorname{prob}\{G(n, p) \text { has } \mathcal{P}\}=\sum_{k=0}^{\binom{n}{2}}\left(\begin{array}{c}
n  \tag{2.214}\\
2 \\
2
\end{array}\right) p^{k}(1-p)^{\binom{n}{2}-k} \operatorname{prob}\{G(n, k) \text { has } \mathcal{P}\}
$$

This sum can be lower bounded by considering a single term only, and hence we find

$$
\begin{equation*}
\operatorname{prob}\{G(n, p) \text { has } \mathcal{P}\} \geq\binom{\binom{ n}{2}}{M} p^{M}(1-p)^{\binom{n}{2}-M} \operatorname{prob}\{G(n, M) \text { has } \mathcal{P}\} . \tag{2.215}
\end{equation*}
$$

Using the two inequalities

$$
\begin{equation*}
\sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x}<x!<\sqrt{2 \pi x}\left(\frac{x}{e}\right)^{x} e^{1 /(12 x)} \tag{2.216}
\end{equation*}
$$

to lower bound the binomial coefficient, and that $p=\frac{M}{\binom{n}{2}}$, we find that

$$
\begin{equation*}
\operatorname{prob}\{G(n, p) \text { has } \mathcal{P}\} \geq \frac{1}{\sqrt{2 \pi M}} \operatorname{prob}\{G(n, M) \text { has } \mathcal{P}\} \tag{2.217}
\end{equation*}
$$

which is the stated result.

With this lemma, one can use the the $G(n, p)$ model to prove results for the $G(n, M)$ model. An improvement of this result can be made for what is known as monotone graph properties. First, I will define what a monotone increasing graph property is and then reproduce a well-known proof (for example see chapter 1, lemma 1.3 of reference (128]).

Definition 2.44. A monotone increasing graph property is a property which is preserved when an additional edge is added to the graph. Example: Connectivity and existence of a Hamiltonian path.

Lemma 2.45. For any monotone increasing graph property $\mathcal{P}_{\text {m.i. }}$, and $p=\frac{M}{\binom{n}{2}} \in$ $[0,1 / 2]$ such that $\lim _{n \rightarrow \infty} p\binom{n}{2} \rightarrow \infty, \lim _{n \rightarrow \infty}(1-p)\binom{n}{2} / \sqrt{p\binom{n}{2}} \rightarrow \infty$, we have that

$$
\begin{equation*}
\operatorname{prob}\left\{G(n, M) \text { has } \mathcal{P}_{\text {m.i. }}\right\} \leq 8 \operatorname{prob}\left\{G(n, p) \text { has } \mathcal{P}_{\text {m.i. }}\right\} \tag{2.218}
\end{equation*}
$$

Proof. The proof of this result follows on from the proof of lemma 2.43, and uses the fact that for a monotone graph increasing property $\mathcal{P}_{\text {m.i. }}$

$$
\begin{equation*}
\operatorname{prob}\left\{G(n, M) \text { has } \mathcal{P}_{\text {m.i. }}\right\} \leq \operatorname{prob}\left\{G\left(n, M^{\prime}\right) \text { has } \mathcal{P}_{\text {m.i. }}\right\}, \tag{2.219}
\end{equation*}
$$

for $M<M^{\prime}$. Therefore, for a monotone graph increasing property $\mathcal{P}_{\text {m.i. }}$

$$
\operatorname{prob}\left\{G(n, p) \text { has } \mathcal{P}_{\text {m.i. }}\right\} \geq \operatorname{prob}\left\{G(n, M) \text { has } \mathcal{P}_{\text {m.i. }}\right\} \sum_{k=M}^{\binom{n}{2}}\left(\begin{array}{c}
n  \tag{2.220}\\
2 \\
2
\end{array}\right) p^{k}(1-p)^{\binom{n}{2}-k}
$$

To proceed we shall now lower bound this sum.
First, we will denote the summand by $a_{k}=\binom{\binom{n}{2}}{k} p^{k}(1-p)^{\binom{n}{2}-k}$ and from lemma 2.43 we have that $a_{M}>1 / \sqrt{2 \pi M}$. We can now lower bound the ratio between consecutive terms in the series by

$$
\begin{align*}
\frac{a_{M+t+1}}{a_{M+t}} & =\frac{p}{1-p} \frac{\binom{\binom{n}{2+t+1}}{2}}{\binom{n}{2+t}}=\frac{1-\frac{t}{\binom{n}{2}-M}}{1+\frac{t+1}{M}}  \tag{2.221}\\
& \geq \exp \left(-\frac{t+1}{M}-\frac{t}{\binom{n}{2}-M-t}\right) \tag{2.222}
\end{align*}
$$

where $t \geq 0$, for the second equality we have used that $p=\frac{M}{\binom{n}{2}}$, and for the inequality we have used that $\forall x 1+x \leq e^{x}$ and for $-1<x<0$ then $1-x \geq \exp \left(\frac{-x}{1-x}\right)$. Using this inequality on ratio of consecutive terms, we can lower bound the summation by

$$
\begin{equation*}
\sum_{k=M}^{\binom{n}{2}}\binom{\binom{n}{2}}{k} p^{k}(1-p)^{\binom{n}{2}-k}>\frac{1}{\sqrt{2 \pi M}}\left[1+\sum_{k=0}^{\binom{n}{2}-M-1} \exp \left(\sum_{t=0}^{k}-\frac{t+1}{M}-\frac{t}{\binom{n}{2}-M-t}\right)\right] \tag{2.223}
\end{equation*}
$$

$$
\begin{equation*}
>\frac{1}{\sqrt{2 \pi M}} \sum_{k=0}^{\binom{n}{2}-M-1} \exp \left(-\frac{(k+1)(k+2)}{2 M}-\sum_{t=0}^{k} \frac{t}{\binom{n}{2}-M-t}\right) \tag{2.224}
\end{equation*}
$$

If we impose that $M<\frac{1}{2}\binom{n}{2}$ (so $p \leq 1 / 2$ ), and then lower-bound the sum further by decreasing the range of $k$ from $\left[0,\binom{n}{2}-M\right]$ to $[0, \sqrt{M}]$, then we can lower bound
the sum further as

$$
\sum_{k=M}^{\binom{n}{2}}\left(\begin{array}{c}
n  \tag{2.225}\\
2 \\
2
\end{array}\right) p^{k}(1-p)^{\binom{n}{2}-k}>\frac{1}{\sqrt{2 \pi M}} \sum_{k=0}^{\sqrt{M}} \exp \left(-\frac{(k+1)(k+2)}{2 M}-1\right)
$$

Then, since the sum is a decreasing function, we can lower bound the sum using an integral, which itself is like a Gaussian integral in the region $[0, \sqrt{M}]$. Hence, we find that,

$$
\begin{equation*}
\sum_{k=M}^{\binom{n}{2}}\binom{n}{2} . \tag{2.226}
\end{equation*}
$$

Hence, with the lower bound of this sum, we have the stated result.

An analogous definition and result can be found in the case of monotonically decreasing graph properties. With these definitions of two random graph models, and some proofs which show how they are connected, I will now discuss how they relate to the problem of finding the scrambling time of the random quantum circuit.

The random quantum circuit of the unitary $U_{\text {cycle }}$ can be viewed as a graph by representing the sequence $S_{M}$ as a graph - in other words removing the ordering, and projecting the circuit into the plane. That is to say, the sites $\mathbb{Z}_{L}$ form the vertices of the graph, which are connected by the edges $\alpha_{i} \in S_{M}$. The random graph corresponding to $S_{M}$ is similar to the $G(n, M)$ model. However, in the $G(n, M)$ model there are no repeated edges within the graph, whereas in the sequence $S_{M}$ repetitions of selections are allowed, and hence in the random graph corresponding to $S_{M}$ there can be repeated edges. Hence, before making use of the tools and results of random graphs, I will first bound the probability of the number of repeated choices in the sequence $S_{M}$, which is given in the following proof.

Lemma 2.46. The probability that after $M=(1+\varepsilon) L \log L$ independent selections of pairs of sites there are at least $R$ repetitions is upper-bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{S_{M}: N_{\text {repetitions }} \geq R\right\} \leq\binom{(1+\varepsilon) L \log L}{R}\left(\frac{(1+\varepsilon) L \log L-R}{\binom{L}{2}}\right)^{R} \tag{2.227}
\end{equation*}
$$

where $N_{\text {repetitions }}$ denotes the total number of repeated choices of pairs of sites. Hence, we find that

$$
\begin{equation*}
\operatorname{prob}\left\{S_{M}: N_{\text {repetitions }} \geq 2 e(1+\varepsilon)^{2}(1+\omega)(\log L)^{2}\right\} \leq L^{-2 e(1+\varepsilon)^{2} \omega \log L} \tag{2.228}
\end{equation*}
$$

for $\omega>0$.

Proof. We will first derive the bound on the probability, and then we will upperbound this derived quantity further for some specific choice of number of repetitions.

First, we note that the number of choices $M=(1+\varepsilon) L \log L$ is made up $D$ distinct choices and $R$ repeated choices of pairs of sites: so, $M=D+R$. The probability that a single selection $\alpha_{i}$ is a repetition depends on the number of distinct selections up until this point. However, we can upper-bound the probability that any selection is a repetition with

$$
\begin{equation*}
\operatorname{prob}\left\{S_{M}: \alpha_{i}=\alpha_{j} \text { for } j<i\right\} \leq \frac{D}{\binom{L}{2}} . \tag{2.229}
\end{equation*}
$$

Hence, using the fact that there are $\binom{M}{R}$ ways of the $M$ selections having $R$ repetitions, then we can upper-bound the probability that the number of repetitions is at least $R$ by

$$
\begin{equation*}
\operatorname{prob}\left\{S_{M}: N_{\text {repetitions }} \geq R\right\} \leq\binom{ M}{R}\left(\frac{R}{\binom{L}{2}}\right)^{R} \tag{2.230}
\end{equation*}
$$

To evaluate this bound further, we first note that $\binom{N}{k} \leq(e N / k)^{k}$, and so

$$
\begin{equation*}
\binom{(1+\varepsilon) L \log L}{R}\left(\frac{(1+\varepsilon) L \log L-R}{\binom{L}{2}}\right)^{R} \leq\left(\frac{2 e(1+\varepsilon) \log L}{R(L-1)}((1+\varepsilon) L \log L-R)\right)^{R} \tag{2.231}
\end{equation*}
$$

We now wish to find the minimum number of repetitions, $R$, such that the upper bound is small (and tends to zero for large $L$ ). For this to be the case, we require that the term within the bracket is smaller than 1 , and this is satisfied when $R=2 e(1+\varepsilon)^{2}(1+$ $\omega)(\log L)^{2}$ for $\omega>0$. Evaluating the upper-bound for $R=2 e(1+\varepsilon)^{2}(1+\omega)(\log L)^{2}$,
we find that

$$
\begin{align*}
\binom{(1+\varepsilon) L \log L}{R}\left(\frac{(1+\varepsilon) L \log L-R}{\binom{L}{2}}\right)^{R} & \leq\left(\frac{L-2 e(1+\varepsilon)(1+\omega)}{(1+\omega)(L-1)}\right)^{2 e(1+\varepsilon)^{2}(1+\omega)(\log L)^{2}} \\
& \leq(1+\omega)^{-2 e(1+\varepsilon)^{2}(1+\omega)(\log L)^{2}}  \tag{2.232}\\
& \leq L^{-2 e(1+\varepsilon)^{2}(1+\omega) \log L \log (1+\omega)}, \tag{2.233}
\end{align*}
$$

which by using the inequality $\log (1+x)>\frac{x}{1+x}$ we get the stated result.

To briefly summarise, I have demonstrated how the quantum circuit is related to the $G(n, M)$ random graph model, which also is in turn related to the $G(n, p)$ random graph model. In the following lemma, I will reproduce a well-known proof of the diameter of sparse random graphs [131,132] (and chapter 10 theorem 10.17 of reference [129], also references [128, 133]). The derived bound on the diameter of the (sparse) random graph $G(n, p)$, for a specific range of values of $p$, will then be used to bound the scrambling time of the random circuit model. First, I will introduce the following notation.

Definition 2.47. We denote by $\Gamma_{k}(v)$ as the set of sites at distance $k$ from a specific site $v$, so $\Gamma_{k}(v)=\left\{w \in \mathbb{Z}_{L}: d(v, w)=k\right\}$.

Definition 2.48. We call the neighbourhood $N_{k}(v)$ as the set of sites within a distance $k$ of a specific site $v$, so $N_{k}(v)=\bigcup_{j=1}^{j=k} \Gamma_{j}(v)$.

Definition 2.49. The diameter of a graph G is such that $\operatorname{diam} G \leq d$ if and only if $N_{d}(v)=V(G)$ for every vertex $v$, with $V(G)$ denoting the set of all vertices of the graph $G$. This implies that diam $G \geq d$ if and only if it exists a vertex $w$ such that $N_{d-1}(w) \neq V(G)$.

Once again, I would like to emphasise that the following result and rigorous proof is well established [128, 129, 131-133]. The primary modifications and extensions I have made are to include more details and steps, such that the proof is easier to follow, and to state the probability bound explicitly.

Lemma 2.50. For the random graph $G(n, p)$, when $p=\frac{c \log n}{n-1}$ for some constant $c>4$, the probability that the diameter of the random $\operatorname{graph}, \operatorname{diam}(G(n, p))$, is $o(\log n)$, in the sense specified below, for large $n$ is upper bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{diam}(G(n, p))>\frac{2 \log (0.8(n-1))}{\log (2 c \log n)}+1\right\} \leq 1.5 n^{2-0.5 c} \tag{2.234}
\end{equation*}
$$

provided that $c \log n \geq 32$.

Proof. The initial stage of the proof of this result is to consider a fixed vertex $v$ and bound the probability distribution of $\left|\Gamma_{k}(v)\right|$. Firstly, we will bound $\left|\Gamma_{1}(v)\right|$ and then expand from there. The probability distribution of the random variable $\left|\Gamma_{1}(v)\right|$ is a binomial distribution with probability $p$ and $n-1$ total trials. Using the Chernoff bounds (appendix Bresult B.2), we can bound this distribution to find that

$$
\begin{equation*}
\operatorname{prob}\left\{\left|\Gamma_{1}(v)\right| \geq \gamma_{c} \log n\right\} \leq n^{\frac{c}{\ln 2}(\gamma-1-\gamma \ln \gamma)}, \tag{2.235}
\end{equation*}
$$

where $\gamma>1$, and

$$
\begin{equation*}
\operatorname{prob}\left\{\left|\Gamma_{1}(v)\right| \leq v c \log n\right\} \leq n^{\frac{c}{\ln ^{2}}(v-1-v \ln v)}, \tag{2.236}
\end{equation*}
$$

with $v<1$. Hence, setting $\gamma=2$ and $v=1 / 4$, we have that

$$
\begin{gather*}
\operatorname{prob}\left\{\left|\Gamma_{1}(v)\right| \geq 2 \log n\right\} \leq n^{-0.5 c},  \tag{2.237}\\
\operatorname{prob}\left\{\left|\Gamma_{1}(v)\right| \leq \frac{1}{4} c \log n\right\} \leq n^{-0.58 c} \leq n^{-0.5 c} . \tag{2.238}
\end{gather*}
$$

To bound the probability distribution of $\left|\Gamma_{k}(v)\right|$ we note that conditional on $\left|\Gamma_{j}(v)\right|$ for $j \in[1, k-1]$ the distribution is binomial with probability $p^{\prime}=1-(1-$

$$
p)^{\left|\Gamma_{k-1}(v)\right|} \text { and number of trials } n-1-\left|N_{k-1}(v)\right| \text {, so }
$$

$$
\begin{align*}
& \operatorname{prob}\left\{\left|\Gamma_{k}(v)\right|=i_{k}| | \Gamma_{k-1}(v)\left|=i_{k-1}, \ldots,\left|\Gamma_{1}(v)\right|=i_{1}\right\}\right. \\
& =\binom{n-1-\left|N_{k-1}(v)\right|}{i_{k}}\left(1-(1-p)^{\left|\Gamma_{k-1}(v)\right|}\right)^{i_{k}}\left((1-p)^{\left|\Gamma_{k-1}(v)\right|}\right)^{\left(n-1-\left|N_{k-1}(v)\right|-i_{k}\right)} . \tag{2.239}
\end{align*}
$$

Once again we will use the Chernoff bounds to bound this probability distribution.
We will first focus on the upper-tail, and demonstrate that

$$
\begin{equation*}
\operatorname{prob}\left\{\left|\Gamma_{k}(v)\right| \geq(2 c \log n)^{k}\left|\bigcap_{j=1}^{j=k-1} l_{j} \leq\left|\Gamma_{j}(v)\right| \leq(2 c \log n)^{j}\right\} \leq n^{-0.5 c(2 c \log n)^{k-1}},\right. \tag{2.240}
\end{equation*}
$$

where $l_{j}$ denotes the lower tail of $\left|\Gamma_{k}(v)\right|$, which we will investigate and determine next. Applying the Chernoff bound to the probability distribution of $\left|\Gamma_{k}(v)\right|$, recalling that with the conditioning the distribution is binomial (equation 2.239), we find that

$$
\begin{align*}
& \operatorname{prob}\left\{\left|\Gamma_{k}(v)\right| \geq(2 c \log n)^{k}\left|\bigcap_{j=1}^{j=k-1} l_{j} \leq\left|\Gamma_{j}(v)\right| \leq(2 c \log n)^{j}\right\}\right. \\
& \leq \min _{t>0} \exp \left(-t(2 c \log n)^{k}+\left(n-1-\left|N_{k-1}(v)\right|\right)\left(e^{t}-1\right)\left(1-(1-p)^{\left|\Gamma_{k-1}(v)\right|}\right)\right),  \tag{2.241}\\
& \leq \min _{t>0} \exp \left(-t(2 c \log n)^{k}+(n-1)\left(e^{t}-1\right) p\left|\Gamma_{k-1}(v)\right|\right)  \tag{2.242}\\
& \leq \min _{t>0} \exp \left(-t(2 c \log n)^{k}+\left(e^{t}-1\right) c \log n(2 c \log n)^{k-1}\right)  \tag{2.243}\\
& \leq \exp \left(2 c \log n(2 c \log n)^{k-1}(-\ln 2+1 / 2)\right) \leq n^{-0.5 c(2 c \log n)^{k-1}} \tag{2.244}
\end{align*}
$$

which gives that stated result of equation 2.240, and moreover agrees with the calculation for the case $k=1$ in equation 2.237. We shall now investigate the lower
tail (denoted above by $l_{k}$ ), and demonstrate a similar result

$$
\begin{align*}
& \text { prob }\left\{\left|\Gamma_{k}(v)\right| \leq\left(\frac{c}{4} \log n\right)^{k}\left|\bigcap_{j=1}^{j=k-1}\left(\frac{c}{4} \log n\right)^{j} \leq\left|\Gamma_{j}(v)\right| \leq(2 c \log n)^{j}\right\}\right. \\
& \leq n^{-0.5 c\left(\frac{c}{4} \log n\right)^{k-1}} \tag{2.245}
\end{align*}
$$

with the condition that $k$ is such that

$$
\begin{equation*}
1-\frac{2(2 c \log n)^{k-1}}{n-1}\left(1+c \log n \frac{((c / 4) \log n)^{k-1}}{n-1}\right)^{-1} \geq 0.95 \tag{2.246}
\end{equation*}
$$

which essentially imposes a maximum value upon $k$, and roughly means that $\left|\Gamma_{k}(v)\right|$ is not in the region of $\sim n-1$. The proof of this again makes use of the Chernoff bound to bound the $\left|\Gamma_{k}(v)\right|$, recalling that with the conditioning the distribution is binomial (equation 2.239), we find that

$$
\begin{align*}
& \text { prob }\left\{\left|\Gamma_{k}(v)\right| \leq\left(\frac{c}{4} \log n\right)^{k}\left|\bigcap_{j=1}^{j=k-1}\left(\frac{c}{4} \log n\right)^{j} \leq\left|\Gamma_{j}(v)\right| \leq(2 c \log n)^{j}\right\}\right. \\
& \leq \min _{t>0} \exp \left(t((c / 4) \log n)^{k}-\left(n-1-\left|N_{k-1}(v)\right|\right)\left(1-e^{-t}\right)\left(1-(1-p)^{\left|\Gamma_{k-1}(v)\right|}\right)\right) \tag{2.247}
\end{align*}
$$

using $\left|N_{k-1}(v)\right| \leq 2(2 c \log n)^{k-1},\left|\Gamma_{k-1}(v)\right| \geq\left(\frac{c}{4} \log n\right)^{k-1}$, and the fact that $(1-$ $\left.(1-p)^{\left|\Gamma_{k-1}(v)\right|}\right) \geq p\left|\Gamma_{k-1}(v)\right|\left(1+p\left|\Gamma_{k-1}(v)\right|\right)^{-1}$, then we can upper bound further to find

$$
\begin{equation*}
\leq \min _{t>0} \exp \left(((c / 4) \log n)^{k-1} c \log n\left(\frac{t}{4}-(1-\exp (-t)) \frac{1-\frac{2(2 c \log n)^{k-1}}{n-1}}{1+c \log n \frac{((c / 4) \log n)^{k-1}}{n-1}}\right)\right) \tag{2.248}
\end{equation*}
$$

Imposing the condition given in equation 2.246, and taking the minimum over $t>0$, we find that the upper bound gives

$$
\begin{equation*}
\leq n^{-0.52 c\left(\frac{c}{4} \log n\right)^{k-1}} \tag{2.249}
\end{equation*}
$$

and hence we have the stated result given in equation 2.245.

The condition given in equation 2.246 imposes an upper bound on $k$ such that the probability bound in equation 2.245 holds. Provided that $c \log n \geq 32$ this condition (equation 2.246) is satisfied for

$$
\begin{equation*}
k \leq \frac{\log (0.8(n-1))}{\log (2 c \log n)} \tag{2.250}
\end{equation*}
$$

However, we should note that this upper-bound on $k$ is more restricted than the condition in equation 2.246

The result in equation 2.240, which hold for all $k$ that satisfy the condition in equation 2.250, and the result in equation 2.245, which holds without any such condition on $k$, are conditional probabilities. We will now upper-bound the unconditioned probabilities using the equations themselves, and then use this result to address the main question of this proof (the diameter of $G(n, p)$ ). Using the abbreviated notation $u=2 c \log n$ and $l=\frac{c}{4} \log n$ to make the equations more compact, we upper-bound in the following manner

$$
\begin{align*}
& \operatorname{prob}\left\{\left|\Gamma_{k}(v)\right| \geq u^{k} \bigcup\left|\Gamma_{k}(v)\right| \leq l^{k}\right\} \\
& \leq \operatorname{prob}\left\{\left|\Gamma_{k}(v)\right| \geq u^{k} \bigcup\left|\Gamma_{k}(v)\right| \leq l^{k}\left|\bigcap_{j=1}^{j=k-1} l^{j} \leq\left|\Gamma_{j}(v)\right| \leq u^{j}\right\}\right. \\
& +\left(1-\operatorname{prob}\left\{\bigcap_{j=1}^{j=k-1} l^{j} \leq\left|\Gamma_{j}(v)\right| \leq u^{j}\right\}\right) \tag{2.251}
\end{align*}
$$

We can upper-bound the second term as follows

$$
\begin{align*}
& \left(1-\operatorname{prob}\left\{\bigcap_{j=1}^{j=k-1} l^{j} \leq\left|\Gamma_{j}(v)\right| \leq u^{j}\right\}\right) \\
& \leq\left(1-\operatorname{prob}\left\{\bigcap_{j=1}^{j=k-2} l^{j} \leq\left|\Gamma_{j}(v)\right| \leq u^{j}\right\}\right) \\
& +\operatorname{prob}\left\{\left|\Gamma_{k-1}(v)\right| \geq u^{k-1} \bigcup\left|\Gamma_{k-1}(v)\right| \leq l^{k-1}\left|\bigcap_{j=1}^{j=k-2} l^{j} \leq\left|\Gamma_{j}(v)\right| \leq u^{j}\right\}\right. \tag{2.252}
\end{align*}
$$

Therefore by performing this procedure repeatedly on the $1-\operatorname{prob}\{\cdots\}$ term, we find that the unconditioned probability can be upper-bounded by

$$
\begin{align*}
& \operatorname{prob}\left\{\left|\Gamma_{k}(v)\right| \geq u^{k} \bigcup\left|\Gamma_{k}(v)\right| \leq l^{k}\right\} \\
& \leq \sum_{j=1}^{j=k} \operatorname{prob}\left\{\left|\Gamma_{j}(v)\right| \geq u^{j} \bigcup\left|\Gamma_{j}(v)\right| \leq l^{j}\left|\bigcap_{i=1}^{j-1} l^{i} \leq\left|\Gamma_{i}(v)\right| \leq u^{i}\right\},\right. \tag{2.253}
\end{align*}
$$

which is just the sum of the conditional probabilities we have upper-bounded previously (equations 2.240 and 2.245). Evaluating this sum, we find that

$$
\begin{equation*}
\operatorname{prob}\left\{\left|\Gamma_{k}(v)\right| \geq u^{k} \bigcup\left|\Gamma_{k}(v)\right| \leq l^{k}\right\} \leq \frac{2}{1-n^{-0.5 c}} n^{-0.5 c} \tag{2.254}
\end{equation*}
$$

recalling that $u=2 c \log n$ and $l=\frac{c}{4} \log n$.

At last, we can address the main question. Firstly, we note that when $k$ takes the maximum value allowed by the condition in equation 2.250 , then

$$
\begin{equation*}
\left|\Gamma_{\frac{\log (0.8(n-1))}{\log (2 c \log n)}}(v)\right| \geq\left(\frac{c}{4} \log n\right)^{\frac{\log (0.8(n-1))}{\log (2 \log n)}} \geq \sqrt{0.8(n-1)}, \tag{2.255}
\end{equation*}
$$

once again recalling that $c \log n>32$. We now consider two fixed different vertices $v$ and $w$, and consider their neighbourhoods up to this maximum value of $k$ (equation 2.250$), N_{k_{\max }}(v)=N_{\frac{\log (0.8(n-1))}{\log 2(2 \log n)}}(v)$ and $N_{k_{\max }}(w)=N_{\frac{\log (0.8(n-1))}{\log (2 c \log n)}}(w)$. Clearly, if $N_{k_{\text {max }}}(v) \wedge N_{k_{\text {max }}}(w)=\emptyset$ then $\mathrm{d}(v, w)>2 k_{\text {max }}$. Moreover, if there are no edges
connecting any vertices of $\Gamma_{k_{\max }}(v)$ and $\Gamma_{k_{\max }}(w)$, then $\mathrm{d}(v, w)>2 k_{\max }+1$. Hence, we can upper-bound the probability that $\mathrm{d}(v, w)>2 k_{\max }+1$ by

$$
\begin{align*}
& \operatorname{prob}\left\{\mathrm{d}(v, w)>\frac{2 \log (0.8(n-1))}{\log (2 c \log n)}+1\right\} \\
& \leq \operatorname{prob}\left\{\Gamma_{k_{\max }}(v) \nleftarrow \Gamma_{k_{\max }}(w)\left|l^{k_{\max }} \leq\left|\Gamma_{k_{\max }}(v)\right| \leq u^{k_{\max }}, l^{k_{\max }} \leq\left|\Gamma_{k_{\max }}(w)\right| \leq u^{k_{\max }}\right\}\right. \\
& \quad+2\left(1-\operatorname{prob}\left\{l^{k_{\max }} \leq\left|\Gamma_{k_{\max }}(v)\right| \leq u^{k_{\max }}\right\}\right) \tag{2.256}
\end{align*}
$$

where the notation $\Gamma_{k_{\max }}(v) \nLeftarrow \Gamma_{k_{\max }}(w)$ means that there are no edges connecting any vertices of $\Gamma_{k_{\max }}(v)$ and $\Gamma_{k_{\max }}(w)$. Using results found earlier in this proof (equations 2.254 and 2.255 , we can evaluate this upper bound

$$
\begin{align*}
& \text { prob }\left\{\mathrm{d}(v, w)>\frac{2 \log (0.8(n-1))}{\log (2 c \log n)}+1\right\} \\
& \leq(1-p)^{\left|\Gamma_{k_{\max }}\right|^{2}}+2 \operatorname{prob}\left\{\left|\Gamma_{k}(v)\right| \geq u^{k} \bigcup\left|\Gamma_{k}(v)\right| \leq l^{k}\right\}  \tag{2.257}\\
& \leq\left(1-\frac{c \log n}{n-1}\right)^{\left(\frac{\log (0.8(n-1))}{\log 2(\log n)}\right)^{2}}+\frac{2}{1-n^{-0.5 c}} n^{-0.5 c}  \tag{2.258}\\
& \leq \exp \left(-\frac{c \log n}{n-1}\left(\frac{\log (0.8(n-1))}{\log (2 c \log n)}\right)^{2}\right)+\frac{2}{1-n^{-0.5 c}} n^{-0.5 c}  \tag{2.259}\\
& \leq n^{-0.8 c}+\frac{2}{1-n^{-0.5 c}} n^{-0.5 c} \leq 3 n^{-0.5 c} \tag{2.260}
\end{align*}
$$

Finally, the proof so far has only considered two fixed different sites, and the diameter is the maximum distance between two sites of the random graph. Therefore we use the union bound (appendix Bresult B.1) and sum over $n(n-1) / 2$ possible pairs of sites, and hence get the stated result.

With this proof, I am now in a position rigorously prove result 2.5. In the following lemma, I will use and combine the previous proofs in order to bound the scrambling time, and the depth of the quantum circuit of $U_{\text {cycle }}$.

Lemma 2.51. The quantum circuit of the random unitary, $U_{\text {cycle }}$, as described by the sequence $S_{M}$, with $M=(1+\varepsilon) L \log L$, has circuit depth corresponding to the
scrambling time $\sim(\log L)^{2}$, with high probability. In particular,

$$
\begin{align*}
& \operatorname{prob}\left\{S_{M}: \operatorname{depth}\left(S_{M}\right)<(e+1)(1+\varepsilon) \log L \text { and } t_{\text {scr }} \leq \frac{2 \log (0.8(L-1))}{\log (2(1+\varepsilon) \log L)}+1\right\} \\
& \geq 1-\frac{1}{4} L^{-\varepsilon}-L^{-(1+\varepsilon) \log L}-12 L^{2-0.5(1+\varepsilon)} \tag{2.261}
\end{align*}
$$

with $M=(1+\varepsilon) L \log L$, and with the conditions

$$
\begin{equation*}
(1+\varepsilon) \log L \geq 32 \quad \text { and } \quad \frac{\log L}{L} \leq \frac{1+\varepsilon}{4 e(1+\varepsilon)+2} \tag{2.262}
\end{equation*}
$$

and the implied condition that $\varepsilon>3$.

Proof. In the first part of this proof, I will first proof an upper-bound to the scrambling time of the random quantum circuit. In lemma 2.50 there is a proof bounding the probability that the diameter of a $G(n, p)$ random graph is at least a certain value, for the case of sparse random graphs $p \sim(\log n)(n-1)^{-1}$. This property is a monotonically decreasing graph property. By combining lemma 2.50 , with the analogous version of lemma 2.45 for the case of monotonically decreasing graph properties, the statement made for the $G(n, p)$ random graph model can be applied to the $G(n, M)$ random graph model. Hence,

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{diam}\left(G\left(n, M^{\prime}\right)\right)>\frac{2 \log (0.8(n-1))}{\log (2 c \log n)}+1\right\} \leq 12 n^{2-0.5 c} \tag{2.263}
\end{equation*}
$$

where $M^{\prime}=0.5 c n \log n$, where we recall that $c$ is a constant, and there is the requirement that $c \log n \geq 32$.

We now wish to use this result for the diameter of the $G(n, M)$ random graph model to understand the scrambling time of the random circuit, given by the sequence $S_{M}$. We can relate the two in the following way, using lemma 2.46. First, we can rewrite the probability $\operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T\right\}$, where $T$ is an arbitrary time, in the
following way

$$
\begin{align*}
= & \operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T\right\} \\
= & \operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T \mid N_{\text {repetitions }} \geq R\right\} \operatorname{prob}\left\{S_{M}: N_{\text {repetitions }} \geq R\right\} \\
& +\operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T \mid N_{\text {repetitions }}<R\right\} \operatorname{prob}\left\{S_{M}: N_{\text {repeetitions }}<R\right\}, \tag{2.264}
\end{align*}
$$

where $N_{\text {repetitions }}$ and $R$ are the same as in lemma 2.46. This can be upper-bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T\right\} \leq \operatorname{prob}\left\{S_{M}: N_{\text {repetitions }} \geq R\right\}+\operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T \mid N_{\text {repetitions }}<R\right\} . \tag{2.265}
\end{equation*}
$$

The region of $M$ in which we are interested in is $M=(1+\varepsilon) L \log L$, applying the proof in lemma 2.46, and using $\omega=(2 e(1+\varepsilon))^{-1}>0$, then this probability can be upper-bounded further by

$$
\begin{align*}
& \operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T\right\}  \tag{2.266}\\
& \leq L^{-(1+\varepsilon) \log L}+\operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T \mid N_{\text {repetitions }}<(2 e(1+\varepsilon)+1)(\log L)^{2}\right\} .
\end{align*}
$$

To upper-bound further, we note that the scrambling time is a non-increasing function of $M$ (see lemma 2.40), and hence

$$
\begin{align*}
& \operatorname{prob}\left\{S_{M}: t_{\text {scr }}>T \mid N_{\text {repetitions }}<(2 e(1+\varepsilon)+1)(\log L)^{2}\right\} \\
& \leq \operatorname{prob}\left\{S_{M-(2 e(1+\varepsilon)+1)(\log L)^{2}}^{*}: t_{\text {scr }}>T\right\}, \tag{2.267}
\end{align*}
$$

where $S_{M-(2 e(1+\varepsilon)+1)(\log L)^{2}}^{*}$ denotes the sequence $S_{M}$ in which all of the $(2 e(1+$ $\varepsilon)+1)(\log L)^{2}$ repetitions have been omitted. Now that we have this new sequence, in which there are no repetitions, we can use the $G(n, M)$ random graph model to understand the scrambling time. In particular, we can understand the sequence $S_{(1+\varepsilon) L \log L-(2 e(1+\varepsilon)+1)(\log L)^{2}}^{*}$ as a graph, by using each element of the sequence $\left(\alpha_{i}\right)$ as an edge drawn on a graph of $L$ vertices - in other words by ignoring the ordering
of each element of the sequence. The diameter of this (random) graph is larger than (or equal to) the scrambling time of the sequence, which follows from the definitions 2.36-2.39. Therefore,

$$
\begin{align*}
& \operatorname{prob}\left\{S_{M-(2 e(1+\varepsilon)+1)(\log L)^{2}}^{*}: t_{\mathrm{scr}}>T\right\}  \tag{2.268}\\
& \leq \operatorname{prob}\left\{\operatorname{diam}\left(G\left(L,(1+\varepsilon) L \log L-(2 e(1+\varepsilon)+1)(\log L)^{2}\right)\right)>T\right\}
\end{align*}
$$

which we can upper-bound further, using again the fact that the diameter is monotonically decreasing graph property, by
$\operatorname{prob}\left\{S_{M-(2 e(1+\varepsilon)+1)(\log L)^{2}}^{*}: t_{\text {scr }}>T\right\} \leq \operatorname{prob}\{\operatorname{diam}(G(L, 0.5(1+\varepsilon) L \log L)>T\}$,
with the added condition that

$$
\begin{equation*}
\frac{\log L}{L} \leq \frac{1+\varepsilon}{4 e(1+\varepsilon)+2} \tag{2.270}
\end{equation*}
$$

Hence, using bound on the diameter of the $G(n, M)$ random graph in equation 2.263 , and $c=(1+\varepsilon)$, we find that

$$
\begin{align*}
& \operatorname{prob}\left\{S_{M}: t_{\mathrm{scr}}>\frac{2 \log (0.8(L-1))}{\log (2(1+\varepsilon) \log L)}+1\right\}  \tag{2.271}\\
& \leq L^{-(1+\varepsilon) \log L}+\operatorname{prob}\left\{S_{M-(2 e(1+\varepsilon)+1)(\log L)^{2}}^{*}: t_{\mathrm{scr}}>\frac{2 \log (0.8(L-1))}{\log (2(1+\varepsilon) \log L)}+1\right\}, \\
& \leq L^{-(1+\varepsilon) \log L}+12 L^{2-0.5(1+\varepsilon)}, \tag{2.272}
\end{align*}
$$

with the conditions

$$
\begin{equation*}
(1+\varepsilon) \log L \geq 32 \quad \text { and } \quad \frac{\log L}{L} \leq \frac{1+\varepsilon}{4 e(1+\varepsilon)+2} \tag{2.273}
\end{equation*}
$$

Finally, using the value $M=(1+\varepsilon) L \log L$ and the result for the depth of the
quantum circuit in lemma 2.35 , with $\delta=1 / e>0$, we find that

$$
\begin{equation*}
\operatorname{prob}\left\{\operatorname{depth}\left(S_{M}\right) \geq(e+1)(1+\varepsilon) \log L\right\} \leq \frac{1}{4} L^{-\varepsilon} \tag{2.274}
\end{equation*}
$$

and applying the union bound, the stated result is obtained.

This concludes all of the proofs required to justify result 2.5 .

### 2.2.3 Discussion

In summary, in this section I have presented a model with time-periodic dynamics and non-local but few-body interactions. I have demonstrated with rigorous proofs that the circuit depth corresponding to the scrambling time in this model is $\sim(\log L)^{2}$, where $L$ is the number of sites of the system. However, unlike in the previous section (section 2.1), I have not analysed the question of how closely the dynamics appear to be Pauli mixing, or if under some circumstances can resemble a random unitary. This is an important question that requires answering. Despite the model I presented having interactions given by random Clifford unitaries, none of the proofs in this section are specific to or require this feature. However, to make use of the techniques and proofs from the previous section (section 2.1), the fact that the interactions are random Clifford unitaries will be essential. In fact, this aspect of the model is only relevant for results investigating how closely the dynamics can exhibit Pauli mixing. Hence, result 2.5 applies more generally. Additionally, I would like to emphasise that while I consider a time-periodic model with Clifford dynamics in order to make use of the mathematical results in the previous section, Clifford dynamics will not fully capture the highly chaotic dynamics of black holes. As discussed in the introduction, the Clifford group can at most form a 3-design, and does not therefore exhibit all features of highly chaotic quantum systems. For instance the exponential decay of out-of-time order correlators [19, 134], which is a well-studied diagnostic feature of quantum chaos, is not observed in the case of Clifford dynamics In fact, for any Clifford unitary $W$ and two Pauli operators $\sigma_{\mathbf{u}}, \sigma_{\mathbf{v}}$ the out-of-time order correlator at infinite temperature takes the maximum (absolute) value $\left|\frac{1}{d} \operatorname{tr}\left(\sigma_{\mathbf{u}} W \sigma_{\mathbf{v}} W^{\dagger} \sigma_{\mathbf{u}} W \sigma_{\mathbf{v}} W^{\dagger}\right)\right|=1$.

As discussed in the introduction (chapter 1 section 1.3), the main motivation for the work in this section is drawn from the study of black holes and the fast scrambling conjecture. Highly chaotic quantum systems are often modelled with (Haar) random unitaries, which is justified by the fact that local random quantum circuits generate unitary designs. However, these circuits are time dependent, while physically one would expect the dynamics to be time-independent. In the fast scrambling conjecture, the main object of interest is finding a random quantum circuit which scrambles quantum information in a depth that is logarithmic in the number of qubits. It is worth considering then whether the model in this section may, with further work and improved proof techniques, approach this limit. The proofs in this section, in particular bounding the scrambling time, make use of well-known results from the study of random graphs. In fact, further results from the study of random graphs prove that with probability close to one the scrambling time is upper-bounded and lower-bounded by $\sim \log L$ for the case where $M \sim L \log L$. Moreover, to achieve a faster scrambling time of, for example, a constant independent of the system size $L$, would require the driving unitary $U_{\text {cycle }}$ to have a much larger number of constituent gates $(M)$, and hence a larger circuit depth. For this reason, I believe that to achieve the desired result of a scrambling time reached in circuit depth logarithmic in the number of qubits, a different (random) circuit generation model is necessary.

Finally, I would also like to draw attention again to results in the references [30,67], in which it is proven that a random quantum circuit acting on $n$ qubits of depth $\sim(\log n)^{3}$ can implement a decoupling process. The model I have presented and analysed in this section is in essence a time-periodic model analogous to the model studied in the references [30, 67].

## Chapter 3

## Localisation

In the introduction of this thesis (chapter 11, I discussed the important role that disorder can have in preventing the onset of thermalisation in quantum systems, in particular in sections 1.4 and 1.5 which discussed single-particle and many body localisation respectively. In this chapter, I will present results investigating the question of localisation in time-periodic random quantum circuits. The main feature I will use to identify the phenomenon of localisation is the time evolution of local operators, which was one of a variety of signatures of localisation discussed in the introduction. In the previous chapter (chapter 2 section 2.1), I presented a model of a time-periodic random quantum circuit in one spatial dimension, and demonstrated that the model can exhibit the mixing of Pauli operators in one regime of the dynamics. In the first section of this chapter (3.1) I will present results for the opposite regime of dynamics, which exhibits a novel type of localisation. In the second section, motivated both by the importance of the number of spatial dimensions in single-particle localisation and by the fact that there is yet to be a detailed understanding or consensus regarding many-body localisation in two or more spatial dimensions, I will present work studying an analogous two dimensional model. I will present a result which shows that a model of a time-periodic quantum circuit in two spatial dimensions does not exhibit localisation, unlike in one dimension, in a strong and precise sense.

In both of the sections the structure is as follows: firstly I will give a general overview of the results including a brief discussion, then I will give detailed


Figure 3.1: Time-periodic local dynamics. This figure illustrates the physical model analysed in this work. The circles on top represent lattice sites, each consisting of $N$ qubits. Coloured blocks represent two-site unitaries, and different colours stand for independently and identically distributed Clifford unitaries, representing the spatial disorder. After the first two half time-steps the dynamics repeats.
derivations of these results, and finally I will more fully discuss the results.

### 3.1 Strong localisation in one dimension

In chapter 2 section 2.1 I presented results demonstrating that time-periodic random quantum circuits with local interactions, given by random Clifford unitaries, in one regime exhibits Pauli mixing and can in some situations resemble a (Haar) random unitary. This regime of dynamics required that the local spin dimension of each site was larger than the logarithm of the number of sites of the spin chain. In this section, we will investigate the opposite regime when the local spin dimension is small, so the spin chain contains one or only a few qubits per site of the spin chain. I will show that in this regime the time-periodic dynamics results in a novel and strong form of localisation, which means that local operators are strictly confined to a fixed region of the spin-chain at all times. This observed localisation is characterised in terms of one-sided "walls", across which the spreading of perturbations is prevented.

### 3.1.1 Overview

Firstly, I will describe the model (discussed in chapter 2) once more, so that this section can be followed in a self-contained manner without reference to the previous chapter. The system is a spin chain with $L$ sites and periodic boundary conditions, where each site contains $N$ modes or qubits. The first dynamical period consists of
two half-steps. In the first half-step each even site interacts with its right neighbour with a random Clifford unitary (for the definition and exposition of the Clifford group see appendix (A) and in the second half-step each odd site interacts with its right neighbour with a random Clifford unitary. These $L$ Clifford unitaries are independent and uniformly sampled from the 2 N -qubit Clifford group. The subsequent periods of the dynamics are repetitions of the first period, as illustrated in figure 3.1. If we denote by $U_{x}$ the above-mentioned unitary action on sites $x$ and $x+1$ (modulo $L$ due to periodic boundary conditions) then the evolution operator after an integer time $t$ is

$$
\begin{align*}
W(t) & =\left[\left(U_{1} \otimes U_{3} \otimes \cdots \otimes U_{L-1}\right)\left(U_{0} \otimes U_{2} \otimes \cdots \otimes U_{L-2}\right)\right]^{t}  \tag{3.1}\\
& =\left(U_{\text {odd }} U_{\text {even }}\right)^{t}=\left(U_{\text {chain }}\right)^{t} .
\end{align*}
$$

As discussed in the previous chapter, this model exhibits the mixing of Pauli operators in the regime $N \gg \log L$, and hence in this section the focus is instead on the opposite regime of $N \ll \log L$, which in particular includes the case of a single qubit per site $N=1$. In this section, the feature used to study and identify the phenomenon of localisation is the time evolution of initially local operators, $A(t)=W(t)^{\dagger} A W(t)$, whereby initially local operator I mean an operator which at $t=0$ is supported (non-identity) on a single site of the spin chain. This model has the property that specific combinations of unitaries acting on consecutive sites, $U_{x}, U_{x+1}, \ldots, U_{x+l}$, generate left or right sided "semi-permeable" walls. By "semipermeable" wall I mean the following: a right-sided "semi-permeable" wall at site $x$ prevents the growth of the support of any operator from the left of $x$ towards the right of $x$, but it does not necessarily stop the growth of any operator from the right to the left of $x$. An analogous definition applies for left-sided walls. This effect, and how it produces localisation, is well demonstrated in figure 3.2. In this figure, the time evolution of the initial operator $\sigma_{z}$ at site $x=1$ is shown to initially spread linearly until colliding with both left and right sided walls, which prevents further propagation for all times.

The one-sided walls have some penetration length $l$ into a forbidden region. To illustrate this, consider a specific realisation of $W(t)$ with a right-sided wall at site


Figure 3.2: This figure displays the Heisenberg evolution of the initial operator $\sigma_{z}$ at site $x=1$. Each lattice site consists of one qubit ( $N=1$ ) with first-neighbour interactions. After a phase of linear growth the lateral wings collide with leftand right-sided walls with penetration length $l=1$, that confine the evolution for all times. This confinement affects all (not necessarily local or Pauli) operators between the two walls. Inside the confined region, the evolution seems to mix Pauli operators. This figure was produced by a collaborator, Álvaro M. Alhambra, who also performed the required numerics.
$x=0$ with penetration length $l$. Any operator which is supported (non-identity) only on sites $x \leq 0$ evolves in time, mapped by $W(t)$, to an operator supported only on sites $x \leq l$, and not supported (so non-identity) on sites $x>l$ for all $t \geq 1$. Whereas, it should be noted that, if the initial operator was supported on the region of sites given by the interval $x \in[1, l]$ it is possible that the time evolution allowed the operator to be mapped to an operator with support on sites $x>l$.

This property of combinations of Clifford unitaries generating walls can be most clearly seen in the case of a single unitary $U_{x}$, which forms a wall with zero penetration length $l=0$ and hence is in fact a two-sided wall. These walls occur
when a single unitary $U_{x}$ is of product form $U_{x}=V_{x} \otimes V_{x+1}$, wich is equivalent to a non-interacting unitary. I will refer to this case as trivial localisation, as in essence is equivalent to the spin chain being split at site $x$ into two completely independent parts. The following result gives the probability of these trivial $(l=0)$ walls.

Result 3.1. The probability that a Clifford unitary $U \in \mathcal{C}_{2 N}$ is of product form is

$$
\begin{equation*}
\frac{1}{2} 2^{-4 N^{2}} \leq \operatorname{prob}\{U \text { is product }\} \leq 2^{-4 N^{2}} \tag{3.2}
\end{equation*}
$$

The more interesting case is considering combinations of more than one unitary, which through one-sided walls produce non-trivial localisation. I shall now characterise pairs of gate $U_{x}, U_{x+1}$, which act on the pair of sites $\{x, x+1\}$ and $\{x+1, x+$ $2\}$ respectively, that produce a right-sided wall at site $x$ with penetration length $l \leq 1$. I shall again use the phase-space representation of Clifford unitaries, which has been discussed in chapter 2 and in more detail in appendix A The unitaries $U_{x}, U_{x+1}$ have phase-space representations $S_{x}, S_{x+1}$, for which subsystems are decomposed with direct sums rather than tensor products. Hence, $S_{x}, S_{x+1}$ (symplectic matrices with entries in $\mathbb{Z}_{2}$ ) decompose in to 2 N -dimensions blocks

$$
S_{x}=\left(\begin{array}{cc}
A_{x} & B_{x}  \tag{3.3}\\
C_{x} & D_{x}
\end{array}\right)
$$

The growth of the support of an operator caused by $S_{x}$, which can also be referred to as the flow of information, can be understood by considering the action of $S_{x}$ on a $\left(\mathbb{Z}_{2}\right)$ vector $\left(\mathbf{u}_{x}, \mathbf{u}_{x+1}\right)^{T}$

$$
\left(\begin{array}{cc}
A_{x} & B_{x}  \tag{3.4}\\
C_{x} & D_{x}
\end{array}\right)\binom{\mathbf{u}_{x}}{\mathbf{u}_{x+1}}=\binom{A_{x} \mathbf{u}_{x}+B_{x} \mathbf{u}_{x+1}}{C_{x} \mathbf{u}_{x}+D_{x} \mathbf{u}_{x+1}} .
$$

So, the blocks $A_{x}$ and $D_{x}$ represent local dynamics at sites $x$ and $x+1$ respectively. Whereas, $C_{x}$ (and analogously for $B_{x}$ ) represents interactions between sites $x$ and $x+1$, and in particular the propagation of the operator from site $x$ to $x+1$. This idea is illustrated in figure 3.3.


Figure 3.3: Information flow. The flow of information in phase space according to eq. 3.4 is illustrated in the particular case $\mathbf{u}_{x}^{0}=\mathbf{u}_{x+2}^{0}=0$, where $\mathbf{u}_{x}^{t}$ denotes the projection of the phase-space vector $\mathbf{u}^{t}=S(t) \mathbf{u}^{0}$ onto the subspace $\mathcal{V}_{x}$ of site $x$. For graphical convenience we write the inputs ( $\mathbf{u}_{x}, \mathbf{u}_{x+1}$ ) to each symplectic block matrix $S_{x}$ inside the block. Note that the input at time $t=\frac{1}{2}$ at site $x+1(x+2)$ is equal to the output given by $S_{x}\left(S_{x+2}\right)$ at the site $x+1(x+2)$. This figure is based on another figure which was produced by a collaborator, Daniele Toniolo.

For the pair of unitaries, $U_{x}, U_{x+1}$ to form a right-sided wall it must be imposed that no operator can spread to the site $x+2$ (from site $x$ ) at any time. For the first time-step $(t=1)$, this is equivalent to the following condition on the phase-space representation: $C_{x+1} C_{x}=0$, and more generally for any integer number of time-steps $t>0$ this requires imposing the conditions

$$
\begin{equation*}
C_{1}\left(D_{0} A_{1}\right)^{t} C_{0}=0 . \tag{3.5}
\end{equation*}
$$

For the simplest case of $N=1$, a spin chain of qubits, this infinite family of conditions in equation 3.5 reduces to only two conditions ( $t=0$ and $t=1$ ). Whereas for the case $N>1$ this infinite family of conditions is instead implied by the cases $t=0,1, \ldots,\left(4 N^{2}-1\right)$. The conditions in equation 3.5 can be understood as characterising a pattern of destructive interference due to disorder which causes localisation. To illustrate this more clearly, I present the following example for the case of $N=1$
for a pair of Clifford unitaries $U_{x}, U_{x+1}$

$$
U_{x}=\frac{1}{\sqrt{2}}\left(\begin{array}{cccc}
i & 0 & 0 & -i  \tag{3.6}\\
0 & i & -i & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0
\end{array}\right), \quad U_{x+1}=\frac{1}{2}\left(\begin{array}{cccc}
1 & -1 & 1 & 1 \\
-1 & 1 & 1 & 1 \\
1 & 1 & 1 & -1 \\
1 & 1 & -1 & 1
\end{array}\right)
$$

which have phase-space representations

$$
S_{0}=\left(\begin{array}{llll}
1 & 1 & 0 & 1  \tag{3.7}\\
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad S_{1}=\left(\begin{array}{llll}
1 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right) .
$$

which as a pair of matrices do satisfy the conditions in equation 3.5, and hence produce a wall.

The probability of this type of one-sided wall, those with penetration length $l \leq 1$ is bounded in the following result. The inverse of this probability is comparable to the average distance between walls, and so can be understood as the localisation length scale.

Result 3.2. The probability that a pair of gates $U_{x}, U_{x+1} \in \mathcal{C}_{2 N}$ generates a right-sided wall with penetration length $l \leq 1$ is

$$
\begin{equation*}
\operatorname{prob}\left\{\forall t \geq 0, C_{x+1}\left(D_{x} A_{x+1}\right)^{t} C_{x}=0\right\} \leq 4 N 2^{-2 N(N-1)} . \tag{3.8}
\end{equation*}
$$

For $N=1$ the exact probability is

$$
\begin{equation*}
\operatorname{prob}\left\{C_{x+1} D_{x} A_{x+1} C_{x}=0 \text { and } C_{x+1} C_{x}=0\right\}=0.12 . \tag{3.9}
\end{equation*}
$$

By symmetry, left-sided walls have the same probabilities.

Both results demonstrate an exponential dependence on $N$, and hence suggests that the distance between walls increases rapidly with increasing $N$. Unfortunately,

I have only been able to characterise and calculate the probability for walls with penetration length $l \leq 1$. I expect that walls with penetration length $l=0$, so trivial localisation, are less likely than walls with penetration length $l \geq 1$, which would allow for a regime of $L$ and $N$ in which the system does not display trivial localisation. However, this is a conjecture. Although, one could instead consider an equivalent model in which the Clifford unitaries are sampled uniformly, excluding those which are of product form.

Finally, it is worth emphasising that since these walls prevent the propagation of all Pauli operators, then they also prevent the propagation of all operators, because the Pauli operators form a basis. Hence, all initially local operators are confined to a fixed and finite region of the spin chain.

### 3.1.2 Details and derivation

In this section, I will give in detail the mathematical derivations for both result 3.1 and result 3.2. The proof for result 3.1 is given in lemma 3.1. The set of proofs which give result 3.2 are given in lemmas 3.2 and 3.3 .

The case of trivial localisation, described in result 3.1, occurs when a Clifford unitary is of product form, and so the two sites upon which the unitary acts do not interact. Since the quantum circuit is time-periodic this non-interacting Clifford unitary is repeated periodically, and so the two sites never interact at all, and hence there is a wall. The product form of the unitary, $U$, has an equivalent phase-space description, in which the corresponding symplectic matrix $S$ is written in the form of a direct sum, so $S=T \oplus T^{\prime}$, which when $S$ is written in block matrix form is equivalent to $B=C=0$. The following lemma bounds the probability of a uniformly sampled $\left(\mathbb{Z}_{2}\right)$ symplectic matrix being in direct sum form.

Lemma 3.1. Any given $S \in \mathcal{S}_{2 N}$ can be written in block form

$$
S=\left(\begin{array}{ll}
A & B  \tag{3.10}\\
C & D
\end{array}\right)
$$

according to the decomposition $\mathbb{Z}_{2}^{4 N}=\mathbb{Z}_{2}^{2 N} \oplus \mathbb{Z}_{2}^{2 N}$, and if $S$ is uniformly distributed
then this induces a distribution on the sub-matrices $A, B, C, D$. For each of the sub-matrices $(E=A, B, C, D)$ the induced distribution satisfies

$$
\begin{equation*}
\frac{2^{-4 N^{2}}}{2} \leq \operatorname{prob}\{E=0\}=\frac{\left|\mathcal{S}_{N}\right|^{2}}{\left|\mathcal{S}_{2 N}\right|} \leq 2^{-4 N^{2}} \tag{3.11}
\end{equation*}
$$

with the implied additional property that $\operatorname{prob}\{A=0 \mid D=0\}=\operatorname{prob}\{D=0 \mid A=$ $0\}=\operatorname{prob}\{B=0 \mid C=0\}=\operatorname{prob}\{C=0 \mid B=0\}=1$.

Proof. First consider the case where $C=0$. Following the algorithm for generating a symplectic matrix in lemma 2.1, we see that $A$ must be $(2 N \times 2 N)$ symplectic matrix. Hence, any choice for the columns of $B$ will have symplectic form of one with at least one column of the matrix $A$. Therefore, to fulfil the symplectic constraints for the entire matrix $S$, the corresponding column of D must have symplectic form of one with a column of C. However, this is not possible since $C=0$, therefore $B=0$ and both $A$ and $D$ are $(2 N \times 2 N)$ symplectic matrices. Again using the counting algorithm in lemma 2.1, the number of choices of $S$ with $C=0$ is given exactly by

$$
\begin{equation*}
\left|\left\{S \in \mathcal{S}_{2 N}: C=0\right\}\right|=\left|\mathcal{S}_{N}\right|\left|\mathcal{S}_{N}\right|=\left|\mathcal{S}_{N}\right|^{2} . \tag{3.12}
\end{equation*}
$$

Finally, dividing by the total number of choices for $S$ gives the probability.
I will now demonstrate that this argument applies to any of the four sub-matrices $A, B, C, D$. Consider the symplectic matrix

$$
M=\left(\begin{array}{ll}
0 & \mathbb{1}  \tag{3.13}\\
\mathbb{1} & 0
\end{array}\right)
$$

and its left and right action on the symplectic matrix $S$

$$
S M=\left(\begin{array}{cc}
B & A  \tag{3.14}\\
D & C
\end{array}\right), \quad M S=\left(\begin{array}{cc}
C & D \\
A & B
\end{array}\right)
$$

so $M$ permutes the block matrix $S$ by swapping the rows and columns. Since, the product of symplectic matrices is also a symplectic matrix, we have that the argument
above for the case of $C=0$ applies to any of the four sub-matrices $A, B, C, D$.
Finally, the upper and lower bounds for the probability are found using lemma 2.2

This lemma includes the statement of result 3.1 for the case where $C=0$. As I have already mentioned, this trivial form of localisation is equivalent to having the spin chain split into independent parts. In the rest of this section, I will investigate other conditions for localisation which are not trivial, and occur due to interacting dynamics. The following two lemmas together constitute the proof for result 3.2, The first lemma gives a full justification for the infinite set of conditions which result in a pair of Clifford unitaries $\left(U_{x}, U_{x+1}\right)$ forming a wall of penetration length $l \leq 1$. In this lemma, it is also found that the infinite family of conditions can in fact be reduced to a set of $4 N^{2}$ conditions.

Lemma 3.2. The conditions

$$
\begin{equation*}
C_{x+1}\left(D_{x} A_{x+1}\right)^{k} C_{x}=0 \tag{3.15}
\end{equation*}
$$

for all $k \in \mathbb{N}$, are sufficient for preventing all right-wards propagation past position $x$ at any time. The probability of this is upper-bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{C_{x+1}\left(D_{x} A_{x+1}\right)^{k} C_{x}=0, \forall k \in \mathbb{N}\right\} \leq \frac{2 N+1}{\left(1-2^{-2 N}\right)^{2 N}} 2^{2 N-2 N^{2}} \tag{3.16}
\end{equation*}
$$

Proof. This proof is clearer with reference to figure 3.1. The condition $C_{x+1} C_{x}=0$ prevents right-wards propagation for a single time-step, however (unless $C_{x}=0$ ) then $A_{x+1} C_{x} \neq 0$ and hence in subsequent time-steps there could be right-wards propagation. In the next time-step, the only way for possible right-ward propagation to occur that would not be blocked by the condition $C_{x+1} C_{x}=0$ is $C_{x+1} D_{x} A_{x+1} C_{x}$, and so the additional requirement $C_{x+1} D_{x} A_{x+1} C_{x}=0$ prevents right-ward propagation. Once again the same argument applies for subsequent time-steps, and hence we require that $C_{x+1}\left(D_{x} A_{x+1}\right)^{k} C_{x}=0$ for $k \geq 2(k \in \mathbb{N})$.

Finally, to obtain the upper-bound for the probability, first note that

$$
\begin{equation*}
\operatorname{prob}\left\{C_{x+1}\left(D_{x} A_{x+1}\right)^{k} C_{x}=0, \forall k \in \mathbb{N}\right\} \leq \operatorname{prob}\left\{C_{x+1} C_{x}=0\right\}, \tag{3.17}
\end{equation*}
$$

and hence by applying the result in lemma 2.5 we get the stated result.
I would like to point out that this lemma gives a sufficient condition, and there are other potential conditions and mechanisms by which right-wards propagation can be prevented. For example, one could instead consider conditions such that three or more Clifford unitaries prevent right-wards propagation ( $l \geq 2$ penetration length).

This lemma applies for any general choice of $N$. In the following lemma I will consider the particular case of $N=1$, a spin chain with a single qubit per site, and demonstrate that the family of conditions actually reduces to just two conditions, and give exactly the probability of these two conditions being satisfied. The following lemma, combined with the previous lemma, are the justification for result 3.2 .

Lemma 3.3. For $N=1$ the conditions

$$
\begin{equation*}
C_{x+1}\left(D_{x} A_{x+1}\right)^{k} C_{x}=0 \tag{3.18}
\end{equation*}
$$

for $k=0,1,2, \ldots$ are implied by the two conditions

$$
\begin{equation*}
C_{x+1} C_{x}=0 \quad \text { and } \quad C_{x+1} D_{x} A_{x+1} C_{x}=0 . \tag{3.19}
\end{equation*}
$$

Furthermore the probability of this is given exactly by

$$
\begin{equation*}
\operatorname{prob}\left\{C_{x+1} C_{x}=0, C_{x+1} D_{x} A_{x+1} C_{x}=0\right\}=0.12, \tag{3.20}
\end{equation*}
$$

which includes trivial localisation.

Proof. In this result we are concerned only in the case $N=1$, for which $S_{x}, S_{x+1}$ are $4 \times 4$ symplectic matrices and the sub blocks $A, B, C, D$ are $2 \times 2$ matrices. We first note that if $C_{x}=0$ and/or $C_{x+1}=0$, which is trivial localisation, then it is clear that the conditions for all $k$ are satisfied. Hence, we now focus only on the cases
where $C_{x} \neq 0$ and $C_{x+1} \neq 0$. Moreover, we note that we will only focus on the cases where $\operatorname{Rank}\left(C_{x}\right)=\operatorname{Rank}\left(C_{x+1}\right)=1$, since if either of $C_{x}$ or $C_{x+1}$ are full rank then to satisfy $C_{x+1} C_{x}=0$ the other of the $C$ matrices must be the zero matrix.

When $\operatorname{Rank}\left(C_{x+1}\right)=1$ the columns of $C_{x+1}$ have symplectic form of zero with themselves, or in other words $C_{x+1}^{T} J C_{x+1}=0$. Therefore, by the symplectic conditions, this implies that $A_{x+1}$ is a $2 \times 2$ symplectic matrix. This argument also applies to $C_{x}$, and so $D_{x}$ is also a $2 \times 2$ symplectic matrix.

Therefore, since the product of symplectic matrices is also a symplectic matrix, for $N=1$ neglecting the cases of trivial localisation ( $C_{x}=0 \mathrm{and} /$ or $C_{x+1}=0$ ) the conditions become

$$
\begin{equation*}
C_{x+1} S^{k} C_{x}=0 \tag{3.21}
\end{equation*}
$$

where $S$ is a generic $2 \times 2$ symplectic matrix. For $2 \times 2$ symplectic matrices, there exists $\alpha, \beta \in \mathbb{Z}_{2}$ such that the following holds

$$
\begin{equation*}
S^{2}=\alpha \mathbb{I}+\beta S \tag{3.22}
\end{equation*}
$$

which can be verified by a direct check. So, if $C_{x+1} C_{x}=0$ and $C_{x+1} S C_{x}=0$ both hold then $C_{x+1} S^{k} C_{x}=0$ for all $k>1$. Hence, we have the stated result for $N=1$.

The exact result for the probability for the case of $N=1$ follows from directly counting the number of symplectic matrices that satisfy the two conditions.

Unfortunately, it has not been possible to prove for the cases $N>1$ a similar reduction of the family of conditions to some smaller number. Indeed, one can construct many counter examples for the case $N=2$ which shows that more than two conditions $(k=0,1)$ are required.

### 3.1.3 Discussion

To summarise, I have shown that the time-periodic quantum circuit considered in the regime of small $N(N \ll \log L)$, one or a few qubits per site of the spin chain, exhibits localisation. This novel form of localisation, which I have characterised in terms of "semi-permeable" (one-sided) walls, is demonstrated by observing that all initially
local (only non-identity on a single site) operators over their time evolution are only supported on the same fixed finite region of the spin chain. This finite region, in terms of one-sided walls, is the space between a left-sided wall and a right-sided wall.

Firstly, I will clarify in what sense this form of localisation is novel. In the introduction, I discussed both Anderson localisation (chapter 1 section 1.4) and many-body localisation (chapter 1 section 1.5). In many-body localised systems, the support of initially local operators grows logarithmically with time. Whereas in Anderson localisation, operators are confined to a finite region for all times, with exponentially decaying tails beyond the region. The form of localisation I have described and characterised is novel in that operators are localised to the same fixed and finite region of the spin chain. This strict localisation is reminiscent of Anderson localisation, however, the model considered is an interacting many-body quantum system which cannot be understood as a system of free or weakly interacting particles, and so is unlike Anderson localisation. Additionally, the localisation does not behave in the same manner as many-body localisation, and hence seems to challenge the existing classification.

Naturally, the results in this section give impetus to further research. In particular, a full characterisation of this novel type of localisation is required. Moreover, it is not clear if this phenomenon is robust against perturbations, as one would expect for a phase of matter. By this I mean: does the observed phenomenon persist when one considers the more general case by including non-Clifford unitaries in the time-periodic dynamics?

In the next section, I will investigate a related question: in two spatial dimensions does an analogous model still demonstrate this novel type of localisation?

### 3.2 Absence of localisation in two dimensions

The number of spatial dimensions is of critical importance to both single particle and many-body localisation. This was discussed in chapter 1 sections 1.4 and 1.5 Importantly, for many-body localisation it is not yet fully resolved whether the

|  | Quasi-free systems | Clifford dynamics | Chaotic many-body |
| :---: | :---: | :---: | :---: |
| Phase-space rep. | $\checkmark$ | $\checkmark$ | $\times$ |
| 1D localisation | $\checkmark$ | $\bar{\checkmark}$ | $\checkmark$ |
| 2D localisation | High $\overline{\text { disorder }}$ | $\frac{\checkmark}{}$ | $\square$ |
| Order of design | 0 | 3 | $?$ |

Table 3.1: This table broadly illustrates the comparison between observable physical behaviour in quasi-free systems (bosons/fermions), systems with Clifford dynamics, and chaotic many-body quantum systems.
phenomenon persists in greater than one spatial dimension. Whereas, in the case of Anderson localisation the role of the number of spatial dimensions in determining the observed behaviour is well understood. In the previous section (section 3.1), I presented results demonstrating a novel type of localisation for a one-dimensional spin chain with dynamics generated via a time-periodic random quantum circuit. In this section, I will present results from investigating an analogous model in two spatial dimensions. I will show that in fact there is a strong and precise sense in which there is an absence of localisation. In table 3.1, I have briefly summarised a comparison between the observed physical behaviour of systems with quasi-free bosons or fermions and systems with Clifford dynamics. This comparison will be discussed in greater detail in the final chapter

### 3.2.1 Overview

Initially, I will define precisely what I mean by the absence of localisation, where again the perspective taken is the time evolution of initially local operators. Then, I will present a model, which is a two-dimensional analogue of the model previously considered (chapter 2 section 2.1 and chapter 3 section 3.1) with $N=1$ and four site interactions, and show a result demonstrating the absence of localisation.

The restricted growth of initially local operators with the evolution of time is a well established feature indicating localisation. That is to say, if an initially local operators grows for some time before eventually remaining confined to some finite region, then there is localisation. Additionally, if an initially local operator grows indefinitely but at a very slow rate (such as logarithmically), then again I would identify this as localisation. Whereas, if an initially local operator grows in some


Figure 3.4: This figure gives an illustration of an example of light-speed operator growth, which implies the absence of localisation, in two spatial dimensions, where each black circle represents a qubit. Consider an operator which initially (at $t=0$ ) is only non-identity on the qubit highlighted by the (blue) circle. At time $t=1$ according to the circuit described in figure 3.5, this initially local operator has some light-cone represented by the dashed red line. If, for example, at this specific time, $t$, the operator is non-identity on all the sites within the region indicated by the continuous black line, then this operator displays light-speed growth given in definition 3.4, which implies the absence of localisation
direction indefinitely at linear rate, there is no localisation. With this in mind, I propose the following definition, which will be used throughout this section.

Definition 3.4. Light-speed operator growth: Consider an initially $(t=0)$ local operator (non-identity only on a single site). If for all times $t \in \mathbb{Z}$, the time evolution of this initially local operator has non-trivial support (so non-identity) on the boundary of the light-cone then the operator has light-speed growth in (at least) one direction.

In figure 3.4, there is an example to illustrate this definition. I would like to emphasise that this definition implies an absence of localisation, and indeed lightspeed operator growth is a sufficient condition for a system to display the absence of localisation. This definition while extreme, has the benefit of being uncontroversial. However, I should note that since this definition only concerns what happens on the boundary of the causal light-cone, if the condition in the definition is violated it does not imply that the system displays localisation. For example, if at all times the time-evolved version of the initially local operator is supported on all sites except
those on the boundary of the light-cone, then the system can not be said to display localisation. In other words, some initially local operators can grow in some direction indefinitely at a linear, but not maximal, rate. However, I will not investigate or prove anything about operators that grow in this way. In this section I will present results showing that in both models considered, there is a light-speed operator growth, which implies the absence of localisation, with some constant minimum probability, which can also be interpreted as a lower bound on the fraction of operators which grow in some direction indefinitely at a linear rate.

The model consider in this section is an $L \times L$ square lattice of qubits. Each site of the lattice is labelled by $(x, y)$ where $x, y \in \mathbb{Z}_{L}$. Hence, the total Hilbert space for the entire system has dimension $2^{L^{2}}$. The dynamics of the spin system is discrete in time, and so is characterised by a unitary $W_{\text {cycle }}$ (and not a Hamiltonian). Since the dynamics are time-periodic, each evolution time-step is characterised by the same unitary $W_{\text {cycle }}$, and hence $|\psi(t)\rangle=\left(W_{\text {cycle }}\right)^{t}|\psi(0)\rangle$ for all $t \in \mathbb{Z}$. Locality is imposed by the fact that the unitary $W_{\text {cycle }}$ is generated via four-qubit interactions in the following way

$$
\begin{equation*}
W_{\text {cycle }}=\left(\bigotimes_{x \text { odd }, y \text { odd }} W_{(x, y)}\right)\left(\bigotimes_{x \text { even, } y \text { even }} W_{(x, y)}\right), \tag{3.23}
\end{equation*}
$$

where the unitary $W_{(x, y)}$ acts on the sites $(x, y),(x+1, y),(x, y+1)$, and $(x+1, y+1)$. This expression indicates that each time cycle decomposes into two half time-steps, which is illustrated in figure 3.5. Therefore, note that alternatively I will refer to the number of layers in the quantum circuit, $l$, as the duration of the time evolution, so $l=2 t$. Furthermore, each unitary $W_{(x, y)}$ is selected independently from the uniform distribution over the Clifford group (acting on four qubits).

Result 3.3. Consider a Pauli operator which is non-identity on only one site at $t=0$. With probability at least 0.4 , the time evolution of this initial operator for the model with time-periodic dynamics as described in equation 3.23 is non-identity on some qubits on the boundary of the light-cone at all times $t \in\{1 / 2,1,3 / 2,2,5 / 2, \ldots\}$. Hence, this model displays light-speed operator growth, which implies the absence

$$
t=1 / 2
$$



Figure 3.5: This figure illustrates the model we are considering, in which the driving circuit is depth 2 ; it is composed of two half time-steps. All unitaries, which are represented by blue squares, act upon 4 qubits, which are represented by dots.
of localisation.

In summary, in this model there is an absence of localisation, which is implied by the light-speed operator growth established in definition 3.4, a significant fraction of initially local operators grow at the maximum linear rate in some direction indefinitely. Crucially, this lower bound for the probability is independent of the size of the system and the time. Although, I should point out that for finite systems these results only hold for the initial spreading of the local operator, so $t \sim L$, since after this time the causal light-cone of the initially local operator is the entire system. Nonetheless despite this, it is fair to conclude that there is an absence of localisation. Strikingly, this result holds in the thermodynamic limit, $L \rightarrow \infty$, and so the majority of local operators grow indefinitely.

### 3.2.2 Details and derivation

I will now give the arguments and mathematical details which justify result 3.3 , which is given in lemmas 3.5, 3.7, 3.8, and 3.9 .

Firstly, I will describe how the spreading of an initially local operator due to the time-periodic dynamics, as described in equation 3.23 and illustrated in figure 3.5, can be interpreted as a directed graph, when considering only the boundary of
the light-cone. For an initially local operator (supported on a single site at $t=0$ ), the shape of the light-cone boundary at any time $t \in\{1 / 2,1,3 / 2,2, \ldots\}$ is a square centred upon the initial site, with $4(4 t-1)$ qubits on this boundary (perimeter). The state of the operator on the light-cone boundary at any time $t$ depends only on the state of the operator on the light-cone boundary at time $t-1 / 2$, and importantly does not on the operator inside the "bulk" of the light-cone. Hence, the main reason for focussing on the boundary of the light-cone is that at each time-step the random Clifford unitaries are statistically independent from all previous random unitaries, which makes it mathematically tractable.

The evolution of the light-cone boundary from one half time-step to the next proceeds in the following general way, an illustrative example of which is depicted in figure 3.6. The four qubits situated on the four corners of the square light-cone boundary at time $t$ each interact with their three nearest neighbours outside of the light-cone via a random Clifford unitary. Each set of three qubits outside of the light-cone boundary at time $t$ are qubits on the light-cone boundary at time $t+1 / 2$. One qubit in each of the four sets of three qubits form the corners of the square light-cone boundary at time $t+1 / 2$, and the other two qubits in each of the sets are qubits on the edge of the light-cone boundary at time $t+1 / 2$. The qubits situated on the edges of the square light-cone boundary at time $t$ each interact with one of their nearest neighbours within the light-cone boundary at time $t$, and the two nearest qubits outside the light-cone boundary, via a random Clifford unitary. The two interacting qubits on the outside of the light-cone boundary become qubits on the light-cone boundary at time $t+1 / 2$. This interaction pattern for the light-cone boundary can be translated into a directed graph in the following way. Each random Clifford unitary is represented by a vertex, and each qubit which becomes a qubit on the boundary of the light-cone in the following half time-step is represented as an outwards arrow from the corresponding vertex. So, unitaries which act on the corners of the light-cone boundary become a vertex with one inwards arrow and three outwards arrows, and similarly unitaries which act on the edges of the light-cone boundary become a vertex with two inwards arrows and two outwards arrows. All of







Figure 3.6: This figure illustrates how the light-cone boundary grows up to $t=3 / 2$ for the model described in equation 3.23. The images in the column on the left show the quantum circuit at each time-step, with black dots representing qubits, where the qubit highlighted with a black circle is the qubit upon which the initially local operator is non-identity, and the blue rectangles represent the random Clifford unitaries. The red dashed line represents the rectangular region corresponding to the light-cone; qubits on the edges of the rectangle are on the boundary of the light-cone. The images in the column on the right show the directed graph corresponding to the light-cone boundary. Arrows in the directed graph represent qubits on the boundary of the light cone at a particular time, where as the vertices represent the random Clifford unitaries which act on four qubits and cause the growth of the initially local operator.


Figure 3.7: This figure illustrates the directed graph which corresponds to the boundary of the causal light-cone up to $t=3 / 2$ for the model shown in figure 3.5 and described in equation 3.23
these outwards arrows themselves then point to another vertex, which corresponds to a Clifford unitary acting on the light-cone boundary at the next half-time step. The growth of the light-cone boundary, and its interpretation as a directed graph, is illustrated in figure 3.6 .

In summary, we can study the growth of an initially local operator and investigate if it is non-identity on the light-cone boundary at any time by using a directed graph. Translating the problem in this manner to studying a directed graph is in itself noteworthy, and I shall now explain the benefit of studying the problem in this way. I should reiterate that we are only interested in whether an operator is non-identity on a qubit situated on the boundary of the light-cone or not. Consequently, this can be represented by the arrows from a vertex being present, indicating the operator has support, or absent, indicating that the operator is not supported on this site (qubit). Since each vertex is a random Clifford unitary, the outwards arrows have a joint probability distribution. Hence, if there exists from the origin a directed path along the arrows to the square boundary centred on the origin, representing the light-cone boundary at a certain time, then we can conclude that the operator is supported on the light-cone boundary at this time. This event has some probability, and I will demonstrate that for any time $t$ this probability is (lower-bounded by) a non-zero
constant. In other words, using the random directed graph I will prove a lower bound for the probability

$$
\begin{equation*}
\operatorname{prob}\{\text { light-speed operator growth at time } t\}=\operatorname{prob}\left\{G \text { has } \omega_{2 t}\right\} \tag{3.24}
\end{equation*}
$$

where $\omega_{2 t}$ is a path from the origin along the arrows in the directed graph of length $2 t$, and where $G$ denotes the random directed graph representing the light-cone boundary that we have discussed and shown examples of in figures 3.6and 3.7. I would like to emphasise that $G$ is a random directed graph, in which some of the arrows are absent and others are present according to a probability distribution, the form of which will be proven in lemma 3.5, and hence is one particular instance of $G_{\text {rand }}$, the set of all directed graphs representing the light-cone boundary. So for example, the directed graph shown in figure 3.7 is one instance of the random directed graph $G$ (of $G_{\text {rand }}$ ), in which all arrows are present.

In the rest of this section, I will prove a series of rigorous results which lower bound prob $\{$ light-speed operator growth at time $t\}$ and hence give the statement in result 3.3 .

There is one minor point to consider. Firstly, if a vertex has no inwards arrows, which corresponds to the evolved operator having no support on the sites which a random Clifford unitary acts, then strictly speaking it should not have any outwards arrows also. However, since I am considering a directed paths from the origin, this is not a problem. That is to say, if there are no inwards arrows to a vertex, the presence or absence of outwards arrows is irrelevant since a directed path from the origin using these erroneous arrows could not be made anyway. Therefore, in the directed graph picture, when we are only interested in paths from the origin, we can consider the presence of outwards arrows from a vertex independently of whether inwards arrows are present or not.

In the next lemma, I will give the probability distribution for the presence/absence of outwards arrows for the three types of vertex in this directed graph.

Lemma 3.5. For the vertex with four outwards arrows, the probability distribution
for the outwards arrows is given by

$$
P\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=\left\{\begin{array}{l}
0 \text { if } x_{1}=x_{2}=x_{3}=x_{4}=0  \tag{3.25}\\
\frac{3^{x_{1}+x_{2}+x_{3}+x_{4}}}{255} \text { otherwise }
\end{array}\right.
$$

where $x_{i}=0$ indicates that the $i^{\text {th }}$ arrow is absent, and $x_{i}=1$ indicates that the $i^{\text {th }}$ arrow is present. For the vertices with three outwards arrows, the probability distribution for the outwards arrows is given by

$$
P\left(x_{1}, x_{2}, x_{3}\right)=\frac{1}{255}\left\{\begin{array}{l}
3 \text { if } x_{1}=x_{2}=x_{3}=0  \tag{3.26}\\
4 \times 3^{x_{1}+x_{2}+x_{3}} \text { otherwise }
\end{array}\right.
$$

where $x_{i}$ are defined in the same manner. For the vertices with two outwards arrows, the probability distribution for the outwards arrows is given by

$$
P\left(x_{1}, x_{2}\right)=\frac{1}{255}\left\{\begin{array}{l}
15 \text { if } x_{1}=x_{2}=0  \tag{3.27}\\
2^{4} \times 3^{x_{1}+x_{2}} \text { if otherwise }
\end{array}\right.
$$

where $x_{i}$ are again defined in the same manner.
Proof. We recall that presence of an arrow represents that the operator is supported on the qubit site, and that each vertex is an independent and uniformly distributed random Clifford unitary. We will first look at the case of a vertex with four outwards arrows. In essence, we are interested in the probability distribution of the transformation

$$
\begin{equation*}
U^{\dagger}(P \otimes \mathbb{1} \otimes \mathbb{1} \otimes \mathbb{1}) U, \tag{3.28}
\end{equation*}
$$

where $U$ is a (uniformly distributed) random Clifford unitary. Since the random Clifford unitary is uniformly distributed, then the transformed Pauli operator is uniformly distributed over all (non-identity) Pauli operators on four qubits. Immediately, we can see from this that the probability that all arrows are absent, so the operator on all four qubit sites is the identity, is zero. For each present arrow, the operator on the qubit site is one of the three non-identity Pauli operators ( $\sigma_{X}, \sigma_{Y}, \sigma_{Z}$ ). Hence, since the
distribution is uniform over all non-identity Pauli operators, for each present arrow we must include a factor of 3 , and dividing by the total number of non-identity Pauli operators on four qubits, $4^{4}-1=255$, we get the stated probability distribution.

Using the distribution for four outwards arrows, we can find the probability distribution for three and two outwards arrows as marginal distributions, in effect summing over a single or two outwards arrows. So, to obtain the distribution of three outwards arrows, we sum over the fourth arrow ( $x_{4}$ ), and to obtain the distribution for two outwards arrows, we sum over the third and forth arrow $\left(x_{3}, x_{4}\right)$. Hence, we get all three stated probability distributions.

I will now use this directed graph picture to lower bound the probability $\operatorname{prob}\{$ light-speed operator growth at time $t\}=\operatorname{prob}\left\{G\right.$ has $\left.\omega_{2 t}\right\}$,
where, to reiterate, $G$ is a random directed graph, in which some of the arrows are absent and others are present according to the probability distribution proven in lemma 3.5. To do this, I will introduce the following definition, which concerns paths in the directed graph.

Definition 3.6. In the (random) directed graph $G$, an $l$-path is a path starting at the origin along $l$ arrows, and so of total length $l$. (In figure 3.8 there is an illustration of an example.)

Using these definitions, we can rewrite prob $\{$ light-speed operator growth at time $t\}$, in the following way

$$
\begin{align*}
& \text { prob }\{\text { light-speed operator growth at time } t\} \\
& =1-\operatorname{prob}\{G \text { has no } 2 l-\text { path }\} \tag{3.30}
\end{align*}
$$

Hence, in order to establish a lower-bound to prob $\{$ light-speed operator growth at time $t\}$, I will now investigate the upper-bound of $\operatorname{prob}\{G$ has no $2 l-$ path $\}$.

In the next lemma, I will demonstrate that one can upper bound the probability $\operatorname{prob}\{G$ has no $2 l-$ path $\}$ by considering one quadrant of the directed graph, which


Figure 3.8: This figure illustrates an example of an $l$-path, a description of which is given in definition 3.6. The directed graph corresponding to the outer boundary of the causal light-cone up to $t=3 / 2$ is shown in the figure, with one example of an $l$-path, with $l=3$, highlighted with blued dashed arrows.


Figure 3.9: This figure illustrates one quadrant of the directed graph, which is shown in figure 3.7 .
is illustrated in figure 3.9 .

Lemma 3.7. The probability that in the directed graph $G$ there is no $l$-path is upper bounded by

$$
\begin{equation*}
\operatorname{prob}\{G \text { has no } l-\operatorname{path}\} \leq \operatorname{prob}\left\{G^{\triangle} \text { has no } l-\text { path }\right\}, \tag{3.31}
\end{equation*}
$$

where $G^{\triangle}$ is one quadrant of the (random) directed graph $G$, an illustration of which is given in figure 3.9

Proof. The proof of this lemma is quite direct. First, we note that for the random directed graph G, we can upper-bound $\operatorname{prob}\{G$ has no $l-$ path $\}$ by neglecting $l$-paths which terminate at any choice of vertex, or set of vertices. Hence, we can upperbound $\operatorname{prob}\{G$ has no $l-$ path $\}$ by considering only one quadrant of the (random) directed graph, $G^{\triangle}$. This single quadrant of the directed graph (figure 3.7) is illustrated in figure 3.9 .

One might wonder: why just study one quadrant of the directed graph? As I have already mentioned, the probability distribution for arrows emerging from the same vertex, as given in lemma 3.5, is not an independent distribution. In the following lemma, I will show that by studying one quadrant of the directed graph one can upper-bound further and replace the probability distribution for arrows, as given in lemma 3.5, by an independent and identical distribution.

Lemma 3.8. The probability that for one quadrant of the directed graph, $G^{\triangle}$, there is no $l$-path can be upper-bounded by

$$
\begin{equation*}
\operatorname{prob}_{p}\left\{G^{\triangle} \text { has no } l-\text { path }\right\} \leq \operatorname{prob}_{p^{\prime}}\left\{G^{\triangle} \text { has no } l-\text { path }\right\} \tag{3.32}
\end{equation*}
$$

where $\operatorname{prob}_{p}\{\cdot\}$ indicates that the probability distribution for the two outwards arrows from each vertices in the quadrant is given by equation 3.27 (lemma 3.5), and where $\operatorname{prob}_{p^{\prime}}\{\cdot\}$ indicates that the probability distribution for each outwards arrow is independent and given by

$$
P\left(x_{i}\right)=\left\{\begin{array}{l}
\frac{21}{85}+\varepsilon \text { for } x_{i}=0  \tag{3.33}\\
\frac{64}{85}-\varepsilon \text { for } x_{i}=1
\end{array}\right.
$$

where $x_{i}$ indicates if the $i^{\text {th }}$ arrow is absent $\left(x_{i}=0\right)$ or present $\left(x_{i}=1\right)$, and $\varepsilon=$ $\frac{1}{170}(43-\sqrt{1785}) \approx 0.00441612$.

Proof. Firstly, we note that the probability distribution of outwards arrows from different vertices are independent, and hence we focus on only a single vertex with two outwards arrows. We can rewrite the probability distribution for the vertices
with two outwards arrows, given in equation 3.27 (lemma 3.5), in a matrix form as

$$
\left(\begin{array}{ll}
\operatorname{prob}\{0,0\} & \operatorname{prob}\{0,1\}  \tag{3.34}\\
\operatorname{prob}\{1,0\} & \operatorname{prob}\{1,1\}
\end{array}\right)=\left(\begin{array}{cc}
\frac{1}{17} & \frac{16}{85} \\
\frac{16}{85} & \frac{48}{85}
\end{array}\right) .
$$

We can modify the distribution to make it more less likely that a path exists from the origin, by making more probable that the two outwards arrows are absent and less probable that the two outwards arrows are present, so

$$
\left(\begin{array}{cc}
\operatorname{prob}\{0,0\}+\varepsilon & \operatorname{prob}\{0,1\}  \tag{3.35}\\
\operatorname{prob}\{1,0\} & \operatorname{prob}\{1,1\}-\varepsilon
\end{array}\right)
$$

where $\varepsilon \geq 0$, and where we note that this modification preserves normalisation. Hence, we get an upper bound to the probability

$$
\begin{equation*}
\operatorname{prob}_{p}\left\{G^{\triangle} \text { has no } l-\text { path }\right\} . \tag{3.36}
\end{equation*}
$$

Since we are interested in this distribution being an independent distribution, which is equivalent to selecting an $\varepsilon$ such that

$$
\left|\begin{array}{cc}
\operatorname{prob}\{0,0\}+\varepsilon & \operatorname{prob}\{0,1\}  \tag{3.37}\\
\operatorname{prob}\{1,0\} & \operatorname{prob}\{1,1\}-\varepsilon
\end{array}\right|=0 .
$$

This relation can be solved to find that $\varepsilon=\frac{1}{170}(43-\sqrt{1785}) \leq 0.00441612$. Hence taking marginals of this new independent distribution we get the stated result.

Finally, the following lemma establishes an upper bound to the probability $\operatorname{prob}\left\{G^{\triangle}\right.$ has no $2 l$ - path $\}$ and hence provides the lower bound which justifies the statement given in result 3.3 .

Lemma 3.9. The probability that for one quadrant of the directed graph, $G^{\triangle}$, there is no $l$-path is be upper-bounded by

$$
\begin{equation*}
\operatorname{prob}\left\{G^{\triangle} \text { has no } l-\text { path }\right\} \leq 0.6 . \tag{3.38}
\end{equation*}
$$



Figure 3.10: This figure illustrates the dual of a single quadrant of the directed graph shown in figure 3.9. It is worth noting that the dual graph is not directed, since the edges in the dual correspond to absence of arrows in the directed graph.

Proof. Firstly, we note the following inequality

$$
\begin{equation*}
\operatorname{prob}\left\{G^{\triangle} \text { has no } l-\operatorname{path}\right\} \leq \operatorname{prob}\left\{G^{\triangle} \text { has no }(l+1)-\text { path }\right\}, \tag{3.39}
\end{equation*}
$$

in other words the probability is increasing with increasing path length.
The proof of this result makes use of the notion of the dual graph of the directed graph, $G^{\star}$, which I will now introduce. The vertices of the dual graph corresponding to the directed graph quadrant $\left(G^{\triangle}\right)$ are located within the faces of the squares in the directed graph. The edges in the dual graph are not directed. The presence of an edge in the dual graph corresponds to the absence of an arrow it intersects in the regular directed graph. In other words, an edge in the dual graph severs the corresponding arrow it crosses in the directed graph. Therefore, the edges in the dual and the arrows in the regular graph are related and complementary, so if an arrow in the directed graph is present with probability $p$ then the corresponding edge in the dual is absent with probability $1-p$. Figure 3.10 illustrates an example of a dual graph of the directed graph quadrant shown in figure 3.9 .

In analogy with the definition of $l$-paths (definition 3.6), a $d$-wall in the dual graph $G^{\star}$ is a set of $d$ edges (and hence has length $d$ ) in the dual graph which creates a path connecting the left side of the quadrant with the right side of the quadrant. The presence of a $d$-wall in the dual graph means that in the directed graph $G^{\triangle}$ there is a boundary which no outwards arrows cross, and hence also a boundary which no $l$-paths cross.

Therefore, using the union bound and the upper-bound given in lemma 3.8 it is

| $d$ | $N(d-$ walls $)$ |
| :---: | :---: |
| 2 | 1 |
| 3 | 2 |
| 4 | 3 |
| 5 | 6 |
| 6 | 18 |

Table 3.2: This table shows the exact number of possible $d$-walls in the dual graph, $G^{\star}$, for $d=2,3,4,5,6$.
found that

$$
\begin{equation*}
\operatorname{prob}\left\{G^{\triangle} \text { has no } l-\text { path }\right\} \leq \sum_{d=2}^{\infty} N(d-\text { walls })\left(\frac{21}{85}+\varepsilon\right)^{d} \tag{3.40}
\end{equation*}
$$

where $N(d$-walls) denotes the total number of $d$-walls.
We can be upper-bounded the number of $d$-walls, $N(d$-walls $)$, by

$$
\begin{equation*}
N(d-\text { walls }) \leq\left(3^{d-2}(d-3)+2\right) \tag{3.41}
\end{equation*}
$$

However, for shorter paths ( $d=2,3,4,5,6$ ) we are able to count the number of possible $d$-walls, $N(d$ - walls), exactly - the values for which are shown in table 3.2. A better upper-bound is obtained by incorporating these terms exactly and using the upper bound for $N(d$ - walls) for $d>6$. The upper bound for $N(d$-walls) in equation 3.41 can be obtained in the following way.

This upper-bound can be seen in the following way, which is most clear with reference to the illustration in figure 3.10. Consider a $d$-wall starting at a specific vertex position on the left side of the dual graph $G^{\star}$. For the choice of the first edge in this path there is only one possible choice, for the next $d-2$ there are at most 3 possible choices, and for the final edge in the path there is a single choice. Hence, we can upper-bound the number of $d$-walls starting at a specific choice of vertex on the left side of the dual graph $G^{\star}$ with $3^{d-2}$. It is worth noting that this upper-bound includes paths which do not connect the left and right sides of the quadrant of the dual graph, and hence do not actually form $d$-walls. Now, for a $d$-wall the total number of vertices which can be the initial specific vertex on the left side of the
quadrant is $d-1$. Hence, we can upper-bound $N(d-$ walls $)$ by the product of the total number of starting positions of the $d$-wall with the upper-bound for the total number of $d$-walls starting at a specific vertex. Moreover, for any $d$-wall when the starting vertex on the left side is either the $1^{\text {st }}$ or $(d-1)^{\text {th }}$ from the top, then there is only one possible choice of $d$-wall. So, to incorporate this correction, we can change the factor accounting for the total number of starting vertices from $d-1$ to $d-3$ and instead add +2 , resulting in the stated upper-bound.

The stated result follows from evaluating this sum.

### 3.2.3 Discussion

To summarise, I have shown that for the time-periodic quantum circuit model considered there is a non-zero constant minimum probability of an initially local Pauli operator being supported on the boundary of its light-cone at all times. In this sense, there is an absence of localisation in this models. This result is notable since in the previous section 3.1 the one-dimensional version of the models considered displayed strong localisation. Also, I expect that this result holds more generally for any non-fine-tuned initial operator.

It is worth noting a few points. Firstly, since the definition of absence of localisation used only concerns the boundary of light-cone, as do all of the mathematical derivations, then all of the results also apply to a time-dependent version of the model analysed. However, this is not the case for the interior of the light-cone, which has not been studied. Indeed, it would be interesting to study the interior of the light-cone, but this would not be amenable using the same mathematical tools. This is because the proofs rely on the fact that when studying only the light-cone boundary all of the random Clifford unitaries are independent, whereas if we consider the interior of the light-cone this is not the case, since the dynamics are time-periodic. Additionally, in the model we have considered there is only a single qubit situated on each lattice site, but one could also have considered the case where the number of qubits per lattice site is larger, $N>1$. When the number of qubits per site is $N$ the Hilbert space of the $L \times L$ square lattice has dimension $2^{N L^{2}}$ and the local random unitaries $U_{(x, y)}$ are selected independently from the uniform distribution over the

Clifford group of $4 N$ qubits, $\mathcal{C}_{4 N}$. In this case, the same mathematical approach could be used, and I expect that the lower bound for the probability is larger; the probability that an operator localises is smaller.

In the model I have considered the random unitaries are sampled uniformly from the Clifford group, which is a sub-group of the unitary group. It would be interesting to consider instead the case where the random circuit is composed of unitaries sampled from the unitary group. In the case of time-dependent circuits this has been well studied in references such as [53, 59, 135], and discussed in the introduction of this thesis (chapter 1). Whereas, as mentioned in chapter 1\} the case of time-periodic quantum circuits in one spatial dimension has been studied in references such as [22, 26, 27, 125].

Finally, I would like to comment on connections between the mathematical approach in this section and directed percolation theory [136]. Both cases analyse the presence of infinitely long paths which start at the origin in random directed graphs. But in the case of the model in this section the arrows that emerge from the same vertex are not statistically independently, while in directed percolation theory they are. In this sense, the results here study a variant of (directed) percolation theory.

## Chapter 4

## General Conclusions

In summary, in this thesis I have analysed time-periodic quantum circuits and proven results concerning mixing and localisation. Initially, in the first chapter, I discussed a selection of topics which are relevant to the results of this thesis. In the first section of the second chapter, I analysed a time-periodic quantum circuit with local interactions given by random Clifford unitaries, and demonstrated with mathematical proofs that the dynamics can, under certain conditions, display (approximately) the mixing of Pauli operators and appear to resemble a (Haar) random unitary. I have stated precisely the conditions under which these results hold - a large $(N \gg \log L)$ local spin dimension and at times in the region of the scrambling time $\left(t_{\mathrm{scr}}\right)$. Then, motivated by these results, in the second section I analysed an analogous version of the same model in which the interactions are no longer local, but remain two-body. I demonstrated that the time-periodic random quantum circuit has a poly-logarithmic $\left(\sim(\log L)^{2}\right)$ circuit depth corresponding to the scrambling time. For now, I have left the important question of whether or how closely the dynamics of this model appear to resemble a random unitary, or exhibit Pauli mixing, unanswered. This is an important avenue for further work, and one which is of great importance for the study of highly chaotic quantum systems, and in particular the fast scrambling conjecture. The results in both of these sections are markedly different from the more studied case of time-dependent random quantum circuits.

In the third chapter I presented a series of results concerning localisation. In the first section, I analysed the same time-periodic quantum circuit with local
interactions given by Clifford unitaries as in the second chapter. I demonstrated that in the opposite case of a small local spin dimension, so one or a few qubits per site of the spin chain, the system exhibits a novel form of localisation. I characterised this form of localisation, in which initially local operators are confined to fixed finite regions of the spin chain for all time. Then, motivated by these results, in the second section I presented (two) analogous time-periodic quantum circuits in two spatial dimensions and investigated the growth of initially local (Pauli) operators, in order to gain an understanding of localisation. Remarkably, this problem can be recast in terms of a directed graph, and the question of localisation studied as a form of percolation. Hence, using these tools, I gave rigorous proofs that the system displays an absence of localisation. The meaning of this was stated precisely; with some minimum constant probability, independent of the system-size, an initially local operator grows at the maximum (linear) rate in some directions. Moreover, since these results are independent of the system size, they hold in the thermodynamic limit, $L \rightarrow \infty$.

The dynamics of all of the models analysed in this thesis arise from interactions given by Clifford unitaries. It is worthwhile summarising now some interesting features of Clifford dynamics, which demonstrate that they are a worthwhile lens with which to study many-body quantum systems. One major tool I have made use of throughout this thesis is the phase space description of the dynamics. Clifford unitaries can be represented as symplectic transformations in phase space, which crucially has an exponentially smaller dimension than the Hilbert space. One major consequence of this fact is that it is efficient to simulate the evolution (under Clifford dynamics) of Pauli operators on a classical computer [122]. Equally however, due to the symplectic matrices having entries in $\mathbb{Z}_{2}$, there are no eigen-modes and one cannot use many tools from quasi-free bosons/fermions. Another feature is that Clifford dynamics with disorder can, as I have discussed, display a strong form of localisation. This strong form of localisation is both reminiscent of Anderson localisation, but also not understandable in terms free particles. Indeed, typical Clifford dynamics cannot be understood in terms of free or interacting particles. Although some specific
cases of Clifford dynamics do have gliders, which are understood as discrete time analogues of free particles, in the case of translation-invariant Clifford dynamics the time evolution of operators have fractal patterns [127, 137]. In fact, there is an even more extreme case of fully non-local integrals of motion [138]; operators which commute with the time evolution operator act on an extensive number of sites of the system. However, on the other hand, we have seen that Clifford dynamics do display signatures of chaos also. Indeed, as I mentioned in the introduction (chapter 1 section 1.2), Clifford dynamics can (in the non-local case) generate (at most) a unitary 3 -design.

Finally, I will now comment further on the scope for future work. Of course, one question that is still unanswered is: can local and time-periodic or time-independent dynamics generate a unitary 2-design? In terms of the result I have presented in this thesis, this would mean removing the restriction of the measurements in the discrimination process. This is of particular importance to the study of high chaotic quantum systems, in which the dynamics are modelled with a (Haar) random unitary. Since one would expect that the dynamics of physical systems are time-independent, the results in this thesis (chapter 2 section 2.1) have provided some justification for the use of (Haar) random unitaries as a model for chaotic quantum systems. On the localisation side, one important question that is worth investigating further is whether the strong localisation in one spatial dimension I have analysed (chapter 3 section 3.1) is robust against perturbations. Moreover, it is worth considering the results in this thesis from the perspective that it is now possible to implement quantum circuits on small quantum devices. One notable example is the recent experiment in reference [139], which investigates a quantum many-body system with Floquet dynamics. Both the mixing results in chapter 2 section 2.1 and the localisation results of chapter 3 section 3.1 could be suitable for study on current quantum devices. In particular, investigating the question of strong localisation and whether it is robust to perturbations seems suitable, since it can be investigated using only a short quantum circuit on a small number of qubits, and would provide insight into the landscape of many-body phenomena.

## Appendix A

## Clifford dynamics and discrete phase

## space

In this section, we first define the Pauli and Clifford groups and then present the phase-space description of Clifford dynamics. This description is known from previous works [121- -123 ] and we include it here for completeness and clarity.

The Pauli sigma matrices together with the identity $\left\{\mathbb{1}, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ form a basis of the space of operators of one qubit $\mathbb{C}^{2}$. Also, the sixteen matrices obtained by multiplying $\left\{\mathbb{1}, \sigma_{x}, \sigma_{y}, \sigma_{z}\right\}$ times the coefficients $\{1, \mathrm{i},-1,-\mathrm{i}\}$ form a group. This is called the Pauli group of one qubit and it is denoted by $\mathcal{P}_{1}$. The generalization to $n$ qubits is the following.

Definition A.1. The Pauli group of $n$ qubits $\mathcal{P}_{n}$ is the set of matrices $i^{u} \sigma_{\mathbf{u}}$ where

$$
\begin{equation*}
\sigma_{\mathbf{u}}=\bigotimes_{i=1}^{n}\left(\sigma_{x}^{q_{i}} \sigma_{z}^{p_{i}}\right) \in \mathrm{U}\left(2^{n}\right) \tag{A.1}
\end{equation*}
$$

for all phases $u \in \mathbb{Z}_{4}$ and vectors $\mathbf{u}=\left(q_{1}, p_{1}, q_{2}, p_{2}, \ldots, q_{n}, p_{n}\right) \in \mathbb{Z}_{2}^{2 n}$. We also define $\overline{\mathcal{P}}_{n}=\mathcal{P}_{n} /\{1, \mathrm{i},-1,-\mathrm{i}\}$ which satisfies $\overline{\mathcal{P}}_{n} \cong \mathbb{Z}_{2}^{2 n}$.

Here $\mathbb{Z}_{2}^{2 n}$ stands for a $2 n$-dimensional vector space with addition and multiplication operations defined modulo 2 . Using the identity $\sigma_{z} \sigma_{x}=-\sigma_{x} \sigma_{z}$ and the definition
$\beta\left(\mathbf{u}, \mathbf{u}^{\prime}\right)=\sum_{i=1}^{n} p_{i} q_{i}^{\prime}$ we obtain the multiplication and inverse rules

$$
\begin{align*}
\sigma_{\mathbf{u}} \sigma_{\mathbf{u}^{\prime}} & =(-1)^{\beta\left(\mathbf{u}, \mathbf{u}^{\prime}\right)} \sigma_{\mathbf{u}+\mathbf{u}^{\prime}}  \tag{A.2}\\
\sigma_{\mathbf{u}}^{-1} & =(-1)^{\beta(\mathbf{u}, \mathbf{u})} \sigma_{\mathbf{u}} \tag{A.3}
\end{align*}
$$

The Pauli group A.1 is the discrete version of the Weyl group, or the displacement operators used in quantum optics. Concretely, if $\hat{Q}$ and $\hat{P}$ are quadrature operators (satisfying the canonical commutation relations $[\hat{Q}, \hat{P}]=$ i) then we can write the analogy as

$$
\begin{equation*}
\sigma_{x}^{q} \sigma_{z}^{p} \longleftrightarrow e^{\mathrm{i} \hat{P} q} e^{\mathrm{i} \hat{Q} p} \tag{A.4}
\end{equation*}
$$

where the phase space variables $(q, p)$ take values in $\mathbb{Z}_{2}^{2}$ on the left of A.4, and in $\mathbb{R}^{2}$ on the right. This analogy also extends to the set of transformations that preserve the phase space structure. Before characterizing these transformations let us define the phase space associated to the Pauli group.

Definition A.2. The discrete phase space of $n$ qubits $\mathbb{Z}_{2}^{2 n}$ is the $2 n$-dimensional vector space over the field $\mathbb{Z}_{2}$, endowed with the symplectic (antisymmetric) bilinear form

$$
\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle=\mathbf{u}^{T} J \mathbf{u}^{\prime}, \text { where } J=\bigoplus_{i=1}^{n}\left(\begin{array}{ll}
0 & 1  \tag{A.5}\\
1 & 0
\end{array}\right)
$$

for all $\mathbf{u}, \mathbf{u}^{\prime} \in \mathbb{Z}_{2}^{2 n}$. Note that the form is indeed antisymmetric $\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle=\left\langle\mathbf{u}^{\prime}, \mathbf{u}\right\rangle=$ $-\left\langle\mathbf{u}^{\prime}, \mathbf{u}\right\rangle \bmod 2$, which implies $\langle\mathbf{u}, \mathbf{u}\rangle=0$.

Using the symplectic form A.5 and the rules A.2,A.3) we can write the commutation relations of the Pauli group as

$$
\begin{equation*}
\sigma_{\mathbf{u}} \sigma_{\mathbf{u}^{\prime}} \sigma_{\mathbf{u}}^{-1} \sigma_{\mathbf{u}^{\prime}}^{-1}=(-1)^{\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle} \tag{A.6}
\end{equation*}
$$

In analogy with the continuous (bosonic) phase space, in the following two definitions we introduce the transformations that preserve the symplectic form A.5 and the Pauli group, respectively.

Definition A.3. The symplectic group $\mathcal{S}_{n}$ is the set of matrices $S: \mathbb{Z}_{2}^{2 n} \rightarrow \mathbb{Z}_{2}^{2 n}$ such that

$$
\begin{equation*}
\left\langle S \mathbf{u}, S \mathbf{u}^{\prime}\right\rangle=\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle \tag{A.7}
\end{equation*}
$$

for all $\mathbf{u}, \mathbf{u}^{\prime} \in \mathbb{Z}_{2}^{2 n}$. This is equivalent to the condition $S^{T} J S=J \bmod 2$.

Definition A.4. The Clifford group of $n$ qubits $\mathcal{C}_{n}$ is the subset of unitaries $U \in$ $\mathrm{U}\left(2^{n}\right)$ which map the Pauli group onto itself

$$
\begin{equation*}
U \sigma_{\mathbf{u}} U^{\dagger} \in \mathcal{P}_{n} \text { for all } \mathbf{u} \tag{A.8}
\end{equation*}
$$

Since adding a global phase $e^{\mathrm{i} \theta} U$ does not change the map A.8, we identify all unitaries $\left\{e^{\mathrm{i} \theta} U: \forall \theta \in \mathbb{R}\right\}$ with the same element of $\mathcal{C}_{n}$. In other words, $\mathcal{C}_{n}$ is the quotient of the centralizer of $\mathcal{P}_{n}$ by the group $\mathrm{U}(1)$.

Lemma A.5. [Structure of $\mathcal{C}_{n}$ ] Each Clifford transformation $U \in \mathcal{C}_{n}$ is characterized by a symplectic matrix $S \in \mathcal{S}_{n}$ and a vector $\mathbf{s} \in \mathbb{Z}_{2}^{2 n}$ so that

$$
\begin{equation*}
U \sigma_{\mathbf{u}} U^{\dagger}=\mathrm{i}^{\alpha[S, \mathbf{u}]}(-1)^{\langle\mathbf{s}, \mathbf{u}\rangle} \sigma_{S \mathbf{u}} \tag{A.9}
\end{equation*}
$$

where the function $\alpha$ takes values in $\mathbb{Z}_{4}$. More precisely we have $\mathcal{C}_{n} \cong \overline{\mathcal{P}}_{n} \ltimes \mathcal{S}_{n}$.

Proof. In this work the function $\alpha$ does not play any role, hence, we do not provide a characterization. Moving to the proof, for each $U \in \mathcal{C}_{n}$ there are two functions

$$
\begin{align*}
& s: \mathbb{Z}_{2}^{2 n} \rightarrow \mathbb{Z}_{4}  \tag{A.10}\\
& S: \mathbb{Z}_{2}^{2 n} \rightarrow \mathbb{Z}_{2}^{2 n} \tag{A.11}
\end{align*}
$$

such that

$$
\begin{equation*}
U \sigma_{\mathbf{u}} U^{\dagger}=\mathrm{i}^{s[\mathbf{u}]} \sigma_{S[\mathbf{u}]} . \tag{A.12}
\end{equation*}
$$

Note that, at this point, we do not make any assumption about these functions, such
as linearity. Using A. 2 we obtain the equality between the following two expressions

$$
\begin{align*}
U \sigma_{\mathbf{u}} \sigma_{\mathbf{u}^{\prime}} U^{\dagger} & =(-1)^{\beta\left(\mathbf{u}, \mathbf{u}^{\prime}\right)} U \sigma_{\mathbf{u}+\mathbf{u}^{\prime}} U^{\dagger} \\
& =(-1)^{\beta\left(\mathbf{u}, \mathbf{u}^{\prime}\right)} \mathrm{i}^{s\left[\mathbf{u}+\mathbf{u}^{\prime}\right]} \sigma_{S\left[\mathbf{u}+\mathbf{u}^{\prime}\right]},  \tag{A.13}\\
U \sigma_{\mathbf{u}} U^{\dagger} U \sigma_{\mathbf{u}^{\prime}} U^{\dagger} & =\left(\mathrm{i}^{s[\mathbf{u}]} \sigma_{S[\mathbf{u}]}\right)\left(\mathrm{i}^{s\left[\mathbf{u}^{\prime}\right]} \sigma_{S\left[\mathbf{u}^{\prime}\right]}\right) \\
& =(-1)^{\beta\left(S \mathbf{u}, S \mathbf{u}^{\prime}\right)} i^{s[\mathbf{u}]+s\left[\mathbf{u}^{\prime}\right]} \sigma_{S[\mathbf{u}]+S\left[\mathbf{u}^{\prime}\right]}, \tag{A.14}
\end{align*}
$$

which implies the $\mathbb{Z}_{2}$-linearity of the $S$ function. Hence, from now on, we write its action as a matrix $S[\mathbf{u}]=S \mathbf{u}$. Next, if we impose the commutation relations of the Pauli group A. 6 as follows

$$
\begin{align*}
(-1)^{\left\langle\mathbf{u}, \mathbf{u}^{\prime}\right\rangle} & =U \sigma_{\mathbf{u}} \sigma_{\mathbf{u}^{\prime}} \sigma_{\mathbf{u}}^{-1} \sigma_{\mathbf{u}^{\prime}}^{-1} U^{-1} \\
& =\left(\mathrm{i}^{s[\mathbf{u}]} \sigma_{S \mathbf{u}}\right)\left(\mathrm{i}^{s\left[\mathbf{u}^{\prime}\right]} \sigma_{S \mathbf{u}^{\prime}}\right)\left(\mathrm{i}^{s[\mathbf{u}]} \sigma_{S \mathbf{u}}\right)^{-1}\left(\mathrm{i}^{S\left[\mathbf{u}^{\prime}\right]} \sigma_{S \mathbf{u}^{\prime}}\right)^{-1} \\
& =(-1)^{\left\langle S \mathbf{u}, S \mathbf{u}^{\prime}\right\rangle}, \tag{A.15}
\end{align*}
$$

we find that the matrices $S$ are symplectic. Conversely, it has been proven [121, 140142] that for each symplectic matrix $S \in \mathcal{S}_{n}$ there is $U \in \mathcal{C}_{n}$ such that $U \sigma_{\mathbf{u}} U^{\dagger} \propto \sigma_{S \mathbf{u}}$ for all $\mathbf{u}$.

Now, let us obtain the set of pairs $(S, s)$ associated to the subgroup $\overline{\mathcal{P}}_{n} \subseteq \mathcal{C}_{n}$. Using A. 6 we see that the Clifford transformation $\sigma_{\mathbf{v}} \in \overline{\mathcal{P}}_{n}$ has $S=\mathbb{1}$ and $s[\mathbf{u}]=$ $2\langle\mathbf{v}, \mathbf{u}\rangle$, for any $\mathbf{v} \in \mathbb{Z}_{2}^{2 n}$. Next, let us prove the converse. By equating A. 13 and A.14 with $S=\mathbb{1}$, we see that any Clifford transformation $U$ with $S=\mathbb{1}$ has a phase function $s$ satisfying

$$
\begin{equation*}
s\left[\mathbf{u}+\mathbf{u}^{\prime}\right]=s[\mathbf{u}]+s\left[\mathbf{u}^{\prime}\right] \tag{A.16}
\end{equation*}
$$

for all pairs $\mathbf{u}, \mathbf{u}^{\prime}$. Also, since the map $\sigma_{\mathbf{u}} \rightarrow U \sigma_{\mathbf{u}} U^{\dagger}$ preserves the Hermiticity or antiHermiticity of $\sigma_{\mathbf{u}}$, the phase function in $U \sigma_{\mathbf{u}} U^{\dagger}=\mathrm{i}^{s[\mathbf{u}]} \sigma_{\mathbf{u}}$ has to satisfy $s[\mathbf{u}] \in\{0,2\}$ for all $\mathbf{u}$. Combining this with A. 16 we deduce that, if $S=\mathbb{1}$ then $s[\mathbf{u}]=2\langle\mathbf{v}, \mathbf{u}\rangle$ for some vector $\mathbf{v} \in \mathbb{Z}_{2}^{2 n}$. In summary, an element of the Clifford group belongs to the Pauli group if, and only if, there is a vector $\mathbf{v} \in \mathbb{Z}_{2}^{2 n}$ such that $S=\mathbb{1}$ and $s[\mathbf{u}]=2\langle\mathbf{v}, \mathbf{u}\rangle$.

Now let us show that $\mathcal{C}_{n} / \overline{\mathcal{P}}_{n} \cong \mathcal{S}_{n}$. By definition, any Clifford element $U \overline{\mathcal{P}}_{n} U^{\dagger} \subseteq$ $\overline{\mathcal{P}}_{n}$ satisfies $U \overline{\mathcal{P}}_{n}=\overline{\mathcal{P}}_{n} U$, hence $\overline{\mathcal{P}}_{n} \subseteq \mathcal{C}_{n}$ is a normal subgroup. This allows us to allocate each element $U \in \mathcal{C}_{n}$ into an equivalence class $U \overline{\mathcal{P}}_{n} \subseteq \mathcal{C}_{n}$, and define a group operation between classes. In order to prove the isomorphism $\mathcal{C}_{n} / \overline{\mathcal{P}}_{n} \cong \mathcal{S}_{n}$, we need to check that two transformations $U, U^{\prime}$ are in the same equivalence class $\left(\exists \mathbf{v}: U=U^{\prime} \sigma_{\mathbf{v}}\right)$ if and only if they have the same symplectic matrix $S=S^{\prime}$. Identity A. 6 tells us that $U=U^{\prime} \sigma_{\mathrm{v}}$ implies $S=S^{\prime}$. To prove the converse, let us assume that $U, U^{\prime}$ have symplectic matrices $S=S^{\prime}$. Due to the fact $U^{-1}$ has symplectic matrix $S^{-1}$, the product $U^{-1} U^{\prime}$ has symplectic matrix $S^{-1} S=\mathbb{1}$. As proven above, this implies that $U^{-1} U^{\prime} \in \overline{\mathcal{P}}_{n}$, and therefore both are in the same class.

Finally, for each symplectic matrix $S$ we define $\alpha[S, \mathbf{u}]=s[\mathbf{u}]$ where $s$ is the phase function of an arbitrarily chosen element in the equivalence class defined by $S$. The phase function of the other elements in the class $S$ is $s[\mathbf{u}]=\alpha[S, \mathbf{u}]+2\langle\mathbf{v}, \mathbf{u}\rangle$ for all $\mathbf{v} \in \mathbb{Z}_{2}^{2 n}$.

## Appendix B

## Miscellaneous mathematical results

In this section, we collate a variety of mathematical results which are used within the proofs written in the main body of the thesis. Some of these results are well-known, such as the Chernoff bound, others are minor and particular, such as a specific upper-bound for the binomial coefficient, but all are collected in this appendix so that the proofs written in the main body are understandable and at the same time concise. The mathematical results contained in this section which are well-known are provided without proof, since these are easily found, whereas the results which are more particular are given with proofs.

Result B.1. The union bound states that for a (countable) set of events $A_{1}, \ldots, A_{n}$

$$
\begin{equation*}
P\left(\bigcup_{i=1}^{n} A_{i}\right) \leq \sum_{i=1}^{n} P\left(A_{i}\right) . \tag{B.1}
\end{equation*}
$$

Result B.2. The Chernoff bounds for a random variable $X$ state that

$$
\begin{equation*}
\operatorname{prob}\{X \geq a\} \leq \min _{t>0} e^{-t a} \mathbb{E}\left(e^{t X}\right) \tag{B.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{prob}\{X \leq a\} \leq \min _{t>0} e^{t a} \mathbb{E}\left(e^{-t X}\right) \tag{B.3}
\end{equation*}
$$

Lemma B.1. The number of $k$-dimensional subspaces of $\mathbb{Z}_{2}^{n}$ is

$$
\begin{equation*}
\mathcal{N}_{k}^{n}=\prod_{i=0}^{k-1} \frac{2^{n}-2^{i}}{2^{k}-2^{i}} . \tag{B.4}
\end{equation*}
$$

Proof. Let us start by counting how many lists of $k$ linearly independent vectors $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right)$ are in $\mathbb{Z}_{2}^{n}$. The first vector $\mathbf{u}_{1}$ can be any element of $\mathbb{Z}_{2}^{n}$ except the zero vector $\mathbf{0}$, giving a total of $\left(2^{n}-1\right)$ possibilities. Following that, $\mathbf{u}_{2}$ can be any element of $\mathbb{Z}_{2}^{n}$ that is not contained in the subspace generated by $\mathbf{u}_{1}$, which is $\left\{\mathbf{0}, \mathbf{u}_{1}\right\}$, giving $\left(2^{n}-2\right)$ possibilities. Analogously, $\mathbf{u}_{3}$ can be any element of $\mathbb{Z}_{2}^{n}$ that is not contained in the subspace generated by $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}\right\}$, which is $\left\{\mathbf{0}, \mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{1}+\mathbf{u}_{2}\right\}$, giving $\left(2^{n}-2^{2}\right)$ possibilities. Following in this fashion we arrive at the following conclusion. The number of lists of $k$ linearly independent vectors is

$$
\begin{equation*}
\mathcal{L}_{k}^{n}=\left(2^{n}-2^{0}\right)\left(2^{n}-2^{1}\right)\left(2^{n}-2^{2}\right) \cdots\left(2^{n}-2^{k-1}\right) . \tag{B.5}
\end{equation*}
$$

It is important to note that many lists $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right)$ generate the same subspace. So, in order to obtain $\mathcal{N}_{k}^{n}$, we have to divide $\mathcal{L}_{k}^{n}$ by the number of lists which generate that same subspace.

First, we note that a list $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{n}\right)$ is a basis of $\mathbb{Z}_{2}^{n}$ with its vectors in a particular order. Hence, $\mathcal{L}_{n}^{n}$ is the number of basis (in particular order) of $\mathbb{Z}_{2}^{n}$. Second, we use the fact that the subspace of $\mathbb{Z}_{2}^{n}$ generated by the list $\left(\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right)$ is isomorphic to $\mathbb{Z}_{2}^{k}$, so that, the number of basis (in a particular order) generating that subspace is $\mathcal{L}_{k}^{k}$. Putting things together, we obtain $\mathcal{N}_{k}^{n}=\mathcal{L}_{k}^{n} / \mathcal{L}_{k}^{k}$, as in equation B. 4

Lemma B.2. Let $\mathcal{N}_{k}^{n}$ be the number of $k$-dimensional subspaces of $\mathbb{Z}_{2}^{n}$; then we have

$$
\begin{equation*}
2^{(n-k) k}\left(1-2^{k-n}\right)^{k} \leq \mathcal{N}_{k}^{n} \leq 2^{(n-k) k} \min \left\{2^{k}, 4\right\} \tag{B.6}
\end{equation*}
$$

Proof. Taking lemma B. 1 and neglecting the negative terms in the numerator gives

$$
\begin{align*}
\mathcal{N}_{k}^{n} & =\prod_{i=0}^{k-1} \frac{2^{n}-2^{i}}{2^{k}-2^{i}} \leq \prod_{i=0}^{k-1} \frac{2^{n}}{2^{k}-2^{i}}  \tag{B.7}\\
& =\frac{2^{n k}}{2^{k^{2}}} \prod_{i=0}^{k-1} \frac{1}{1-2^{i-k}}=2^{(n-k) k} \prod_{j=1}^{k} \frac{1}{1-2^{-j}}  \tag{B.8}\\
& \leq 2^{(n-k) k} \prod_{j=1}^{\infty} \frac{1}{1-2^{-j}} \tag{B.9}
\end{align*}
$$

where in the last inequality we have extended the product to infinity. It turns out that this infinite product is the inverse of Euler's function $\phi$ evaluated at $1 / 2$, which has the value

$$
\begin{equation*}
\phi(1 / 2)=\prod_{j=1}^{\infty}\left(1-2^{-j}\right) \approx .28 \geq \frac{1}{4} \tag{B.10}
\end{equation*}
$$

Combining the two above inequalities we obtain

$$
\begin{equation*}
\mathcal{N}_{k}^{n} \leq 2^{(n-k) k} 4 \tag{B.11}
\end{equation*}
$$

For the cases where $k=0,1$, we can improve this bound. When $k=0$ the coefficient is 1 by definition, and when $k=1$ the product $\prod_{i=0}^{k-1}\left(1-2^{i-k}\right)^{-1}$ evaluates to 2 . Hence, for $k=0,1$ we can replace 4 by $2^{k}$, and therefore this improvement is captured concisely by changing 4 to $\min \left\{2^{k}, 4\right\}$.

We obtain the lower bound by instead neglecting the negative terms in the denominator

$$
\begin{equation*}
\mathcal{N}_{k}^{n} \geq \prod_{i=0}^{k-1} \frac{2^{n}-2^{i}}{2^{k}}=\frac{2^{n k}}{2^{k^{2}}} \prod_{i=0}^{k-1}\left(1-2^{i-n}\right) \tag{B.12}
\end{equation*}
$$

The remaining product can be bounded using by

$$
\begin{equation*}
\prod_{i=0}^{k-1}\left(1-2^{i-n}\right) \geq \prod_{i=0}^{k-1}\left(1-2^{k-n}\right) \geq\left(1-2^{k-n}\right)^{k} \tag{B.13}
\end{equation*}
$$

since $n \geq k>i$, and hence we get the final lower bound.

Lemma B.3. The binomial coefficient can be bounded by

$$
\begin{equation*}
\binom{k+r-1}{k} \leq(1+r)^{k} \leq(2 r)^{k} \tag{B.14}
\end{equation*}
$$

Proof. We start with the bound

$$
\begin{equation*}
\binom{k+r-1}{k}=\prod_{i=1}^{k} \frac{r+k-i}{i} \leq \prod_{i=1}^{k} 1+\frac{r}{i} . \tag{B.15}
\end{equation*}
$$

Using the AM-GM inequality, we find that

$$
\begin{equation*}
\binom{k+r-1}{k} \leq \prod_{i=1}^{k} 1+\frac{r}{i} \leq\left(1+\frac{r H_{k}}{k}\right)^{k} \leq(1+r)^{k} \leq(2 r)^{k} \tag{B.16}
\end{equation*}
$$
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