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#### Abstract

The Stochastic Primal-Dual Hybrid Gradient or SPDHG is an algorithm proposed by Chambolle et al. to efficiently solve a wide class of nonsmooth large-scale optimization problems. In this paper we contribute to its theoretical foundations and prove its almost sure convergence for convex but neither necessarily strongly convex nor smooth functionals, defined on Hilbert spaces of arbitrary dimension. We also prove its convergence for any arbitrary sampling, and for some specific samplings we propose theoretically optimal step size parameters which yield faster convergence. In addition, we propose using SPDHG for parallel Magnetic Resonance Imaging reconstruction, where data from different coils are randomly selected at each iteration. We apply SPDHG using a wide range of random sampling methods. We compare its performance across a range of settings, including mini-batch size, step size parameters, and both convex and strongly convex objective functionals. We show that the sampling can significantly affect the convergence speed of SPDHG. We conclude that for many cases an optimal sampling method can be identified.
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## 1. Introduction

Inverse problems can be solved using variational regularization, generally presented as an optimization problem. In fields such as imaging, data science or machine learning, optimization challenges are generally formulated as the convex minimization problem

$$
\begin{equation*}
\hat{x} \in \arg \min _{x \in X} \sum_{i=1}^{n} f_{i}\left(A_{i} x\right)+g(x) \tag{1}
\end{equation*}
$$

where $f_{i}: Y_{i} \rightarrow \mathbb{R} \cup\{\infty\}$ and $g: X \rightarrow \mathbb{R} \cup\{\infty\}$ are convex functionals, and $A_{i}: X \rightarrow Y_{i}$ are linear and bounded operators between real Hilbert spaces.

Many active areas of research exists within this framework, with problems such as regularized risk minimization [5, 7, 33, 35], heavily-constrained optimization [14, 24] or
total variation regularization image reconstruction [31]. Within the context of image reconstruction, examples of problems in the form of (1) are image denoising [10], PET reconstruction [12] and, most relevant to the present paper, parallel Magnetic Resonance Imaging (MRI) reconstruction [16, 19, 27].

Problem (1) makes no assumptions on the differentiability of the convex functionals $f_{i}, g$. In general, if these functionals are not smooth then many classical approaches such as gradient descent are not applicable [10]. In contrast, primal-dual methods are able to solve (1) even for non-smooth functionals. When $f_{i}, g$ are convex, proper and lower-semicontinuous, the saddle point problem for (1) is

$$
\begin{equation*}
\hat{x}, \hat{y} \in \arg \min _{x \in X} \max _{y \in Y} \sum_{i=1}^{n}\left\langle A_{i} x, y_{i}\right\rangle-f_{i}^{*}\left(y_{i}\right)+g(x) \tag{2}
\end{equation*}
$$

where $f_{i}^{*}$ is the convex conjugate of $f_{i}$ and $Y=\prod_{i=1}^{n} Y_{i}$. We refer to a solution of (2) as a saddle point.

A well-known primal-dual method is the Primal-Dual Hybrid Gradient algorithm (PDHG) [9, 13, 25]. While PDHG is proven to converge to a saddle point, its iterations can be costly for large-scale problems, e.g. when $n \gg 1$ [8]. A random primal-dual method, the Stochastic Primal-Dual Hybrid Gradient algorithm (SPDHG) was proposed recently by Chambolle et al. [8]. Its main difference over PDHG is that it reduces the per-iteration computational cost by randomly sampling the dual variable, i.e. only a random subset of the dual variable gets updated at every iteration. In [8], it is shown that SPDHG offers significantly better performance than the deterministic PDHG for large-scale problems [12, 32]. Examples of other random primal-dual algorithms can be found in [15, 17, 21, 35].

In the original paper [8], SPDHG's almost sure convergence is proven for strongly convex functionals $f_{i}^{*}, g$. Later, for the special case of serial sampling, Alacaoglu et al. proved SPDHG's almost sure convergence for arbitrary convex functionals in finitedimensional Hilbert spaces [2]. An alternative proof can also be found in [18].

In this paper we complete the gap on the convergence theory of SPDHG and prove its almost sure convergence for convex functionals defined on general (possibly infinitedimensional) Hilbert spaces for any sampling. Furthermore, as a novel application of SPDHG we perform parallel MRI reconstruction on real MRI data. We show how different samplings can lead to different optimal step size conditions, and discuss how to identify an optimal sampling. For more examples on stochastic methods applied to MRI reconstruction, see [23].

## 2. Stochastic Primal-Dual Hybrid Gradient

SPDHG is the result of randomizing the deterministic PDHG algorithm. PDHG with dual extrapolation [9, 26] is given by

$$
\begin{align*}
x^{k+1} & =\operatorname{prox}_{\tau g}\left(x^{k}-\tau A^{*} \bar{y}^{k}\right) \\
y_{i}^{k+1} & =\operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(y_{i}^{k}+\sigma_{i} A_{i} x^{k+1}\right) \quad \text { for } i \in\{1, \ldots, n\} \tag{3}
\end{align*}
$$

$$
\bar{y}^{k+1}=y^{k+1}+\theta\left(y^{k+1}-y^{k}\right)
$$

where $\tau, \sigma_{i}>0$ are step-size parameters, $\bar{y}^{k+1}$ is an extrapolation with parameter $\theta \in[0,1]$, operator $A^{*}: Y \rightarrow X$ is $A^{*} y=\sum_{i} A_{i}^{*} y_{i}$, and the proximity operator [3] is

$$
\operatorname{prox}_{h}(v):=\arg \min _{u} \frac{\|v-u\|^{2}}{2}+h(u) .
$$

This method is proven to converge for $\theta=1$ and step size condition $\tau \sigma_{i}\|A\|^{2}<1$ for every $i \in\{1, \ldots, n\}$, for any convex functionals $g, f_{i}^{*}[9$.

SPDHG, in contrast, reduces the cost of (3) by updating only a random subset of the coordinates $\left(y_{i}\right)_{i=1}^{n}$. This means, at every iteration $k$, a subset $\mathbb{S}^{k} \subset\{1, \ldots, n\}$ is chosen at random and only the variables $y_{i}^{k+1}$ for $i \in \mathbb{S}^{k}$ are updated, while the rest remain unchanged:

$$
y_{i}^{k+1}= \begin{cases}\operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(y_{i}^{k}+\sigma_{i} A_{i} x^{k+1}\right) & \text { if } i \in \mathbb{S}^{k} \\ y_{i}^{k} & \text { else. }\end{cases}
$$

We assume the random variables $\mathbb{S}^{k}$ are independent and identically distributed. Furthermore, the sampling must be proper, i.e. it must satisfy

$$
\begin{equation*}
p_{i}:=\mathbb{P}\left(i \in \mathbb{S}^{k}\right)>0 \quad \text { for every } i \in\{1, \ldots, n\} \tag{4}
\end{equation*}
$$

The complete SPDHG algorithm is given in Algorithm 1.

```
Algorithm 1 SPDHG
    Choose \(x^{0} \in X\) and \(y^{0} \in Y\).
    Set \(z^{0}=\bar{z}^{0}=A^{*} y^{0}\).
    for \(k \geq 0\) do
        select \(\mathbb{S}^{k} \subset\{1, \ldots, n\}\) at random
        \(x^{k+1}=\operatorname{prox}_{\tau g}\left(x^{k}-\tau \bar{z}^{k}\right)\)
        \(y_{i}^{k+1}= \begin{cases}\operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(y_{i}^{k}+\sigma_{i} A_{i} x^{k+1}\right) & \text { if } i \in \mathbb{S}^{k} \\ y_{i}^{k} & \text { else }\end{cases}\)
            \(\delta_{i}=A_{i}^{*}\left(y_{i}^{k+1}-y_{i}^{k}\right) \quad\) for all \(i \in \mathbb{S}^{k}\)
        \(z^{k+1}=z^{k}+\sum_{i \in \mathbb{S}^{k}} \delta_{i}\)
        \(\bar{z}^{k+1}=z^{k+1}+\theta \sum_{i \in \mathbb{S}^{k}} p_{i}^{-1} \delta_{i}\)
    end for
```

In order to minimize the number of linear operations, the auxiliary variable $z^{k}$ stores the current value of $A^{*} y^{k}$, so that only the operators $A_{i}^{*}$ for $i \in \mathbb{S}^{k}$ need to be evaluated at each iteration. Similarly, $\bar{z}^{k+1}$ represents the extrapolation

$$
\bar{z}^{k+1}=A^{*} y^{k+1}+A^{*} Q\left(y^{k+1}-y^{k}\right)
$$

where $Q: Y \rightarrow Y$ is the operator defined by $(Q y)_{i}=p_{i}^{-1} y_{i}$. We will often refer to the fact that $Q$ is symmetric and positive definite.

For serial sampling, where only one coordinate is selected at every iteration, i.e. $\left|\mathbb{S}^{k}\right|=1$ for every $k$, SPDHG takes the form of Algorithm 2, which is the special case
of Algorithm 1 where we set $\mathbb{S}^{k}=\left\{j^{k}\right\}$ and only $y_{j^{k}}^{k+1}$ and $\delta=\delta_{j^{k}}$ are activated at each iteration $k$.

```
Algorithm 2 SPDHG for serial sampling
    Choose \(x^{0} \in X\) and \(y^{0} \in Y\).
    Set \(z^{0}=\bar{z}^{0}=A^{*} y^{0}\).
    for \(k \geq 0\) do
        select \(j^{k} \in\{1, \ldots, n\}\) at random
        \(x^{k+1}=\operatorname{prox}_{\tau g}\left(x^{k}-\tau \bar{z}^{k}\right)\)
        \(y_{i}^{k+1}= \begin{cases}\operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(y_{i}^{k}+\sigma_{i} A_{i} x^{k+1}\right) & \text { if } i=j^{k} \\ y_{i}^{k} & \text { else }\end{cases}\)
            \(\delta=A_{j^{k}}^{*}\left(y_{j^{k}}^{k+1}-y_{j^{k}}^{k}\right)\)
        \(z^{k+1}=z^{k}+\delta\)
        \(\bar{z}^{k+1}=z^{k+1}+\theta p_{j^{k}}^{-1} \delta\)
    end for
```


## 3. Convergence analysis

In this section we prove the almost sure convergence of SPDHG to a saddle point of the primal-dual problem (2), as well as the conditions under which this is true. Optimal step size parameters for SPDHG are explained in Section 4. Different applications of the algorithm are illustrated in Section 5 .

Assumption 1. We assume the following to hold:
(i) The Hilbert spaces $X, Y$ are real and separable.
(ii) The set of solutions to (2) is nonempty.
(iii) The functionals $g, f_{i}$ are convex, proper and lower-semicontinuous.
(iv) The proximity operators $\operatorname{prox}_{\tau g}$, $\operatorname{prox}_{\sigma_{i} f_{i}^{*}}$ are weakly sequentially continuous.

Assumptions (i), (iii) and (iii) are as in the original SPDHG result ([8], Theorem 4.3), and Assumption (iii) is further discussed in [2]. Assumption (iv) is always satisfied in finite dimensions, since the proximity operator prox $_{h}$ is continuous for any convex, proper and lower-semicontinuous functional $h$ ([3], Proposition 12.28). In general, a function $T$ is weakly sequentially continuous if, for every sequence $\left(v^{k}\right)_{k \in \mathbb{N}}$ converging weakly to $v$, the sequence $\left(T\left(v^{k}\right)\right)_{k \in \mathbb{N}}$ converges weakly to $T(v)$. For examples that satisfy (iv), see ([3], Section 24).

In order to state the step size conditions, we use the following notation. For any subset $\mathcal{S} \subset\{1, \ldots, n\}$, let $A_{\mathcal{S}}: X \rightarrow Y$ be given by $\left(A_{\mathcal{S}} x\right)_{i}=A_{i} x$ if $i \in \mathcal{S}$ and $\left(A_{\mathcal{S}} x\right)_{i}=0 \in Y_{i}$ if $i \notin \mathcal{S}$, with adjoint $A_{\mathcal{S}}^{*} y=\sum_{i \in \mathcal{S}} A_{i}^{*} y_{i}$.

Similarly, denote $C_{i}=\tau^{1 / 2} \sigma_{i}^{1 / 2} A_{i}$ for $i \in\{1, . ., n\}$, with adjoints $C_{i}^{*}=\tau^{1 / 2} \sigma_{i}^{1 / 2} A_{i}^{*}$, and $C_{\mathcal{S}}$ and $C_{\mathcal{S}}^{*}$ defined accordingly as above. For any random sampling $\mathbb{S}$, we define the step size operator $D$ as

$$
\begin{equation*}
D:=Q \mathbb{E}\left(C_{\mathbb{S}} C_{\mathbb{S}}^{*}\right) Q \tag{5}
\end{equation*}
$$

Theorem 1 (Convergence of SPDHG). Let Assumption 1 be satisfied, $\theta=1$ and

$$
\begin{equation*}
\|D\|<1 \tag{6}
\end{equation*}
$$

Then Algorithm 1 converges weakly almost surely to a solution of (2).

### 3.1. Step size condition

In the original paper of SPDHG [8], the authors describe the step size condition using ESO parameters [29]. While these conditions are equivalent, we prefer to use (6) because it offers a practical way to check the validity of the step-size parameters $\tau, \sigma_{i}$ by finding the eigenvalues of $D$. Moreover, from [29] we know $D: Y \rightarrow Y$ can be expressed as

$$
D=\left(\begin{array}{ccc}
D_{11} & \cdots & D_{1 n}  \tag{7}\\
\vdots & \ddots & \vdots \\
D_{n 1} & \cdots & D_{n n}
\end{array}\right), \quad D_{i j}=\frac{p_{i j}}{p_{i} p_{j}} C_{i} C_{j}^{*}
$$

where $D_{i j}: Y_{j} \rightarrow Y_{i}$ and $p_{i j}=\mathbb{P}(i \in \mathbb{S}, j \in \mathbb{S})$. In contrast, ESO parameters are parameters $v_{1}, \ldots, v_{n}$ such that

$$
\begin{equation*}
\mathbb{E}\left\|C_{\mathbb{S}}^{*} z\right\|^{2} \leq \sum_{i=1}^{n} p_{i} v_{i}\left\|z_{i}\right\|^{2} \tag{8}
\end{equation*}
$$

and the step size condition for SPDHG in [8] is

$$
\begin{equation*}
v_{i}<p_{i} \quad \text { for all } i \in\{1, \ldots, n\} \tag{9}
\end{equation*}
$$

The following lemma shows this condition is equivalent to (6).
Lemma 1. Let $D$ be defined as in (5). Then $\|D\|<1$ if and only if there exist ESO parameters $v_{i}$ such that $v_{i}<p_{i}$ for $i \in\{1, \ldots, n\}$.

Proof. Let $\|D\|<1$. Then
$\mathbb{E}\left\|C_{\mathbb{S}}^{*} z\right\|^{2}=\left\langle z, \mathbb{E}\left(C_{\mathbb{S}} C_{\mathbb{S}}^{*}\right) z\right\rangle=\left\langle Q^{-1} z, D Q^{-1} z\right\rangle \leq\|D\|\left\|Q^{-1} z\right\|^{2}=\|D\| \sum_{i=1}^{n} p_{i}^{2}\left\|z_{i}\right\|^{2}$.
hence (8) and (9) are satisfied by choosing $v_{i}=\|D\| p_{i}$. Conversely, let $v_{i}$ satisfy (8) and (9),
$\langle D z, z\rangle=\left\langle\mathbb{E}\left(C_{\mathbb{S}} C_{\mathbb{S}}^{*}\right) Q z, Q z\right\rangle=\mathbb{E}\left\|C_{\mathbb{S}}^{*} Q z\right\|^{2} \leq \sum_{i=1}^{n} p_{i} v_{i}\left\|p_{i}^{-1} z_{i}\right\|^{2}<\sum_{i=1}^{n} p_{i}^{2}\left\|p_{i}^{-1} z_{i}\right\|^{2}=\|z\|^{2}$
which proves $\|D\|<1$.

Clearly, the step size parameters $\tau, \sigma_{i}$ that satisfy (6) are not unique. In particular, if we assume the step size parameters to be uniform, i.e. $\sigma_{i}=\sigma$ for all $i$, then we write $D=\tau \sigma Q \mathbb{E}\left(A_{\mathbb{S}} A_{\mathbb{S}}^{*}\right) Q$ and thus it suffices to choose $\tau, \sigma$ such that

$$
\begin{equation*}
\tau \sigma\left\|Q \mathbb{E}\left(A_{\mathbb{S}} A_{\mathbb{S}}^{*}\right) Q\right\|<1 \tag{10}
\end{equation*}
$$

In Section 4, we will see examples on how to find optimal step sizes that comply with this condition for specific types of random samplings.

### 3.2. Proof of Theorem 1

The following propositions lay out the proof of Theorem 1. For brevity, we write a.s. instead of almost surely, and use the notation $w=(x, y)$.

Proposition 1. Let $\theta=1$ and $\left(w^{k}\right)_{k \in \mathbb{N}}$ a random sequence generated by Algorithm 1 under Assumption 1 and step size condition (6). The following assertions hold:
i) The sequence $\left(w^{k+1}-w^{k}\right)_{k \in \mathbb{N}}$ converges a.s. to zero.
ii) The sequence $\left(\left\|w^{k}-\hat{w}\right\|\right)_{k \in \mathbb{N}}$ converges a.s. for every saddle point $\hat{w}$.
iii) If every weak cluster point of $\left(w^{k}\right)_{k \in \mathbb{N}}$ is a.s. a saddle point, the sequence $\left(w^{k}\right)_{k \in \mathbb{N}}$ converges weakly a.s. to a saddle point.

The key idea of the proof consists in rewriting Algorithm 1 as a sequence of operators $T_{\mathcal{S}}$ which depend on the random subsets $\mathcal{S}$. To show this, denote

$$
w=\left(w_{0}, w_{1}, \ldots, w_{n}\right)=\left(x, y_{1}, \ldots, y_{n}\right)
$$

and, for every $\mathcal{S} \subset\{1, \ldots, n\}$, let the operator $T_{\mathcal{S}}: X \times Y \rightarrow X \times Y$ be defined by
$\left(T_{\mathcal{S}} w\right)_{i}= \begin{cases}\operatorname{prox}_{\tau g}\left(x-\tau A^{*} y-\sum_{j \in \mathbb{S}}\left(1+p_{j}^{-1}\right) \tau A_{j}^{*}\left(\left(T_{\mathcal{S}} w\right)_{j}-y_{j}\right)\right) & \text { if } i=0 \\ \operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(y_{i}+\sigma_{i} A_{i} x\right) & \text { if } i \in \mathcal{S} \\ y_{i} & \text { else }\end{cases}$
Proposition 2. Let $\theta=1$ and $\left(w^{k}\right)_{k \in \mathbb{N}}$ a random sequence generated by Algorithm 1 under Assumption 1 and step size condition (6). The following assertions hold:
i) The iterates $\left(w^{k}\right)_{k \in \mathbb{N}}$ satisfy, for every $k \geq 0$,

$$
\begin{equation*}
T_{\mathbb{S}^{k}}\left(x^{k+1}, y^{k}\right)=\left(x^{k+2}, y^{k+1}\right) \tag{11}
\end{equation*}
$$

ii) A point $w \in X \times Y$ is a saddle point if and only if it is a fixed point of $T_{\mathcal{S}}$ for every instance of $\mathbb{S}^{k}$.
iii) Every weak cluster point of $\left(w^{k}\right)_{k \in \mathbb{N}}$ is a.s. a saddle point.

Proof of Theorem 1. By Proposition 2-iii), every weak cluster point of $\left(w^{k}\right)_{k \in \mathbb{N}}$ is almost surely a saddle point and, by Proposition 1/iii), the sequence $\left(w^{k}\right)_{k \in \mathbb{N}}$ converges weakly almost surely to a saddle point.

### 3.3. Proof of Propositions $1 \mathcal{E} 2$

We use the notation $\|x\|_{T}^{2}=\langle T x, x\rangle$ for any operator $T$. We also denote

$$
V(x, y):=\|x\|_{\tau^{-1}}^{2}+2\langle Q A x, y\rangle+\|y\|_{Q S^{-1}}^{2}
$$

with $S=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ and $A$ given by $(A x)_{i}=A_{i} x$. For any $w=(x, y)$ we write

$$
\Delta_{\hat{w}}^{k}:=V\left(x^{k}-x, y^{k-1}-y^{k}\right)+\left\|y^{k}-y\right\|_{Q S^{-1}}^{2}
$$

and the conditional expectation at time $k$ is denoted as $\mathbb{E}^{k}(w)=\mathbb{E}\left(w \mid w^{0}, \ldots, w^{k-1}\right)$. With this notation we will make use of ([2], Lemma 4.1), which was originally obtained as a consequence of ([8], Lemma 4.4).
Lemma 2 ([2], Lemma 4.1). Let $\left(w^{k}\right)_{k \in \mathbb{N}}$ be a random sequence generated by Algorithm 1 under Assumption 1. Then for every saddle point $\hat{w}$,

$$
\begin{equation*}
\Delta_{\hat{w}}^{k} \geq \mathbb{E}^{k+1}\left(\Delta_{\hat{w}}^{k+1}\right)+V\left(x^{k+1}-x^{k}, y^{k}-y^{k-1}\right) \tag{12}
\end{equation*}
$$

In (12) we have simplified the original lemma by using the fact that Bregman distances of convex functionals are nonnegative [8]. We will also require the following lemma, which is equivalent to ([8], Lemma 4.2) with $\rho^{2}=\max _{i} v_{i} / p_{i}$ and $c=\rho^{-1}$, and where we have replaced the ESO step size condition (9) with the equivalent condition (6).
Lemma 3 ([8], Lemma 4.2). Let $D$ be defined as in (5) such that $\|D\|=\rho^{2}$, and let $\left(y^{k}\right)_{k \in \mathbb{N}}$ be obtained through Algorithm 1 . Then for all $x \in X, k \in \mathbb{N}$,

$$
\mathbb{E}^{k} V\left(x, y^{k}-y^{k-1}\right) \geq(1-\rho) \mathbb{E}^{k}\left(\|x\|_{\tau^{-1}}^{2}+\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}\right) .
$$

Proof of Proposition 1-i). Taking the expectation and applying Lemma 3 to (12) yields

$$
\mathbb{E}\left(\Delta_{\hat{w}}^{k}\right) \geq \mathbb{E}\left(\Delta_{\hat{w}}^{k+1}\right)+(1-\rho) \mathbb{E}\left(\left\|x^{k+1}-x^{k}\right\|_{\tau^{-1}}^{2}+\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}\right)
$$

Taking the sum from $k=0$ to $k=N-1$ gives

$$
\begin{equation*}
\Delta_{\hat{w}}^{0} \geq \mathbb{E}\left(\Delta_{\hat{w}}^{N}\right)+(1-\rho) \sum_{k=0}^{N-1} \mathbb{E}\left\{\left\|x^{k+1}-x^{k}\right\|_{\tau^{-1}}^{2}+\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}\right\} \tag{13}
\end{equation*}
$$

where we define $y^{-1}=y^{0}$. From Lemma 3 we know $\mathbb{E}\left(\Delta_{\hat{w}}^{N}\right) \geq 0$, hence taking the limit as $N \rightarrow \infty$ in (13) yields $\sum_{k=0}^{\infty} \mathbb{E}\left(\left\|x^{k+1}-x^{k}\right\|_{\tau^{-1}}^{2}+\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}\right)<\infty$. By the monotone convergence theorem, this is equivalent to

$$
\begin{equation*}
\mathbb{E}\left\{\sum_{k=0}^{\infty}\left\|x^{k+1}-x^{k}\right\|_{\tau^{-1}}^{2}+\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}\right\}<\infty \tag{14}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|x^{k+1}-x^{k}\right\|_{\tau^{-1}}^{2}+\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}<\infty \quad \text { a.s. } \tag{15}
\end{equation*}
$$

and it follows that a.s.

$$
\begin{equation*}
\left\|x^{k+1}-x^{k}\right\|_{\tau^{-1}} \rightarrow 0 \quad \text { and } \quad\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}} \rightarrow 0 \tag{16}
\end{equation*}
$$

Since these norms are equivalent to the usual norms in $X$ and $Y$, we deduce the sequence $\left(w^{k+1}-w^{k}\right)_{k \in \mathbb{N}}$ converges to zero almost surely.

For the next part we require a slight variation of Lemma 3.
Lemma 4. Let $\varphi=\max _{i}\left\|q_{i}^{1 / 2} C_{i}^{*}\right\|$ and let $\left(y^{k}\right)_{k \in \mathbb{N}}$ be the iterates defined by Algorithm 1. For all $c>0, x \in X$ and $k \in \mathbb{N}$, there holds

$$
V\left(x, y^{k}-y^{k-1}\right) \geq\left(1-\frac{n \varphi}{c}\right)\|x\|_{\tau^{-1}}^{2}+(1-\varphi c)\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2} .
$$

Proof.

$$
\begin{aligned}
\left\langle Q A x, y^{k}-y^{k-1}\right\rangle & =\sum_{i \in \mathbb{S}^{k}}\left\langle q_{i} A_{i} x, y_{i}^{k}-y_{i}^{k-1}\right\rangle \\
& =\sum_{i \in \mathbb{S}^{k}}\left\langle q_{i}^{1 / 2} C_{i}^{*} \tau^{-1 / 2} x, q^{1 / 2} \sigma_{i}^{-1 / 2}\left(y_{i}^{k}-y_{i}^{k-1}\right)\right\rangle \\
& \leq \sum_{i \in \mathbb{S}^{k}}\left\|q_{i}^{1 / 2} C_{i}^{*}\right\|\|x\|_{\tau^{-1}}\left\|y_{i}^{k}-y_{i}^{k-1}\right\|_{q_{i} \sigma_{i}^{-1}} \\
& \leq \max _{i}\left\|q_{i}^{1 / 2} C_{i}^{*}\right\| \sum_{i \in \mathbb{S}^{k}} \frac{1}{2}\left(\frac{1}{c}\|x\|_{\tau^{-1}}^{2}+c\left\|y_{i}^{k}-y_{i}^{k-1}\right\|_{q_{i} \sigma_{i}^{-1}}^{2}\right) \\
& \leq \max _{i}\left\|q_{i}^{1 / 2} C_{i}^{*}\right\| \frac{1}{2}\left(\frac{n}{c}\|x\|_{\tau^{-1}}^{2}+c\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}\right) .
\end{aligned}
$$

We also recall a classical result by Robbins \& Siegmund.
Lemma 5 (30], Theorem 1). Let $\mathcal{F}_{k}$ be a sequence of sub- $\sigma$-algebras such that, for every $k, \mathcal{F}_{k} \subset \mathcal{F}_{k+1}$ and $\alpha_{k}, \eta_{k}$ are nonnegative $\mathcal{F}_{k}$-measurable random variables such that $\sum_{k=1}^{\infty} \eta_{k}<\infty$ a.s. and

$$
\mathbb{E}\left(\alpha_{k+1} \mid \mathcal{F}_{k}\right) \leq \alpha_{k}+\eta_{k} \quad \text { a.s. }
$$

Then $\left(\alpha_{k}\right)_{k \in \mathbb{N}}$ converges almost surely to a random variable in $[0, \infty)$.
Proof of Proposition 1.ii). Let $c=(n+1) \varphi$. By Lemma 4,
$\Delta_{\hat{w}}^{k} \geq \frac{1}{n+1}\left\|x^{k}-\hat{x}\right\|_{\tau^{-1}}^{2}+\left(1-(n+1) \varphi^{2}\right)\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}+\left\|y^{k}-\hat{y}\right\|_{Q S^{-1}}^{2}$.
Since $y^{k}-y^{k-1} \rightarrow 0$ a.s. this implies $\Delta_{\hat{w}}^{k}$ is a.s. bounded from below, i.e. there exists a random variable $M_{1} \geq 0$ (independent of $k$ ) such that $\alpha^{k}:=\Delta_{\hat{w}}^{k}+M_{1} \geq 0$ a.s. for every $k$. Let $\eta^{k}:=2\left|\left\langle Q A\left(x^{k+1}-x^{k}\right), y^{k}-y^{k-1}\right\rangle\right|$. Then by 12),

$$
\begin{equation*}
\alpha^{k}+\eta^{k} \geq \mathbb{E}^{k+1}\left(\alpha^{k+1}\right) \quad \text { a.s. for every } k \tag{18}
\end{equation*}
$$

where all terms are nonnegative and, for some $M_{2} \geq 0$,

$$
\begin{aligned}
\eta^{k}=2\left|\left\langle Q A\left(x^{k+1}-x^{k}\right), y^{k}-y^{k-1}\right\rangle\right| & \leq 2\|Q A\|\left\|x^{k+1}-x^{k}\right\|\left\|y^{k}-y^{k-1}\right\| \\
& \leq 2 M_{2}\left\|x^{k+1}-x^{k}\right\|_{\tau^{-1}}\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}} \\
& \leq M_{2}\left(\left\|x^{k+1}-x^{k}\right\|_{\tau^{-1}}^{2}+\left\|y^{k}-y^{k-1}\right\|_{Q S^{-1}}^{2}\right)
\end{aligned}
$$

which implies $\sum_{k=1}^{\infty} \eta^{k}<\infty$ a.s. by 15 . Thus $\alpha^{k}$ satisfies Lemma 5 and we have

$$
\Delta_{\hat{w}}^{k} \rightarrow \Delta_{\hat{w}} \quad \text { a.s. for some } \Delta_{\hat{w}} \in\left[-M_{1}, \infty\right)
$$

Now since $\left(\Delta_{\hat{w}}^{k}\right)_{k \in \mathbb{N}}$ converges a.s. and is a.s. bounded, so is the right hand side of (17), and since $y^{k}-y^{k-1} \rightarrow 0$ a.s. we deduce that $\left(x^{k}, y^{k}\right)_{k \in \mathbb{N}}$ is a.s. bounded. Since $x^{k}$ is a.s. bounded and $y^{k}-y^{k-1} \rightarrow 0$ a.s. it follows that

$$
\begin{equation*}
\left\langle Q A\left(x^{k}-\hat{x}\right), y^{k}-y^{k-1}\right\rangle \rightarrow 0 \tag{19}
\end{equation*}
$$

almost surely. From (16) and we know some of the terms in $\Delta_{\hat{w}}^{k}$ converge a.s. to zero, hence the sequence $\left(\left\|x^{k}-\hat{x}\right\|_{\tau^{-1}}^{2}+\left\|y^{k}-\hat{y}\right\|_{Q S^{-1}}^{2}\right)_{k \in \mathbb{N}}$ converges a.s. to $\Delta_{\hat{w}}$. Finally, the norm $\|w\|^{2}:=\|x\|_{\tau^{-1}}^{2}+\|y\|_{Q S^{-1}}^{2}$ is equivalent to the product norm $\|\cdot\|^{2}$ in $X \times Y$. Since $\left(\left\|\left\|w^{k}-\hat{w}\right\|\right\|\right)_{k \in \mathbb{N}}$ converges a.s., so does $\left(\left\|w^{k}-\hat{w}\right\|\right)_{k \in \mathbb{N}}$.

Proof of Proposition 1 iii). We follow closely the proof of ([11], Proposition 2.3). Let $(\Omega, \mathcal{F}, \mathbb{P})$ denote the probability space corresponding to the random sequence $\left(w^{k}\right)_{k \in \mathbb{N}}$, let $\mathbf{F}$ be the set of solutions to $\sqrt{2}$ ) and let $\mathbf{G}\left(w^{k}\right)$ be the set of weak cluster points of the sequence $\left(w^{k}\right)_{k \in \mathbb{N}}$.

By Proposition 1/ii), the sequence $\left(\left\|w^{k}-w\right\|\right)_{k \in \mathbb{N}}$ converges a.s. for every solution $w \in \mathbf{F}$. Using ([11], Proposition 2.3-iii)), there exists $\Omega \in \mathcal{F}$ such that $\mathbb{P}(\Omega)=1$ and the sequence $\left(\left\|w^{k}(\omega)-w\right\|\right)_{k \in \mathbb{N}}$ converges for every $w \in \mathbf{F}$ and $\omega \in \Omega$. This implies, since $\mathbf{F}$ is nonempty, that $\left(w^{k}(\omega)\right)_{k \in \mathbb{N}}$ is bounded and thus $\mathbf{G}\left(w^{k}(\omega)\right)$ is nonempty for all $\omega \in \Omega$.

By assumption, there exists $\tilde{\Omega} \in \mathcal{F}$ such that $\mathbb{P}(\tilde{\Omega})=1$ and $\mathbf{G}\left(w^{k}(\omega)\right) \subset \mathbf{F}$ for every $\omega \in \tilde{\Omega}$. Let $\omega \in \Omega \cap \tilde{\Omega}$, then $\left(\left\|w^{k}(\omega)-w\right\|\right)_{k \in \mathbb{N}}$ converges for all $w \in \mathbf{G}\left(w^{k}(\omega)\right) \subset \mathbf{F}$. By ([11], Proposition 2.3-iv)), we have that $\left(w^{k}\right)_{k \in \mathbb{N}}$ converges weakly almost surely to an element of $\mathbf{G}\left(w^{k}\right) \subset \mathbf{F}$.

Proof of Proposition 2-i). By definition of the iterates in Algorithm 1, we have

$$
\left(T_{\mathbb{S}^{k}}\left(x^{k+1}, y^{k}\right)\right)_{i}=y_{i}^{k+1} \quad \text { for every } \quad i \in\{1, \ldots, n\}
$$

and by induction it is easy to check that $z^{k}=A^{*} y^{k}$ for every $k \geq 0$, hence

$$
\begin{aligned}
\bar{z}^{k+1} & =z^{k+1}+\sum_{i \in \mathbb{S}^{k}} p_{i}^{-1} \delta_{i}=z^{k}+\sum_{i \in \mathbb{S}^{k}}\left(1+p_{i}^{-1}\right) \delta_{i}=A^{*} y^{k}+\sum_{i \in \mathbb{S}^{k}}\left(1+p_{i}^{-1}\right) A_{i}^{*}\left(y_{i}^{k+1}-y_{i}^{k}\right) \\
& =A^{*} y^{k}+\sum_{i \in \mathbb{S}^{k}}\left(1+p_{i}^{-1}\right) A_{i}^{*}\left(\left(T_{\mathbb{S}^{k}}\left(x^{k+1}, y^{k}\right)\right)_{i}-y_{i}^{k}\right) .
\end{aligned}
$$

Thus $\left(T_{\mathbb{S}^{k}}\left(x^{k+1}, y^{k}\right)\right)_{0}=\operatorname{prox}_{\tau g}\left(x^{k+1}-\tau \bar{z}^{k+1}\right)=x^{k+2}$, which proves 11).
Proof of Proposition (2) iii). Let $w$ be a fixed point of $T_{\mathcal{S}}$ for every instance of $\mathbb{S}^{k}$. By (4), for every $i \in\{1, \ldots, n\}$ there exists an instance $\mathcal{S}$ such that $i \in \mathcal{S}$ and

$$
y_{i}=w_{i}=\left(T_{\mathcal{S}} w\right)_{i}=\operatorname{prox}_{\sigma_{i} f_{i}^{*}}\left(y_{i}+\sigma_{i} A_{i} x\right)
$$

Furthermore, for any $\mathcal{S}$,

$$
\begin{aligned}
x=w_{0}=\left(T_{\mathcal{S}} w\right)_{0} & =\operatorname{prox}_{\tau g}\left(x-\tau A^{*} y-\sum_{i \in \mathcal{S}}\left(1+\frac{1}{p_{i}}\right) \tau A_{i}^{*}\left(\left(T_{\mathcal{S}} w\right)_{i}-y_{i}\right)\right) \\
& =\operatorname{prox}_{\tau g}\left(x-\tau A^{*} y\right)
\end{aligned}
$$

These conditions on $x$ and $y$ define a saddle point ([6], 6.4.2). The converse result is direct.

Proof of Proposition (2iii), Let $v^{k}=\left(x^{k+1}, y^{k}\right)$ so that, by Proposition 2 2 i), we have $v^{k+1}=T_{\mathbb{S}^{k}} v^{k}$. From Proposition 1-i) we know

$$
\begin{equation*}
\left\|v^{k}-v^{k-1}\right\|^{2}=\left\|x^{k+1}-x^{k}\right\|^{2}+\left\|y^{k}-y^{k-1}\right\|^{2} \rightarrow 0 \tag{20}
\end{equation*}
$$

Taking the conditional expectation and denoting $p_{\mathcal{S}}:=\mathbb{P}\left(\mathbb{S}^{k}=\mathcal{S}\right)$ gives

$$
\mathbb{E}^{k+1}\left\|v^{k+1}-v^{k}\right\|^{2}=\mathbb{E}^{k+1}\left\|T_{\mathbb{S} k} v^{k}-v^{k}\right\|^{2}=\sum_{\mathcal{S}} p_{\mathcal{S}}\left\|T_{\mathcal{S}} v^{k}-v^{k}\right\|^{2}
$$

Thus by (20)

$$
\begin{equation*}
T_{\mathcal{S}} v^{k}-v^{k} \rightarrow 0 \quad \text { a.s. } \tag{21}
\end{equation*}
$$

for every $\mathcal{S}$ such that $p_{\mathcal{S}}>0$. Now, let $w^{\ell_{k}} \rightharpoonup w^{*}$ be a weakly convergent subsequence. From (20) we know $y^{k}-y^{k-1} \rightarrow 0$ a.s. and so $v^{\ell_{k}}$ also converges weakly to $w^{*}$. This, together with (21) implies, for all $u \in X \times Y$ and all $\mathcal{S}$ such that $p_{\mathcal{S}}>0$,

$$
\left\langle w^{*}, u\right\rangle=\lim _{k \rightarrow \infty}\left\langle v^{\ell_{k}}, u\right\rangle=\lim _{k \rightarrow \infty}\left\langle T_{\mathcal{S}} v^{\ell_{k}}, u\right\rangle \text { a.s. }
$$

and, by the weak sequential continuity of $T_{\mathcal{S}}$ (Assumption 1), it follows that

$$
\lim _{k \rightarrow \infty}\left\langle T_{\mathcal{S}} v^{\ell_{k}}, u\right\rangle=\left\langle T_{\mathcal{S}}\left(\lim _{k \rightarrow \infty} v^{\ell_{k}}\right), u\right\rangle=\left\langle T_{\mathcal{S}} w^{*}, u\right\rangle
$$

almost surely. Hence $w^{*}$ is almost surely a fixed point of $T_{\mathcal{S}}$ for each instance of $\mathbb{S}^{k}$. By Proposition 2fii), $w^{*}$ is a saddle point.

## 4. Step size parameters

Theorem 1 requires a choice of step size parameters $\tau, \sigma_{i}$ that satisfy condition (6), i.e. $\|D\|<1$. In this section we illustrate how to choose adequate step sizes for specific examples of random samplings, starting with the general case of not necessarily strongly convex functions. Furthermore, if the functionals $g$, $f_{i}^{*}$ are strongly convex, then optimal step sizes can be determined that offer linear convergence rate [8].

### 4.1. The general convex case

4.1.1. Serial sampling For serial sampling, a valid step size choice is given by

$$
\begin{equation*}
\tau \sigma_{i}\left\|A_{i}\right\|^{2}<p_{i} \quad \text { for every } i \in\{1, \ldots, n\} \tag{22}
\end{equation*}
$$

Indeed this implies (6) since, for serial sampling, (22) gives

$$
\|D z\|=\mathbb{E}\left\|C_{\mathbb{S}}^{*} Q z\right\|^{2}=\sum_{i=1}^{n} p_{i}\left\|C_{i}^{*} q_{i} z_{i}\right\|^{2}=\sum_{i=1}^{n} q_{i} \tau \sigma_{i}\left\|A_{i}^{*} z_{i}\right\|^{2}<\|z\|^{2} .
$$

This insight can be generalized to mini-batch sampling as follows.
4.1.2. $b$-serial sampling Consider a partition of the set $\{1, \ldots, n\}$ into $m$ blocks $I_{j}$, i.e.

$$
\bigcup_{j=1}^{m} I_{j}=\{1, \ldots, n\} \quad \text { and } \quad I_{j} \cap I_{l}=\emptyset \quad \text { for all } \quad j \neq l
$$

At every iteration we select a single block $j \in\{1, \ldots, m\}$ and update every index $i \in I_{j}$. For such a sampling, step size condition (22) reads

$$
\begin{equation*}
\tau \sigma_{i}\left\|\tilde{A}_{j}\right\|^{2}<\tilde{p}_{j} \quad \text { for } i \in I_{j}, j \in\{1, \ldots, m\} \tag{23}
\end{equation*}
$$

where $\tilde{p}_{j}$ is the probability of choosing block $I_{j}$ and $\tilde{A}_{j}: X \rightarrow \prod_{i \in I_{j}} Y_{i}$ is the operator

$$
\tilde{A}_{j} x=\left(A_{i} x\right)_{i \in I_{j}}
$$

Notice we assumed every index $i$ within a block $I_{j}$ to have the same dual step size $\sigma_{i}$.
We refer to this random process as $b$-serial sampling when all subsets have size $b$, i.e. $\left|I_{j}\right|=b$ for all $j \in\{1, \ldots, m\}$, with $1 \leq b \leq n$.
4.1.3. $b$-nice sampling Consider now the random sampling $\mathbb{S}$ that randomly selects $b$ elements from $\{1, \ldots, n\}$ at each iteration, i.e. every instance of $\mathbb{S}$ is a random subset of size $b$. Clearly at each iteration there are $\binom{n}{b}$ possible choices. This process is different from $b$-serial sampling, since the subsets are not disjoint and do not form a partition of $\{1, \ldots, n\}$.

In this paper we will assume uniform $b$-nice sampling, i.e. all possible instances of $\mathbb{S}$ have equal probability. In this case, it is easy to see the probabilities $p_{i}=\mathbb{P}(i \in \mathbb{S})$ are given by $p_{i}=b / n$, and condition (10) reads

$$
\begin{equation*}
\frac{\tau \sigma n^{2}}{b^{2}}\left\|\mathbb{E}\left(A_{\mathbb{S}} A_{\mathbb{S}}^{*}\right)\right\|<1 \tag{24}
\end{equation*}
$$

### 4.2. The strongly convex case

Algorithm 1 has linear convergence for strongly convex functionals $g$, $f_{i}^{*}$ [8]. Here, we have replaced the ESO parameter condition $v_{i}<\theta^{-1} p_{i}$ from the original theorem with the equivalent condition $\|D\|<\theta^{-1}$, as explained in Lemma 1 .
Lemma 6 ([8], Theorem 6.1). Let $g, f_{i}^{*}$ be strongly convex with parameters $\mu_{g}, \mu_{i}>0$ for $i \in\{1, \ldots, n\}$ and let $(\hat{x}, \hat{y})$ be the unique solution of (2). Let $D$ satisfy

$$
\begin{equation*}
\|D\|<\frac{1}{\theta} \tag{25}
\end{equation*}
$$

where the extrapolation $\theta \in(0,1)$ satisfies the lower bounds

$$
\begin{equation*}
\theta \geq \frac{1}{1+2 \mu_{g} \tau}, \quad \theta \geq \max _{i} 1-2 \frac{\mu_{i} \sigma_{i} p_{i}}{1+2 \mu_{i} \sigma_{i}} \tag{26}
\end{equation*}
$$

Then Algorithm 1 converges with rate $\mathcal{O}\left(\theta^{k}\right)$.

Furthermore, it is possible to estimate the optimal (smallest) value of $\theta$ by equating the lower bounds in (26) together with step size condition (25) 8]. For instance, from (10) we know that, for uniform step sizes, condition (25) is satisfied by

$$
\tau \sigma\|B\| \theta=\rho^{2}
$$

where $B=Q\left(\mathbb{E}\left(A_{\mathbb{S}} A_{\mathbb{S}}^{*}\right) Q\right.$ and $\rho \in(0,1)$. This together with 26) yields

$$
\begin{equation*}
\theta=\max _{i} 1-\frac{2 p_{i}}{1+\sqrt{\beta_{i}}} \tag{27}
\end{equation*}
$$

where $\beta_{i}=1+\|B\| p_{i} /\left(\mu_{g} \mu_{i} \rho^{2}\right)$, and the corresponding optimal step sizes are

$$
\begin{equation*}
\tau=\min _{i} \frac{\mu_{g}^{-1} p_{i}}{1-2 p_{i}+\sqrt{\beta_{i}}}, \quad \sigma=\min _{i} \frac{\mu_{i}^{-1}}{\sqrt{\beta_{i}}-1} . \tag{28}
\end{equation*}
$$

4.2.1. Serial sampling Better theoretical convergence rates can be computed if more is known about the sampling. In particular, optimal convergence rates for uniform and non-uniform serial sampling have been proposed in [8]. These are, for uniform serial sampling,

$$
\theta_{u s}=1-\frac{2}{n+n \max _{i} \sqrt{\alpha_{i}}}
$$

where $\alpha_{i}=1+\left\|A_{i}\right\|^{2} /\left(\mu_{g} \mu_{i} \rho^{2}\right), p_{i}=b / n$ and step size parameters given by

$$
\begin{equation*}
\tau=\frac{\mu_{g}^{-1}}{n-2+n \max _{j} \sqrt{\alpha_{j}}}, \quad \sigma_{i}=\frac{\mu_{i}^{-1}}{\max _{j} \sqrt{\alpha_{j}}-1}, \quad i \in\{1, \ldots, n\} \tag{29}
\end{equation*}
$$

and for serial sampling with optimized probabilities,

$$
\theta_{o s}=1-\frac{2}{n+\sum_{i=1}^{n} \sqrt{\alpha_{i}}}
$$

where the optimal probabilities are found to be

$$
p_{i}=\frac{1+\sqrt{\alpha_{i}}}{n+\sum_{j=1}^{n} \sqrt{\alpha_{j}}}, \quad i \in\{1, \ldots, n\}
$$

and the step size parameters are

$$
\begin{equation*}
\tau=\frac{\mu_{g}^{-1}}{n-2+\sum_{j=1}^{n} \sqrt{\alpha_{j}}}, \quad \sigma_{i}=\frac{\mu_{i}^{-1}}{\sqrt{\alpha_{i}}-1}, \quad i \in\{1, \ldots, n\} . \tag{30}
\end{equation*}
$$

In general $\theta_{o s} \leq \theta_{u s}$, as the former imposes less restrictions over probabilities $p_{i}$.
4.2.2. $b$-serial sampling These last results are also useful for $b$-serial sampling. To see this we define $\tilde{A}_{j}$ and $\tilde{p}_{j}$ as in (23) and $\tilde{f}_{j}^{*}$ as

$$
\tilde{f}_{j}^{*}\left(\tilde{y}_{j}\right)=\sum_{i \in I_{j}} f_{i}\left(y_{i}\right), \quad \tilde{y}_{j} \in \prod_{i \in I_{j}} Y_{i}, \quad j \in\{1, \ldots, m\}
$$

With this notation, our original (strongly convex) saddle point problem (2) becomes

$$
\hat{x}, \hat{y} \in \arg \min _{x \in X} \max _{\tilde{y} \in Y} \sum_{j=1}^{m}\left\langle\tilde{A}_{j} x, \tilde{y}_{j}\right\rangle-\tilde{f}_{j}^{*}\left(\tilde{y}_{i}\right)+g(x)
$$

where $\tilde{y}=\left(\tilde{y}_{1}, \ldots, \tilde{y}_{m}\right)$ and $\tilde{f}_{j}^{*}$ are strongly convex with parameters $\tilde{\mu}_{j}=\min \left\{\mu_{i} \mid i \in I_{j}\right\}$. Thus Lemma 6 guarantees the linear convergence of Algorithm 1 and, as before, the optimal convergence rates are
$\theta_{u s}=1-\frac{2}{m+m \max _{j} \sqrt{\tilde{\alpha}_{j}}}, \quad \theta_{o s}=1-\frac{2}{m+\sum_{j=1}^{m} \sqrt{\tilde{\alpha}_{j}}}$
with $\tilde{\alpha}_{j}=1+\left\|\tilde{A}_{j}\right\|^{2} /\left(\mu_{g} \tilde{\mu}_{j} \rho^{2}\right)$. In both cases, the optimal step size parameters $\tau, \tilde{\sigma}_{j}$ are also given as in (29) or (30).

Notice how the optimal convergence rates $\theta_{\text {unif }}$ and $\theta_{\text {opt }}$ depend on $b$. In particular, choosing $b=n$ gives us the optimal step sizes for the PDHG algorithm (2), i.e. SPDHG with full sampling. In this case, $m=1$ and the optimal convergence rate is

$$
\begin{equation*}
\theta_{u s}=\theta_{o s}=1-\frac{2}{1+\sqrt{1+\frac{\|A\|^{2}}{\mu_{g} \mu_{f} * \rho^{2}}}} \tag{32}
\end{equation*}
$$

where $\mu_{f^{*}}=\min \left\{\mu_{1}, \ldots, \mu_{n}\right\}$ is the convexity parameter of $f^{*}(y)=\sum_{i=1}^{n} f_{i}^{*}\left(y_{i}\right)$.
Notice as well that there is more than one way to partition the set $\{1, \ldots, n\}$ into $m$ subsets $I_{j}$ of size $b$. For instance, if $n$ is divisible by $b$, the number $\mathbf{k}$ of different partitions of $\{1, \ldots, n\}$ into subsets of size $b$ is

$$
\begin{equation*}
\mathbf{k}(n, b)=\prod_{j=1}^{\frac{n}{b}}\binom{j b-1}{b-1} \tag{33}
\end{equation*}
$$

Moreover, the optimal convergence rates $\theta_{u s}$ and $\theta_{o s}$ will also depend on which partition we use, since the subsets $I_{j}$ define in turn the values $\tilde{\mu}_{j}$ and $\left\|\tilde{A}_{j}\right\|$. In Section 5 , we will see examples of how using a different partition of $\{1, \ldots, n\}$ can improve the convergence rate of SPDHG with $b$-serial sampling.
4.2.3. b-nice sampling For uniform b-nice sampling we use rate (27) with uniform probability $p_{i}=b / n$, and we denote

$$
\begin{equation*}
\theta_{u n}=1-\frac{2 b}{n+n \max _{i} \sqrt{\beta_{i}}} \tag{34}
\end{equation*}
$$

with step size parameters given as in (28).
This quantity also depends strongly on the batch size $b$ since the probabilities $p_{i}$ and thus also the norm of the operator $B$ are determined by $b$. In particular, choosing $b=n$ in (34) results in $p_{i}=1$ and $\|B\|=\left\|A A^{*}\right\|=\|A\|^{2}$, hence we recover the same full sampling convergence rate (32) from $b$-serial sampling.

## 5. Parallel MRI reconstruction

In this section we take real MRI data and perform parallel MRI reconstruction with sensitivity encoding using SPDHG [16, 28]. For our experiments, the data have been sourced from the NYU fastMRI dataset [20, 34].

For a system with $n$ coils, we are given $n$ data $b_{1}, \ldots, b_{n}$ which relate to the inverse problems $b_{i}=A_{i} x+\eta_{i}$, where each $A_{i}: \mathbb{C}^{d_{1}} \rightarrow \mathbb{C}^{d_{2}}$ is the forward operator from


Figure 1: Parallel MRI reconstruction with $n=12$ coils. (a) Spatial visualization of coil sensitivities for an MRI scanner with 12 electromagnetic coils distributed uniformly in a circle. (b) Data collected by a single coil, encoded in Fourier space. (c) A reconstructed image obtained using sigpy's SenseRecon method [22].
the signal space to the sample space, and $\eta_{i} \in \mathbb{C}^{d_{2}}$ represents random noise. The data are undersampled, i.e. $A_{i}=S \circ F \circ C_{i}$, where $S: \mathbb{C}^{d_{1}} \rightarrow \mathbb{C}^{d_{2}}$ is a subsampling operator, $F: \mathbb{C}^{d_{1}} \rightarrow \mathbb{C}^{d_{1}}$ represents the discrete Fourier transform and $C_{i} x=c_{i} \cdot x$ is the element-wise multiplication of $x$ and the $i$-th coil-sensitivity map $c_{i} \in \mathbb{C}^{d_{1}}$. Figure 1 a shows the magnitude of the coil sensitivity maps $c_{i}$, obtained using sigpy's EspiritCalib method [22] on a dataset collected using $n=12$ coils, arranged uniformly in a circle around a patient's head.

An image $\hat{x}$ is then reconstructed from the data by solving the regularized leastsquares problem

$$
\begin{equation*}
\hat{x} \in \arg \min _{x} \sum_{i=1}^{n} \frac{1}{2}\left\|A_{i} x-b_{i}\right\|^{2}+g(x) \tag{35}
\end{equation*}
$$

where $g$ is a regularizer. We recover our convex minimization template (1) by identifying $\mathbb{C}^{d}$ with $\mathbb{R}^{2 d}$ and setting $X=\mathbb{R}^{2 d_{1}}, Y_{i}=\mathbb{R}^{2 d_{2}}$ and $f_{i}(y)=\left\|y-b_{i}\right\|^{2}$.

In order to test performance of SPDHG we look into the convergence of its iterations $\left(x^{k}, y^{k}\right)$ at every epoch. We consider an epoch as the number of iterations required to perform the same amount of computational work (e.g. linear operations) as one iteration of the deterministic PDHG method. In particular, for $b$-serial and $b$-nice samplings, where one epoch is roughly equivalent to $m=n / b$ iterations, we define the relative primal error and the relative primal distance at epoch $k$, respectively, as

$$
\mathbf{e}_{b}(k):=\frac{\left\|x^{m k}-\hat{x}\right\|}{\|\hat{x}\|}, \quad \mathbf{d}_{b}(k):=\frac{\left\|x^{m k}-x^{m(k-1)}\right\|}{\left\|x^{m(k-1)}\right\|}
$$

where $\hat{x}$ is a (fixed) solution of (35). In our experiments, $\hat{x}$ is obtained using sigpy's SenseRecon [22] or the deterministic PDHG method [11] for $10^{4}$ iterations.

Similarly, the convergence rate $\theta$ from Lemma 6 holds at every iteration $k$, hence for $b$-serial and $b$-nice sampling we can define the convergence rates per epoch as

$$
\vartheta_{u s}=\left(\theta_{u s}\right)^{m}, \quad \vartheta_{o s}=\left(\theta_{o s}\right)^{m}, \quad \vartheta_{u n}=\left(\theta_{u n}\right)^{m}
$$



Figure 2: Convergence of SPDHG for MRI- $L^{2}$. Relative primal error $\mathbf{e}_{b}$ for different values of batch size $b$. The convergence rate is significantly improved when using $b$-serial sampling with optimized probabilities. A smaller batch size also seems to improve the optimal convergence rate.
with $\theta_{u s}, \theta_{o s}$ and $\theta_{u n}$ defined as in (31) and (34).
All our experiments are implemented in Python using the Operator Discretization Library (ODL) [1]. The code for SPDHG's algorithm is based on the original implementation from [8]. Operator norms such as $\|B\|$ are computed using the power method in ODL.

## 5.1. $L^{2}$ regularization

Consider model (35) with $L^{2}$ regularizer $g=\frac{\lambda}{2}\|\cdot\|^{2}$. In this setting, functionals $f_{i}^{*}, g$ are strongly convex with convexity parameters $\mu_{i}=1$ for all $i$ and $\mu_{g}=\lambda$, respectively. Hence for both $b$-serial and $b$-nice samplings, we can use Lemma 6 to determine the optimal step size parameters $\tau, \sigma_{i}$ and the optimal rate of convergence $\theta$.

Figure 2 shows the performance of solving (35) with $L^{2}$ regularizer and $\lambda=10^{-2}$ using SPDHG with optimal $b$-serial and uniform $b$-serial sampling. For each $b$ it shows the relative primal error $\mathbf{e}_{b}$ along with its optimal convergence rate per epoch $\vartheta_{o s}$ or $\vartheta_{\text {us }}$. Each curve is the average of 10 independent runs.

The $b$-serial samplings used in Figures 2a and 2b use the most natural partition of $\{1, \ldots, n\}$, i.e. the partition consisting of the subsets $I_{j}=\{(j-1) b,(j-1) b+1, \ldots, j b\}$ so that

$$
\begin{equation*}
\{1, \ldots, n\}=\bigcup_{j=1}^{m} I_{j}=\{1, \ldots, b\} \cup\{b+1, \ldots, 2 b\} \cup \ldots \cup\{n-b+1, \ldots, n\} \tag{36}
\end{equation*}
$$

However, as stated in Section 4, this is not the only way to partition $\{1, \ldots, n\}$ into $m$ subsets of size $b$. For instance, from (33) we know the number of partitions for $n=12$ and $b=6$ is $\binom{11}{5}=462$, while for $b=2$ the number is $\binom{3}{1}\binom{5}{1}\binom{7}{1}\binom{9}{1}\binom{11}{1}=10395$. For each one of these partitions it is possible to compute the optimal convergence rates per epoch $\vartheta_{o s}$ and $\vartheta_{u s}$.


Figure 3: Optimal convergence rates for all partitions of batch size $b=6$. Distribution of $\vartheta_{o s}$ and $\vartheta_{u s}$ over all $\mathbf{k}(12,6)=462$ partitions. The rate $\vartheta_{u n}$ for uniform $b$-nice sampling (orange) is better than the average $\vartheta_{\text {os }}$, but not better than the rate of the best possible partition. Uniform $b$-nice performs better than uniform $b$-serial for any partition.


Figure 4: Best and worst partition for optimal serial sampling. Relative primal error $\mathbf{e}_{6}$ for the best (solid) and worst (dashed) partitions of batch size $b=6$. Performance is significantly improved by choosing the right partition. Figures (b) and (c) show the subsets of coils that conform these partitions. Coils that are closer together correspond to more correlated forward operators $A_{i}$.

Figure 3 shows the distribution of these rates over all possible partitions for $n=12, b=6$. The value of the theoretical convergence rate $\vartheta_{u n}$ is shown in orange. In Figure 3b we see that uniform $b$-nice sampling has a better (lower) convergence rate than uniform $b$-serial sampling with any choice of partition. In Figure 3a, uniform $b$-nice performs better than the average partition for optimal $b$-serial, but worse than the best possible partition.

From the values that conform Figure 3a, we have identified the partitions that


Figure 5: Distribution of optimal convergence rate $\vartheta$. Optimal theoretical rates per epoch for optimal $b$-serial sampling $\left(\vartheta_{o s}\right)$ and uniform $b$-serial sampling $\left(\vartheta_{u s}\right)$ for all possible partitions of batch size $b$, for each $b$. The rate for the best and worst partition is highlighted in each case. Uniform $b$-nice sampling performs better than uniform $b$-serial sampling for most partitions, except for the best partition. In all cases, optimal $b$-serial sampling outperforms the other two samplings when using its best partition.
correspond to the best and worst convergence rate $\vartheta_{\text {os }}$. These two partitions are

$$
\begin{align*}
& \mathbf{P}_{\text {best }}=\{\{1,3,5,7,9,11\},\{2,4,6,8,10,12\}\}  \tag{37}\\
& \mathbf{P}_{\text {worst }}=\{\{3,4,5,6,7,8\},\{9,10,11,12,1,2\}\}
\end{align*}
$$

The corresponding coils and their positions are shown in Figures 4b and 4c. The corresponding $\vartheta_{o s}$ values are $\vartheta_{o s}^{\text {best }}=0.7971$ and $\vartheta_{o s}^{\text {worst }}=0.8257$. The performance of Algorithm 1 with optimal $b$-serial sampling using these two partitions is illustrated in Figure 4a. Notice how there is a significant improvement in performance by choosing the correct partition. Furthermore, the error $\mathbf{e}_{6}$ for optimal $b$-serial sampling with the worst partition is even worse than the error $\mathbf{e}_{n}$ for the deterministic PDHG.

Figure 4 also suggests that the physical locations of the coils may determine the best and worst partitions. This seems to confirm the intuitive notion that, since coils that are closer together correspond to more correlated forward operators $A_{i}$, the best partition is the one that maximizes correlation between its subsets and minimizes correlation within each subset, i.e. minimizes the value of $\max _{j}\left(\left\|\tilde{A}_{j}\right\|\right)$.

The same experiment can be done to show the distribution of the values $\vartheta_{o s}$ for all the partitions of size $b$ for other values of $b$, as well as the distributions of $\vartheta_{u s}$. The box plots in Figure 5 show the distributions of $\vartheta_{o s}$ and $\vartheta_{u s}$ for different values of $b$. Trivially, for the special cases of $b=1$ and $b=n$ there is only one partition possible. The rate


Figure 6: SPDHG with best and worst sampling. Reconstructed image $\left|x^{k}\right|$ and real error $\operatorname{Re}\left(x^{k}-\hat{x}\right)$, obtained using SPDHG with the best possible sampling, i.e. optimal serial sampling on $b=1$ (top) and with the worst possible sampling, i.e. uniform $b$-serial sampling with $b=3$ on the worst partition (bottom). The performance of SPDHG seems to correspond to the theoretical convergence rates, as suggested in Figure 5 .
$\vartheta_{u n}$ for uniform $b$-nice sampling is independent of any partition.
Notice how for serial sampling $(b=1)$ the values $\vartheta_{u s}$ and $\vartheta_{u n}$ coincide, since both samplings have the same probability matrix $P$, while optimal serial sampling offers significant improvement, simply by using optimal step sizes and probabilities. For $b=n$, all three samplings are identical as they all imply the fully deterministic PDHG, thus $\vartheta_{o s}=\vartheta_{u s}=\vartheta_{u n}$. Notice as well that uniform $b$-nice performs better than uniform $b$-serial for most partitions, with the best partition being the exception. For larger values of $b$, uniform $b$-nice also seems to perform better than the average partition for optimal $b$-serial, while for smaller $b$ the average partition for optimal $b$-serial significantly outperforms uniform $b$-nice. In all cases, optimal $b$-serial yields significantly better convergence rates than the other two samplings when using its best possible partition.

Using the results from Figure 5 we can identify the best and worst possible samplings for SPDHG. The sampling with lowest convergence rate $\vartheta$ is attained at $b=1$ with optimal serial sampling, while the worst rate is given by $b=3$ with uniform serial sampling with the worst partition. Figure 6 shows the result of using these two different samplings on the same reconstruction problem. One sees that the convergence rates have a clear effect on the efficiency of SPDHG, and that the performance of SPDHG can in general be improved by using a better sampling.

### 5.2. Total Variation regularization

Consider now the total variation (TV) regularizer $g=\lambda\|\nabla \cdot\|_{1}$ 31]. In our experiments, its proximity operator $\operatorname{prox}_{\tau g}$ is approximated iteratively using the Fast Iterative Shrinkage/Thresholding Algorithm (FISTA) [4].


Figure 7: SPDHG for MRI-TV with uniform $b$-serial sampling. Average relative primal error $\mathbf{e}_{b}$ plus/minus its standard deviation, out of 10 independent runs. Variation goes to zero as the algorithm converges to a solution. The special case $b=n$ is deterministic and has no variance. The target solution $\hat{x}$ was obtained after $10^{4}$ iterations of PDHG.

For $b$-serial sampling, we satisfy step-size condition (23) by choosing

$$
\begin{equation*}
\tau=\frac{\rho}{\gamma} \quad \sigma_{i}=\frac{\rho \gamma \tilde{p}_{j}}{\left\|\tilde{A}_{j}\right\|^{2}}, \quad i \in I_{j} j \in\{1, \ldots, m\} \tag{38}
\end{equation*}
$$

where $\rho \in(0,1)$ and $\gamma>0$.
Figure 7 a shows the performance of SPDHG applied to (35) with $\lambda=10^{2}$, using uniform $b$-serial sampling and step sizes chosen as in (38) with $\rho=0.98$ and $\gamma=1$. The solid lines represent the mean $\mu$ of the relative primal error $\mathbf{e}_{b}$ for 10 different runs of the algorithm, while the shaded color represents the area between $\mu\left(\mathbf{e}_{b}\right)+\sigma\left(\mathbf{e}_{b}\right)$ and $\mu\left(\mathbf{e}_{b}\right)-\sigma\left(\mathbf{e}_{b}\right)$, where $\sigma\left(\mathbf{e}_{b}\right)$ is the standard deviation. The error $\mathbf{e}_{b}$ in Figure 7 a is computed using a solution $\hat{x}$ obtained after $10^{4}$ iterations of the deterministic PDHG algorithm, shown in Figure 7b. Notice how the variance of the iterations decreases over time. In addition, using smaller batch size $b$ shows faster convergence and larger variance at the same time. Trivially, when $b=n$ this is simply the deterministic PDHG method (3) and it has no variance.

In contrast with the $L^{2}$ regularization model, the TV regularizer $g$ is not strongly convex and Lemma 6 does not apply. Hence for this model we do not have a formula for determining the optimal step sizes. Instead, for each sampling we test performance for different values of $\tau, \sigma_{i}$, chosen as in (38) and (39) with $\rho=0.98$ and

$$
\gamma \in\left\{10^{-2}, 10^{-1.9}, 10^{-1.8}, \ldots, 10^{1.8}, 10^{1.9}, 10^{2}\right\}
$$

Here, $\gamma$ represents the trade-off between the primal and the dual step sizes. Figure 8 shows the performance of SPDHG uniform with serial sampling for some values of $\gamma$. The choice of step size parameters has an effect in performance even if for all these choices the step size condition (22) is satisfied in exactly the same way, i.e. $\tau \sigma_{i}\left\|A_{i}\right\|^{2}=\rho p_{i}$ for all values of $\gamma$.


Figure 8: SPDHG for MRI-TV with uniform $b$-serial sampling. The trade off between step size parameters $\tau$ and $\sigma_{i}$, represented here by $\gamma$, has an effect on the variance and convergence speed of the algorithm. After establishing an optimal $\gamma_{b}$ for each $b$, we see that smaller batch sizes $b$ appear to yield better performance.

Table 1: Optimal $\gamma_{b}$ value for each $b$.

|  | $\gamma_{1}$ | $\gamma_{2}$ | $\gamma_{3}$ | $\gamma_{4}$ | $\gamma_{6}$ | $\gamma_{12}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| uniform $b$-serial | $10^{-0.3}$ | $10^{-0.5}$ | $10^{-0.7}$ | $10^{-0.8}$ | $10^{-0.8}$ | $10^{-1.1}$ |
| uniform $b$-nice | $10^{-0.2}$ | $10^{-0.5}$ | $10^{-0.7}$ | $10^{-0.8}$ | $10^{-0.9}$ | $10^{-1.1}$ |

In this way we can determine a good choice of $\gamma$ by trying different values and selecting the one that results in the smallest distance $\mathbf{d}_{b}(k)$ at a fixed time $k=100$. Doing this for each $b$ we find an "optimal" $\gamma$ denoted $\gamma_{b}$. The results are listed in Table 1. The same experiment is performed for uniform $b$-nice sampling, where the step size condition (24) is satisfied by

$$
\begin{equation*}
\tau=\frac{\rho}{\gamma} \quad \sigma=\frac{\rho \gamma b^{2}}{n^{2}\left\|\mathbb{E}\left(A_{\mathbb{S}} A_{\mathbb{S}}^{*}\right)\right\|^{2}} \quad i \in\{1, \ldots, n\} . \tag{39}
\end{equation*}
$$

One notices from Table 1 that the optimal $\gamma$ does depend on $b$ but is more or less constant across the two samplings.

Having established a suitable $\gamma_{b}$ for each $b$, Figure 8b shows the performance of uniform $b$-serial sampling using $\gamma_{b}$. As in the strongly convex case, here we see an improvement in convergence speed when sampling smaller subsets.

Similarly for uniform $b$-nice sampling one also finds optimal $\gamma_{b}$. Using these parameters, we can compare the performance of uniform $b$-serial and uniform $b$-nice in Figure 9. We see that for most cases uniform $b$-serial sampling seems to perform just as good or better than uniform $b$-nice sampling, even when using the naive partition (36).

Indeed, the uniform $b$-serial sampling used in Figures 7, 8 and 9 use the naive partition from (36). While we do not have theoretical convergence rates to determine what is the best partition, we can try the best and worst partitions (37) from last section


Figure 9: Uniform $b$-serial sampling versus uniform b-nice sampling. Relative primal distance $\mathbf{d}_{b}$ for SPDHG with uniform $b$-nice (solid) and uniform $b$-serial sampling (dashed). Uniform $b$-serial seems to perform slightly better, even when no information is known about its partition.


Figure 10: Uniform $b$-serial sampling with best and worst partition. Relative primal distance $\mathbf{d}_{b}$ for SPDHG using uniform $b$-serial sampling with partitions $\mathbf{P}_{\text {best }}$ and $\mathbf{P}_{\text {worst }}$ from (37), represented respectively by a solid and a dashed line. Partition $\mathbf{P}_{\text {best }}$ offers better results, even if it was determined for a different model.
as candidates for our TV model.
Figure 10 shows the results of using uniform $b$-serial sampling with the best and worst partitions as determined for the strongly convex model in the last section. In both cases, we use the same values $\gamma_{b}$ for uniform $b$-serial sampling from Table 1. As before, there is only one possible partition in the cases $b=1$ and $b=n$. Clearly, the results from using the best partition are better, even when the best and worst partitions were determined using an entirely different model.

This suggests that the right choice of partition, which depends strongly on the numerical properties of the operators $\tilde{A}_{j}$, may be governed by physical properties of the electromagnetic coils such as their position, as shown in Figure 4.

Similarly, we can test SPDHG with the best and worst samplings from the strongly convex model. Figure 11 shows the performance of SPDHG using these two samplings,


Figure 11: Uniform $b$-serial sampling with best and worst partition. Reconstructed image $\left|x^{k}\right|$ and real error $\operatorname{Re}\left(x^{k}-\hat{x}\right)$, obtained using SPDHG with the samplings suggested in Figure 6. Inspired by the strongly convex model, we use uniform serial sampling on $b=1$ as the best sampling (top) and uniform $b$-serial sampling with $b=3$ on the worst partition as the worst possible sampling (bottom). Performance of SPDHG seems improved by the proposed best sampling, even if it was determined for a different model.
as described in Figure 6. The proposed "best" sampling also improves performance in this case, even when determined by the strongly convex model.

## 6. Conclusions and Discussion

We have closed a gap in the convergence analysis of SPDHG by extending its convergence guarantees to general separable Hilbert spaces and arbitrary sampling. We give a concrete strategy to find parameters that satisfy the required step size condition for all possible random samplings. For several specific random saplings, it is possible to determine theoretically optimal step size parameters. We put these samplings to test using applications to parallel MRI reconstruction.

Our experiments show that the choice of step size parameters directly affects the convergence of the algorithm. Furthermore, the choice of random sampling also strongly influences the performance through several important factors such as whether the indices are chosen independently or grouped into batches ( $b$-nice or $b$-serial), the partition that defines the batches, the probability with which we sample the batches, and the batch size.

For $b$-serial sampling, we point out the different ways in which a set can be partitioned into batches. For samplings of fixed batch size, we show that choosing a convenient partition to sample from yields much better performance than the many other possible partitions. Empirically, the spatial location of the coils that define the subsets of this best partition seems to confirm an intuitive notion that coils that are closer together correspond to more correlated forward operators $A_{i}$, and hence should
not be grouped together in the same batch, as that yields to worse (smaller) step size parameters.

Finally, partitioning the dual variable into smaller subsets and sampling one at a time can be significantly more efficient than taking larger subsets every iteration. This is the case for the $L^{2}$ model with optimal $b$-serial sampling and for the TV model with any $b$-serial sampling. For $b$-nice sampling, in contrast, performance seems to remain consistent across batch size.

In general, our experiments suggest that random samplings perform better than the original deterministic method, $b$-serial sampling is mostly better than $b$-nice sampling, and the smaller the sampling, the better. In the strongly convex case serial sampling with with optimal probabilities outperforms all other sampling strategies.
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