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Abstract—Eco-driving control generates significant energy-

saving potential in car-following scenarios. However, the influence 

of preceding vehicle may impose unnecessary velocity waves and 

deteriorate fuel economy. In this research, a learning-based 

method is exploited to achieve satisfied fuel economy for connected 

plug-in hybrid electric vehicles (PHEVs) with the advantage of 

vehicle-to-vehicle communication system. A data-driven energy 

consumption model is leveraged to generate reinforcement signals 

for approximate dynamic programming (ADP) with the 

consideration of nonlinear efficiency characteristics of hybrid 

powertrain system. An advanced ADP scheme is designed for 

connected PHEVs driving in car-following scenarios. Additionally, 

the cooperative information is incorporated to further improve the 

fuel economy of the vehicle under the premise of driving safety. 

The proposed method is mode-free and showcases acceptable 

computational efficiency as well as adaptability. The simulation 

results demonstrate that the fuel economy during car-following 

processes is remarkably improved through cooperative driving 

information, thereby partially paving the theoretical basis for 

energy-saving transportation. 

Index Terms—Eco-driving, cooperative adaptive cruise control, 

velocity optimization, approximate dynamic programming, plug-

in hybrid electric vehicle 

I. INTRODUCTION

Energy-saving of transportation has been an important issue 

due to the concern of energy crisis and environmental pollution. 

In past decades, electrified vehicles have been progressively 

developed to alleviate the dependence on fuel consumption [1]. 

Thereinto, electric vehicles (EVs), hybrid electric vehicles 

(HEVs) and plug-in hybrid electric vehicles (PHEVs) have 

been widely investigated to promote energy consumption 

economy [2, 3], wherein efficient powertrain topology and 

energy management strategy design dominates the research 

focus [4-6], and have gained wide breakthrough. However, 

unreasonable driving styles and complicated driving 

environments hinder further energy-saving promotion in 
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practical applications. While, the flourishment of connected and 

automated technologies raises unprecedented opportunities for 

energy consumption economy improvement in the transport 

sector. Given the chances of accessing into surrounding driving 

conditions, connected and automated vehicles (CAVs) are 

enabled to adaptively adjust the vehicle speed for further energy 

consumption optimization, and this is also referred to as eco-

driving [7]. Nowadays, CAVs are gradually paying more and 

more attention to the vehicle’s energy consumption with the 

premise of driving safety and comfort [8]. 

Eco-driving control mainly aims at planning velocity 

trajectories to reduce energy consumption, and has attracted 

much research attention [9, 10]. The studies of eco-driving 

control can be divided into three categories based on different 

driving scenarios, i.e., single-vehicle, car-following and multi-

vehicle [11]. The eco-driving control in single-vehicle 

scenarios is widely investigated in recent years, and is mainly 

concerned about reference velocity trajectory generation or 

free-flow driving. Pulse and glide strategies are normally 

recognized as a classical eco-driving method for vehicles 

equipped with internal combustion engine (ICE) [12]. This 

scheme typically adjusts engine operating points through 

intermittent acceleration operations. In addition, optimization 

algorithms are also exploited in velocity optimization. In [13], 

a time-varying step-size discrete dynamic programming (DP) is 

presented to optimize vehicle speed more efficiently. In [14], 

Pontryagin's minimum principle (PMP) is employed to generate 

ecological driving speed in a cruise condition. In [15], a data-

driven based eco-driving control strategy is illustrated to 

achieve co-optimization of velocity in a high computational 

efficiency way. Recently, machine learning methods are 

leveraged to realize model-free control of eco-driving. In [16], 

a hybrid deep reinforcement learning-based eco-driving control 

approach is proposed to perform appropriate longitudinal 

trajectories and lane-changing operations, and simulation 

Bedfordshire, MK43 0AL, U K (e-mail: a.fotouhi@cranfield.ac.uk). 

Xiangyu Wang and Liang Li are with State Key Laboratory of Automotive 

Safety and Energy, Tsinghua University, Beijing 100084, China (e-mail: 

wanxy_15@tsinghua.edu.cn and liangl@tsinghua.edu.cn). 

Zheng Chen is with Faculty of Transportation Engineering, Kunming 

University of Science and Technology, Kunming 650500, China (e-mail: 

chen@kust.edu.cn). 

Yuanjian Zhang is with Department of Aeronautical and Automotive 

Engineering, Loughborough University, Leicestershire, LE11 3TU, UK (e-

mail: sagazyj@gmail.com). 

mailto:lijiecqu2015@163.com
li2106
Text Box
IEEE Transactions on Vehicular Technology, Available online 26 October 2022DOI:10.1109/TVT.2022.3217354

li2106
Text Box
© 2022 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works



2 

 

results highlight that the fuel consumption is remarkably 

reduced by up to 46%. Furthermore, some studies also plan 

velocity trajectories by considering traffic lights to avoid 

unnecessary start/stops [17]. A hierarchical optimization 

framework is proposed by considering the uncertainty and 

dynamic variation of waiting queue and is declared to decrease 

the fuel consumption by 4% [18]. As previously mentioned, the 

eco-driving control in single-vehicle scenarios mainly plans 

trajectories according to speed limits, terrains and traffic lights. 

However, preceding vehicles are typically ignored in those 

researches, and eco-driving control in single-vehicle scenarios 

is more feasible for reference velocity planning in free traffic 

flow. From this point of view, eco-driving control in car-

following scenarios is necessary to ensure preferable driving 

safety, driving comfort and fuel economy, especially when the 

vehicle drives in congested urban road conditions. 

Adaptive cruise control (ACC) system attempts to 

automatically adjust the driving speed of host vehicle to 

maintain a safe inter-vehicle distance to preceding vehicles 

[19]. To further improve fuel economy, economic adaptive 

cruise control (Eco-ACC) becomes a promising research focus, 

which concentrates on optimizing fuel economy and driving 

safety simultaneously [20]. Most studies tend to realize Eco-

ACC through model predictive control (MPC) and optimize 

driving speed profiles according to the dynamic movement of 

the preceding vehicle. In [21], a novel MPC method is proposed 

to optimize velocity and engine power for PHEV, and reduces 

the fuel consumption in a vehicle following mode. For EVs, a 

hierarchical control architecture based on MPC is designed to 

improve the operation efficiency of EVs, and the motor torque 

is optimized considering different modes in real time [22]. 

However, most optimization-based Eco-ACC strategies, to the 

authors’ knowledge, are mainly designed based on 

deterministic models. These methods treat eco-driving control 

as an optimal control problem (OCP) and establish nonlinear 

numerical models of vehicle energy consumption, making it 

difficult to directly solve the OCP in real-time [23]. Besides, the 

performance of Eco-ACC strongly relies on the prediction 

accuracy of the preceding vehicle’s motion. As introduced in 

[24, 25], the motion prediction error is intractable to eliminate. 

In addition, learning-based method, such as reinforcement 

learning (RL) has attracted much attention due to its 

generalization ability and autonomous optimal solution search 

capability. In [26, 27], Eco-ACC is investigated based on 

approximate dynamic programming (ADP) and RL with the 

superior performance in promoting fuel economy and 

robustness. In [28], a deep deterministic policy gradient-based 

algorithm is presented for electric CAVs in car-following 

scenarios to restrain unnecessary velocity fluctuations. Despite 

the preferable performance of RL and ADP, it is still 

troublesome to fully dampen unnecessary velocity fluctuations, 

and the fuel economy deserves further improvement. The 

reason is that the host vehicle in the above-mentioned studies 

passively follows the preceding vehicle based on only the 

information from radars or sensors, making its speed easily 

affected by the velocity variations of the preceding vehicle [29].  

With the development of communication technologies, 

CAVs can share information through vehicle-to-vehicle (V2V) 

communication to coordinate movements of neighbor vehicles, 

which provides more possibilities to improve the performance 

of Eco-ACC. In the following illustrations, the sharing 

information between CAVs to coordinate movements is defined 

as cooperative information. Recently, cooperative ACC 

(CACC) has gained gradual attraction due to the application of 

coordination motion in car-following scenarios. In [30], a 

multiple-predecessor following strategy is employed, and the 

results explicitly certify the benefits of V2V communication on 

reducing time headway for CAVs. In [31], a CACC method 

based on nonlinear MPC is presented for electric CAVs to 

improve performance in terms of following stability and fuel 

economy. Moreover, in some other studies [32, 33], the 

influence of different factors on the stability of CACC, such as 

communication delays, is systematically analyzed. Despite 

substantial potential benefits, few studies investigate the 

energy-saving of CACC [34]. In other words, existing studies 

typically focus on driving safety and string stability in CACC, 

whereas the fuel economy is neglected. 

Based on the above discussions, researches on ecological 

CACC for PHEVs are relatively few and some gaps deserve to 

be bridged. Firstly, most of the existing optimization-based 

methods have to establish accurate motion prediction and 

energy consumption models, making Eco-ACC for PHEVs 

suffer from huge computational burden and online 

implementation difficulty [35, 36]. The energy consumption 

model of PHEVs needs to include nonlinear powertrain 

characteristics, and the real-time direct solving of optimal eco-

driving control is difficult to attain [37]. Secondly, the velocity 

of host vehicle is significantly affected by the motion of 

preceding vehicle, which constraints the fuel economy 

promotion [34, 38]. Most Eco-ACC methods rely on prediction 

algorithms to obtain the motion of the preceding vehicle while 

imposing an adverse impact on the performance and accuracy 

[39], while the cooperative information obtained via V2V 

communication is typically employed to strengthen string 

stability instead of fuel economy [40]. To fill those research 

gaps, this study presents an ADP-based Eco-ACC method for 

connected autonomous PHEVs, so as to further optimize the 

velocity trajectory and fuel economy in car-following 

scenarios. The framework of the proposed scheme is shown in 

Fig. 1, where the ADP algorithm is leveraged to construct a car-

following control model with an actor-critic structure. This 

controller operates in a learning-based way without explicit 

numerical modeling. To integrate the nonlinear characteristics 

of hybrid powertrain, a data-driven energy consumption model 

is employed to generate reinforcement signals, which can 

estimate the optimal energy consumption of hybrid powertrain 

systems. Additionally, the cooperative information is obtained 

through V2V communication. Finally, an ecological CACC 

method is designed to combine the cooperative information and 

ADP-based controller, which can remarkably improve the fuel 

economy. 

The main contributions of this research are summarized as 

follows: 1) a cooperative ACC method is innovatively proposed 

for connected and automated PHEVs with the advantage of 
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V2V communication to significantly improve fuel economy in 

car-following scenarios; 2) a learning-based controller is 

designed based on the ADP algorithm and data-driven energy 

consumption model, which can sufficiently integrate the 

nonlinear characteristics of hybrid powertrain systems with 

efficient computational capacity; and 3) the cooperative 

information from V2V communication is exploited to update 

the inputs of learning-based controller, enabling that the host 

vehicle can reach the anticipation of preceding vehicle motion 

and dampen unnecessary speed fluctuations. 

 
Fig. 1. The framework of the proposed cooperative adaptive cruise control 

approach. 

The remainder of this paper is structured as follows: Section 

II formulates the mathematical models and optimal control 

problem for eco-driving in car-following scenarios. In Section 

III, the cooperative adaptive cruise control approach is 

illustrated. Section IV conducts the simulation to demonstrate 

the performance of the proposed method. Section V 

summarizes main conclusions and discusses future study. 

 

II. MODELING OF SYSTEMS 

To design and demonstrate the ecological CACC approach in 

car-following scenarios, the longitudinal dynamics models, as 

well as powertrain system models, are established, and the OCP 

of eco-driving is formulated. 

A. Longitudinal Dynamics Modeling 

The longitudinal dynamics model of the CACC system 

consists of the dynamics model of the host vehicle and car-

following system. In this research, the influence of lateral 

dynamics is neglected. For the host vehicle, the longitudinal 

dynamics model [41] is presented, as: 
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where v
F  is the required driving force, M  is the vehicle mass, 

f  means the rolling resistance coefficient, g  is the 

acceleration of gravity,   expresses the road grade, D
C  

denotes the air drag coefficient, A  indicates the frontal area of 

the vehicle, 
air

  is the air density, v  is the vehicle speed,   

is the correction coefficient of rotating mass, and 
t

  is the 

transmission system efficiency. For the car-following system 

shown in Fig. 1, the state variables are defined, including inter-

vehicle distance deviation l  and relative velocity deviation 

v , as: 

 
p h desl l l l     (2) 

 
p hv v v    (3) 

where pl  and h
l  denote the position of the preceding vehicle 

and the host vehicle, pv  and h
v  indicate the velocity of the 

preceding vehicle and the host vehicle, and des
l  represents the 

desired inter-vehicle distance. In this research, the constant time 

headway policy, which is a safe and classical method used in 

ACC controllers, is exploited to calculate the desired inter-

vehicle space. Therefore, the desired inter-vehicle distance is 

calculated, as: 

 des gap h 0l t v l   (4) 

where gapt  is the nominal time headway, and 0
l  means the 

standstill distance. It can be found that the desired inter-vehicle 

distance varies with the velocity of the host vehicle. For 

instance, a longer desired inter-vehicle distance is required at a 

higher velocity, to ensure driving safety in car-following 

scenarios. To guarantee driving safety, the inter-vehicle 

distance veh
d  should keep within the safe range [42]. The limits 

of inter-vehicle distance can be calculated, as: 
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where max
l  and min

l  are the maximum and minimum inter-

vehicle distance, respectively. The dynamics models of state 

variables l  and v  are formulated as follow: 

 p h
v a a  &  (6) 

 p h gap h
l v v t a    &  (7) 

where pa  and h
a  are the acceleration of the preceding vehicle 

and the host vehicle, respectively. 

B. Powertrain System Modeling 

The powertrain configuration of the studied PHEV is shown 

in Fig. 2. As can be found, the vehicle can be propelled 

individually by either the engine or the integrated starter 

generator (ISG), and the dual clutch transmission (DCT) is 

coupled with the main reducer and the motor axle to adjust their 

torque and speed ratios. 

Main reducer

Differential

VCU

Clutch
Dual clutch 

transmission

ISG

Engine

Power battery
 

Fig. 2. Powertrain system of the PHEV. 
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The modeling of the studied PHEV mainly includes three 

parts: engine, ISG motor and power battery, and additionally 

the accessory power is neglected for simplification in this 

research. It should be note that the proposed method is mode-

free, and the powertrain models constructed in this section are 

used for simulation. The fuel consumption rate 
fuel

m&  (unit: 

g/kwh) is calculated by interpolating torque eT  and speed en , 

as:  

 e ( , )
fuel e e

m f T n&  (8) 

where e
f  denotes the nonlinear map acquired by calibration 

experiments. Thus, the total fuel consumption 
fuel

Q  (unit: L) 

can be formulated as: 

 
6

=
3.6 10 9500
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fuel

m T n
Q dt
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where   is the density of gasoline. Similarly, the efficiency 

model of ISG is acquired by experimental data, and an 

interpolation model is constructed to describe the relationship 

among efficiency m
 , motor torque m

T  and motor speed m
n , 

as: 

 ( , )
m m m m

f T n   (10) 

where mf  denotes the efficiency map of ISG. The battery 

power b
P  can be formulated as: 

 
9550

m m

b

m

T n
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  (11) 

An open circuit voltage source (OCV)- resistance model is 

adopted to characterize the battery’s electrical performance. 

Based on the Kichoff’s law, the battery current can be 

calculated, as: 

 

2 4
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  (12) 
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0

( )
( )

t

b

b

I t dt
SOC t SOC

Q
    (13) 

where 0
SOC  is the initial SOC, b

Q  is the battery capacity, b
I  

is the battery current, E  and R  represent the open circuit 

voltage and the battery internal resistance, which can be 

acquired by interpolation. The electricity consumption ele
Q  

can be accumulated, as: 

 
b

6
=

3.600 10
ele

I E
Q dt


  (14) 

C. Control Problem Formulation 

The control objective in this study is to minimize the fuel 

consumption of the host vehicle with the inter-vehicle distance 

in a safe range. The inter-vehicle distance deviation and relative 

velocity deviation are chosen to calculate the dynamic 

performance index. Furthermore, the energy consumption cost 

energy
cost  is defined as the fuel economy index for PHEVs. As 

a result, the objective function of Eco-ACC can be formulated 

as: 

 2 2

1 2 3
0

co( s )
energy

T

J v tl dt        (15) 

where 1
 , 2

  and 3
  represent the weight factors of dynamic 

performance index and fuel economy index, and T  is the travel 

time for the whole car-following scenario. To reduce energy 

consumption cost through longitudinal dynamics control, the 

acceleration is defined as the control variable. In the OCP of 

Eco-ACC for PHEVs, there are four state variables to describe 

the system state, including the host vehicle’s velocity, SOC, 

inter-vehicle distance deviation and relative velocity deviation. 

Besides, the following constraints should be imposed, as: 

 

n
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min h max
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v v
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Obviously, common optimization solutions suffer from huge 

difficulty in directly solving the OCP due to the complex state 

variables. To tackle this problem, ADP is exploited to construct 

a model-free control method, which can adaptively search 

optimal control decisions without establishing explicit 

numerical models 

III. COOPERATIVE ECOLOGICAL ADAPTIVE CONTROL BASED 

ON ADP 

The proposed CACC approach is elaborated and shown in 

Fig. 3. The ADP approach is pre-trained offline with different 

driving cycles to obtain an acceptable controller. During 

training, the reinforcement signal evaluates the instantons cost 

and returned back to the critic network and the action network 

for the controller update. Moreover, the V2V communication 

and sensors transfer the cooperative information to the car-

following controller, which generates the optimal decisions and 

updates parameters according to the system state and 

instantaneous cost reward. Ultimately, the ecological velocity 

trajectories are generated to improve fuel economy. 
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Fig. 3. Cooperative adaptive cruise control approach based on approximate dynamic programming.

A. Approximate Dynamic Programming 

For the eco-driving control of PHEVs, it is difficult to 

directly solve the OCP due to the presence of nonlinear systems, 

such as the energy consumption model. Hence, the multiple 

state variables and control decisions make OCP of eco-driving 

on PHEVs suffer from the curse of dimensionality, and normal 

optimization algorithms are failed to search for optimal control 

decisions online. The RL algorithm has gained great attention 

in recent years, and it is verified efficient in solving complex 

nonlinear OCP. The ADP algorithm is a branch of RL, which 

combines the theory of RL and Bellman optimality [43]. In this 

method, the value function and optimal control policy are 

replaced via neural networks which make the controller is 

model-free and do not have to construct explicit models for 

optimal control. Based on the actor-critic structure, the ADP 

algorithm can adaptively learn how to make optimal decisions 

via continuous trial-and-error interactions with the 

environment. On this account, the ADP algorithm is leveraged 

to establish the proposed controller, and the Eco-ACC is treated 

as a nonlinear discrete-time system. Based on Bellman 

optimality, the value function can be calculated as: 

 1 1( ) ( , ) ( )N k k N

k N

J x L x u L x


 


   (17) 

where ( , )
k k

L x u  indicates the cost value at each step. 

Furthermore, a discount factor  , which varies in the range of 

0 to 1, is added to the value function. The discount factor can 

adjust the impact effect of future cost according to the current 

value function, which is formulated as: 

 1
( ) ( ) ( )

N N N
J x L x J x    (18) 

Thus, the target of optimization is to find an optimal control 

policy 
*

k
u  to minimize then value function according to the 

instantaneous system state, as: 

  * *

1arg min ( , ) ( )
N N N N

u L x u J x    (19) 

The optimal value function can be expressed as: 

 
* * *

1( ) ( , ) ( )
N N N N

J x L x u J x    (20) 

It can be found that there are two crucial sections in Bellman 

optimality, i.e., optimal value function * ( )
N

J x  and optimal 

control policy *

N
u . For traditional DP, the optimal value 

function cannot be directly obtained in advance. Therefore, a 

backward recursive calculation is indispensable to obtain the 

optimal value function, which extremely increases the 

computational burden. On the other hand, the ADP algorithm 

normally replaces these two components via critic network and 

actor network. The constructed actor-critic structure can 

continuously learn the optimal control policy and value 

function to solve the OCP in a forward manner. An actor-critic 

ADP structure exploited in this study is shown in Fig. 4. This 

structure consists of a critic network and an actor network. The 

reinforcement signal, referred to as instantaneous cost in the 

control field, will be employed to calculate the error of the critic 

network, and the error will be returned back to improve the 

accuracy of the critic network. Similarly, the outputs of the 

critic network will be rewarded to the actor network for 

learning. Unlike ICE vehicles or EVs, the energy consumption 

of PHEV cannot be directly calculated according to velocity 

and acceleration due to the existence of two energy sources in 

hybrid powertrain system. Most of existing researches promote 

fuel economy of PHEV via smoothing velocity and restraining 

acceleration, and the nonlinear characteristics of powertrain 

system are not included in the controller [37]. Obviously, 

calculating reinforcement signal according to energy 

consumption can further promote fuel economy. In our previous 

work [15], a data-driven energy consumption cost model is 

established to approximate the optimal energy consumption 

cost considering the nonlinear characteristics of the hybrid 

powertrain. Unlike the common ACC methods based on ADP, 

the data-driven energy consumption model is applied to 

generate the reinforcement signal during the offline training of 

the critic-actor controller. By this manner, the powertrain 

characteristics are integrated into the actor-critic controller. 
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Critic 
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Critic 

network

Control system

ku
kx
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Control signal 

Back propagation

Energy 

consumption 

network ˆ
energycost

ˆ( )=
energy

costr k

 
Fig. 4. The proposed actor-critic structure. 

B. Ecological Adaptive Cruise Control Based on ADP 

To design the ecological adaptive cruise control approach 

based on ADP, the state variables, control variables, critic 

network and actor network need be defined to instruct the 

controller design. The state variable vector k
x  is defined as 

T[ , ]l v  , and the control variable k
u  is selected as h

a . As 

introduced above, the data-driven energy consumption model 

will generate estimated energy consumption cost to calculate 

the reinforcement signal.  

For the critic network, this module is employed to 

approximate the optimal value function. The structure of the 

critic network should be simplified with the premise of 

fulfilling estimation performance so as to promote calculation 

efficiency. In this research, an artificial network with a hidden 

layer is used to construct the critic network. The inputs of the 

critic network consist of a state variable vector and a control 

variable vector. The Sigmoid transfer function is applied in the 

hidden layer, and the Purelin transfer function is employed for 

the output layer [27]. The output is the estimated optimal cost 

value from step k to the end, as: 

 critic
ˆ( , )= ( , )k k k kJ x u f x u  (21) 

where critic
f  denotes the nonlinear map function describing the 

relationship between the inputs and the optimal cost value. With 

the network constructed, a naive weight vector will be assigned 

to the critic network. Furthermore, the weight vector will be 

updated through repetitive interactions with the environment. 

Based on the analysis above, the error function of the critic 

network in each step can be defined as: 

 c
ˆ ˆ( ) ( ) ( ) ( 1)e k J k r k J k     (22) 

 
2 2

1 2 3
( ) ˆ

energy
r cosk v l t        (23) 

 ˆ ( , )
energy NN C k k

cost f x u  (24) 

where ( )r k  is reinforcement signal, which is comprised of fuel 

economy index and dynamics performance index, ˆ
energy

cost  is 

the estimated energy consumption cost generated by the data-

driven energy consumption model, and NNCf  represents the 

data-driven energy consumption model, of which the detailed 

construction can be found in our previous study [15]. From eq. 

(22), it can be observed that reinforcement signal can integrate 

fuel economy index and dynamics performance index into the 

approximated value function through trail-and-error. The target 

of learning is to minimize the output error of the critic network 

via updating the weight vector, so that it enables the critic 

network to approximate the optimal value function. Therefore, 

the objective function for the critic network learning is 

presented as: 

 
2

c c

1
( ) ( )

2
E k e k  (25) 

To update the weight vector of the critic network, the gradient 

descent adaptation algorithm is leveraged to iteratively update 

weights. The formulations of the critic network updating in 

each step are expressed as: 

 
c c c

c

c c

c

c c

c c

( 1) ( ) ( )

( )
( )= ( )[ ]

( )

ˆ( ) ( ) ( )
= ˆ( ) ( )( )

k k k

E k
k k

k

E k E k J k

k kJ k











   


 



  
 

w w w

w
w

w w

 (26) 

where c
( )kw  is the weight vector of the critic network, 

c
( )kw  is the updated value of the critic network weight 

vector, c
  is the critic network learning rate which can be used 

to adjust the learning performance to avoid over-fitting. 

The actor network accounts for approximating the optimal 

control policy, with the input of state variables and the output 

of estimated optimal control. Similarly, an artificial neural 

network with one hidden layer is harnessed to construct the 

actor network. The hyperbolic tangent transfer function and 

Purelin transfer function are applied in the hidden layer and 

output layer, respectively [27]. The output of the actor network 

can be expressed as: 

 *

act
ˆ ( )= ( )

k
u k f x  (27) 

where *ˆ ( )u k  is the approximated optimal control policy, and 

act
f  reflects the nonlinear relationship between the state 

variables and the optimal control decisions. The learning of the 

actor network is performed to generate the control decisions for 

minimizing the output of the critic network. To achieve this 

purpose, the learning objective of the actor network is 

expressed as: 

 a
ˆ( ) ( , )

k k
E k J x u  (28) 

To learn the optimal control policy, the gradient descent 

adaptation algorithm is applied to update the weight vector as 

follow: 

 
a a a

a

a a

a

*

a a

*

a a

( 1) ( ) ( )

( )
( )= ( )[ ]

( )

ˆ ˆ( ) ( ) ( ) ( )
= ˆ ˆ( ) ( )( )( )

k k k

E k
k k

k

E k E k J k u k

k ku kJ k



   
   
    
 

w w w

w
w

w w

 (29) 

where a
( )kw  is the weight vector of the actor network, 

a
( )kw  is the updated value of the actor network’s weight 

vector, and a
  is the actor network learning rate, which should 

be reasonably adjusted to contribute to the performance of 

learning.  
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C. Cooperative Adaptive Cruise Control  

As discussed before, V2V communication and automatic 

driving provide more opportunities for performance promotion 

of Eco-ACC. Traditional Eco-ACC methods typically account 

for the influence of preceding vehicles by speed prediction 

algorithm. Most current studies need to predict explicit velocity 

trajectories, which have drawbacks in terms of accuracy and 

computational efficiency [21, 22, 24]. In this research, we 

assume that both the preceding vehicle and the host vehicle are 

CAVs, indicating that these vehicles can automatically plan 

velocity trajectories and share cooperative information through 

the V2V communication. 

To tackle problems of prediction-based ACC, the preceding 

vehicle transfers the average planned velocity 
aver

p
v  and the 

average planned acceleration 
aver

p
a  during a specific future 

horizon (referred to as cooperation horizon in this study) to the 

host vehicle. While traditional prediction-based ACC methods 

normally have to predict explicit velocity trajectories. 

Compared with explicit speed trajectories, the implementation 

of average planned velocity and average acceleration can 

contribute to the robustness improvement of the proposed 

method.  

On this basis, the cooperative information, i.e., average 

velocity 
aver

p
v  and average acceleration 

aver

p
a  of the preceding 

vehicle, will be disseminated to the host vehicle by V2V 

communication. In addition, instantaneous information of the 

preceding vehicle is obtained through sensors, including 

position, velocity and acceleration. The proposed CACC 

information transmit mechanism is shown in Fig. 5. Based on 

the cooperative information, the velocity and acceleration of the 

preceding vehicle are corrected by considering the future 

planned motion, as: 

 
c aver

p p p
=mean( )a a a  (30) 

 
c aver

p p p=mean( )v v v  (31) 

According to the received cooperative information, the 

inputs of the ADP-based controller is regulated to correct inter-

vehicle distance deviation 
c

l  and relative velocity deviation 
c

v , as:  

 
c c

p h des
l l l l     (32) 

 
c c

p h
v v v    (33) 

where 
c

p
l  is the corrected position of the preceding vehicle. 

Accordingly, eqs. (6) and (7) can be reformulated a: 

 
c c

p h gap h
l v v t a    &  (34) 

 
c c

p h
v a a  &  (35) 

With the inputs modified by cooperative information, the host 

vehicle can acquire the future motion decision of the preceding 

vehicle. The average acceleration 
aver

p
a  indicates the future 

motion tendency of the preceding vehicle, while the average 

velocity 
aver

p
v  reflects the future motion magnitude of the 

preceding vehicle. As a result, the host vehicle can further 

improve the fuel economy with inter-vehicle distance within a 

safe range, considering the future motion of the preceding 

vehicle. 

 
Fig. 5. Cooperative information transmit mechanism. 

IV. SIMULATION ANALYSIS 

To verify the performance of the proposed method, 

simulation case studies are conducted in MATLAB 

environment. In the simulations, we assume that both vehicles 

drive at a straight road with zero road grade. The initial velocity 

of the host vehicle and the preceding vehicle is set as zero, and 

the initial inter-vehicle distance is 15 m. In addition, the 

influences of temperature on engine, motor and battery output 

are neglected in this research. To quantitively evaluate the 

performance improvement generated by velocity optimization, 

the DP algorithm is employed in different approaches to realize 

energy management. The proposed approach (simplified as C-

EACC) is compared with two existing benchmarks: 1) a 

proportional-integral-derivative (PID)-based ACC approach 

(PID-ACC) [44], and 2) an ADP-based Eco-ACC approach 

(ADP-EACC) [26]. The former tracks the velocity of preceding 

vehicle without considering fuel economy, while the latter 

optimizes fuel economy of the host vehicle without the 

knowledge of cooperative information. The details of the two 

methods can be found in [44] and [26], and not elaborated in 

this article. The parameters of PID controller are set as: 

0.9
p

K  , 0.213
d

K   and 0.1
i

K  . To quantitively evaluate 

the performance improvement generated by cooperative 

information, the parameters of the ADP-EACC  method are set 

the same as the proposed method. The basic parameters of the 

host vehicle are presented in Table I. The energy consumption 

cost is selected to evaluate the fuel economy of PHEV where 

the fuel price of CNY 7.8 per liter, and the price of electricity is 

set as CNY 0.52 per kWh. 
TABLE I 

THE BASIC PARAMETERS OF PHEV 

Characteristic Value 

Mass (kg) 1350 

Frontal area (m2) 2.82 

Air drag coefficient 0.3146 

Tire rolling radius (m) 0.308 

Rolling resistance coefficient 0.0135 

ISG peak power (kW) 40 
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Engine peak power (kW) 80 

Battery capacity (Ah) 40 

DCT gear ratio 
3.917/2.429/1.436/1.021/0

.848/0.667 

The parameters setting of the ADP algorithm is performed 

via trial-and-error. Wherein, the number of neurons in network 

should be minimized to promote calculation efficiency on the 

premise of ensuring control performance; the learning rate of 

network, maximum iteration number and error tolerance can 

generate impact on converge speed. However, an excessive 

learning rate may result in non-convergence and should be 

avoided. The discount factor reflects the influence of future cost 

on value function. A higher discount factor will search optimal 

control decision, with more future cost taken into consideration. 

The outcomes of parameters setting are presented in Table II. A 

comprehensive driving cycle is constructed as the preceding 

vehicle to train the actor-critic controller offline. The 

convergence of objective value during offline training is shown 

in Fig. 6. It can be found that the objective value decreases with 

the increase of training epochs. The objective value gradually 

achieves convergence after 26 training epochs. Thus, an 

acceptable ADP-based control is obtained for online 

simulation. 

 
Fig. 6. Convergence curves during offline training. 

 During the real-time control, the energy cost, velocity 

deviation as well as desired inter-vehicle distance are measured 

and the reinforcement signal is calculated according to (23). 

The weighting parameters of actor network and critic network 

are adapted online based on the actor-critic structure described 

in Section III. Once the maximum iteration number or the error 

tolerance is reached, the online learning is stopped, and the 

control decision is outputted by the actor network. It should be 

note that the proposed control strategy is model-free. 
TABLE II 

THE BASIC PARAMETERS OF APPROXIMATE DYNAMIC PROGRAMMING 

Parameters Value 

Number of neurons in critic network  60 

Number of neurons in action network  60 

Learning rate of critic network 1.00e-4 

Learning rate of action network 6.00e-6 

Maximum iteration number of critic network 20 

Maximum iteration number of action network 20 

Error tolerance of critic network 1.00e-6 

Error tolerance of action network 1.00e-8 

 Discount factor 0.9 

The weight of velocity deviation 1
  0.01 

The weight of desired inter-vehicle distance 

deviation 2
  

0.0032 

The weight of energy consumption 3
  20 

A. Sensitivities to Cooperation 

The region of cooperation horizon has a significant impact 

on the performance of the proposed C-EACC method. We 

firstly analyze the sensitivity of the proposed method with 

different cooperation horizons. Referring to the parameter 

setting of the common prediction-based ACC approaches [22, 

42], six cooperation horizon samples are discretely chosen from 

1 s to 10 s, i.e., [1,2,3,5,8,10] . In this test, the proposed method 

is compared with the PID-ACC method. The standard driving 

cycle UDDS, which is not included in the comprehensive 

driving cycle for training, is exploited as the testing cycle of the 

preceding vehicle. And the initial battery state of charge (SOC) 

of the host vehicle is set as 0.4, so that the engine can be 

enrolled in propulsion. The simulation results with different 

cooperation horizons are summarized in Table III. Compared 

with the PID-ACC method, it can be found that C-EACC 

methods with different cooperation horizons can improve fuel 

economy from 4.21% to utmost 9.06%. However, the constraint 

of inter-vehicle distance is violated when the cooperation 

horizon is set to 10 s and 8 s, indicating that the safety is not 

met in these cases. 

TABLE III 

SIMULATION RESULTS OF DIFFERENT COOPERATION REGIONS 

Cooperation horizon 
Energy consumption cost 

(CNY) 

Average inter-

vehicle distance 

deviation (m) 

Average velocity 

deviation (m/s) 

Meet 

maximum/minimum 

inter-vehicle distance 

constraints 

Fuel economy 

improvement (%) 

10s 1.51 2.22 0.89 NO 8.77 

8s 1.51 1.99 0.83 NO 9.06 

5s 1.52 1.62 0.72 YES 8.66 

3s 1.55 1.44 0.65 YES 6.63 

2s 1.57 1.42 0.61 YES 5.46 

1s 1.59 1.41 0.58 YES 4.21 

 

The simulation results demonstrate that the variation of 

cooperation horizon generates significant impacts on driving 

safety and fuel economy. The change tendency of the average 

inter-vehicle distance deviation is shown in Fig. 7. A decline of 

the average inter-vehicle distance deviation is observed with the 

decrease of cooperation horizon, and the change in magnitude 

0 20 40 60 80 100 120

Epochs

0

5

10

15

20

25
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of the average distance deviation tends to be flat when the 

cooperation horizon decreases to 3 s. It indicates that the driving 

safety is improved with cooperation horizon decline. By 

contrast, the fuel economy deteriorates when the cooperation 

horizon is decreased. 

 

 
Fig. 7. Performance analysis with different cooperation horizons. (a) average 

inter-vehicle distance deviation, (b) fuel economy improvement. 

The velocity trajectories with different cooperation horizons 

are shown in Fig. 8. While all test cases can follow the driving 

speed of the preceding vehicle on the whole, the approaches 

with smaller cooperation horizons show better performance in 

velocity tracking, as shown in Fig. 8. The reason is that a longer 

cooperation horizon imposes more modifications on the 

velocity and acceleration of the preceding vehicle, and 

consequently it contributes to avoiding unnecessary velocity 

fluctuations and reducing energy consumption. However, 

excessive modification on driving states of the preceding 

vehicle also harms driving safety. To balance the conflict 

between fuel economy and driving safety, the cooperation 

horizon is defined as 3 s in the following simulation tests based 

on the above-mentioned analysis. 

 
Fig. 8. Velocity trajectories with different cooperation horizons. (a) overall 

velocity trajectories, (b) magnification of velocity trajectories. 

B. Performance Analysis 

To further analyze the performance of the proposed C-EACC 

method, the simulation results are analyzed in terms of velocity 

optimization and powertrain control. The simulation 

parameters are the same as they were in the last test. The C-

EACC method, which has a cooperation horizon of 3 s, is 

compared with the PID-ACC and the ADP-EACC methods. 

The simulations are conducted on a laptop equipped with an 

AMD Ryzen7 CPU. The calculation time of the C-EACC 

method and PID-ACC method is 26.33 s and 23.88 s, 

respectively, indicating that the proposed method has a tiny 

difference with the baseline case in computational burden.  

The results of velocity optimization are shown in Fig. 9. 

Compared with the two benchmarks, the C-EACC method can 

effectively restrain velocity fluctuations due to the accessibility 

to the cooperative information, as shown in Fig. 9 (a). By 

contrast, PID-ACC and ADP-EACC only passively track the 

velocity of the preceding vehicle, and are incapable of avoiding 

unnecessary velocity fluctuations. Fig. 9 (b) illustrates the inter-

vehicle distance of different methods, and we can find all three 

approaches can track the driving speed of the preceding vehicle, 

and the inter-vehicle distance is maintained within the safe 

range. The inter-vehicle distance deviation yielded by the 

proposed method is constrained within -2 m and 2 m most of 

the time, indicating preferable performance in car-following 

and driving safety. Fig. 9 (d) illustrates the acceleration 

decisions of the C-EACC method, and it can be found that 

acceleration is normally kept within small values, changing 

from -1.5 m/s2 to 1.5 m/s2 and contributing to the promotion of 

fuel economy and driving comfort. 

The results of the powertrain system are shown in Fig. 10. 

Similar engine torque values are observed, since the same 

energy management strategy, i.e., the DP algorithm, is 

employed in all three methods. However, the PID-ACC method 

tends to frequently start/stop the engine and outputs higher 

engine torque, compared with the other two methods. The 

reason lies in that the host vehicle controlled by the PID-ACC 

method needs to follow more velocity waves, leading to more 

frequent on/off operations of the engine. The same decrease 

tendency of SOC trajectories is observed in all three 

approaches, and all of them drops to 0.3 at the end of trip. It 

indicates that all the three methods lead to the same electricity 
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consumption, and the fuel efficiency can be quantitatively 

evaluated through the energy consumption cost. However, the 

PID-ACC and ADP-EACC methods show higher SOC value 

compared with the proposed method, due to the frequent 

operation of the engine. 

60 70 80 90 100
12

12.5

13

13.5

14

14.5

 
Fig. 9. Velocity optimization results of different approaches. (a) velocity trajectories, (b) inter-vehicle distance, (c) inter-vehicle distance deviation of C-EACC 

method, (d) longitudinal acceleration of C-EACC method. 

 

Fig. 10. Simulation results of the powertrain system. (a) engine torque, (b) SOC 

trajectories. 

To further analyze the energy-saving performance, different 

initial SOC values are applied in the simulation. The fuel 

economy of C-EACC and ADP-EACC method are compared 

with the PID-ACC method, and fuel economy improvement is 

summarized in Table IV. Compared with the PID-ACC method, 

a notable improvement is raised by C-EACC at different initial 

SOCs, and the maximum improvement is 8.28%. By contrast, 

the ADP-EACC method generates a slight improvement in 

different initial SOC by up to 2.37%. The lowest improvement 

is observed when the initial SOC is 0.31 for both C-EACC and 

ADP-EACC methods. In summary, the proposed approach can 

raise notable improvements in fuel economy for PHEVs in the 

premise of fulfilling driving safety and driving comfort. 

Moreover, the cooperative information can dramatically 

mitigate velocity fluctuations and further reduce energy 

consumption, compared with the existing Eco-ACC method. 

TABLE IV 

T
o
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u

e 
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m
)
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FUEL ECONOMY COMPARISON OF UDDS DRIVING CYCLE 

Initial 

SOC 

C-EACC ADP-EACC PID-ACC 

Energy consumption 

cost (CNY) 

Fuel economy 

improvement (%) 

Energy consumption cost 

(CNY) 

Fuel economy 

improvement (%) 

Energy consumption 

cost (CNY) 

0.5 0.85 4.49 0.88 1.12 0.89 

0.4 1.55 8.28 1.65 2.37 1.69 

0.35 2.63 5.05 2.74 1.08 2.77 

0.31 3.66 2.66 3.75 0.27 3.76 

C. Adaptability analysis 

The simulation tests above are conducted in a standard 

driving cycle by assuming that the cooperative information is 

completely accurate. In this section, we firstly test the 

robustness of the C-EACC method with cooperative 

information affected by different deviations, and a real-world 

driving cycle is also employed to test the adaptability to 

different driving cycles. The PID-based model is applied to 

track the velocity of the preceding vehicle so as to artificially 

generate velocity trajectories with deviations. Thus, the velocity 

trajectories generated by the PID-based model is transmitted to 

the host vehicle as cooperative information, and the real 

velocity of the preceding vehicle is set as the UDDS driving 

cycle. The average velocity error is selected to evaluate 

deviations in cooperative information, as: 

 
realave planned

1

1 N
k k

k

ev v v
N 

   (36) 

where 
real

k
v  is the real velocity of preceding vehicle, planned

k
v  is 

the planned velocity of preceding vehicle in cooperative 

information, N is the duration of the driving cycle. 

Three cases with different cooperative information 

deviations are considered for comparison, and the results are 

shown in Table V. It can be found that the deviation of 

cooperative information has a notable influence on fuel 

economy. The proposed method can reduce the energy 

consumption cost by 8.28% when the cooperative information 

is absolutely accurate. By contrast, the fuel economy 

improvement is decreased by 2.96% to 4.73% when deviations 

are imposed on cooperative information. Despite the affection 

of information deviation, the C-EACC method still effectively 

reduces energy consumption even with information deviations, 

where the minimum improvement is 2.96%. In addition, a 

declining tendency is observed in fuel economy with the 

increased cooperative information deviation. The average inter-

vehicle distance deviations of different approaches only have a 

slight difference and maintain within a small value, with the 

average distance deviation smaller than 1.5 m. To sum up, the 

proposed method can maintain acceptable performance in both 

fuel economy and driving safety with the impact of information 

deviation. 
TABLE V 

SIMULATION RESULTS WITH DIFFERENT DEVIATIONS IN THE COOPERATIVE INFORMATION 

Method 

Powertrain energy 

consumption cost 

(CNY) 

Reduction 

(%) 

Deviations in 

cooperative 

information (m) 

Average inter-vehicle 

distance deviation (m) 

PID-ACC 1.69 - - 1.44 

C-EACC in deal condition 1.55 8.28 0 1.44 

C-EACC with information 

deviation case I 
1.61 4.73 1.01 1.42 

C-EACC with information 

deviation case II 
1.62 4.14 1.16 1.42 

C-EACC with information 

deviation case III 
1.64 2.96 1.55 1.42 

To further validate the adaptability of C-EACC to different 

driving cycles, a real-world driving cycle, which was collected 

in Chongqing, China, is exploited to examine the performance 

of the proposed method as well. The initial inter-vehicle 

distance and initial SOC are defined as 15 m and 0.38, 

respectively. The results of velocity optimization are shown in 

Fig. 11. It can be observed that the C-EACC method can 

precisely track the preceding vehicle velocity, and the velocity 

waves of the host vehicle are significantly restrained, compared 

with the PID-ACC method and the ADP-ACC method. 

Additionally, the inter-vehicle distance with the C-EACC 

method is kept within the safe range, which indicates that 

driving safety is fulfilled as well. Simulation results verify that 

the prosed method shows satisfactory performance in speed 

tracking capability and driving safety under real driving cycles.  
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Fig. 11. Simulation results of the real-world driving cycle. (a) velocity profiles, 

(b) inter-vehicle distance. 

To quantitatively evaluate the performance of proposed 

method, the simulation results of three methods with different 

initial SOC are summarized in Table VI. Compared with the 

PID-ACC method, the proposed C-EACC method remarkably 

promotes the fuel economy under different initial SOC, with the 

increase of up to 8.74%. While, the ADP-EACC method leads 

to slight fuel economy improvement of up to 1.94%. These 

results showcase similar trend with the simulation in UDDS 

driving cycle. Besides, it can be found that the fuel economy 

improvement is increased with the increase of electricity power, 

except for the case with initial SOC of 0.4. The reason is that 

this case has sufficient electricity power and the host vehicle 

drives in electric mode during the whole driving cycle, i.e., 

drives similar to EVs. This phenomenon also manifests that 

velocity optimization plays a significant role in fuel economy 

improvement for PHEVs. In summary, the simulation results 

validate that the proposed method shows strong adaptivity to 

cooperative information deviations and different driving cycles, 

and the fuel economy of PHEV is notably improved with the 

incorporation of cooperative information.

TABLE VI 

SIMULATION RESULTS OF THE PROPOSED METHOD WITH REAL-WORLD DRIVING CYCLE 

Initial SOC 

C-EACC ADP-EACC PID-ACC 

Energy 

consumption 

cost (CNY) 

Fuel economy 

improvement 

(%) 

Energy 

consumption 

cost (CNY) 

Fuel economy 

improvement 

(%) 

Energy 

consumption 

cost (CNY) 

0.4 0.60 3.23 0.61 1.61% 0.62 

0.38 0.94 8.74 1.01 1.94% 1.03 

0.34 1.93 2.53 1.96 1.01% 1.98 

0.31 2.73 1.80 2.77 0.36% 2.78 

V. CONCLUSION 

In this study, a cooperative Eco-ACC approach is proposed 

to improve fuel economy for PHEVs under car-following 

scenarios. The constructed controller is model-free and enables 

to forwardly search the optimal control decisions efficiently 

without establishing explicit numerical modeling. An actor-

critic structure is designed to construct an ADP-based car-

following controller, thereby achieving adaptively real-time 

control. Furthermore, a data-driven energy consumption model 

is leveraged to generate reinforcement signal which sufficiently 

integrates nonlinear characteristics of the hybrid powertrain 

system. To dampen unnecessary velocity fluctuations of the 

host vehicle and further reduce energy consumption, the 

cooperative information from the preceding vehicle transferred 

via V2V communication is exploited to regulate the input of the 

proposed controller. The simulation results demonstrate that the 

proposed method can obviously reduce energy consumption by 

up to 8.28% and 8.74% for UDDS and real-world driving cycles 

in comparison with the traditional methods. Moreover, the 

proposed method also effectively reduces energy consumption 

with the influence of cooperative information deviations and 

different driving conditions, showing preferable performance in 

adaptability.  

Our future work will be focused on developing eco-driving 

control in a complex driving environment based on an efficient 

learning-based method. The environment information, 

including traffic lights, speed limits, and road conditions, etc., 

will be taken into consideration in our future study. In addition, 

experiment platform, including hardware-in-loop platform or 

real vehicle, will be established to validate the proposed eco-

driving control methods. 
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