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Abstract

Two statistical techniques are developed to predict the statistical moments of the horizontal motion of a floating moored

dock, known as catenary anchor leg mooring (CALM), loaded by hydrodynamic random forces. The dock is represented

by a lumped mass, the mooring cables by equivalent nonlinear springs and the hydrodynamic forces are modelled by a

modified Morison equation. The model of the floating dock leads to a nonlinear ordinary differential equation. Although

the problem could be approached by a direct numerical integration, e.g. by Monte-Carlo simulations, because of the

stochastic nature of the excitation, this would imply a large number of runs to produce results of some statistical

significance. In the present paper an alternative solution is based on the development of two more efficient techniques to

predict the relevant statistical moments of the dock response.

The first method, called CPSP (conventional perturbation–statistical perturbation), is based on the application of two

subsequent perturbation techniques, the first relying on a classical perturbation method, the second on a statistical

perturbation approach.

The second method, called SLSP (statistical linearization–statistical perturbation), combines indeed a statistical

linearization approach together with a statistical perturbation approach.

The procedures allow the linearization of the cables restoring forces as well as of the hydrodynamic load and they can be

easily generalized to be applied to different dock configurations or to systems of different physical nature. The results,

compared with those obtained by a Monte-Carlo simulations, show, in terms of statistical moments of the dock response, a

satisfactory agreement.

r 2007 Elsevier Ltd. All rights reserved.
1. Introduction

The physical system analysed represents a prototype model for those structures called catenary anchor leg
mooring frequently used in marine and offshore engineering [1–4]. A buoying system, restrained by a set of
cables anchored to the sea bottom, is forced by random incoming waves [5–7]. The focus in the prediction of
some statistics of the buoying system response to wave loads [8,9]. In the model considered in the present
paper, the random wave load does not appear in the equation of the motion only as a known forcing term, but
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it affects the system dynamics by the presence of random coefficients appearing in the nonlinear equation of
the motion.

The mathematical tool to deal with this physical system belongs to a class of methods only recently
considered in the technical literature. In fact, while the case in which a deterministic dynamic system is
forced by random loads is a well-established problem in the context of random oscillations [10–12], the case in
which the system is indeed itself random due to its interaction with external random forces is more
complicated. Examples of these problems have been recently considered in engineering, especially in the
context for which a fluid–structure interaction is involved [13–17]. Although Monte-Carlo simulations can
provide meaningful statistics for these systems, this implies time-consuming numerical computations.
Alternatively, more smart approaches can be developed in order to predict some statistical moments of the
solution (often that of second order) through appropriate techniques, as those proposed in this paper, the
classical perturbation–stochastic perturbation (CPSP) and the statistical linearization–stochastic perturbation
(SLSP) [12,18–21].

In Section 2 a model for the cable restoring forces is presented based on the static force–displacement
relationship (Section 2.1) and on a suitable reduction to a cubic nonlinearity (Section 2.2).

Section 3 describes the model used to represent the random hydrodynamic load on the buoying system. The
results of Sections 2 and 3 are combined together in Section 4 to derive a prototype equation for the
investigated system.

In Section 5 the mathematical nature of the problem is clarified to justify the development of the two
solution techniques proposed, namely the CPSP and the SLSP, illustrated in details in Sections 6 and 7,
respectively.

Finally in Section 8 several numerical simulations are presented comparing the performances of the two
techniques and their predictions, in terms of statistical moments, with those obtained by a direct integration of
the equation of motion.

2. Nonlinear cable model

The nonlinear equations of a uniform inextensible cable suspended among two fixed points are considered.
The cable can support only tensile static forces in absence of any flexural rigidity. In Section 2.1 the nonlinear
force–displacement relationship for a single cable with one end attached to the sea bottom and the other to
the buoying system is determined. In Section 2.2 a pair of cables, symmetrically attached to the same
structure, is considered, simplifying the force–displacement relationship for the restoring force by a cubic
nonlinearity.

2.1. Nonlinear statics of the cable

Some results from the theory of cables form the basis for reducing the restoring forces to a cubic
nonlinearity as illustrated in Section 2.2.
Fig. 1. Cable configuration and characteristic parameters.
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Let s be the curvilinear abscissa, x and z Cartesian coordinates of the cable points (see Fig. 1), T the tension
along the cable and W its weight per unit length. The static equations of the cable read [5]:

q
qs

T
qx

qs

� �
¼W ;

q
qs

T
qz

qs

� �
¼ 0:

8>>><
>>>:

(1)

Integration of the second equation of (1), produces

T
qz

qs
¼ F , (2)

where F is the horizontal component of T, constant when loads along z are absent.
Inextensibility along the axial direction implies

qx

qs

� �2

þ
qz

qs

� �2

¼ 1. (3)

Substitution of (2) and (3) in (1) produces an equation for which the analytical solution is found:

xðzÞ ¼
F

W
cosh

Wz

F
þ

W

F
c1

� �
þ c2. (4)

The constants c1 and c2 are determined by the boundary conditions. Assuming the cable configuration as
shown in Fig. 1, boundary conditions are:

qx

qs

����
0

¼ 0;

xj0 ¼ 0:

8><
>: (5)

Thus

xðzÞ ¼
F

W
cosh

Wz

F

� �
� 1

� �
zðxÞ ¼

F

W
sinh�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Wx

F

� �2

þ 2
Wx

F

s2
4

3
5. (6)

Eq. (6) provides the force–displacement relationship at each cable point.
The suspended length ls of the cable—depending on z—follows from Eqs. (3) and (6) as

sðzÞ ¼

Z z

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

qx

qz

� �2
s

dz! lsðzÞ ¼
F

W
sinh

Wz

F

� �
(7)

and combining the two previous equations:

lsðxÞ ¼ x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2F

Wx
þ 1

r
. (8)

This expression permits to estimate the minimum cable length required for safety reasons. In fact, known
Fmax, i.e. the maximum expected F for the worst operating condition, the minimum cable length follows:

ls min ¼ h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Fmax

Wh
þ 1

r
, (9)

where h is the sea depth. For F ¼ Fmax, the whole cable is suspended and ls min is the minimum length that still
warrants a zero slope of the cable line at the anchor point on the sea bottom. This implies the absence of
vertical forces on the anchor, satisfying an important safety requirement.

During the normal operation service FoFmax and the length lr of the cable lies on the bottom (see Fig. 1); zs

is the length of the projection on the horizontal abscissa of the suspended part of the cable. The horizontal
distance between the anchor (bottom end) and the fairlead of the mooring line (cable end at the water line) is
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given by the following equation:

dc ¼ lr þ zs, (10)

where lr is determined from the difference between ls min and ls, zs from Eq. (7) for x(zs) ¼ h. Thus,

dc ¼ h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

Fmax

Wh
þ 1

r
� h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

F

Wh
þ 1

r
þ

F

W
cosh�1 1þ

Wh

F

� �
. (11)

This provides the constitutive nonlinear force–distance relationship for the cable.

2.2. Reduction to a cubic nonlinearity

The mooring actions on the dock can be approximated by a simpler cubic restoring force. In offshore
structures, often, pairs of cables are anchored to the seabed acting in opposite directions, as shown in Fig. 3.

In this configuration the total restoring force of the pair of cables is given by

FT ðwcÞ ¼ F ðd left
c Þ � F ðdright

c Þ ¼ Fþ � F�, (12)

where d left
c ¼ wc0 þ wc, dright

c ¼ wc0 � wc and wc0 is the horizontal distance between the anchor and the fairlead
of the mooring line for both the cables in the static reference configuration, while wc is the horizontal end
displacement of the cables (Fig. 2).

A Taylor series expansion of FT up to the third-order provides

F T ðwcÞ ¼ FT j0 þ
qFT

qwc

����
0

wc þ
1

2

q2F T

qw2
c

����
0

w2
c þ

1

6

q3FT

qw3
c

����
0

w3
c , (13)

where the derivatives are calculated at wc ¼ 0 or dc ¼ wc0.
This equation involves the derivatives of FT(wc), while the force–displacement relationship is available

through the inverse displacement–force dependency wc(FT). However, because of the equation:

qwc

qF

qF

qwc

¼ 1 (14)

the first derivative of FT(wc) is obtained in terms of the first derivative of wc(FT). Using an analogous idea,
higher order derivatives are obtained recursively:

qðiÞ

qF i

qwc

qF

qF

qwc

� �
¼ 0,

q
qF

qðiÞF
qwi

c

 !
¼

qðiþ1ÞF
qwiþ1

c

qwc

qF
,

qF�=qwc ¼ �qF=qwc ð15Þ
Fig. 2. Moored dock configuration.
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and explicitly up to the third order:

qF

qwc

¼
1

qwc=qF
;

q2F

qw2
c

¼ �
q2wc=qF 2

ðqwc=qF Þ3
;

q3F
qw3

c

¼ �
3ðq2wc=qF 2Þ

2
� ðq3wc=qF3Þð@wc=@F Þ

ðqwc=qF Þ5
. (16)

This implies:

FT ðwcÞ ¼ g1wc þ g3w
3
c (17)

and

g1 ¼
2

qwc=qF

����
F0

; g3 ¼ �
3

q2wc

qF 2

�
qwc

qF

� �2

�
q3wc

qF 3

�
qwc

qF

3
qwc

qF

� �3

���������
F0

(18)

the terms of order zero and two are void and, under the hypothesis of small displacements, a cubic dependence
of the horizontal force on the displacement of the cable end is determined (Fig. 3).

3. Random hydrodynamic load

The modified Morison equation [4,6–9] provides the wave load q per unit length on a circular cylinder in
terms of the fluid–structure relative velocity ð_x� _wÞ:

qðtÞ ¼ CI
€xþma €wþ CDj

_x� _wjð_x� _wÞ, (19)

where w ¼ wc, x(x, z, t) is the horizontal fluid particle displacement, assumed approximately the same for each
point of the wetted surface of the dock, CI and CD are the inertia and the drag coefficient, respectively, and ma

is the added mass. These coefficients depend on the dimension of the dock, the water density and some non-
dimensional quantity. Namely:

CI ¼ ð1þ caÞ
rwpD2

4
; CD ¼

1

2
cdrwD; ma ¼ ca

rwpD2

4
, (20)

where ca is the non-dimensional added mass coefficient (caffi1), rw is the seawater density, D is the dock
diameter and cd is the non-dimensional drag coefficient (0.6pcdp1.2).

x represents a random process, and Eq. (19) represents a hydrodynamic random load. There are different
possibilities to characterize the random nature of x(x, z, t). The first is to assume it as a (Gaussian) white noise.

A more refined approach uses indeed some information on the fluid motion generated by surface waves.
The Airy theory provides

xðx; tÞ ¼
X1

n¼�1

Bnðon;jn;xÞwnðtÞ, (21)

where

Bn ¼
1
2
Anðsin jn þ j cos jnÞ; B�n ¼ B�n; wnðtÞ ¼ ejont (22)
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are statistically independent random complex coefficients, i.e.

EfBnB�mg ¼
0 for nam; n40;m40;

EfBnB�ng ¼ s2Bn
for n ¼ m;

(

where on is the wave frequency, g the gravity acceleration and jn a random phase (e.g. uniformly distributed
over the interval [0, 2p]). The amplitude coefficients, An, are given by

Anðon;xÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2SðonÞ

on

n

r
cosh ðo2

n=gÞx
	 


sinh ðo2
n=gÞh

	 
 , (23)

where h is the sea depth and S(on) is the nth spectral component of the Pierson–Moskowitz spectrum [5]:

SðonÞ ¼
ag2

o5
n

e�b g=ðUonÞð Þ
4

(24)

with U the wind velocity, a and b are non-dimensional parameters—often a ¼ 8.1� 10�3 and b ¼ 0.74.

4. The floating dock with mooring lines

The present model of the floating dock introduces several approximations: (i) the dock is considered a point
of mass mb, (ii) the pair of cables is approximated by two nonlinear cubic springs, (iii) the hydrodynamic
force is determined by the Morison equation and (iv) energy dissipation is introduced by a viscous damping
(of characteristic constant ~c). With these assumptions, the equation of the dock motion is

mb €wþ 2~c _wþ F T ðwcÞ ¼ qðtÞ, (25)

where w ¼ wc is the dock center of mass displacement. Explicit form for the forces FT and q produces

ðmb �maÞ €wþ 2~c _wþ g1wþ �CDj
_x� _wjð_x� _wÞ þ g3w3

� �
¼ CI

€x. (26)

In this equation the effect of the cable’s drag force is not explicitly included. However, its inclusion does not
alter substantially the mathematical nature of the problem considered. In fact, as it is shown in Appendix A,
the presence of the cable’s drag force produces an additional term resulting in a quadratic form in terms of _wc

with coefficients that are random processes. Therefore the cable’s drag force introduces an expression that is
similar to the dock’s drag force.

Eq. (26) is an ordinary differential equation with two nonlinear terms (the terms in square brackets on the
left-hand side) and a random input (on the right-hand side). The statistics of the displacement w can be
obtained via a Monte-Carlo technique. Eq. (26) should be solved assuming different realizations of the set of
the random phase angles jn (see Eqs. (21) and (22)). For each realization, a numerical solution is obtained and
ensemble averages can be calculated. Alternatively, assuming an ergodic process, a single realization can be
considered but simulated for a time long enough. The statistical moments of the solution can be calculated in
this case by time averages.

With the positions:

z ¼ x� w; m ¼ mb þma; a1 ¼
2~c

m
; a2 ¼

g1
m
; a3 ¼

CD

m
; a4 ¼

g3
m
; a5 ¼

CI

m
(27)

and substituting Eq. (27) in Eq. (26):

€zþ a1
_zþ ða2 þ 3a4x

2
Þzþ a3j

_zj_z� 3a4xz
2
þ a4z

3
� �

¼ f ðxÞ, (28)

where

f ðxÞ ¼ ð1� a5Þ
€xþ a1

_xþ a4x
3
þ a2x (29)

is the new forcing term.
Assuming x(t) a white noise random signal, the force f is also a white noise signal with constant power

spectral density Sf0. If the Pierson–Moskowitz spectrum is considered, the force is indeed characterized by a
frequency-dependent power spectral density.
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5. Statement of the mathematical problem

Eq. (28) is a stochastic nonlinear ordinary differential equation. Instead of solving it using a Monte-Carlo
simulation, different techniques of solution are proposed here able to provide directly the desired statistical
moments of the dock displacement.

A first procedure, called CPSP, uses at a first step a conventional perturbation technique (CP) to produce a
cascade of linear differential problems with stochastic coefficients. The second step of the procedure consists
indeed in a stochastic perturbation technique (SP) to solve the obtained set of equations.

An alternative technique, called SLSP, uses at a first step a statistical linearization method (SL), followed by
a SP technique.

The CPSP method leads to reasonable results only if Eq. (28) exhibits weak nonlinearity, for which the
conventional perturbation technique is successful. The second part of the solution, based on a stochastic
perturbation technique, can be achieved if the randomness of the coefficients is small.

The SLSP method produces at the first step a linear differential equation, in a statistical sense, equivalent
to Eq. (28). The statistical linearization applies even for non-weak nonlinearities making this second
approach less restrictive with respect to the CPSP method. The new equivalent equation is still a
stochastic differential equation because of the random coefficients. However, since the second part of the
solution is still based on a stochastic perturbation technique, again the restriction of small random coefficients
holds.
6. The CPSP method

Eq. (28) is rewritten as

€zþ a1
_zþ bðxÞzþ �gð_z; z; xÞ ¼ f ðtÞ, (30)

where

bðxÞ ¼ a2 þ 3a4x
2; gð_z; z; xÞ ¼ a3j

_zj_z� 3a4xz
2
þ a4z

3. (31)

Physically e controls the cable nonlinearities and the fluid–structure interaction (drag effect) and is assumed
to be small with respect to the linear contributions at least for small oscillations of the dock. The first part of
the approach (CP) expands the solution in terms of power of e up to the second order:

zðx; t; �Þ ¼ z0ðx; tÞ þ �z1ðx; tÞ þ �
2z2ðx; tÞ. (32)

z0(x, t) is the zero-order approximation, i.e. the solution of Eq. (30) for e ¼ 0. Let expand g in terms of e:

gð_z; z; xÞ ¼ gj�¼0 þ �g;�j�¼0 þ
�2

2
g;��
��
�¼0
þOð�3Þ

¼ gj�¼0 þ � _z1g;_z
���
�¼0
þ z1g;z

��
�¼0


 �
þ
�2

2
_z2g;_z

���
�¼0
þ z2g;z

��
�¼0
þ

1

2
z21g;_z_z

���
�¼0
þ

1

2
z21g;zz

��
�¼0
þ _z1z1g;_zz

���
�¼0

� �
þOð�3Þ. ð33Þ

Using Eqs. (32), (33) and (30), the following equation is obtained:

€z0 þ a1
_z0 þ bðxÞz0 þ �ð€z1 þ a1

_z1 þ bðxÞz1Þ þ �
2ð€z2 þ a1

_z2 þ bðxÞz2Þ

þ �gj�¼0 þ �
2 _z1g;_z

���
�¼0
þ z1g;z

��
�¼0


 �
þ
�3

2
_z2g;_z

���
�¼0
þ z2g;z

��
�¼0
þ

1

2
_z
2

1g;_z_z

���
�¼0
þ

1

2
z21g;zz

��
�¼0
þ _z1z1g;_zz

���
�¼0

� �
¼ f ðxÞ. ð34Þ
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Thus, including the terms up to the second order of e, the following cascade of linear stochastic differential
equations is obtained:

€z0 þ a1
_z0 þ a2z0 þ 3a4x

2z0 ¼ ð1� a5Þ
€xþ a1

_xþ a4x
3
þ a2x,

€z1 þ a1
_z1 þ a2z1 þ 3a4x

2z1 ¼ 3a4xz
2
0 � a3

_z0
�� ��_z0 � a4z

3
0,

€z2 þ a1
_z2 þ a2z2 þ 3a4x

2z2 ¼ 6a4xz0z1 � 2a3
_z0
�� ��_z1 � 3a4z

2
0z1. ð35Þ

The second part of the CPSP approach uses a stochastic perturbation technique to solve Eq. (35).
Since x ¼ BnwnðtÞ see Eq. (21) (summation with respect to the repeated index is tacitly assumed), the solution
of system (35) can be expanded in terms of the coefficients Bn, provided that they are small random
parameters, as

zi ¼ zi0ðtÞ þ Bnzi1nðtÞ þ BnBmzi2nmðtÞ. (36)

Substitution of Eq. (36) into Eq. (35) produces, the following system (see Appendix B):

€z00 þ a1
_z00 þ a2z00 ¼ 0;

€z01n þ a1
_z01n þ a2z01n ¼ ð1� a5Þ€wn þ a1 _wn þ a2wn;

€z02nm þ a1
_z02nm þ a2z02nm ¼ �3a4wnwmz00;

8><
>: (37)

€z10 þ a1
_z10 þ a2z10 ¼ �a3

_z00
�� ��_z00 � a4

_z
3

00;

€z11n þ a1
_z11n þ a2z11n ¼ �2a3

_z00
�� ��_z01n � 3a4ð

_z
2

00
_z01n þ z00wnÞ;

€z12nm þ a1
_z12nm þ a2z12nm ¼ 3a4½z01nwn �

_z00ð_z01n
_z01m þ

_z00 _z02nmÞ�

�a3
_z00
�� �� 1

_z00
_z01n

_z01m þ 2_z02nm


 �
;

8>>>>>><
>>>>>>:

(38)

€z20 þ a1
_z20 þ a2z20 ¼ �2a3

_z00
�� ��_z01 � 3a4z

2
00z10;

€z21n þ a1
_z21n þ a2z21n ¼ �2a3

_z00
�� �� _z10 _z01n=_z00 þ _z11n

	 

�3a4z00ðz00z11n þ 2z10z01n þ 2z10wnÞ;

€z22nm þ a1
_z22nm þ a2z22nm ¼ �a3

_z00j j
_z00

2_z10 _z02nm þ
_z01n

_z11m þ
_z11n

_z01m þ 2_z00 _z12nm

	 

�3a4½z

2
00z12nm þ z10z01nz01m þ 2z00z01nz11n � 2wnðz00z11n þ z01nz10Þ�:

8>>>>>>>><
>>>>>>>>:

(39)

This is a set of linear deterministic differential equations. Although their form seems complicated, if
homogeneous initial conditions are assumed, a closed form solution is readily obtained. In fact, in this case,
the first of Eq. (37), and consequently the third, have void solutions: z00 ¼ 0 and z02nm ¼ 0. Likewise, the first
and the second equations of (38) have void right-hand terms, then z10 ¼ 0 and z11n ¼ 0. Eq. (39) has all the
right-hand terms void. Thus,

€z01n þ a1
_z01n þ a2z01n ¼ ð1� a5Þ€wn þ a1 _wn þ a2wn;

€z12nm þ a1
_z12nm þ a2z12nm ¼ 3a4z01nwm � a3

_z01n
_z01m:

(
(40)

Using Eq. (36), the solution of (40) produces

z0 ¼ Bnz01nðtÞ; z1 ¼ BnBmz12nmðtÞ (41)

and (see Eq. (32))

zðx; t; �Þ ¼ Bnz01nðtÞ þ �BnBmz12nmðtÞ. (42)
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Since the B’s are statistically independent, the second-order statistical moment of the relative displacement
(42) can be calculated as follows:

Efz2g ¼
X1

n¼�1

E BnB�m
� �

z01nz
�
01n

	 

þOðB3

nÞ. (43)

Looking at the steady-state response and using Eqs. (21) and (22), the solution of the first equation of (40) is

z01nðtÞ ¼
�o2

nð1� a5Þ þ jona1 þ a2

�o2
n þ jona1 þ a2

ejont (44)

and finally

E z2
� �

¼
X1

n¼�1

E BnB�m
� � �o2

nð1� a5Þ þ jona1 þ a2

�o2
n þ jona1 þ a2

����
����
2

 !
þOðB3

nÞ. (45)

7. The SLSP method

In this section the SLSP method is presented. In Section 7.1 some basic elements of statistical linearization
are illustrated. Section 7.2 applies the general theory to the case of the dock equation and in Section 7.3 the
case of a Gaussian statistics, for which closed form solution are found, is eventually considered.

7.1. Brief notes on statistical linearization

The basic ideas of the statistical linearization relies in replacing a nonlinear system by an ‘‘equivalent’’ linear
one so that the difference between the response of the two systems is minimal in some probabilistic sense
[12,18–21]. More precisely, it is required that the mean-square difference between the nonlinear forces and
their counterpart in the equivalent linear systems be minimum.

Consider the equation:

Lðx; _x; tÞ þNLðx; _x; tÞ ¼ f ðtÞ, (46)

where NLðx; _x; tÞ and Lðx; _x; tÞ are the nonlinear and the linear part of the system’s operator, respectively,
x(t) is the system’s response and f(t) an external random force. A linear operator Leqðy; _y;p; tÞ can replace
NL in the sense of SL, where y(t) is the system’s response of the linear equivalent system and p a vector of
unknown parameters:

Lðy; _y; tÞ þLeqðy; _y;p; tÞ ¼ f ðtÞ. (47)

Adding the term Leq to both sides of Eq. (46), rearranging and assuming x(t) ¼ y(t) the following equation
may be written:

Lðx; _x; tÞ þLeqðx; _x;p; tÞ ¼ f ðtÞ þ Eðx; _x; p; tÞ, (48)

where

Eðx; _x; p; tÞ ¼Leqðx; _x;p; tÞ �NLðx; _x; tÞ (49)

which is the equation error.
The unknown parameters p are determined minimizing the mean-square of E:

qEfE2g

qp
¼ 0. (50)

The expectations in Eq. (50) should be evaluated ideally using the exact joint probability density function
(pdf) pðx; t; _x; tÞ of the nonlinear response x(t) and of its derivative _xðtÞ.
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If the exact probability distribution is used to evaluate Eq. (50), then the variance E{y2} would be exactly
equal to E{x2}.

However, this pdf is, in general, unknown and, a trial function is indeed considered to calculate the
statistical moment which are the coefficients of Eq. (50). The choice of this approximated pdf depends on the
input pdf and on the nonlinearities of the governing equation.

7.2. Statistical linearization of the dock equation

Applying the method described in the previous section to Eq. (28), the new governing equation is

€zþ ða1 þ cSLeqÞ_zþ ða2 þ 3a4x
2
þ kSLeqÞz ¼ f ðxÞ. (51)

The parameters cSLeq and kSLeq are calculated by the solution of the problem shown in Eq. (50).
The equation error E between Eqs. (28) and (51) is

E ¼ cSLeq _zþ kSLeqz� a3
_z
�� ��_z� 3a4xz

2
þ a4z

3
� �

(52)

and the two following equations can be written:

qEfE2g=qcSLeq ¼ 0;

qEfE2g=qkSLeq ¼ 0

(
(53)

or explicitly:

cSLeqEf_z
2
g þ kSLeqEf_zzg ¼ a3Efj_zj_z

2
g þ 3a4xEf_zz2g þ a4Ef_zz3g;

cSLeqEf_zzg þ kSLeqEfz2g ¼ a3Efj_zj_zzg þ 3a4xEfz3g þ a4Efz
4
g

8<
: (54)

in the unknowns cSLeq and kSLeq.
Assuming the solution process z(t) and its derivative _zðtÞ stationary statistically, independent and with zero

mean, then

Efz3g ¼ 0; Ef_zzg ¼ Ef_zz2g ¼ Ef_zz3g ¼ 0. (55)

The solution of Eq. (54) is

cSLeq ¼ a3
Efj_zj_z

2
g

Ef_z
2
g
; kSLeq ¼

a3Efj_zj_zzg þ a4Efz
4
g

Efz2g
. (56)

We can proceed further in the analysis illustrating in the next section the second part of the SLSP, under the
hypothesis of Gaussian statistics.

7.3. Gaussian statistics and the statistical perturbation technique

Assumed the force on the floating buoy Gaussian, z(t) and _zðtÞ are also normal processes, stationary and
statistically independent with joint pdf:

pnðz; _zÞ ¼
1

szs_z
ffiffiffiffiffiffi
2p
p e

�ðz=s2zþ
_z=s2_z Þ=2. (57)

The coefficients in Eq. (56) can be determined using the properties of the Gaussian processes. Hence

Efj_zj_zzg ¼ 0 (58)

and by the Kazakov’s theorem [12]:

Efj_zj_z
2
g

Ef_z
2
g
¼

Ef_z
2
gEfðj_zj_zÞ0g

Ef_z
2
g

¼ Efðj_zj_zÞ0g, (59)
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where apex indicates the derivative with respect to _z. Expectation in Eq. (59) may be evaluated in closed form:

Efðj_zj_zÞ0g ¼

ffiffiffi
8

p

r
s_z. (60)

Therefore, Eq. (56) may be rewritten as follows:

cSLeq ¼ a3

ffiffiffi
8

p

r
s_z; kSLeq ¼ 3a4s2z . (61)

Substitution for these coefficients in Eq. (51) produces

€zþ ða1 þ a3

ffiffiffiffiffiffiffiffi
8=p

p
s_zÞ_zþ ða2 þ 3a4x

2
þ 3a4s2zÞz ¼ f ðxÞ. (62)

Eq. (62) is a linear ordinary differential equation with the random coefficient 3a4x
2. Moreover, the

coefficients a3

ffiffiffiffiffiffiffiffi
8=p

p
s_z and 3a4s2z depend on the statistical moments of the solution.

The second step of the SLSP procedure, the stochastic perturbation technique, relies on the series expansion
(21). Analogously to Eq. (36), z is expanded in terms of the coefficients Bn:

zðtÞ ¼ z0ðtÞ þ Bnz1nðtÞ þ BnBmz2nmðtÞ (63)

that substituted in Eq. (62) produces

€z0 þ Bn
€z1n þ BnBm

€z2nm þ ða1 þ a3

ffiffiffiffiffiffiffiffi
8=p

p
s_zÞð_z0 þ Bn

_z1n þ BnBm
_z2nmÞ

þ ða2 þ 3a4BnBmwnwm þ 3a4s2zÞðz0 þ Bnz1n þ BnBmz2nmÞ ¼ ð1� a5Þ€wn þ a1 _wn þ a2wn ð64Þ

Separating the different orders of the B’s, the following set of linear independent differential equations is
obtained:

€z0 þ ða1 þ a3

ffiffiffiffiffiffiffiffi
8=p

p
s_zÞ_z0 þ ða2 þ 3a4s2zÞz0 ¼ 0;

€z1n þ ða1 þ a3

ffiffiffiffiffiffiffiffi
8=p

p
s_zÞ_z1n þ ða2 þ 3a4s2zÞz1n ¼ ð1� a5Þ€wn þ a1 _wn þ a2wn;

€z2nm þ ða1 þ a3

ffiffiffiffiffiffiffiffi
8=p

p
s_zÞ_z2nm þ ða2 þ 3a4s2zÞz2nm ¼ 0:

8>>><
>>>:

(65)

When void initial conditions are considered, the zero and second order give void the solutions z0 ¼ 0 and
z2nm ¼ 0. The first-order solutions, z1n, are sufficient to obtain the relative displacement:

zðtÞ ¼ Bnz1nðtÞ. (66)

The standard deviation of the relative velocity and the variance of the relative displacement are in general
unknowns, because they are nonlinear functions of the equation unknowns. When the random input is a white
noise, the force power spectral density is constant and a closed form for the variance can be obtained.

Unfortunately, thus is not true in case the power spectral density is not constant as, for example, for the
Pierson–Moskowitz spectrum.

Let conclude with an approximate iterative solution of the problem. Eqs. (21) and (22) can be considered a
rough approximation of Eq. (65). Neglecting the terms containing statistical moments, zð0Þ1n can be
approximated as

zð0Þ1n ðtÞ ¼
�o2

nð1� a5Þ þ jona1 þ a2

�o2
n þ jona1 þ a2

ejont. (67)

Therefore, from Eq. (66):

zð0ÞðtÞ ¼ Bn

�o2
nð1� a5Þ þ jona1 þ a2

�o2
n þ jona1 þ a2

� �
ejont. (68)

An estimate of the variance is obtained from Eq. (68):

s2ð0Þz ¼ Efzð0Þz�ð0Þg ¼ EfBnB�mg
�o2

nð1� a5Þ þ jona1 þ a2

�o2
n þ jona1 þ a2

����
����
2

. (69)
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This expression can be used to start an iterative procedure in which the statistical moments calculated
at the previous step allow to achieve the solution at the new iteration. Therefore, the steady-state solution of
Eq. (65) is

zðiÞ1nðtÞ ¼
�o2

nð1� a5Þ þ jona1 þ a2

�o2
n þ jonða1 þ a3

ffiffiffiffiffiffiffiffi
8=p

p
sði�1Þ_z
Þ þ ða2 þ 3a4s

2ði�1Þ
z Þ

ejont. (70)

Eq. (66) provides:

zðiÞðtÞ ¼ Bn

�o2
nð1� a5Þ þ jona1 þ a2

�o2
n þ jonða1 þ a3

ffiffiffiffiffiffiffiffi
8=p

p
sði�1Þ_z
Þ þ ða2 þ 3a4s

2ði�1Þ
z Þ

2
4

3
5ejont (71)

and the second statistical moment:

s2ðiÞz ¼ EfzðiÞz�ðiÞg ¼ EfBnB�mg
�o2

nð1� a5Þ þ jona1 þ a2

�o2
n þ jonða1 þ a3

ffiffiffiffiffiffiffiffi
8=p

p
sði�1Þ_z
Þ þ ða2 þ 3a4s

2ði�1Þ
z Þ

������
������
2

. (72)

This procedure can be repeated for i ¼ 1, 2, 3,y, until the convergence is reached. The adopted
convergence criterion involves the calculus of the relative difference between the results at iteration i and i+1:
when this value is less than 1% the convergence is considered reached.
8. Numerical results and comparisons

The buoy considered for the numerical simulations has diameter 10m and mass 12,000 kg. The sea depth is
50m. The buoy is anchored by two steel cables with suspended lengths equal to 150m. The
Pierson–Moskowitz spectrum characterizes the wave spectrum, and six different wind velocities are
considered: 5, 8, 10, 15, 20, 25m/s. The corresponding spectra are represented in Fig. 4, respectively.

To check the validity of the proposed methods, a reference solution of Eq. (28) is determined by a direct
numerical integration. By taking advantage of the ergodicity of the phenomenon, the statistical moments of
the solution are determined by long time numerical simulations.

Figs. 5,7,9 and 11 show the phase space, the pdfs of the relative displacement and of the relative velocity and
the comparison between these pdfs and the corresponding normal probability (having same mean and
variance) for the wind speed 5, 10, 20 and 25m/s, respectively. The pdfs are obtained by calculating the
histogram of two perpendicular cuts of the phase space: one parallel to the displacement axis and one parallel
to the velocity axis. Figs. 6,8,10 and 12 show the normal probability plot for the same quantities in order to
quantify the deviation from the corresponding normal probability distribution. It appears that all the
considered processes are almost Gaussian. In fact, also for large values of the wind speed, the relative
displacement has a distribution that is close to be Gaussian.

Fig. 13 shows the power spectral density of z for the considered wind velocities. The first peak corresponds
to the natural frequency of the rough linearization, f n ¼

ffiffiffiffiffi
a2
p

=2p ¼ 0:036Hz, the second is related to the
maximum of the Pierson–Moskowitz spectrum.

In Table 1 the autocorrelation Rz for t ¼ 0 is compared with the variance determined by Eqs. (45) and (72),
associated with the SLSP and CPSP methods, respectively, and a good agreement is observed up to a wind
speed of 10m/s. A number of iterations sufficient to guarantee the convergence of the procedure are
performed. For the wind velocities 5, 8, 10, 15 and 20m/s, seven iterations were sufficient to reach the
convergence of the procedure. On the contrary for U ¼ 25m/s the variance of the displacement does not
converge regularly as shown in Fig. 14. Moreover, for this last speed, the predicted variance does not match
the value obtained by numerical integration of the equation of motion (see Table 1). This means that the
methods are reliable at least for moderate nonlinearities and that the wind speed, i.e. the waves amplitude,
should be small. The results are in acceptable agreement with the theoretical predictions with an error up to
14% at the wind speed of 10m/s (in practice acceptable results are obtained for wind speeds less than 10m/s).
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Looking at Figs. 5–12, it appears that the results obtained by the SLSP are a little better than those obtained
by the CPSP when increasing the wind speed. The reason for this relies on the double use of the perturbation
technique in the CPCS method that is more sensitive to the effect of strong nonlinearities.

9. Conclusions

This paper presents two different techniques for the analysis of differential equations with stochastic
coefficient. The example of application concerns the prediction of the wave-induced oscillations of a moored
vessel, but systems of different physical nature can be analysed with the same methodology.

Both methods are based on stochastic perturbation techniques. The first classical perturbation–statistical
perturbation (CPSP) consists of a sequential application of a classical perturbation technique to reduce the
nonlinear stochastic differential equation to a linear equation with stochastic coefficients, and of a stochastic
perturbation approach to provide the statistical moments of the solution. The second technique, statistical
linearization–stochastic perturbation (SLSP) is based on a statistical linearization of the nonlinear problem
leading to a linear differential problem with stochastic coefficients that is eventually treated by a stochastic
perturbation approach.

Both the techniques reveal their advantage in terms of computational costs with respect to direct
Monte-Carlo simulations.



ARTICLE IN PRESS

−2 −1.5 −1 −0.5 0 0.5 1 1.5

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

ζ [m]

d
 ζ

 /
 d

t 
[m

/s
]

−0.6 −0.4 −0.2 0 0.2 0.4 0.6
0

0.5

1

1.5

2

d ζ / dt [m/s]

p
d

f(
d

 ζ
 /

 d
t)

−2 −1.5 −1 −0.5 0 0.5 1 1.5
0

0.5

1

1.5

2

2.5

3

3.5

4

ζ [m]

p
d

f(
ζ)

Fig. 5. Phase space and pdf of relative velocity and displacement, wind velocity 5m/s: ?+?, results; ______, Gaussian pdf.

−2 −1 0 1

0.001
0.003

0.01
0.02

0.05
0.10

0.25

0.50

0.75

0.90
0.95

0.98
0.99

0.997
0.999

ζ [m]

p
d
f 
(ζ
)

−0.5 0 0.5

0.001
0.003

0.01
0.02

0.05
0.10

0.25

0.50

0.75

0.90
0.95

0.98
0.99

0.997
0.999

d ζ / dt [m/s]

p
d
f 
(d

 ζ
 /
 d

t)

Fig. 6. Normal probability plot of relative velocity and displacement, wind velocity 5m/s.
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The methods are reliable at least for moderate nonlinearities. In the present application this means that the
wind speed, i.e. the waves amplitude, should be small. The results are in acceptable agreement with the
theoretical predictions with an error up to 14% at the wind speed of 10m/s (in practice acceptable results are
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Fig. 8. Normal probability plot of relative velocity and displacement, wind velocity 10m/s.
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obtained for wind speeds less than 10m/s). This is indeed a consequence of the perturbation approach that is
valid only in the limit of small nonlinear perturbations. The SLSP method in this respect is more robust than
the CPSP because the first statistical linearization approach (SL) does not need for its application small
nonlinearities, while this condition is required by the second part of the method (SP) based on a stochastic
perturbation.
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Fig. 10. Normal probability plot of relative velocity and displacement, wind velocity 20m/s.
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Appendix A

Potential water waves can be described by the Airy theory. The spectral component of the velocity potential
j at frequency o is

jðx; z; tÞ ¼
gH cosh½kðxþ hÞ�

2o coshðkhÞ
ejðkz�otÞ. (73)
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The related fluid particles velocity components along the x and z axes are:

vf x
¼

qj
qx

vf z
¼

qj
qz

. (74)
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Table 1

Comparison between the numerical results for different wind velocities

Wind velocity (m/s) P.-M. spectrum freq. peak (Hz) Rzð0Þ s2zz CPSP s2zz SLSP

5 0.275 0.0098 0.01 0.01

8 0.17 0.064 0.075 0.075

10 0.135 0.153 0.202 0.201

15 0.09 0.792 1.759 1.747

20 0.07 2.77 19.23 18.77

25 0.055 11.56 828.5 67.2/34.8
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These components at x ¼ x(s) and z ¼ z(s), i.e. along the cable line, are:

vf x
¼ k

gH sinh½kðxðsÞ þ hÞ�

2o coshðkhÞ
ejðkz�otÞ,

vf z
¼ jk

gH cosh½kðxðsÞ þ hÞ�

2o coshðkhÞ
ejðkz�otÞ ð75Þ
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Fig. 14. Convergence of the relative displacement variance, wind velocity: 25m/s.
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or more concisely:

vf x
¼ f xðs; kÞe

jðkz�otÞ

vf z
¼ f zðs; kÞe

jðkz�otÞ 2vf ¼
f xðs; kÞ

f zðs; kÞ

" #
ejðkz�otÞ ¼ f ðs; kÞejðkz�otÞ. (76)

The free surface waves represent a random process described by the superposition of harmonic components:

vf ¼
Xþ1

n¼�1

An f ðs; knÞe
jðknz�otÞ, (77)

where the An coefficients are random complex (amplitude and phase) variables.
The velocity of the cable’s points can be expressed in terms of _wcðtÞ using the shape functions cx(s) and cz(s)

(e.g. determined on the basis of the static catenary solution) as

vcx
¼ cxðsÞ _wcðtÞ

vcz
¼ czðsÞ _wcðtÞ

2vc ¼
cxðsÞ

czðsÞ

" #
_wcðtÞ ¼ cðsÞ _wcðtÞ. (78)

Thus the fluid-cable relative velocity is

vrðs; tÞ ¼ vc � vf ¼ cðsÞ _wcðtÞ �
Xþ1

n¼�1

An f ðs; knÞe
jðknz�otÞ. (79)

Assuming the cable’s drag force components along x and z proportional to jvrj
2 produces

Fdx ¼ axðsÞjvrj
2; Fdz ¼ azðsÞjvrj

2, (80)

where the coefficients ax(s) and az(s) depend on the angle of attack of the fluid velocity with respect to the
cable’s local tangent that is a function of the location s.

Thus, the total drag cable force component along the z-axis is

Rz ¼

Z l

0

azðsÞjvrðs; tÞj
2 ds (81)

i.e.:

Rz ¼

Z l

0

azðsÞ cðsÞ _wcðtÞ �
Xþ1

n¼�1

An f ðs; knÞe
jðknz�otÞ

�����
�����
2

ds. (82)
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That, with obvious meaning of the symbols, becomes:

RzðtÞ ¼ C1ðtÞ þ C2ðtÞ _wc þ C3ðtÞ _w
2
c . (83)

This drag force can be introduced into the dock’s equation of motion. It is a quadratic form of
the dock’s velocity and its mathematical expression is similar to the dock’s drag force appearing into
Eq. (19).

Finally, the effect of a uniform current can be readily introduced by an additional potential term
jN(z) ¼ UNz in Eq. (73). Expression (83) remains in this case identical except a different value for the
coefficient C1.

Appendix B

In this appendix are shown the remarkable relationships necessary to obtain Eqs. (37)–(39) of
Section 6.

Before, a set of general relationships are presented which are necessary for the following developments (Eqs.
(84)–(88)). After, two Taylor’s series expansions which appear in the second and third equations of Eq. (35)
are developed (Eqs. (89)–(96)). Last but not the least, Eq. (35), by considering Eqs. (21) and (36) and all those
developed in the appendix ((84)–(96)) are written in order to obtain Eqs. (37)–(39).

B.1. General relationships

q_zi

qBn

¼
q

qBn

ð_zi0 þ Bn
_zi1n þ BnBm

_zi2nmÞ ¼
_zi1n þ 2Bm

_zi2nm, (84)

q
qBm

q_zi

qBn

 !
¼

q
qBm

ð_zi1n þ 2Bm
_zi2nmÞ ¼ 2_zi2nm, (85)

q

q_z0
_z0
�� ��	 


¼
_z0
�� ��
_z0
;

q

q_z0
_z0
�� ��_z0	 


¼ 2 _z0
�� ��; q

q_z0

_z0
�� ��
_z0

 !
¼ 0, (86)

z2i ¼ ðzi0 þ Bnzi1n þ BnBmzi2nmÞ
2

¼ z2i0 þ 2zi0Bnzi1n þ BnBmzi1nzi1m þ 2zi0BnBmzi2nm þ � � � , ð87Þ

z3i ¼ ðzi0 þ Bnzi1n þ BnBmzi2nmÞ
3

¼ z3i0 þ 3z2i0Bnzi1n þ 3zi0BnBmzi1nzi1m þ 3z2i0BnBmzi2nm þ � � � . ð88Þ

B.2. Taylor’s series expansion

Taylor’s series expansion of _z0
�� ��_z0 appearing in Eq. (35) about Bn ¼ Bm ¼ 0 (Bn ¼ 0 and Bn ¼ Bm ¼ 0 are

indicated with the subscript 0)

_z0
�� ��_z0 ¼ _z00

�� ��_z00 þ Bn

q _z0
�� ��_z0
qBn

�����
0

þ
1

2
BnBm

q2 _z0
�� ��_z0

qBn qBm

�����
0

, (89)

where

q _z0
�� ��_z0
qBn

�����
0

¼
q _z0
�� ��_z0
q_z0

q_z0
qBn

�����
0

¼ 2 _z0
�� ��ð_z01n þ 2Bm

_z02nmÞ
��
0
¼ 2 _z00
�� ��_z01n (90)
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and

q2 _z0
�� ��_z0

qBnqBm

�����
0

¼
@

@Bm

q _z0
�� ��_z0
q_z0

q_z0
qBn

 !�����
0

¼ 2
q

qBm

_z0
�� �� q_z0

qBn

 !�����
0

¼ 2
q _z0
�� ��
q_z0

q_z0
qBm

q_z0
qBn

þ _z0
�� �� q

qBm

q_z0
qBn

 !" #�����
0

¼ 2
_z00
�� ��
_z00

_z01n
_z01m þ 2 _z00

�� ��_z02nm

 !
, ð91Þ

therefore Eq. (89) can be written as follows:

_z0
�� ��_z0 ¼ _z00

�� �� _z00 þ 2Bn
_z01n þ BnBm

1

_z00
_z01n

_z01m þ 2_z02nm

� �� �
. (92)

Taylor’s series expansion of _z0
�� ��_z1 about Bn ¼ Bm ¼ 0:

_z0
�� ��_z1 ¼ _z00

�� ��_z01 þ Bn

q _z0
�� ��_z1
qBn

�����
0

þ
1

2
BnBm

q2 _z0
�� ��_z1

qBn qBm

�����
0

, (93)

where

q _z0
�� ��_z1
qBn

�����
0

¼
q _z0
�� ��
qBn

_z1

�����
0

þ _z0
�� �� q_z1

qBn

����
0

¼
q _z0
�� ��
q_z0

q_z0
qBn

_z1

�����
0

þ _z0
�� �� q_z1

q_z1

q_z1
qBn

����
0

¼
_z0
�� ��
_z0
ð_z01n þ 2Bm

_z02nmÞð
_z10 þ Bn

_z11n þ BnBm
_z12nmÞ

�����
0

þ _z0
�� ��ð_z11n þ 2Bm

_z12nmÞ
��
0
¼ _z00
�� �� _z10

_z00
_z01n þ

_z11n

 !
ð94Þ

and

q2 _z0
�� ��_z1

qBn qBm

�����
0

¼
q

qBm

_z0
�� ��
_z0

q_z0
qBn

_z1 þ _z0
�� �� q_z1

qBn

 !�����
0

¼
q

q_z0

_z0
�� ��
_z0

 !
q_z0
qBm

q_z0
qBn

_z1 þ
_z0
�� ��
_z0

q2 _z0
qBm qBn

_z1 þ
_z0
�� ��
_z0

q_z0
qBn

q_z1
qBm

�����
0

þ
q _z0
�� ��
q_z0

q_z0
qBm

q_z1
qBn

þ _z0
�� �� q2_z1

qBm qBn

�����
0

¼ 2
_z0
�� ��
_z0
_z02nm

_z1 þ
_z0
�� ��
_z0
ð_z01n þ 2Bm

_z02nmÞð
_z11m þ 2Bn

_z12nmÞ

�����
0

þ
_z0
�� ��
_z0
ð_z01m þ 2Bn

_z02nmÞð
_z11n þ 2Bm

_z12nmÞ þ 2 _z0
�� ��_z12nm

�����
0

¼ _z00
�� �� 2

_z10
_z00

_z02nm þ
1

_z00
_z01n

_z11m þ
1

_z00
_z01m

_z11n þ 2_z12nm

 !
ð95Þ

therefore Eq. (93) can be written as follows:

_z0
�� ��_z1 ¼ _z00

�� �� _z01 þ Bn

_z10
_z00

_z01n þ
_z11n

 !"

þ
1

2
BnBm 2

_z10
_z00

_z02nm þ
1

_z00
_z01n

_z11m þ
1

_z00
_z11n

_z01m þ 2_z12nm

 !#
. ð96Þ
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B.3. Mathematics developments of Eq. (35)

By considering Eq. (36), left-hand terms of (35) can be written as follows:

€zi þ a1
_zi þ a2zi þ 3a4x

2zi

¼ €zi0 þ Bn
€zi1n þ BnBm

€zi2nm þ a1ð
_zi0 þ Bn

_zi1n þ BnBm
_zi2nmÞ

þ a2ðzi0 þ Bnzi1n þ BnBmzi2nmÞ þ 3a4BnBmwnwmðzi0 þ Bnzi1n þ BnBmzi2nmÞ ð97Þ

by ordering Eq. (97) the following set of relationships can be written:

€zi0 þ a1
_zi0 þ a2zi0

€zi1n þ a1
_zi1n þ a2zi1n

€zi2nm þ a1
_zi2nm þ a2zi2nm þ 3a4wnwmzi0:

8><
>: (98)

By remembering Eq. (21), right-hand terms of (35) can be written as follows.
First equation:

ð1� a5Þ
€xþ a1

_xþ a4x
3
þ a2x ¼ ð1� a5ÞBn €wn þ a1Bn _wn þ a4BnBmBlwnwmwl þ a2Bnwn (99)

and by ordering:

0

ð1� a5Þ€wn þ a1 _wn þ a2wn

0:

8><
>: (100)

Second equation:

3a4xz
2
0 � a3

_z0
�� ��_z0 � a4z

3
0

¼ 3a4Bnwnðz00 þ Bnz01n þ BnBmz02nmÞ

� a3
_z00
�� �� _z00 þ 2Bn

_z01n þ BnBm

1

_z00
_z01n

_z01m þ 2_z02nm

� �� �

� a4ð
_z
3

00 þ 3_z
2

00Bn
_z01n þ 3_z00BnBm

_z01n
_z01m þ 3_z

2

00BnBm
_z02nmÞ ð101Þ

and by ordering:

�a3
_z00
�� ��_z00 � a4

_z
3

00

�2a3
_z00
�� ��_z01n � 3a4ð

_z
2

00
_z01n þ z00wnÞ

3a4½z01nwm �
_z00ð_z01n

_z01m þ
_z00 _z02nmÞ� � a3

_z00
�� �� 1

_z00
_z01n

_z01m þ 2_z02nm


 �
:

8>>>><
>>>>:

(102)

Third equation:

6a4x
2z0z1 � 2a3

_z0
�� ��_z1 � 3a4z

2
0z1

¼ 6a4Bnwnðz00 þ Bnz01n þ BnBmz02nmÞðz10 þ Bnz11n þ BnBmz12nmÞ

� 2a3
_z00
�� �� _z01 þ Bn

_z10
_z00

_z01n þ
_z11n

 !"

þ
1

2
BnBm 2

_z10
_z00

_z02nm þ
1

_z00
_z01n

_z11m þ
1

_z00
_z11n

_z01m þ 2_z12nm

 !#

� 3a4ðz
2
00 þ 2z00Bnz01n þ BnBmz01nzi1m

þ 2z00BnBmz02nmÞðz10 þ Bnz11n þ BnBmz12nmÞ ð103Þ
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and by ordering:

�2a3
_z00
�� ��_z01 � 3a4z

2
00z10

�2a3
_z00
�� �� _z10

_z00
_z01n þ

_z11n

 !
� 3a4ðz

2
00z11n þ 2z00z10z01n þ 2z00z10wnÞ

�a3
_z00
�� �� 2

_z10
_z00
_z02nm þ

1

_z00
_z01n

_z11m þ
1

_z00
_z11n

_z01m þ 2_z12nm

 !

�3a4½z
2
00z12nm þ z10z01nz01m þ 2z00z01nz11n � 2wnðz00z11n þ z01nz10Þ�:

8>>>>>>>>>>><
>>>>>>>>>>>:

(104)
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