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 Weeds compete with plants for sunlight, nutrients and water. Conventional 

weed management involves spraying of herbicides to the entire crop which 

increases the cost of cultivation, decreasing the quality of the crop, in turn 

affecting human health. Precise automatic spraying of the herbicides on 

weeds has been in research and use. This paper discusses automatic weed 

detection using hybrid features which is generated by extracting the deep 

features from convolutional neural network (CNN) along with the texture 

and color features. The color and texture features are extracted by color 

moments, gray level co-occurrence matrix (GLCM) and Gabor wavelet 

transform. The proposed hybrid features are classified by Bayesian 

optimized support vector machine (BO-SVM) classifier. The experimental 

results read that the proposed hybrid features yield a maximum accuracy of 

95.83%, higher precision, sensitivity and F-score. A performance analysis of 

the proposed hybrid features with BO-SVM classifier in terms of the 

evaluation parameters is made using the images from crop weed field image 

dataset. 
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1. INTRODUCTION 

Agriculture is currently facing immense challenges, given the need to increase food production and 

growing concerns about environmental issues and climate change. Crop yields have skyrocketed over the 

past 30 years, thanks to better crop management and improved irrigation and fertilization systems [1]. 

Meeting future food demand will largely depend on sustainable crop growth. However, at the moment, the 

rate of increase in potential profits is much lower than expected due to increased demand [2]. 

One of the proposed approaches to solving this problem is sustainable agricultural growth, which 

aims to increase food production in the existing country, minimize environmental impact, and meet the needs 

of present generations and future goals [3]. To achieve sustainable production at this high level without 

harming the environment, it is essential to improve the eminence of the soil and to properly control all factors 

of production in time and space. Hence, this progress is clearly needed to integrate important approaches to 

agricultural research and development. In the technical aspect of large-scale sustainable agriculture, precision 

farming (PF) plays an important role and introduces an ideology that sees the field as a diverse object with 

variability in many dimensions [2]. It has been argued that various types of information technology and 

communication systems are major contributors to the resilience transformation, and agricultural support 

systems are an important part of the resilience transition. PF is an agricultural management idea based on 
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observing, measuring and acting on local and temporal cultivation diversity. The goal of PF is to express a 

decision support system for crop management in order to maximize input yields and conserve resources [4], 

[5]. Precision farming involves more efficient management of production inputs and agricultural inputs such 

as herbicides, pesticides, water, and fertilizers, with the correct crop management in the correct place and at 

the correct time. Although most of the large agricultural areas that are traditionally managed have these 

inputs coordinated, the PF can divide the area into different management areas as resources are allocated 

according to the characteristics of each region. PF seeks to improve crop yield and profitability through better 

management of agricultural resources, which it relies on to accumulate cultural data and information over 

time and space [6]. 

Weed detection using computer vision techniques has shown promising avenues in precision 

farming. Computer vision uses special image processing techniques for segmentation and classification for 

weed detection. Weeds in agricultural fields can be distinguished by its possessions such as spectral 

reflectance, shape, dimension, and texture features, based on the positions of weeds, herbicide sprayers are 

controlled to spray right on desired areas of the weed in the field. However, the automation in terms of the 

precision in weed detection using computer vision techniques still poses an open problem for research in the 

area. Weed detection with machine learning is revolutionary and allows us to dramatically reduce manual 

work and research costs. 

This paper is structured as follows. Section 2 gives the overview of the related works carried out in 

weed detection. Section 3 shows the proposed hybrid weed detection methodology. Simulation and results 

are presented in section 4 followed by conclusion and future perspective in section 5. 

 

 

2. RELATED WORK 

Image processing is getting more popular in weed detection process; Its specific processes include 

certain preprocessing, image segmentation to find the region of interest, feature extraction to define the 

certain pattern, and classification using machine learning for detection and classification [7].  

Bakhshipour et al. [8] represents wavelet texture-based features are used to distinguish between weed and 

crops in sugar beet crops. Wavelet texture is trained with artificial neural network for weed identification. 

Montalvo et al. [9] Used image segmentation for the detection of rows of cultures, by using double threshold 

3D-Otsu method. Further weed and crop identification was achieved by using the principal component 

analysis (PCA) method. Bakhshipour and Jafari [10] proposed size parameters by geometry of weed and 

further support vector machine (SVM) used for classification of different type of weeds. 

The studies [11]–[13] used an SVM and a traditional neural network classifier with scale-invariant 

feature transform (SIFT) feature extractor. Alam et al. [14] used the grey level co-occurrence matrix 

(GLCM) with the Haralick descriptor as the texture characteristic and the ndi as the color for the 

classification. The results showed 99% accuracy in detecting weeds in the test data, limiting weeds and rice 

plants of the same size. However, the main limiting factor for the weed detection system described above is 

the manually extracted elements (color information, and other color conversions may require corresponding 

values, shape analysis i.e., various geometric and morphological structures and texture analysis for accurate 

visualization as well as various image classification problems such as changing perspective, scale and 

gradation, image distortion, image overlap, lighting, and background clutter. 

In recent years, researchers have developed systems that include deep learning techniques for 

identifying weeds or other crops. The most common deep learning tool for weed detection is the 

convolutional neural network (CNN) [15]. This type of neural network is complex but effective, has a high 

recognition rate and has shown good results in precision farming for correct plant identification. Compared to 

the previous method, CNN is less susceptible to natural changes due to self-learning properties such as 

changing lighting, leaf asymmetry, and plant spread. Today, CNNs are being used in complex crop and weed 

detection systems to push the boundaries of artistic approaches and achieve the highest productivity. Di 

Cicco et al. [16] utilized the CNN cascade to identify tumors/weeds, with CNN classifying vegetation first 

and then classifying vegetation pixels using CNN deep-growing grasses. McCool et al. [17] maintained very 

complete compliance with CNN and achieved practical processing time by compressing the optimized 

network using a combination of smaller but faster networks without much loss of recognition accuracy. Full 

CNN directly estimates the overall pixel segmentation of an image and can use general information about the 

image. Finally, Milioto et al. [18] proposed an encoded CNN decoder that uses existing vegetation metrics 

and performs real-time detection. Beeharry and Bassoo [19] used a torsion neural network (CNN-AlexNet) to 

identify weeds in harvested soybeans, classify weeds between grasses and deciduous crops, and apply special 

herbicides to identify weeds. This work shows an accuracy of 97%. Experimental results showed that the 

characteristics of self-controlled plants/weeds were close to those of the model with manually labeled 

training data [20]. An SVM alignment that combines surface color and edge shape improves overall 

alignment accuracy to 99.07%. Dyrmann et al. [21] proposed a method for automating weeds in color images 
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in case of significant leaf blockage. The algorithm was able to detect 46% of the weeds when the majority of 

the weeds overlapped the wheat crop. When the weeds are exposed to a large overlap, the proposed algorithm 

decreases productivity. Studies of [20], [22] show that the ability to use aerial photographs for weed control 

is highly dependent on the type of camera, flight altitude and temporal resolution. Advanced neural networks 

can be used to extract resources, and the extracted resources are used in cases such as sorting, extracting or 

recognizing, sorting, extracting or recognizing. Convolutional neural networks can be used to extract 

resources, and the extracted resources are used in cases such as sorting, extracting or recognizing, sorting, 

extracting, or recognizing. Some of the limitations of deep learning require training a large number of sample 

images as a tailored solution to distinguish between crops and weeds. 

 

 

3. RESEARCH METHOD 

This paper presents the weed detection from carrot plant leaves using deep, texture and color 

features-based feature extraction followed by convolutional neural network-based hybrid features 

classification with the Bayesian optimized SVM. The generalized block diagram of proposed approach is 

shown in Figure 1. In the proposed novel weed detection mechanism, it uses a hybrid of convolutional neural 

networks and a combination of descriptors to generate a novel image descriptor. Initially the input image is 

taken from the dataset and then resized to 227×227×3. The second step is feature extraction where a deep 

feature extractor (an enhanced CNN AlexNet) and handcrafted descriptors such as color moment, Gabor 

wavelet, and GLCM features make up the segmented image. On the other hand, the advanced AlexNet CNN 

processes the image and identifies its pattern, and finally gives a vector of characteristics with dimensions of 

1×64. An additional fusion of deep features and handcrafted hybrid features is implemented in Bayesian 

optimized SVM models for classification. The findings of this research work quantify the comparative 

importance of each of the above variables in performance enhancement and validated using simulation 

results. The upcoming headings describe the materials and methods used throughout the different stages of 

experimentation and data processing. Following are the details for each block. 

 

 

 
 

Figure 1 Block diagram for hybrid approach of weed detection 

 

 

3.1.  Image acquisition from dataset 

The dataset represents the agricultural field of study in which the images were taken. The dataset 

contains 60 captured images and is accessible online [23] as shown in Figure 2. All images were taken with 

the help of independent acrobat Bonyroba on an organic carrot farm, as the carrot plant is in the early stages 

of true leaf growth. A specific example of a phenotypic project undertaken with this database is crop/weed 

detection, for which we present the first results. 

 

 

 
 

Figure 2. Sample images from dataset [23] 
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3.2.  Data augmentation 

Data augmentation (DA) is used to train the CNN model. DA techniques have been proposed in the 

literature, since obtaining large amounts of data is a difficult and extremely important task to obtain good 

results with the machine learning algorithms. Limited data is a major obstacle in the application of learning 

models deep, such as convolutional neural networks. Often unbalanced classes may be an additional obstacle, 

although there may be enough data for some classes, equally important, but classes below the sample will 

suffer from low class-specific precision. This phenomenon is intuitive. The proposed model implements the 

data augmentation techniques from simple transformations such as horizontal inversion, space increase color 

and random cut. 

 

3.3.  Extraction of deep features in CNN 

Convolutional neural networks have different convolutional filters layers with one or more 

dimensions. Non-linear causal mapping is performed after every layer. Like any network used for 

classification, at the beginning these networks have a feature extraction phase, composed of convolutional 

neurons, then there is a reduction by sampling and at the end the model has simpler perceptron neurons to 

perform the final classification on the extracted features. 

The feature extraction phase resembles the stimulating process in cells of the visual cortex. This 

phase is made up of alternating layers of convolutional neurons and down sampling neurons. As the data 

progresses through this phase, there is a reduction in dimension of layers which makes it less sensitive to the 

changes in input but at the same time complexity increases in features. A building block consists of one or 

more: i) convolutional layer (CONV) that processes data from a receiving field; ii) correction layer (ReLU), 

often called ReLU with reference to the activation function (rectified linear unit); and iii) pooling layer 

(POOL) is the compression of information by reduction of the dimensions of the intermediate image (often 

by subsampling) [24]. The typica architecture of CNN is shown in Figure 3. 

 

 

 
 

Figure 3. Deep convolutional neural network architecture [25] 

 

 

The operation of convolution: in convolution operation two functions is used with real number in 

out arguments. 

 

𝑠(𝑡) = ∫ 𝑥(𝑎)𝑤(𝑡 − 𝑎)𝑑𝑎 (1) 

 

In general, the convolution operation is represented as (2): 

 

𝑠(𝑡) = (𝑥 ∗ 𝑤)(𝑡) (2) 

 

In convolution neural network first term (x) is represented as input argument and second term is represented 

as (w) kernel. The output of the convolution operation is term as feature map. Discrete data will be integrated 

with integral function as given in (3). 

 

𝑆(𝑡) = (𝑥 ∗ 𝑤)(𝑡) = ∑ 𝑥(𝑎)𝑤(𝑡 − 𝑎)∞
𝑎=−∞  (3) 

 

With deep learning approach input is normally represented as vector of different dimension (tensor) and the 

kernel is often represented as multidimension vectors. As an example, if input is image 𝐼 then kernel will be 

2-dimension structure which is denoted as 𝐾. 

 

𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) = ∑ ∑ 𝐼(𝑖 − 𝑚, 𝑗 − 𝑛)𝐾(𝑚, 𝑛)𝑛𝑚  (4) 
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3.4.  Pre-processing for second phase 

This section deals with input standardization for feature extraction. The initial red, green, blue 

(RGB) input image is converted into gray scale. Color input separately converted RGB to Lab. The RGB 

color space is combination of red, green, and blue light. Lightness and the color-opponent dimensions a and 

b, which are based on the compressed XYZ color space coordinates. Gray scale image is used to extract 

texture features and Lab color space is used for extracting color moment feature.  

 

3.5.  Feature extraction 

The motive of feature extraction in image processing is to express these features in numeric or 

symbolic form, which is called encoding. The value of this function can be real, integer, or binary. The vector 

consisting of the feature n represents a point in the new n-dimensional space. The steps involved in retrieving 

properties using the following methods: 

 

3.5.1. Color moments 

The intensity and brightness of an image is calculated by using the color moments. Standard 

deviation and mean are the two-color moments which are utilized for color feature extraction from the 

images. The histogram is taken to represent the color distribution and further standard deviation and mean 

represents the color moments, which are calculated [26]. 

Moment-1: 

 

𝑀𝑒𝑎𝑛 = 𝐸𝑖 = ∑
1

𝑁
𝑃𝑖𝑗

𝑁
𝑗=1  (5) 

 

Moment-2: 

 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 𝜎𝑖 = √(
1

𝑁
∑ (𝑃𝑖𝑗 − 𝐸𝑖)

2𝑁
𝑗=1 ) (6) 

 

3.5.2. Gray level co-occurrence matrix 

The texture co-occurrence matrix considers the relationship between two pixels per time, one called 

a reference pixel and the other a neighbor pixel. the neighboring pixel chosen may be neighboring in any 

direction: e.g., east (right), west (left), north (above), south (below), or diagonally, i.e., northeast, northwest, 

southwest and southeast of each reference pixel. Also, the neighborhood need not be exactly 1 pixel, it can be 

2, 3, or any value. Each pixel within image becomes the reference pixel, starting at the upper left corner and 

proceeding down to the lower right. There will of course be some particular cases, such as the pixels situated 

on the right margin that have no right neighbors [27]. 

Let's express a gray level image with the function 𝐼(𝑟, 𝑐). Let 𝑑 = (𝑑𝑟 , 𝑑𝑐) be the spatial relation 

vector. The co-formation matrix 𝐶𝑑 is expressed as in (7) [19]. 

 

𝐶𝑑(𝑖, 𝑗) = |{(𝑟, 𝑐): 𝐼(𝑟, 𝑐) = 𝑖𝑎𝑛𝑑𝐼(𝑟 + 𝑑𝑟 , 𝑐 + 𝑑𝑐) = 𝑗}| (7) 

 
Besides the distance between the two pixels, the orientation of the pixel pair is also important. These 

directions can be 𝜃 = 0°, 45°, 90°, 135. In Figure 4, co-occurrence matrices in three different directions 

obtained from a 4×4 image are seen [27]. 

 

 

 
 

Figure 4. Co-occurrence matrices [19] 
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The normalized gray level cogeneration matrix 𝑁𝑑 and the symmetrical gray level cogeneration 

matrix 𝑆𝑑 are expressed as [27]: 

 

𝑁𝑑(𝑖, 𝑗) =
𝐶𝑑(𝑖,𝑗)

∑ ∑ 𝐶𝑑(𝑖,𝑗)𝑗𝑖
 (8) 

 

𝑆𝑑(𝑖, 𝑗) = 𝐶𝑑(𝑖, 𝑗) + 𝐶−𝑑(𝑖, 𝑗) (9) 

 

By using the normalized gray level co-occurrence matrix, the image properties such as the texture 

characteristics such as energy, contrast, homogeneity and correlation can be calculated. The properties are 

represented with (10)-(13) [20]: 

 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ 𝑁𝑑
2(𝑖, 𝑗)𝑗𝑖  (10) 

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ ∑ (𝑖 − 𝑗)2𝑁𝑑(𝑖, 𝑗)𝑗𝑖  (11) 

 

𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 = ∑ ∑
𝑁𝑑(𝑖,𝑗)

1+|𝑖−𝑗|𝑗𝑖  (12) 

 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
∑ ∑ (𝑖−𝜇𝑖)(𝑗−𝜇𝑗)𝑁𝑑(𝑖,𝑗)𝑗𝑖

𝜎𝑖𝜎𝑗
 (13) 

 

where 𝜇𝑖 and 𝜇𝑗 defines arithmetic mean of the sum product of row and column GLCM matrix, where as 𝜎𝑖 

and 𝜎𝑗  defines the standard deviation of GLCM matrix. Figure 5 shows correlation, Contrast, Energy, 

Homogeneity of texture attribute of weed image as a function of offset. 

 

 

 
 

Figure 4. Texture correlation, texture contrast, texture energy and texture homogeneity of weed image 
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3.5.3. Gabor wavelet transform 

Its 2-D image analysis, which works according directional decomposition to Gaussian windowing 

system where 2-D Fourier transform and four-dimension filters are used. In [28] Wavelet is constructed in 

isotropic Gaussian window with complex plane wave where 𝜃 represent angular values and 𝐹 is the 

corresponding frequency [28]: 

 

𝜓𝜃(𝑥) =
𝑒−‖𝑥‖2/2

2𝜋
𝑒−𝑗(𝑥𝑇𝜔0) (14) 

 

where, 𝜔0 = 𝐹[cos(𝜃) ; sin(𝜃)]𝑇. K represents the number of orientations within the range of [0, 𝜋]. 
 

𝜃 ∈ Θ = {
𝑘𝜋

𝐾
; 0 ≤ 𝑘 ≤ 𝐾} (15) 

 

Hence 2D decomposition of signal(𝑥) can be represented as a dot product as (16): 

 

{𝜓𝑗,𝑢
𝜃 (𝑥) = 2−𝑗𝜓𝜃 (2−𝑗(𝑥 − 𝑢))}

𝜃∈Θ,𝑗∈ℤ,𝑢∈ℝ2
 (16) 

 

3.6.  Classification by using Bayesian optimized support vector machine 

Finally, after the extraction of all images have been retrieved, the combined properties are 

concatenated and sorted to separate them into two classes. We work with test classes to train models and use 

test classes to learn models. The Bayesian optimized SVM classifier described below is used as the learning 

algorithm. 

The SVM is designed to handle binary (+/-1) tasks. Now let's see how to solve this problem. In (17) 

shows the objective function [29]: 

 

𝑤𝑟 ∈ 𝐻, ∈𝑟∈ 𝑅𝑚, 𝑏𝑟 ∈ 𝑅
1

2
∑ ‖𝑤𝑟‖2𝑀

𝑟=1 +
𝑐

𝑚
∑ ∑ 𝜀𝑖

𝑟
𝑟≠𝑦1

𝑚
𝑖=1  (17) 

 

Subject to: 

 
〈𝑊𝑦𝑖

, 𝑋𝑖〉 + 𝑏𝑦𝑖
≥ 〈𝑊𝑟 , 𝑋𝑖〉 + 𝑏𝑟 + 2 − 𝜀𝑖

𝑟 , 𝜀𝑖
𝑟 ≥ 0 (18) 

 

where, 𝑚 ∈ {1, … , 𝑀}\𝑌𝑖 and 𝑌𝑖 ∈ [1, … , 𝑀] is the multi-class label of the 𝑋𝑖 pattern. From the Bayes' 

theorem, suppose that 𝐴 and 𝐵are two events for which the conditional probability P (B | A) is known, then 

the probability P (A│B) is defined as (19): 

 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
 (19) 

 

where 𝑃(𝐴) is the a priori probability, 𝑃(𝐵|𝐴) is the probability of event 𝐵depending on the occurrence of 

event𝐴, and 𝑃(𝐴|𝐵) is the posterior probability. Then some utility functions are maximized in the next model 

to determine the next point to be evaluated, and new observations are collected to repeat until the criterion 

stops. Since the SVM approach uses sampling techniques for continuous parameters, it provides less accurate 

lossy results. This study discusses an algorithm that can set SVM parameters. 

Bayesian optimization is used to tune the hyperparameters of SVM, Box constraint and sigma value 

are changed according to reducing the quantile error. For optimal performance of SVM it necessary to choose 

Kernel function, acquisition function properly [30]. 

 

𝐾𝑀52(𝑥, 𝑥 ′) = 𝜃0 (1 + √5𝑟2(𝑥, 𝑥 ′) +
5

3
𝑟2(𝑥, 𝑥 ′)) exp {−√5𝑟2(𝑥, 𝑥 ′)} (20) 

 

The covariance amplitude 𝜃0 and the observation noise 𝑣is tuned with the help of integrated acquisition 

function. 

 

 

4. RESULTS AND DISCUSSION 

The images utilized are obtained from crop/weed image public dataset provided by [23]. Image 

augmentation is performed to increase the dataset size and 60% of images are chosen for training and 40% 

for testing. Accuracy, precision, sensitivity, specificity and F-score are chosen as evaluation parameters. 
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Comparison of related works in literature with proposed hybrid feature and Bayesian-SVM classifier for 

weed classification are shown in Table 1.  

 

 

Table 1. Result obtained under different CNN architecture with proposed hybrid features 
Evaluation Parameter VGG19 AlexNet Inception-v3 GoogLeNet 

Accuracy 91.67% 95.83% 93.33% 94.17% 

Error Rate 8.33% 4.17% 6.67% 5.83% 
Sensitivity 91.67% 92.31% 93.33% 94.17% 

Specificity 97.22% 100% 97.78% 98.06% 

Precision 92.49% 100% 94.14% 94.64% 
False Positive Rate 2.78% 0% 2.22% 1.94% 

F-Score 91.8% 96% 93.35% 94.21% 

 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100 (21) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100 (22) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100 (23) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

(𝐹𝑃+𝑇𝑁)
× 100 (24) 

 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
× 100 (25) 

 

Where, TP=True Positive; TN=True Negative; FP=False Positive; and FN=False Negative. 

 

4.1.  Simulation results 

Figure 6 shows sample image from crop/weed field image dataset showing the segmented image for 

extracting the region of interest, the crop and weed ground truth image from dataset and corresponding 

predictions where red signifies weed and green denotes crop. Also, the plots of weed probability, crop 

probability and background probability are represented for one sample image, X axis indicates features and Y 

axis indicates train feature range for each feature.  

 

 

 
 

Figure 5. Segmented image to extract region of interest 
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Figure 7 shows different feature extraction and data distribution via box plot. There are two primary 

observations from this plot: i) the hybrid function of the proposed system is less deformed than in other 

works. The asymmetry indicates that the data may not be distributed normally. Therefore, the extracted 

hybrid features have a stable data distribution as a training sample from the classifier; and ii) the color and 

texture of crops based on hybrid features are more uniform on the graph than the color and texture of the 

weed group in training tasks. The average range is from 0.056 to 0.07 in the same range of hybrid 

characteristics. Notch plots have almost the same average weight, although it varies from class to class. 

 

 

 
 

Figure 6. Range of training features extracted by hybrid method proposed 

 

 

The Figure 8 shows the performance metrics comparison in terms of accuracy, sensitivity, precision 

and F-score. Bayesian optimized SVM produce true positive rate above 90% as compared to traditional SVM 

model. Whereas SVM model claims nearly 85% of true positive rate. Hence Bayesian optimized SVM will 

produce higher classification accuracy. 

 

 

 
 

Figure 8. Performance metrics comparisons 
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Table 1 present the classification results with weed identification, trained with different CNN 

networks mainly VGG19, AlexNet, Inception-V3 and GoogLeNet respectively. The hybrid feature-based 

system model trained with above mentioned networks and achieved accuracy for VGG19 is 91.6% and 

AlexNet produces highest accuracy of 95.83% as compare to Inception V3 93.33%. For the AlexNet network 

system model, the average specificity, precision and F-score were higher (100%, 100%, and 96%). Higher  

F-score indicates better classification in classifiers. 

The proposed framework is also evaluated with different features combination along with Bayesian 

optimized SVM. Table 2 presents comparative analysis of proposed hybrid methods, in the first proposed 

method texture and color features are trained and tested with SVM model achieved accuracy of 86.11%. 

Further in the second approach only deep features are trained and tested with 88.89% accuracy. In third 

hybrid model handcrafted features and deep CNN features are concatenated to make a hybrid set of features. 

This proposed set of features are trained and tested with Bayesian-SVM optimized classifier, where achieved 

accuracy is 95.83% highest amongst the other classifier. 

 

 

Table 2. Result comparison 
Evaluation 

parameter 

Previous 

[30] 

Proposed texture and color 

features-based Bayesian-SVM 

approach 

Proposed CNN based deep 

feature with Bayesian-SVM 

approach 

Proposed hybrid features 

with Bayesian-SVM 

approach 

Accuracy 85.9% 86.11% 88.89% 95.83% 

Error Rate -- 13.89% 11.11% 4.17% 

Sensitivity 80.8% 86.11% 88.89% 92.31% 

Specificity -- 95.37% 96.3% 100% 

Precision 79.6% 87.5% 90.97% 100% 

False Positive Rate -- 4.63% 3.7% 0% 

F-Score 80.2% 85.95% 88.65% 96% 

 

 

A high-dimensional dataset contains various types of weeds which increases machine overhead i.e., 

features for a neural network classifier. If the weight and bias values of the neural network are not optimized, 

then certainly it will provide low computational efficiency due to more features which is a major limitation of 

neural network in weed control. In the proposed work, a recognition system of weeds is carried out by means 

of Bayesian optimized SVM classifier. For its development, it has been considered to make a computer 

vision recognition system using hybridization of color moments, Gabor wavelet, GLCM and CNN based 

deep features; the process starts with the data acquisition, data labeling, it proceeds to pre-processing using 

the RGB to gray and RGB to Lab operations. Next, all the features are extracted combined trained using 

Bayesian optimized SVM using MATLAB tool. Once the training is completed, the desired trained model is 

available. Overall, by analyzing the statistical measures, we can conclude that the proposed weed detection 

framework provides considerably accurate outcomes. 

 

 

5. CONCLUSION 

This work proposes hybrid features which include the deep features from CNN and the color, texture 

features extracted by color moments, GLCM and Gabor wavelets for robust weed classification. The 

experimentation is done with 3 frame works. Initially data augmentation process has done on input image 

dataset and with different convolution layer wise deep feature is extracted. Further extracted features are 

trained by Bayesian optimized SVM classifier and result is attained in terms of precision, sensitivity, F-score 

and accuracy. In the next framework pre-processing of dataset images and their color and texture features are 

extracted by color moments, GLCM and Gabor wavelet. A hybrid feature set is constructed with color, 

texture and deep features. The Bayesian optimized-SVM is applied for the classification of these hybrid 

features to get the simulation results. The proposed method is also compared with the previous work on the 

same dataset and it is found that the proposed approaches outperform with the maximum accuracy of 

95.83%. The future work focuses on building robust classifiers with multiclass datasets using deep learning 

architectures to provide better performance in terms of robustness and hardware. 
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