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Abstract

To ensure copyright protection and authenticate ownership of media or entities,
image watermarking techniques are utilized. This technique entails embedding hidden
information about an owner in a specific entity to discover any potential ownership
issues. In recent years, several authors have proposed various ways to watermarking.
In computational intelligence contexts, however, there are not enough research and
comparisons of watermarking approaches. Soft computing techniques are now being
applied to help watermarking algorithms perform better. This chapter investigates
soft computing-based image watermarking for a medical IoT platform that aims to
combat the spread of COVID-19, by allowing a large number of people to simulta-
neously and securely access their private data, such as photos and QR codes in public
places such as stadiums, supermarkets, and events with a large number of partici-
pants. Therefore, our platform is composed of QR Code, and RFID identification
readers to ensure the validity of a health pass as well as an intelligent facial recognition
system to verify the pass’s owner. The proposed system uses artificial intelligence,
psychovisual coding, CoAP protocol, and security tools such as digital watermarking
and ECC encryption to optimize the sending of data captured from citizens wishing to
access a given space in terms of execution time, bandwidth, storage space, energy, and
memory consumption.

Keywords: image watermarking, artificial intelligence AI face detection/recognition,
Psychovisual coding, Foveation coding, image quality coding, CoAP protocol, ECC
encryption/decryption
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1. Introduction

The emergence of the pandemic threatened the existence of humanity, which led
scientists to look for solutions to fight against this scourge and reduce its severity.
Many solutions have been developed mobile application CovidSafe and CovidScan to
check whether the certificate presented by a citizen in the form of a QR code is valid
[1], and platforms COVID-19 diagnosis using machine learning from radiography and
CT images [2].

Convinced of the harmful influence of this disease on vulnerable people, fighting
against the spread of this virus and especially during access to private and public
spaces has become a challenge for researchers. Access to these spaces is reserved to
people with a valid vaccination pass, people exempt from vaccination, and people
with a negative PCR test of fewer than 48 hours.

Any person protected against coronavirus 19 by obtaining the vaccine has a per-
sonal code that allows him/her to access a computer service and that shows his/her
immunization schedule. This code is still coveted by dishonest people who do not have
the complete vaccination scheme to escape controls and access spaces with the help of
criminals who offer falsified health passes containing stolen or false QR codes. Even
though these acts are criminalized by the states, criminals are constantly innovating in
their search for real QR codes.

These irresponsible actions make the task so hard because instead of
concentrating on finding a definitive solution to get rid of this dangerous virus,
we waste our time looking for solutions to fight against the theft of people’s data
such as the QR Code. This theft is especially pronounced when a large number
of people access public places such as sports stadiums, supermarkets, and events
with a large number of participants at the same time. During these times, data
management is more difficult in terms of execution time and quality of data
sent for processing. IoT platforms have been developed to control access to public
places [3].

Upon entering a controlled space an IoT node is required to scan the QR Code, read
the tag, capture the citizen’s photo and capture the temperature of people to proceed
to filter the people who have the right to access from those who do not, and this by
controlling the validity of the unique identifier of each one and its belonging to its
owner, hence the need for an application that can recognize the face in real-time,
processes it, optimize the quality and size of the data. and all this while guaranteeing a
fast and secure delivery. Our work aims to use two types of image coding namely
visual coding for scanned QR codes, foveal coding for photos captured of people at the
entrance of public spaces, Elliptic-curve cryptography (ECC), and watermark to
ensure data security.

This work consists of the architecture of our platform based on ECC
encryption, CoAP protocol, and technologies used including artificial intelligence,
face detection, and recognition in part 2. For part 3, we talk about the psychovisual
and foveal coding image using watermarking to evaluate the quality assessment and
the execution time of these two coding types. Part 4 presents the comparative
results of these coded types of coding/decoding, encryption/decryption, and
insertion/extraction of the images and their performances in terms of quality and
execution time.
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2. Medical IoT platform architecture using AI for face detection and
recognition

The evolution of IoT platforms is growing, several sectors apply this technique
provided that they integrate Artificial Intelligence [4, 5]. The medical sector [6, 7]
requires this type of platform to monitor the health status of these patients, so to be
able to distinguish different patients we need facial recognition [8, 9].

Our medical IoT platform (Figure 1) is to prevent the system from crashing while
processing the shipment or citizens from waiting in a long queue or using another
person’s data to avoid any kind of fraudulent theft. To this end, we used artificial
intelligence on the one hand to store the user’s personal information, detection of QR
codes and images of citizens, face recognition, as well as decision making. On the
other hand, we applied visual coding for the QR code and foveal coding for the
citizen’s faces to study their impact on the image quality and the time to send and
process these data.

To access space, a double verification is required; the system verifies the QR code’s
legitimacy as well as the holder’s identification using facial recognition to prevent
counterfeiting. There are two methods of personal identification that have been
established. The first involves scanning the QR code on the health pass or a PCR test
that takes less than 48 hours, and the second is face recognition to verify the individ-
ual’s identity. After the picture of the person is taken, foveation is used to create a
higher-resolution image of the face. The image and QR code are then encoded and
decoded; the choice to embed the entire QR code instead of the few bits of the
associated information contained in the QR code because it allows us to extract
information hidden inside a digital image without distorting the original or losing any
data. Authorized recipients can extract not only the embedded message but also the
original image, which is an intact and identical bit for bit to the image before the data
was inserted. And the most important is that it guarantees and keeps the quality of the
image according to the bit rate if the network speed is higher the quality of the image
will be with better quality and vice versa. Finally, the images are encrypted with ECC
which is a type of encryption that uses an elliptical ECC and a wall cryptosystem that
is used in SSL/TLS licenses to encrypt data for devices with limited resources [10].
Moreover, it works with points on an elliptic curve and provides two major benefits;

Figure 1.
The medical IoT platform architecture using artificial intelligence.
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security and a short key length. The memory and bandwidth savings, as well as the
processing speed and low power usage [11].

Then, the payload is sent via the communication protocol CoAP (Constrained
Application Protocol) to the webserver. CoAP is a communication protocol with less
memory consumable and time that we used to make nodes and servers communicate
(send and receive data exchanged during execution). CoAP is focused on the trans-
mission of tiny messages, which are often sent through UDP (each CoAP message
occupies the data section of one UDP datagram). It has a simple binary format. The
payload is made up of a 4-byte fixed-size header, a variable-length token, a CoAP
option sequence, and a 4-byte fixed-size header. Moreover, CoAP is characterized by
its client/server architecture, where the client transmits a method code, such as GET,
PUT, POST, or DELETE, to the server [12]. After receiving a request, the server
provides a payload and a response code. Finally, a communication layer and a request/
response layer are included. The messaging layer is in charge of message redundancy
and consistency, whereas the request/response layer is responsible of connectivity and
communication. CoAP also provides multicast communication and asynchronous
message exchange, as well as confirmable (CON) after it gets the data, unconfirmable
(NON) with a unique identification in the event of an unreliable transmission,
Acknowledgement (ACK), and resettable messages (RST) [13].

When the data is received by the server, it must be decrypted before it can be read
and compared to the database’s existing data. The person’s entry to the area is granted
or denied by a decision system.

Then with the help of the AI, the system begins to process the received informa-
tion, comparing it to the existing database (Image of the person requesting the access
and Image of the real owner of the Qr Code). After comparing the submitted data to
the current database, the system decides whether or not to provide the guest access. If
the person presenting the QR Code has a valid pass or test, he or she is permitted to
access the facility. Access is given if the person is exempt from the health pass and has
a fever of no more than 37 degrees. Access is prohibited if someone has a valid QR
code but the picture does not match the one previously provided or cannot be identi-
fied in the database. Access is disallowed if the person has an expired QR code, a
positive PCR test, or is older than 48 hours.

For the AI, the study consists of five stages. The essential phase is the storage of the
user’s information in the system. The Faster-RCNN architecture is applied for QR code
detection. The MTCNN architecture is used for face detection. Finally, the FaceNet
architecture is dedicated to face recognition. Deep learning is performed on a database
of a few people. For each face image, the MTCNN model produces a fixed-length
embedding vector as a unique facial feature (distinguishing characteristics of people).
Thus, each person has multiple similarity vectors using Euclidean distance or cosine
similarity. The learning process follows the recognition process, namely: image acqui-
sition, detection, and feature extraction. The acquisition phase consists of resizing the
input images and normalizing them by removing the average pixel value. Thus, all
detected regions of interest (ROI) are scaled to fit the input CNN architecture. In the
extraction phase, its role is the feature vectors, to store them in the database. Finally,
the detection phase is based on the MTCNN model based on the delimitation boxes of
the faces in an image (Landmarks). The MTCNN model includes three processing
blocks to perform face detection and tracking. For the first processing block, several
candidate windows go through a shallow CNN (P-Net block) and then through a
second more complex CNN that consists of refining the windows to reject a large
number of windows that do not contain a face (R-Net block). In the third processing
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block, a robust CNN is used to polish the result and display the landmark positions of
the faces.

For FaceNet, it is a facial recognition system, with a unified integration for facial
recognition and clustering. It is an architecture that gives an image of a face, extracts
high-quality features from the face, and predicts a 128-element vector representation
of those features, called face integration. FaceNet directly learns a scene (images or
video) from images of faces in a compact Euclidean space where distances correspond
directly to a measure of face similarity. Face-Net takes a face embedding as input and
predicts the identity of the face that is stored (for recognition). However, a technique
that applies a standardized rotation to the face and relies on the facial cues to align the
feature vectors. To do the alignment, we first need to find the facial landmarks as fast
as possible (speed of execution), so we used two architectures (MTCNN and
FaceNet). To extract from the image only the facial features (eyes, face contour, nose,
mouth, etc.) as vectors.

Several works [14, 15] use the Faster R-CNN architecture, in our case, it involves
extracting the QR code from the image. This architecture is composed of two branches
that share convolutional layers. The first branch is a region proposition network that
learns a set of window locations, and the second is a classifier that learns to label each
window as one of the classes in the training set. We use all the layers in the network
that work with object proposals and extract features from the convolutional layers.
Build a global image descriptor from the faster activations of the Faster R-CNN layers.
The activations of each filter have the same dimension as the number of filters in the
convolutional layer. In general, the Faster-RCNN architecture is based on CNN,
consisting of a feature extraction network to extract feature maps from the input
image. Meanwhile, the convolution layers do not change the size of the image, so
usually adopt a basic size, with a set of pad and stride, and each grouping layer reduces
the image by half the original size. Faster R-CNN allows us to obtain better feature
representations for detection or extraction of Qr-Code from images and improves the
performance of spatial analysis and reanalysis.

Our AI platform makes the decision based on the three architectures mentioned
earlier: MTCNN, FaceNet, and Faster-RCNN. The extracted features are compared to
those stored in the face and QR code database by averaging a similarity metric, in our
case we opted for the Euclidean distance. After exploring MTCNN face detectors,
including a FaceNet facial recognition package, for verified access.

3. Watermarking for foveal and visual image coding to evaluate the
quality assessment

Psychovisual coding algorithms consist of optimizing the image quality according
to the image complexity. The characteristics of the human visual system (HVS) on the
frequency and spatial domain are exploited for best coding results.

Our system is designed according to the scheme shown in Figures 2 and 3. The
construction steps are the acquisition of the image QR code and face of the citizen,
decomposition of the image by applying the wavelet transform (DWT), the
psychovisual weighting model, watermark embedding, and the SPIHT scalable cod-
ing. The reconstruction steps are the psychovisual inverse weighting model, water-
mark extraction, and the SPIHT scalable decoding reconstructed image.

It is important to compress the image in order to guarantee a low memory space
and a fast image transmission, without degrading the image quality. First, we
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decompose the original image using discrete wavelet transform. This algorithm con-
sists in cortically splitting the image into a biorthogonal set of wavelets using two
filters of type low-pass and high-pass. The use of LPF allows extracting the edges and
details of the image, while HPF extracts the most important information seen by the
eye.

DWT is a transformation used for frequency domain analysis of image [16, 17].
DWT decomposes the image into four non-overlapping multi-resolution sub-bands:
LL1 (Approximate or Low-Low sub-band), HL1 (Horizontal or high-Low sub-band),
LH1 (Vertical or Low-high sub-band), and HH1 (Diagonal or High-high Sub band).
Here, LL1 is a low-frequency component whereas HL1, LH1, and HH1 are high
frequency (detail) components.

All wavelets used are based on the Daubechies 9/7 filter for an ideal reconstruction
of the image. The benefit of this type of DWT compression is that it ensures fast
computation and fewer resources with interesting mathematical properties. Then, a
psycho-visual weighting filter is implemented to process the wavelet sub-bands. This
model uses the contrast sensitivity filter to discriminate between low frequencies and
remove invisible ones. The luminance setting and contrast calibration are adapted
according to the perceptual thresholds based on the JND wavelets.

The weighting model combines the following steps; The application of the JND just
noticeable distortion model which is established from the adaptation of the luminance
and contrast of the image to improve the performance of the perceptual coding. The
measurement of the visibility threshold is then based on the JND model. We apply a
CSF contrast sensitivity filter that masks invisible frequencies by taking into account

Figure 2.
Visual coding scenario for QR code image.

Figure 3.
Foveal coding scenario for Citizen’s face image.
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the properties of human frequency sensitivity. The luminance mask is then operated
on the original wavelet spectrum to adapt the light of the image. The correction factor
of the luminance mask is taken into account to varying the luminance of the coded
image. The contrast mask is then used according to the perceptual thresholds to
calculate the contrast correction, which allows to eliminate the invisible contrast
information and to enhance the perceptible information.

The same weighting model is applied to both the visual coding of the QrCode and
the foveal coding of the visual image, with an adaptation of the localization of the
regions of interest by applying a foveal filter in the case of foveal coding.

Foveation is a lossy filter that reduces the size of the transmitted image by pre-
serving the relevant information and removing all the background from the image
that will not be processed by the system. This filter is used to extract the regions of
interest and reduces the wavelet coefficients by applying a low-pass filter while
focusing on the target region. It is important to determine the parameters of the
foveation filter in order to keep the good quality of the image and the needed infor-
mation. One of the characteristics of the foveation filter is the determination of the
frequency spectrum of the area of interest in the function of the distance, when the
observation distance increases, the high-frequency areas are higher and higher.

For Watermarking, it is one measure among others to have a good defense against
copying [18]. It’s a method for embedding data into a multimedia element such as an
image, audio, or video file [19]. Current watermarking methods often aim at a certain
level of robustness against intrusions that aim at getting rid of the hidden watermark
at the cost of destroying the data quality of the media [20]. This chapter presents an
image watermarking method based on Discrete Wavelet Transform (DWT). The
proposed method is based on a 3-level discrete wavelet transform (DWT). First, the
original image of size 512� 512 is DWT decomposed into the third level using Haar
wavelet providing the four sub-bands LL3, LH3, HL3, and HH3 [21]. In the same
manner, 3 level DWT is also applied to the watermark image. For this Haar wavelet is
used. Digital image Watermarking consists of two processes that are watermark
embedding and watermark extracting [22] described below (Figure 4).

For watermark embedding, we need a host image and a watermark image, then we
begin our process. Firstly, the First level DWT is performed on the host image and the
watermark image to decompose it into four sub-bands LL1, HL1, LH1, HH1, and

Figure 4.
Watermarked image process.
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wLL1, wHL1, wLH1, wHH1 respectively. Then, the second level DWT is performed
on the LL1 and wLL1 sub-band to get four smaller sub-bands LL2, HL2, LH2 et HH2
and wLL2, wHL2, wLH2, wHH2 respectively. While the third level DWT is performed
on the LL2 and wLL2 sub-band to get four smaller sub-bands LL3, HL3, LH3, HH3,
and wLL3, wHL3, wLH3, wHH3 respectively. Next, A embedding function is used to
add the two sub-bands are added with an embedding formula with the value alpha as
in is as follows: newLL3 ¼ LL3þ alpha ∗wLL3. After, the Inverse DWT is performed
using the sub-bands newLL3, LH3, HL3, HH3 to get image new LL2. Then, the same
Inverse is done using the sub-bands newLL2, LH2, HL2, HH2 to get image new LL1.
The last one is performed using the sub-bands newLL2, LH1, HL1, HH1 to get the
watermarked image.

For the watermark extracting phase, we start by performing the first level DWT on
the host image and the watermarked image to decompose it into four sub-bands LL1,
HL1, LH1, HH1, and nLL1, nHL1, nLH1, nHH1 respectively. Then, performing the
second level DWT on the LL1 and nLL1 sub-band to get four smaller sub-bands LL2,
HL2, LH2, HH2, and nLL2, nHL2, nLH2, and nHH2 respectively. And the third level
DWT on the LL2 and nLL2 sub-band to get four smaller sub-bands LL3, HL3, LH3,
HH3, and nLL3, nHL3, nLH3, nHH3 respectively. Next, the following extract is
performed to get wLL3 with the extraction formulae with the same value of alpha as
in embedding wLL3 ¼ nLL3� LL3ð Þ=alpha. After that, we apply inverse DWT on
wLL3 with all other subbands (LH, HL, HH) equal to zero to get wLL2. Finally,
we repeat the last step 5 two times at each level to get the extracted watermarks
(Figures 5 and 6).

We developed a visible difference predictor (VDP) metric to evaluate the quality
between the reference image and the decoded image. It highlights the set of SVH
features by using the wavelet transform to analyze the content of an image. The VDP
metric can automatically detect errors in an image that are not visible to the human
eye. The principle is to compare the original image and the degraded image by
associating each point of the visibility map with a visibility probability. An improved
MDVP model is presented in our work [23]. We apply the previously explained
weighting model to compare relevant information and neglect unseen information

Figure 5.
The DWT compression with face detection and recognition diagram.
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and use a psychometric function to examine the quality factor PS. A mathematical
Minkowski summation of all wavelet subbands is then performed to determine the
mean opinion score (MOS). The larger the factor determined, the higher the image
quality, hence the important role this metric adopts. Similarly for foveal coding, we
foveally evaluate the image quality using an FDVP metric improved from the VDP
metric by applying a foveal weighting model that uses the foveal filter for the detec-
tion of areas of interest [24].

The SPIHT progressive encoder is the final phase which has the task of improving
the quality of the image progressively and prioritizing the image. The SPIHT encoder
is an improved version of the zero tree EZW encoder for lossless compression. The
progressive aspect of this encoder is to detect the most relevant information and send
it first, transmitting the most significant bits first and then the least significant bits.

4. Discussion and results

The transmission of Qr Code and CitizenPicture images classically avoids many
problems in terms of size, complexity, loss of time and memory, as well as security,
and to ensure their rapid transmission without loss of any of these and specifically
without degradation of image quality, We have tried in this work to integrate the
classical SPIHT coding, the psychovisual coding, and to highlight the impact of the
graphic security based on watermarking and the payload security based on ECC
encryption on the execution times.

A broad comparative analysis has been performed which is divided into three eval-
uations; a qualitative study presented in Tables 1 and 2, a subjective study illustrated in
Figures 7 and 8, and finally the quantitative study displayed in Tables 3 and 4.

Starting with Table 1, the results obtained concern the different types of coding
with different degrees of quality according to four types of binary budgets. Then, the
foveal EFIC coding for the CitizenPicture which is in our case Lena test compared it
with its reference SPIHT. And the visual coding for QrCode and SPIHT.

From these results, we notice that at the beginning (A. FPS and a. FPS) with a bit
rate of 4:1 the images have excellent quality, at the level (B. FPS and b. FPS) with a bit

Figure 6.
The DWT compression with QR code embedding diagram.
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rate of 8:1, the images hold good quality. The images presented in (C. FPS and c. FPS)
with bit rate 16:1 have a medium quality, and finally for (D. FPS and d. FPS) with bit
rate 32:1 the images retain bad quality. On the other hand, Lena coded with EFIC that
focuses on the face and not the whole image provides a better quality comparing it
with SPIHT Lena. The same goes for the visual coding of the QrCode EVIC, it is better
than SPIHT in terms of perceptual quality.

Moving on to Table 2 which illustrates the Watermarking Lena SPIHT (column 1)
versus SPIHT deWatermarking QrCode (column 2) and the Watermarking Lena EFIC
(column 3) versus EVIC deWatermarking QrCode (column 4) according to different
quality and bit rate budgets. From these images, we get four types of bit rate high bite
rate which gives excellent quality, medium bite rate which offers good quality, rea-
sonable bite rate which delivers acceptable quality, and inferior bite rate which sup-
plies unsatisfactory quality. On the other hand, we notice that the watermarking Lena
EFIC versus the Dewatermarking QrCode EVIC provides an excellent quality when
compared with its reference SPIHT.

Table 1.
Lena EFIC foveal coding images versus the SPIHT coding images and QR code EVIC visual coding images versus its
optimized version SPIHT with their quality scores PS using visual WVDP assessor given for varying bit rate and
fixed observation distance. The bit rate varies as follow: A. 0.25 bpp, B. 0.15 Bpp, C. 0.0625 bpp, D.0.0313 bpp,
a. 0.25 bpp, b. 0.15 bpp, c. 0.0625 bpp, d. 0.0313 bpp.
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Table 2.
The watermarking Lena SPIHT coding images (column 1) versus the SPIHT Dewatermarking QR code images
(column 2) and watermarking Lena EFIC foveal coding images (column 3) versus the EVIC version
Dewatermarking QR coding (column 4) with their quality scores PS using visual WVDP assessor given for varying
bit rate and fixed observation distance. The bit rate varies as follow: A. 0.25 bpp, B. 0.15 Bpp, C. 0.0625 bpp,
D.0.0313 bpp.

Figure 7.
EFIC vs. SPIHT applied to non-secure CoAP CitzenPicture.Png payload.
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So, from Tables 1 and 2, we can distinguish that when the binary budget increases
we obtain images with good quality whatever the coding. Thus, the psychovisual
coding is the best codage compared to SPIHT in terms of quality.

Based on the subjective study illustrated in Figure 5, we have curves that present
the bite rate execution time consumption for Citizen Picture (Lena) for EFIC versus
SPIHT coding in both secured with ECC and unsecured versions. And Figure 6, pre-
sents the EVIC versus SPIHT coding for the deWatermarked QrCode. From these two
figures, we can see that EFIC for the Lena test and EVIC for Dewatermaking consume
little time compared to SPIHT.

Let us talk about the security, we can notice that the secured version in both
figures is more consuming compared to the non-secured version which is normal
when we add the security layer to secure our images but this does not prevent us from
saying that ECC does not consume much time if we compare it with non-secured and
other security algorithms.

Finally, moving to the quantitative study presented in Tables 3 and 4, we have the
percentage gain in terms of execution time for CitizenPicture in the non-secure and
secure version (Table 3), and the gain in execution time EVIC versus SPIHT for
Dewatermarked QrCode non-secure and secure (Table 4). We notice that the execu-
tion is faster when the binary budget is lower than 16:1. So from all these results, we

Figure 8.
EVIC vs. SPIHT applied to non-secure CoAP deWatermarkedQrCode.Png payload.

Bit Rate (bpp) 128:1 64:1 32:1 16:1 8:1 4:1 2:1

EFIC vs. SPIHT non secure(%) 5.51 8.24 8.83 8.75 14.35 6.33 13.34

EFIC vs. SPIHT secure(%) 1.14 0 1.17 3.88 9.62 14.89 8.49

Table 3.
Execution time gain percent EFIC vs. SPIHT non secure for CitzenPicture.Png and secure version with ECC.

Bit Rate (bpp) 128:1 64:1 32:1 16:1 8:1 4:1 2:1

EVIC vs. SPIHT non secure(%) 14.04 6.86 8.58 9.13 23.96 22.27 17.20

EVIC vs. SPIHT secure(%) 10.13 2.78 1.95 8.85 9.83 15.55 21.27

Table 4.
Execution time gain percent EVIC vs. SPIHT for Dewatermarked QR code non secure and its secure version with
ECC.
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can say that even if the execution time increases when the binary budget is higher
than 16:1 we obtain images with good quality but when the budget decreases the
quality of the images becomes mediocre and weak.

5. Conclusion

In this work, we have processed the QR code images and CitizenPicture captured
at the entrance of public or private spaces by decomposing them through the applica-
tion of the DWT, the psychovisual weighting model, watermark embedding, and the
SPIHT embedded coding/ decoding and for the construction of these images we have
used the psychovisual weighting model, watermark extraction and the SPIHT embed-
ded coding/decoding.

These visual optimization techniques, based on human visual cortex usage and
quality optimization tests, have been used to develop the performance of the Medical
IoT platform. Encouraging results were obtained in terms of reduced execution time,
storage space, bandwidth and memory load. Adding the watermark to the ECC made
it possible to send the citizen’s picture containing the QR Code securely with the CoAP
protocol.

The use of this Medical IoT platform will help fight the corona virus pandemic by
allowing a large number of people to simultaneously access a space with full security
of their private data such as their CitizenPicture and QR Code.

Author details

Abdelhadi EI Allali1*†, Ilham Morino1†, Salma AIT Oussous1†, Siham Beloualid1†,
Ahmed Tamtaoui2† and Abderrahim Bajit1†

1 Ibn Tofail University, Laboratory of Advanced Systems Engineering (ISA), National
School of Applied Sciences, Kenitra, Morocco

2 SC Department, Mohammed V University, Laboratory of Advanced Systems
National Institute of Posts and Telecommunications, Rabat, Morocco

*Address all correspondence to: aelallali@gmail.com

†These authors contributed equally.

© 2022TheAuthor(s). Licensee IntechOpen. This chapter is distributed under the terms of
theCreative CommonsAttribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in anymedium, provided
the originalwork is properly cited.

13

Application of Computational Intelligence in Visual Quality Optimization Watermarking…
DOI: http://dx.doi.org/10.5772/intechopen.106008



References

[1] Sun R, Wang W, Xue M, Tyson G,
Camtepe S and Ranasinghe DC. An
empirical assessment of global
COVID-19 contact tracing applications.
In: 2021 IEEE/ACM 43rd International
Conference on Software Engineering
(ICSE). 2021. pp. 1085-1097.
DOI: 10.1109/ICSE43902.2021.00101.

[2]Mohammad-Rahimi H, Nadimi M,
Ghalyanchi-Langeroudi A, Taheri M,
Ghafouri-Fard S. Application of machine
learning in diagnosis of COVID-19
through X-Ray and CT images: A scoping
review. Frontiers in Cardiovascular
Medicine. Mar 2021;25(8):638011.
DOI: 10.3389/fcvm.2021.638011. PMID:
33842563; PMCID: PMC8027078

[3]De Nardis L, Mohammadpour A,
Caso G, Ali U, Di Benedetto M-G.
Internet of things platforms for
academic Research and Development: A
critical review. Applied Sciences. 2022;
12(4):2172. DOI: 10.3390/app12042172

[4] Rathee G, Sharma A, Kumar R,
Iqbal R. A secure communicating things
network framework for industrial IoT
using Blockchain technology. Ad Hoc
Networks. 2019;94:101933. DOI:
10.1016/j.adhoc.2019.101933

[5] Przybylowski A, Stelmak S,
Suchanek M. Mobility behaviour in view
of the impact of the COVID-19
pandemic-public transport users in
gdansk case study. Sustainability. 2021;
13(1):1-12. DOI: 10.3390/su13010364

[6] Kumar K, Kumar N, Shah R. Role of
IoT to avoid spreading of COVID-19.
International Journal of Intelligent
Networks. 2020;1(April):32-35.
DOI: 10.1016/j.ijin.2020.05.002

[7]Miller DD, Brown EW. Artificial
intelligence in medical practice: The

question to the answer? The American
Journal of Medicine. 2018;131(2):
129-133. DOI: 10.1016/j.
amjmed.2017.10.035

[8] Barodi A, Bajit A, Tamtaoui A,
Benbrahim M. An enhanced artificial
intelligence-based approach applied to
vehicular traffic signs detection and road
safety enhancement. Advances in
Science, Technology and Engineering
Systems Journal. 2021;6(1):672-683.
DOI: 10.25046/aj060173

[9] Barodi A, Bajit A, BenbrahimM,
Tamtaoui A. Improving the transfer
learning performances in the classification
of the automotive traffic roads signs. E3S
Web Conferences. 2021;234:00064.
DOI: 10.1051/e3sconf/202123400064

[10] Rajeswari PG, Thilagavathi K. A
novel protocol for indirect
authentication In Mobile networks based
on elliptic curve cryptography. Journal
of Theoretical and Applied Information
Technology. 2009

[11]Majumder S, Ray S, Sadhukhan D,
et al. ECC-CoAP: Elliptic curve
cryptography based constraint
application protocol for internet of
things. Wireless Pers Communications.
2021;116:1867-1896. DOI: 10.1007/
s11277-020-07769-2

[12]Naik N. Choice of effectivemessaging
protocols for IoT systems: MQTT, CoAP,
AMQP andHTTP. In: 2017 IEEE
International Systems Engineering
Symposium (ISSE). 2017. pp. 1-7

[13] Kayal P, Perros H. A comparison of
IoT application layer protocols through a
smart parking implementation. In: 2017
20th Conference on Innovations in
Clouds, Internet and Networks (ICIN).
Paris; 2017. pp. 331-336

14

Watermarking - Recent Advances, New Perspectives and Applications



[14] Parvathi S, Tamil Selvi S. Detection
of maturity stages of coconuts in
complex background using faster R-
CNN model. Biosystems Engineering.
2021;202:119-132. DOI: 10.1016/j.
biosystemseng.2020.12.002

[15]Aslam A, Curry E. A survey on object
detection for the internet of multimedia
things (IoMT) using deep learning and
event-based middleware: Approaches,
challenges, and future directions. Image
and Vision Computing. 2021;106:
104095. DOI: 10.1016/j.
imavis.2020.104095

[16] Lin C, Gao W and Guo MF.
“Discrete wavelet transform-based
triggering method for single-phase earth
fault in power distribution systems”. In
IEEE Transactions on Power Delivery.
Oct. 2019;34(5):2058-2068. DOI:
10.1109/TPWRD.2019.2913728

[17]Weeks M, Bayoumi M. Discrete
wavelet transform: Architectures, design
and performance issues. The Journal of
VLSI Signal Processing-Systems for
Signal, Image, and Video Technology.
2003;35:155-178. DOI: 10.1023/A:
1023648531542

[18] Singh OP, Singh AK, Srivastava G,
et al. Image watermarking using soft
computing techniques: A comprehensive
survey. Multimedia Tools and
Applications. 2021;80:30367-30398.
DOI: 10.1007/s11042-020-09606-x

[19] Anand A, Singh AK. Watermarking
techniques for medical data
authentication: A survey. Multimedia
Tools and Applications. 2021;80:
30165-30197. DOI: 10.1007/s11042-020-
08801-0

[20] Fares K, Khaldi A, Redouane K,
Salah E. DCT & DWT based
watermarking scheme for medical
information security. Biomedical Signal

Processing and Control. 2021;66:102403,
ISSN 1746-8094. DOI: 10.1016/j.
bspc.2020.102403

[21] Alshoura WH, Zainol Z, Teh JS,
Alawida M, Alabdulatif A. Hybrid SVD-
based image watermarking schemes: A
review. IEEE Access. 2021;9:
32931-32968. DOI: 10.1109/
ACCESS.2021.3060861

[22] Zhang J et al. Deep Model
Intellectual Property Protection via Deep
Watermarking.In: IEEE Transactions on
Pattern Analysis and Machine
Intelligence. DOI: 10.1109/
TPAMI.2021.3064850

[23] Bajit A, Nahid M, Benbrahim M,
Tamtaoui A. A perceptually optimized
wavelet Foveation based embedded
image Coder and quality assessor based
both on human visual system tools.
International Symposium on Advanced
Electrical and Communication
Technologies (ISAECT). 2019;2019:1-7.
DOI: 10.1109/ISAECT47714.2019.
9069686

[24] Bajit A, Nahid M, Tamtaoui A,
Benbrahim M. A Psychovisual
optimization of wavelet Foveation-based
image coding and quality assessment
based on human quality criterions.
Advances in Science, Technology and
Engineering Systems Journal. 2020;5:
225-234. DOI: 10.25046/aj050229

15

Application of Computational Intelligence in Visual Quality Optimization Watermarking…
DOI: http://dx.doi.org/10.5772/intechopen.106008


