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ABSTRACT

We increasingly depend on a variety of data-driven algorith-
mic systems to assist us in many aspects of life. Search engines
and recommender systems amongst others are used as sources
of information and to help us in making all sort of decisions
from selecting restaurants and books, to choosing friends and
careers. This has given rise to important concerns regarding the
fairness of such systems. In this tutorial, we aim at presenting
a toolkit of methods used for ensuring fairness in rankings and
recommendations. Our objectives are two-fold: (a) to present
related methods of this novel, quickly evolving and impactful
domain, and put them into perspective, and (b) to highlight
open challenges and research paths for future work.

I. INTRODUCTION

Algorithmic systems, driven by large amounts of data, are
increasingly being used in all aspects of society to assist people
in forming opinions and taking decisions. Such algorithmic
systems offer enormous opportunities, since they accelerate
scientific discovery in various domains, including personalized
medicine, smart weather forecasting and many other fields.
They can also automate tasks regarding simple personal deci-
sions, and help in improving our daily life through personal
assistants and recommendations, like where to eat and what
are the news. Moving forward, they have the potential of
transforming society through open government and many more
benefits.

Often, such systems are used to assist, or, even replace
human decision making in diverse domains. Examples include
software systems used in school admissions, housing, pricing
of goods and services, credit score estimation, job applicant
selection, and sentencing decisions in courts and surveillance.
This automation raises concerns about how much can or
should we trust such systems.

There are many reports and studies questioning the output of
such decision support systems. For example, what images do
people choose to represent careers, like for instance, in image
search, when the query is about doctors or nurses, what is
the percentage of images portraying women that we get in the
result. Few years ago, [1] has found evidence for stereotype
exaggeration and systematic underrepresentation of women
when compared with the actual percentage, as estimated by the
US Bureau of labor and statistics. Two interesting conclusions
from the study were that people prefer and rate search results

higher when these results are consistent with stereotypes.
Another interesting result is that if you shift the representation
of gender in image search results then the people’s perception
about real world distribution tend to shift as well.

Another well-known example is the COMPAS system,
which is a commercial tool that uses a risk assessment algo-
rithm to predict some categories of future crime. Specifically,
this tool is used in courts in the US to assist bail and sentencing
decisions, and it was found that the false positive rate, that is
the people who were labeled by the tool as high risk but did
not re-offend, was nearly twice as high for African-American
as for white defendants [2]. This means that many times the
ubiquitous use of decision support systems may create possible
threats of economic loss, social stigmatization, or even loss of
liberty. There are many more case studies, like the above ones.
For example, names that are used by men and women of color
are much more likely to generate ads related to arrest records
[3]. Also using a tool called Adfisher, it was found that if you
set the gender to female, this will result in getting ads for less
high paid jobs1. Or, in the case of word embeddings the vector
that represent computer programming is closer to men than to
women.

Data-driven systems are also being employed by search and
recommendation engines, social media tools, and news outlets,
among others. Recent studies report that social media has
become the main source of online news with more than 2.4
billion internet users, of which nearly 64.5% receive breaking
news from social media instead of traditional sources [4].
Thus, to a great extent, such systems play a central role in
shaping our experiences and influencing our perception of the
world. Motivated by this, it is important to understand what
causes the bias of the previous examples. For example, bias
may come from the data, meaning that data may be incorrect,
incomplete, may be poorly selected and outdated, or may
reflect and promote historical biases. Differently, a system
may learn a majority, which may result in errors concentrated
in the minority class. In other cases, bias may come from
the algorithms that are often seen as black boxes, making
unrealistic assumptions and with output models that are hard
to understand. All these reasons create a bias reinforcement
cycle.

1https://fairlyaccountable.org/adfisher/



Focus of this tutorial. In this tutorial, we pay special attention
to the concept of fairness in rankings and recommender sys-
tems [5]. By fairness, we typically mean lack of discrimination
(bias). Bias may come from the algorithm, reflecting, for
example, commercial or other preferences of its designers, or
even from the actual data, for example, if a survey contains
biased questions, or, if some specific population is misrepre-
sented in the input data.

As fairness is an elusive concept, an abundance of models
of fairness have been proposed, as well as several algorithmic
approaches for fair rankings and recommendations, making the
landscape very convoluted. In order to make real progress in
building fairness-aware systems, we need to de-mystify what
has been done, understand how and when each model and
approach can be used, and, finally, distinguish the research
challenges ahead of us.

Therefore, we follow a systematic approach to explain the
various sides of and approaches to fairness. We start by
presenting models for rankings and recommendations. We
organize them in a taxonomy and highlight their differences
and commonalities. We distinguish between individual and
group fairness, consumer and producer fairness, and fairness
for single and multiple outputs.

We pay special attention on describing solutions for fair
rankings and recommendations. We organize them into pre-
processing approaches, that aim at transforming the data to
remove any underlying bias or discrimination, in-processing
approaches, that aim at modifying existing or introducing new
algorithms that result in fair rankings and recommendations,
and post-processing approaches, that modify the output of
the algorithm. Within each category, we further classify ap-
proaches along several dimensions.

Finally, we discuss other cases where a system needs to
make decisions and where fairness is also important, and
present open research challenges pertaining to fairness in the
broader context of data management.

II. TUTORIAL OUTLINE

A. Motivation and Background

In this tutorial, we start by presenting motivating examples
for the need for fair rankings and recommendations from
several domains, including justice, ads, image search and
others. We highlight possible causes of unfairness, such as
biased or incomplete data, and algorithmic inefficiencies. We
point out potential harms, such as filter bubbles, polarization,
loss of opportunity, and discrimination.

B. Fairness in Rankings and Recommenders

Fairness is a general term and coming up with a single
definition or model is tricky. We start this part of the tutorial
by reviewing definitions of fairness which, in general, ask for
nondiscrimination of users or items, based on the values of
one or more sensitive or protected attributes, such as gender
or race. We organize the definitions with respect to the notions
of individual fairness, i.e., treating similar individuals similarly

[6], [7], and group fairness, i.e., treating different groups
equally (e.g., nondiscrimination of sensitive groups) [8], [9].

When it comes to ranking and recommender systems, we
define three dimensions to classify fairness models: level
(individual vs group), side (producer vs consumer), and grad-
uality (single vs sequential output) of fairness. We review
fairness models for ranked outputs and recommendations and
we classify them using the dimensions of our taxonomy.

A central issue in ranking is position bias, i.e., the fact that
items ranked at the top positions tend to attract most of the
user attention. We review a variety of related models, including
fairness constraints [10], discounted cumulative fairness [11],
fairness of exposure [12], and equity of attention [13], as well
as approaches based on pair-wise comparisons [14]. We also
look into fair ranking in graphs, e.g., [15].

Then, we look at how definitions of algorithmic fairness
and fair ranking have been adopted in recommender systems
(e.g., [16], [17]). We distinguish between the multiple sides
that fairness can have in recommendation systems, namely (a)
fairness for the recommended items (e.g., [16]), (b) fairness
for the users (e.g., [18], [19]), (c) fairness for groups of users
(e.g., [20]–[22]) and (d) fairness for the item providers, and
the recommendation platform (e.g., [23]). We also investigate
the notion of gradual fairness in sequential and multi-round
recommenders [23]–[25], where the goal is to ensure fairness
in a number of interactions between the users and the system.

C. Methods

We first discuss the trade-offs among fairness, personal-
ization and accuracy. Taking a cross-type view, we present
approaches divided into three categories:

1) Pre-processing methods: Often, bias can exist in the
underlying data on which systems are trained [26], and it
can take two forms. Bias in the rows of the data exists
when there are not enough representative individuals from
minority (sub)groups. For example, according to a Reuters
article [27], Amazon’s experimental automated system to
review job applicants’ resumes showed a significant gender
bias towards male candidates over females that was due to
historical discrimination in the training data.

Bias in the columns is when features are biased (correlated)
with sensitive attributes. For example, zip code tends to predict
race due to a history of segregation [28]. Direct discrimination
occurs when protected attributes are used explicitly in making
decisions (i.e., disparate treatment). More pervasive nowadays
is indirect discrimination, in which protected attributes are
not used but reliance on variables correlated with them leads
to significantly different outcomes for different groups, also
known as disparate impact.

To address bias and avoid discrimination, several methods
have been proposed for pre-processing data, for example: by
adding more data to the input (e.g., [16]), by performing
database repair [29], or by appropriate sampling (e.g., [30]).

2) In-processing methods: These methods target at modi-
fying existing or introducing new algorithms that result in fair
rankings and recommendations.



In-processing approaches for fair rankings modify the result
generation process to allow the systematic control of the
degree of unfairness in the output. One family of approaches
targets learning to rank. One technique to achieve fairness
is by introducing an intermediate level between the input
and the output of the learning system that constitutes a fair
representation of the input [11], [31]. Another technique is
adding regularization terms to the loss function of the learning
system to capture fairness constraints [32]. Another line of
research considers linear ranking function where the score of
an item is a weighted sum of some of the feature of the item.
The goal in this case is to adjust the weights so as to achieve
fairness [33].

In recommenders, we first study fairness in systems that
produce recommendations for individuals, which comprise the
majority of existing recommenders. We will present algorithms
for fair matrix factorization [19], [34], multi-armed bandits
[35], [36] and deep learning recommenders (e.g., [24], [37],
[38]). For instance, we show that when fairness with respect
to both consumers and to item providers is important, variants
of the well-known sparse linear method (SLIM) can be used
to negotiate the trade-off between fairness and accuracy and
improve the balance of user and item neighborhoods [34].
Alternatively, we can augment the learning objective in matrix
factorization by adding a smoothed variation of a fairness met-
ric [19]. Another approach is to mitigate bias by incorporating
randomness in variational autoencoders (e.g., [24]).

3) Post-processing methods: These methods treat the al-
gorithms for producing rankings and recommendations as
black boxes, without changing their inner workings. To ensure
fairness, they modify the output of the algorithm.

For rankings, we will present a generative process for
producing fair rankings that aims at satisfying statistical tests
of representativeness when ranking items in a certain order
[11], [39]. We will also present works based on constraint
optimization formulations of the problem [40], targeting at
relevance maximization in terms of exposure allocation, and
also works on amortized fairness [41], which consider that
the accumulated attention across a series of rankings should
be proportional to accumulated relevance, as indicating long
term ranking fairness.

Finally, we present post-processing approaches that modify
the output of the recommenders to ensure fairness (e.g., [42]).
Moving from individuals to groups, group recommendations
have attracted significant research efforts for their importance
in benefiting a group of users. However, maximizing the satis-
faction of each group member while minimizing the unfairness
between them is very challenging. We study different fair-
aware algorithms for group recommenders [22], [43]–[45].

D. Open Issues and Research Directions

We present a critical comparison of the existing work on
ensuring fair rankings and recommendations, and the lessons
learnt in these areas. We discuss open research challenges per-
taining to fairness in the broader context of data management

and on designing, building, managing, and evaluating fair data
systems and applications.

III. RELATED TUTORIALS

The following three tutorials have a stricter focus than ours,
the first one focusing on concepts and metrics of fairness
and the challenges in applying these to recommendation
and information retrieval while the latter two focusing on
scoring methods. On the other hand, our tutorial has a much
wider coverage and depth, presenting a structured survey and
comparison of methods and models for ensuring fairness in
rankings and recommendations.

• M. D. Ekstrand, R. Burke, F. Diaz. Fairness and Discrim-
ination in Recommendation and Retrieval. RecSys 2019.

• A. Asudeh, H. V. Jagadish. Fairly Evaluating and Scoring
Items in a Data Set. PVLDB, 2020.

• H. Oosterhuis, R. Jagerman, M. de Rijke. Unbiased
Learning to Rank: Counterfactual and Online Ap-
proaches. WWW 2020.

The following tutorials focus on fairness issues especially
in the context of machine learning and data mining.

• S. Bird, B. Hutchinson, K. Kenthapadi, E. Kiciman, M.
Mitchell. Fairness-aware Machine Learning: Practical
Challenges and Lessons Learned. KDD2019, WWW2019,
WSDM 2019.

• S Barocas, M. Hardt. Fairness in Machine Learning.
NIPS 2017.

• F. Bonchi, C. Castillo, S. Hajia. Algorithmic bias: from
discrimination discovery to fairness-aware data mining.
KDD 2016.

Previous editions of this tutorial include a shorter 1-hour
version in EDBT 2020 [46] which placed more emphasis on
models than on methods and a longer 3-hour version to be
presented in the upcoming ICDE 2021 conference [47]. In this
edition, the focus will be on methods for achieving fairness.

IV. PRESENTERS

Evaggelia Pitoura is a Professor at the Univ. of Ioannina,
Greece, where she also leads the Distributed Management of
Data Laboratory. Her research interests are in data manage-
ment systems with a recent emphasis on social networks and
responsible data management. Her publications include more
than 150 articles in international journals (including TODS,
TKDE, PVLDB) and conferences (including SIGMOD, ICDE,
WWW) and a highly-cited book on mobile computing. Her
research has been funded by the EC and national sources.
She has served or serves on the editorial board of ACM
TODS, VLDBJ, TKDE, DAPD and as a group leader, senior
PC member, or co-chair of many international conferences
(including PC chair of EDBT 2016 and ICDE 2012).

Kostas Stefanidis is an Assoc. Professor on Data Science at
the Tampere University, Finland. He got his PhD in personal-
ized data management from the Univ. of Ioannina, Greece.
His research interests lie in the intersection of databases,
information retrieval, data mining and the Web, and include



personalization and recommender systems, large-scale entity
resolution and information integration, and query and data
exploration paradigms. His publications include more than 80
papers in peer-reviewed conferences and journals, including
SIGMOD, ICDE, and ACM TODS, and a book on entity
resolution in the Web of data.

Georgia Koutrika is a Research Director at Athena Research
Center in Greece. She has more than 15 years of experience in
multiple roles at HP Labs, IBM Almaden, and Stanford. Her
work focuses on data exploration, recommendations, and data
analytics, and has been incorporated in commercial products,
described in 14 granted patents and 26 patent applications in
the US and worldwide, and published in more than 90 papers
in top-tier conferences and journals. She is Editor-in-chief for
VLDB Journal, PC chair for VLDB 2023, associate editor for
TKDE, and an ACM Distinguished Speaker. She has served
or serves as PC member or co-chair of many conferences.
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