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Abstract

The decays of radioactive isotopes, uranium, thorium and potassium, in-
side the Earth generate a significant amount of radiogenic heat and con-
tribute to the Earth’s heat budget. The abundance of these elements is a
key parameter to reveal the planet’s geophysical activities. Geoneutrinos
originated from these isotopes are unique probe to the composition, and
thus, the radiogenic heat amount in the Earth. KamLAND has observed
geoneutrinos from 238U and 232Th with 1 kt liquid scintillator for more
than 18 years. The low-reactor period since 2011 enabled a spectroscopic
measurement of geoneutrinos from uranium and thorium by reducing the
most significant reactor neutrino background. The number of geoneutrino
signal is estimated to be 116.6+41.0

−38.5, 57.5
+24.5
−24.1 and 173.7+29.2

−27.7 from 238U,
232Th and 238U +232 Th, respectively. These correspond to geoneutrino
flux of 14.7+5.2

−4.8, 23.9
+10.2
−10.0 and 32.1+5.8

−5.3 ×105 cm−2s−1, respectively. The
null-signal hypothesis is disfavored at 8.3σ confidence level. This study
yields the first constraint on the radiogenic heat contribution from 238U
and 232Th, which is consistent to geochemical predictions based on the
compositional analysis of chondrite meteorites.
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Chapter 1

Introduction

Neutrino observations are an indispensable part of the history of particle physics.
The first observation of supernova neutrinos by Dr. Masatoshi Koshiba established
neutrino astronomy. The proof of neutrino oscillation by Dr. Takaaki Kajita solved
the solar neutrino problem. Neutrinos are powerful probes of the Sun and other
objects that cannot be observed optically because of their high penetrating power.

In 2005, the KamLAND detector successfully observed geoneutrinos for the first
time in the world and established neutrino geoscience. Geoneutrinos is unique probes
of the chemical composition and heat budget of the Earth. Complementary studies
with seismic wave observations and geochemistry provide the key to revealing the
history and dynamics of the Earth.

This study summarizes the results of observations of reactor neutrinos and geoneu-
trinos by the KamLAND antielectron neutrino detector, and the findings on neutrino
oscillation parameters and the thermal and chemical properties of the earth obtained
from these observations.

Chapter 1 summarized the background of this study and the motivation for the re-
search. Chapter 2 introduce geoscientific approach using geoneutrinos. The structure
and calibration of the KamLAND detector and event reconstruction are summarized
in Chapter 3 and Chapter 4. The selection criteria and systematic uncertainties of
the antielectron neutrinos in KamLAND are discussed in Chapter 5, and Chapter
6 describes the estimation of background events. Finally, reactor neutrino observa-
tions and neutrino oscillation analysis results are discussed in Chapter 7, and the
geoneutrino observations are discussed in Chapter 8.
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Chapter 2

Neutrino Geoscience

2.1 Open Questions in Geoscience

The Earth is composed of three layers: crust, mantle and core. This fact was revealed
by seismic wave observations beginning in the 20th century. Not only that, precise
observations of the non-uniformity of seismic wave propagation velocities have sug-
gested that the mantle is convective. Although seismic wave observations have greatly
contributed to the construction of the Earth’s structural model, the chemical compo-
sition, which is indispensable for the formation and evolutionary history of the Earth,
cannot be determined by seismic wave observations.

The chemical composition of the Earth has been revealed by geochemistry based on
petrology and the compositional analysis of meteorite. In particular, the BSE model
based on the composition of CI carbonaceous chondrite meteorites (McDonough and
Sun 1995) is the basis of today’s geoscience. However, geochemical composition mod-
els based on meteorite compositional analysis are indirect estimates, and no direct
verification of the Earth’s interior exists. In addition, the type of meteorite that
formed the Earth has not been identified, and the geochemical composition based on
meteorite compositional analysis bears intrinsic uncertainties.

To reveal the history of Earth’s evolution and the geophysical activities, under-
standing the Earth’s heat budget is also essential. Earth’s history is essentially a
cooling process, and geophysical activities such as plate tectonics, earthquakes, vol-
canism, and geomagnetism are driven by heat in the Earth’s interior. The heat flow
at the Earth’s surface is estimated to be about 47±2 TW based on multi-point bore-
hole measurements Davies and Davies (2010). The heat sources include remnants of
primordial heat, latent heat from the inner core growth, and radiogenic heat from
heat producing elements. Radiogenic heat, in particular, is a heat source necessary
for the Earth to remain an active planet for billions of years, and the distribution of
radiogenic heat sources is also important in addition to its quantity.

However, the fraction of radiogenic heat has not been solved. There are some
competing estimates for the radiogenic heat abundance. HighQ model (Turcotte and
Schubert 2002) predicts radiogenic heat of more than 25 TW based on seismology
and realistic mantle convection models. MiddleQ (McDonough and Sun 1995) and
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LowQ (Javoy et al. 2010) model predict 17–22 TW and 10–15 TW, respectively,
based on the compositional analysis of CI carbonaceous chondrites and enstatite
chondrites with terrestrial samples and consideration of elemental enrichment during
the planetary differentiation.

Neutrinos originating from radioactive elements, such as uranium, thorium and
potassium, in earth, or “geoneutrinos”, are key of revealing the Earth’s chemical com-
position and heat budget. Because neutrinos have very small reaction cross sections,
they reach the Earth’s surface almost unimpeded by the Earth itself. Geoneutrinos
provide direct information on the abundances of radioactive isotopes, and therefore,
radiogenic heat in the Earth. Besides, since the energy of geoneutrino depends on
the source elements, the spectrum is useful to measure the abundances of each heat
producing element, and thus the chemical composition is directly measured. Neu-
trino observation is the only way to directly verify the chemical composition and the
abundance of radiogenic heat in the Earth’s interior.

In this chapter, motivation and strategy of “neutrino geoscience” are introduced.

2.2 Geoscientific Approaches and Earth Models

2.2.1 Boring

The simplest approach to study the Earth’s interior is to bore the ground, take
samples and analyze it. The deepest borehole ever made by humans is the Kola
Superdeep Borehole (KSDB-3) in Russia, reaching a final depth of 12262 m (Trčková
et al. 2002). This is an important achievement in geoscience, but at this depth it
cannot even penetrate the continental crust, which is thought to be 20–70 km thick.
It is technically impossible to drill a hole any deeper than this because geothermal
heat prevents the drilling rig from operating. Therefore, this method is not suitable
for the study of the Earth’s deep interior, including the mantle and core.

2.2.2 Structural Model

Global Structure

The structure of the Earth has been revealed by seismology. When seismic waves, or
earthquake, propagates through the earth, they are reflected or bent at the bound-
aries of layers with different elastic properties. By observing these reflected or bent
seismic waves at many points on the earth, the propagation velocity and other elastic
properties in the earth is measured as shown in Figure 2.1.

Dziewonski and Anderson (1981) proposed the Preliminary Reference Earth Model
(PREM), describing the seismic wave velocity, density distribution and other elastic
parameters as a function of radius (Figure 2.2). As shown in the figure, the multi-
layered structure of the earth, crust, mantle, liquid outer core and solid inner core,
is clearly demonstrated by seismology. The mass of each reservoir in earth given by
PREM is summarized in Table 2.1
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Figure 2.1: Earth structural modeling based on seismic wave observation (Britannica)

Table 2.1: The mass of each layer of the Earth (Dziewonski and Anderson 1981)

reservoir mass [kg]

– sediment –
continental 9.238× 1020

oceanic 4.114× 1020

– crust –
upper continental 6.613× 1021

middle continental 7.325× 1021

bottom continental 7.084× 1021

oceanic 4.229× 1021

– mantle –
upper 1.068× 1024

lower 2.937× 1024

– core –
outer 1.840× 1024

inner 9.841× 1022
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2.2. A REFERENCE EARTH MODEL 7
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Figure 2.2: Preliminary Reference Earth Model given by A.M.Dziewonski et al. (1981).
Seismic wave velocities (Vp and Vs) and density as a function of depth are shown. In this
profile, the Earth’s layer structure, the crust, upper mantle, lower mantle, outer core, and
inner core is clearly seen.

2.2.1 Structural Model

Seismology has revealed the detailed geophysical feature of the whole Earth. In 1981,
A.M.Dziewonski and D.L.Anderson [15] presented the Preliminary Earth Reference Model
(PREM), describing the seismic wave speeds (Vp, Vs), elastic properties (Qµ, QK), and
other parameters such as density and pressure, as a function of radius. The model was
constructed by an inversion method with more than 1000 measurements of eigenfrequen-
cies of the Earth, 500 summary observations of body wave travel time, 100 normal mode
Q values, mass and orbital moment of the Earth. Although the model is described with
parameters as a function of radius, transverse isotropy was introduced in the calculation
to the outer 220km of the mantle, in order to explain the discrepancy between short-
period Love wave and Rayleigh wave data. Figure 2.2 shows the seismic wave speeds and
density profiles given in the PREM model. As shown in the figure, Earth’s global layer
structure, crust, several layers of mantle, liquid outer core and solid inner core, is clearly
demonstrated, with understanding of their physical properties.

Seismological analysis is also useful to determine the local crustal structure. C.Bassin
et al. (2000) [16] compiled seismic wave measurements and made a 2± £ 2± grid crustal
thickness map (distributed as CRUST 2.0 data set), describing the thickness and density
of soft sediment, hard sediment, upper crust, middle crust, and lower crust. The CRUST
2.0 is an updated version of the former crustal structure data set, CRUST 5.0, which
gives crustal structure estimation at 5± £ 5± resolution. The CRUST 5.0 is constructed
based on 560 seismic refraction measurements published between 1948 and 1995. Com-
pressional wave velocity of each layer is based on measurements, and shear wave velocity
and density are estimated using empirical Vp-Vs and Vp-density relationships. For areas
where no measurements are available, seismic wave velocities and density are estimated
from statistical average of regions with a similar crustal age and tectonic setting. Figure
2.3 and Figure 2.4 shows the map of crustal thickness given by the CRUST 2.0 dataset.
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Seismic wave velocities (Vp and Vs) and density as a function of depth are shown. In this
profile, the Earth’s layer structure, the crust, upper mantle, lower mantle, outer core, and
inner core is clearly seen.

2.2.1 Structural Model

Seismology has revealed the detailed geophysical feature of the whole Earth. In 1981,
A.M.Dziewonski and D.L.Anderson [15] presented the Preliminary Earth Reference Model
(PREM), describing the seismic wave speeds (Vp, Vs), elastic properties (Qµ, QK), and
other parameters such as density and pressure, as a function of radius. The model was
constructed by an inversion method with more than 1000 measurements of eigenfrequen-
cies of the Earth, 500 summary observations of body wave travel time, 100 normal mode
Q values, mass and orbital moment of the Earth. Although the model is described with
parameters as a function of radius, transverse isotropy was introduced in the calculation
to the outer 220km of the mantle, in order to explain the discrepancy between short-
period Love wave and Rayleigh wave data. Figure 2.2 shows the seismic wave speeds and
density profiles given in the PREM model. As shown in the figure, Earth’s global layer
structure, crust, several layers of mantle, liquid outer core and solid inner core, is clearly
demonstrated, with understanding of their physical properties.

Seismological analysis is also useful to determine the local crustal structure. C.Bassin
et al. (2000) [16] compiled seismic wave measurements and made a 2± £ 2± grid crustal
thickness map (distributed as CRUST 2.0 data set), describing the thickness and density
of soft sediment, hard sediment, upper crust, middle crust, and lower crust. The CRUST
2.0 is an updated version of the former crustal structure data set, CRUST 5.0, which
gives crustal structure estimation at 5± £ 5± resolution. The CRUST 5.0 is constructed
based on 560 seismic refraction measurements published between 1948 and 1995. Com-
pressional wave velocity of each layer is based on measurements, and shear wave velocity
and density are estimated using empirical Vp-Vs and Vp-density relationships. For areas
where no measurements are available, seismic wave velocities and density are estimated
from statistical average of regions with a similar crustal age and tectonic setting. Figure
2.3 and Figure 2.4 shows the map of crustal thickness given by the CRUST 2.0 dataset.

Figure 2.2: The Preliminary Reference Earth Model, describing the seismic wave velocity
(top) and density (bottom) profiles as a function of radius. The figure is cited
from Enomoto (2005). The original data is provided from Dziewonski and
Anderson (1981).
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Crust

Not only the global structure, but also the properties of each reservoir are studied by
seismology. Bassin et al. (2000) compiled a 2◦ × 2◦ grid crustal thickness map from
seismic wave measurement, describing the thickness and density of soft sediment,
hard sediment, upper crust, middle crust and lower crust. The map is distributed
as CRUST 2.0 data set (Laske et al. 2001). Figure 2.3 shows a crustal thickness
map given by CRUST 2.0. This data set was improved to a 1◦ × 1◦ resolution and
distributed as CRUST 1.0 (Laske et al. 2011), incorporating a sediment thickness
map Laske and Masters (1997).
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Figure 2.3: Crustal Thickness Map given by C.Bassin et al. (CRUST 2.0). This shows
crustal thickness in a grid of 2± £ 2±. The map is constructed based on accumulated
seismic refraction measurements published since 1948. Further details are presented in
Appendix A.
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Figure 2.4: Crustal Thickness Map given by C.Bassin et al. (CRUST 2.0). The same
dataset as Figure 2.3, but with focus on Japan Islands.

A sediment thickness map with even better resolution (1± £ 1±) is provided by G.Laske
(1997) et al. [17]. Details of those data sets are presented in Appendix A.

D.Zhao et al. (1992) [18] analyzed more than 13,000 arrival times of 562 shallow
earthquakes around the Japan Islands. The earthquake arrival times are collected at 208
stations covering the whole Japan Islands, and the data is compiled as University Network
Earthquake Catalog, distributed by the Earthquake Prediction Data Center (EPDC). By
applying an inversion method, D.Zhao et al. obtained a precise map of the Conrad and

Figure 2.3: Crustal thickness map given by CRUST 2.0 dataset (Laske et al. 2001)

As is clearly seen in Figure 2.3, the oceanic crust is quite different from the
continental crust. The oceanic crust is constantly created at ocean ridges with typical
thickness of 6–8 km and subducted at trenches. The oceanic crust is relatively young
(∼ 80 million years old) and uniformly composed mainly of basalt. On the other
hand, the continental crust is relatively old (∼ 2 billion years old on average) and the
thickness varies from 20 to 70 km. The continental crust has seismological boundary
called “Conrad discontinuity”. The lower part consist mainly of basalt, whereas the
upper part is typically composed of granite.

Mantle

For the mantle, non-uniform seismic wave velocity is studied by Bull et al. (2009).
Figure 2.4 shows seismic wave velocity heterogeneity in the mantle. This anomaly
implies the temperature inhomogeneity in the mantle, i.e. fast seismic wave in dense
therefore cold mantle, slow wave in sparse therefore hot mantle. The temperature
inhomogeneity may represents mantle convection structure. In Figure 2.4, there are
two up-going hot plume, or super plume, beneath South Pacific and Africa, and a
down-going plume, or cold plume, beneath Asia.

Besides, the mantle tomography analysis predicts a whole-layer convection of the
mantle, whereas the geochemical studies (Sec.2.2.3) support a two-layer convection
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in which the upper layer is highly depleted of refractory and lithophile elements, e.g.
uranium and thorium, as shown in Figure 2.5.

showed that sets of small thermal plumes collect beneath continent-
like heterogeneities for high Rayleigh numbers while Nolet et al.
(2006) and Boschi et al. (2007, 2008) have quantitatively compared
dynamic models of plumes with seismic tomography observations.
Montelli et al. (2004) used finite-frequency tomography to study the
existence and character of deep-mantle thermal plumes.

Geodynamical studies of mantle models involving a thermoche-
mical component (e.g., Tackley, 1998, 2002; Davaille, 1999; Kellogg
et al., 1999; Ni et al., 2002; Jellinek and Manga, 2004; McNamara and
Zhong, 2004, 2005; Davaille et al., 2005; Tan and Gurnis, 2005, 2007;
Simmons et al., 2007), such as thermochemical piles (e.g., Tackley,
1998, 2002; Jellinek and Manga, 2004; McNamara and Zhong, 2004,
2005), metastable superplumes (e.g., Tan and Gurnis, 2005) and
thermochemical superplumes (e.g., Davaille, 1999) result in high
temperature anomalies that resemble the large negative shear wave
velocity anomalies observed in seismic tomography (McNamara and
Zhong, 2005). These models are further supported by geochemical
observations of multiple chemical reservoirs at depth (e.g., Hofmann,
1997), strong seismic contrasts (e.g., Breger and Romanowicz, 1998;
Ritsema et al., 1998; Ni et al., 2002; Wang and Wen, 2004; Ford et al.,
2006) and increased density in these regions (Ishii and Tromp, 1999;
Deschamps and Trampert, 2003; Deschamps et al., 2007; Hernlund
and Houser, 2008). The various thermochemical models differ in their
dynamical behavior but all involve similar large volumes of intrinsi-
cally dense material within broad upwelling regions and all relate the
African and Pacific anomalies to large structures of intrinsically more-
dense composition. In this study, we concentrate on the conceptual
model of “thermochemical piles” (e.g., Tackley, 1998, 2002; Jellinek
and Manga, 2004; McNamara and Zhong, 2004, 2005), whereby a
dense basal layer has been pushed aside by lower mantle down-
wellings and has accumulated in ridge-like structures in the African
and Pacific upwelling regions (Fig. 2c, d).

Typically, temperature fields from geodynamical results are
directly compared to tomographic models (e.g., Becker and Boschi,
2002; Davaille et al., 2005; McNamara and Zhong, 2005) to investigate

the first order dynamics and compositional structure of Earth's
mantle. However, this simple comparison is fraught with uncertainty:
for one, the resolution of geodynamical models is typically much
higher than that of tomographic models and the combined effect of
both chemistry and temperature on seismic wavespeeds is difficult to
assess from simply comparing temperature and compositional fields
to tomography. Furthermore, numerical models employ a relatively
regular mesh providing uniform resolution which contrasts with the
heterogeneous coverage obtained by seismic tomography due to an
incomplete and uneven distribution of earthquakes and seismic
stations. Direct compariSson between geodynamical temperature
fields and tomographic models also assumes purely temperature
dependence of seismic velocity, ignoring the pressure- and composi-
tional dependence. Consequently, tomographic models distort ther-
mal and chemical heterogeneity, resulting in a blurred image of
mantle structure. Indeed, recently, Schubert et al. (2004) proposed
that large contiguous structures beneath Africa and the Pacific may
not be required to create the observed lower mantle shear-wave
velocity structure. They suggested that limited tomographic resolu-
tion is responsible for poorly imaged clusters of isochemical thermal
plumes. At first glance, this explanation does not reconcile the
geochemical and seismic evidence for compositional heterogeneity.
However, this isochemical conceptual model may be extended to
include chemical heterogeneity as long as the intrinsically dense
material is of small volume or if its density contrast with the
surrounding mantle is small. In either case, clusters of small thermal
plumes are still expected to form in the presence of chemical
heterogeneity (Garnero and McNamara, 2008). Therefore, in this
paper we refer to an isochemical model as a model that produces
clusters of plumes, whether compositional heterogeneity is actually
associated with it or not.

A more appropriate comparison is to use experimental and
theoretical mineral physics relationships to convert geodynamical
temperature and composition fields to seismic velocity as a function
of temperature, pressure, and composition. The resultant velocity
anomaly fields are then filtered to capture the inherent heterogeneous
resolution associatedwith a particular tomographicmodel. This leads to
the creation of “synthetic” tomographic models and allows for a more
meaningful comparison between geodynamic and seismic models.

In this study, we combine 3D spherical geodynamic and mineral
physics calculations to create synthetic seismic tomography from
geodynamical calculations of two hypothetical large-scale mantle
models. The first is dynamically isochemical in which clusters of
thermal plumes form in the lower mantle beneath Africa and the
central Pacific. The second is a thermochemical model, in which a
uniform 255 km thick intrinsically dense basal layer is perturbed by
large scale convective flow. We convert the resultant geodynamical
temperature and composition fields to seismic velocity, and apply a
“tomographic-filter” (e.g., Mégnin et al., 1997; Bunge and Davies, 2001;
Ritsema et al., 2007) to produce synthetic tomography models which
we compare to the global shear-wave tomography model S20RTS
(Ritsema et al., 1999, 2004), both visually and statistically, to determine
whether the geodynamic models match the seismic observations.

The fundamental motivation is to determine whether, if we take
into account the heterogeneous nature of tomographic resolution,
observations of seismic tomography can be used as a constraint to
distinguish between these competing conceptual mantle models as a
possible cause of the observed lower mantle seismic anomalies
beneath Africa and the central Pacific. We find the tomographic
filtering has a significant effect, particularly on the plume cluster
models. We determine that the seismic filter considerably broadens
and distorts the theoretical images of plume clusters. The images of
thermochemical piles are less distorted unless the piles are composed
of material that has a higher intrinsic shear-wave velocity than the
surrounding mantle. Synthetic tomography from thermochemical
models matches the S20RTS maps and spectrum slightly better than

Fig. 1. Shear-wave velocity heterogeneity for the tomographic model S20RTS (Ritsema
et al., 1999, 2004) shown (a) as an isosurface in cross-sectional view through the mantle
and (b) in map view at 2750 km depth. Both views reveal a lower mantle dominated by
the large low shear-wave velocity anomalies beneath Africa and the Pacific. Present-day
tectonic plate boundaries are superimposed on each plot.

153A.L. Bull et al. / Earth and Planetary Science Letters 278 (2009) 152–162

Figure 2.4: Mantle tomography by seismic wave analysis (Bull et al. 2009). CMB in this
figure is an acronym for “Core Mantle Boundary”. (a) an isosurface in cross-
sectional view through the mantle (b) a map view at a depth of 2750 km.

2.2.3 Geochemical Model

Rationale of Geochemistry

The chemical properties of the Earth are discussed based on compositional analysis
of rocks and meteorites collected from the Earth’s surface. Our planet was formed
by repeated collisions and fusions of meteorites within the primordial solar system.
Therefore, the meteorites preserve the chemical composition of the primitive Earth.
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depleted reservoir deep within the mantle4.
Can these conflicting data be reconciled?

Some scientists have proposed that a rela-
tively small, seismically ‘invisible’ primitive
reservoir, which is slightly denser than ordi-
nary mantle material, is trapped in the deep
mantle5,6. Others suggest that the seismically
anomalous, so-called D! layer just above the
core–mantle boundary can satisfy the geo-
chemical requirements7. Yet another theory
is that the geochemical heterogeneities are
dispersed throughout the mantle but are
preferentially sampled by hot-spot magmas,
which therefore deliver a biased record of
their source chemistry8.

Bercovici and Karato1 propose a new
model for mantle convection that might
reconcile the geochemists and the seismolo-
gists. Experimental work has shown that,
at high pressure, the mantle minerals
wadsleyite and ringwoodite have surprising-
ly high solubilities for water9. High-pressure
forms of these minerals occur in the depth
range of 410–660 km — the so-called mantle
transition zone — and Bercovici and Karato
postulate that this zone has a high water
content (0.2–2.0% by weight). They suggest
that when material in the transition zone
rises through slow convective motion to
depths of less than 410 km, wadsleyite is
transformed into the mineral olivine and
liberates water (olivine has a much lower
solubility for water than wadsleyite).

Adding water to almost any rock will
lower its melting point by several hundred
degrees. The authors suggest that this ‘dehy-
dration melting’ might create a thin (about
10-km) layer of molten silicate just above the
410-km level,which would retain most of the
water as well as all those incompatible trace
elements (including uranium and thorium)
that do not easily fit into the crystal struc-
tures of the available solid minerals.The melt
layer is trapped at 410 km, because melt is
denser than solid at very high pressures,
but it is ultimately entrained, refrozen and
returned to the transition zone by descend-
ing cold, subducted slabs. This return flow
keeps the thickness of the molten silicate
approximately constant. So the melt layer
acts as a filter,removing elements from rising
mantle material and keeping the upper layer
in a depleted state (Fig. 1c). Deep-mantle
plumes are exempt from this filtering process
because their higher temperature lowers 
the solubility for water in wadsleyite,
but increases solubility in olivine, thus
preventing the formation of a melt layer at a
depth of 410 km.

The new model has not yet been tested by
numerical simulations of mantle convec-
tion. But this might prove to be difficult or
impossible to do in the near future because
the melt layer is very thin and its mechanical
behaviour is complex. But does the model
satisfy the geochemical constraints? Many
isotope geochemists will say that it does not,

but I am not so sure. The difficulty comes 
in reconciling Bercovici and Karato’s hypo-
thesis with our view of how the mid-ocean
ridge forms. This part of Earth’s crust is
thought to be derived from the upper man-
tle, whereas ocean islands are made from
deeper mantle plumes. These different
source materials can be traced by the com-
position of strontium isotopes in the basalt
rock — mid-ocean ridge basalts have lower
87Sr/86Sr ratios than ocean island basalts.The
87Sr isotope is created by the very slow decay
of 87Rb (with a half-life of about 47 billion
years), so the isotopic differences between
the upper mantle and the deeper mantle 
take a very long time to develop, typically
1–2 billion years.

In the Bercovici–Karato model, the upper
mantle is continuously replenished by slowly
rising deep-mantle material. The melt layer
at 410 km removes water and incompatible
elements, but this does not change the iso-
topic composition of the rising dehydrated
solid. According to the isotopic differences,
to fit Bercovici and Karato’s model, the deep
mantle rises at a very slow speed of about
1 mm per year or even less. So it would take
more than 400 million years to traverse the
400-km distance towards the melting region
beneath ocean ridges. But upwelling rates in
the immediate vicinity of mid-ocean ridges
are significantly greater, and this would tend
to minimize the time available for isotopic
differences to develop. Still, opinions differ
rather widely as to how great the isotopic
difference actually is between average
mantle samples from mid-ocean-ridge
basalts and from plumes. Moreover, it is
likely that plume-source material does not
represent average lower mantle; instead, its
composition is probably biased towards
segregated subducted former oceanic
crust10,11.

Another concern is that the model
depends on the assumption that the mantle
transition zone contains enough water to
cause the postulated melting.There is at least
circumstantial evidence that the mantle is
rather severely dehydrated during subduc-
tion12, and estimates based on trace-element
ratios13 limit the water content of the primi-
tive silicate mantle to less than about 0.05%
— much lower than Bercovici and Karato’s
estimate of 0.1–1.5% for the transition zone.
But these measurements may not necessarily
be applicable to the transition zone in the
new model.

Bercovici and Karato’s hypothesis is
intriguing, but wouldn’t such a mid-mantle
melt layer have been detected long ago by
seismologists? Perhaps it was14,15, but the
evidence is patchy. Features less than 10 km
thick are easily missed in seismic records
and will have to be carefully searched for 
in the future. !

Albrecht W. Hofmann is at the Max-Planck-Institut 
für Chemie, Postfach 3060, 55020 Mainz,
Germany.
e-mail: hofmann@mpch-mainz.mpg.de
1. Bercovici, D. & Karato, S. Nature 425, 39–44 (2003).
2. Graham, D. W. Rev. Mineral. Geochem. 47, 247–317 (2002).
3. Montelli, R. et al. Geophys. J. Int. (in the press).
4. Hofmann, A. W. Nature 385, 219–229 (1997).
5. Davaille, A. Nature 402, 756–760 (1999).
6. Kellogg, L. H. et al. Science 283, 1881–1884 (1999).
7. Tolstikhin, I. N. & Hofmann, A. W. Geochim. Cosmochim. Acta

66, A779 (2002).
8. Morgan, J. P. & Morgan, W. J. Earth Planet. Sci. Lett. 170,

215–239 (1999).
9. Williams, Q. & Hemley, R. J. Annu. Rev. Earth Planet. Sci. 29,

365–418 (2001).
10.Hofmann, A. W. & White, W. M. Earth Planet. Sci. Lett. 57,

421–436 (1982).
11.Christensen, U. R. & Hofmann, A. W. J. Geophys. Res. 99,

19867–19884 (1994).
12.Dixon, J. E. et al. Nature 420, 385–389 (2002).
13.Michael, P. J. Earth Planet. Sci. Lett. 131, 301–320 (1995).
14.Revenaugh, J. & Sipkin, S. Nature 369, 474–476 (1994).
15.Vinnik, L. & Farra, V. Geophys. Res. Lett. 29,

doi: 10.1029/2001GL014064 (2002).

news and views

P
lu

m
e

Ocean

Liquid outer core

OceanContinent Continent

Slow
rising
mantle

Olivine
+ H2OWadsleyite

400 km 

410 km 

Melt-
layer
filter

Depleted
upper
mantle

Transition
zone

660 km

660 

0 

a b

c

D
ep

th
 (k

m
)

2,900

Figure 1 Models of mantle circulation. a, Geochemists support a two-layered model in which the upper
layer of mantle, depleted in ‘incompatible’ elements, is separated from the primitive lower mantle by 
a boundary at a depth of 660 km. b, Seismologists disagree. They support a ‘whole-mantle’ model of
circulation with exchange between subducting crust and upwelling plumes. c, Bercovici and Karato1

now propose a model that might satisfy both camps. They suggest that at depths of 410 km the mineral
wadsleyite releases water and is transformed into olivine. This creates a thin layer of molten silicate
that acts as a filter, removing ‘incompatible’ trace elements from slowly uprising mantle.
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Figure 2.5: Models of mantle convection. (Left) Two-layer model supported by geochem-
istry, in which the upper layer of mantle is depleted in incompatible elements
and separated from the lower mantle. (Right) Whole-layer model supported
by seismology. (Hofmann 2003)

During the cooling process, the Earth was differentiated into the core, mantle
and crust. The presence of a geomagnetic field indirectly indicates that the core is
made of metal, and its size is also estimated from seismic wave observations. It is
known experimentally that refractory lithophile elements do not exist under the high
temperatures and pressures of the core, whereas they accumulated in the primitive
mantle, which was composed of silicates. The composition of the crust is analyzed
from rocks sampled at the surface. Therefore, the composition of the mantle can
also be estimated by subtracting elemental inventories in the crust from the total
elemental abundances in the silicate earth (crust + mantle).

There are multiple candidates for the type of meteorite that formed the Earth.
CI carbonaceous chondrite meteorite is one of candidates because of its inclusion of
volatile elements and similarity to the solar atmosphere (McDonough and Sun 1995).
Enstatite chondrite is another candidate meteorites because of its similarity to the
Earth in oxygen isotopic ratio and iron abundance (Javoy et al. 2010). By examining
the isotopic abundance ratios of several elements, Warren (2011) suggests that our
planet was formed from a mixture of several types of meteorites.

While these approaches are essential to geoscience, there are intrinsic uncertainties
due to absence of the direct test of the Earth’s interior.

Crust

The crust is the layer between the Mohorovičić discontinuity and the Earth’s surface.
As described in Sec.2.2.2, the crust is classified into the continental crust and the
oceanic crust. Both the crustal and oceanic crust float on the mantle since their less
dense than the mantle.

There are various approaches to study the chemical composition of the continental
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crust, e.g. tectonic models (Taylor and McLennan 1995), geologic models (Condie
1993) and seismic models (Wedepohl 1995, Rudnick and Fountain 1995). Table. 2.2
summarizes the uranium and thorium concentration from these approaches.

Table 2.2: Uranium and thorium concentration in the continental crust. Condie (1993)
estimated the composition of the upper crust with and without a correction
of crust lost by erosion. Rudnick and Fountain (1995) employed Taylor and
McLennan (1995) for the upper continental crust. Rudnick and Gao (2014)
cited Rudnick and Fountain (1995) for the lower continental crust.

element concentration [ppm]

upper middle lower

Taylor and McLennan (1995) U 2.8 - 0.53
Th 10.7 - 2.0

Condie (1993) U 2.4/2.2 - -
Th 9.1/8.6 - -

Wedepohl (1995) U 2.5 1.93
Th 10.3 6.6

Rudnick and Fountain (1995) U (2.8) 1.6 0.2
Th (10.7) 6.1 1.2

Rudnick and Gao (2014) U 2.7 1.4 (0.2)
Th 10.5 6.5 (1.2)

In the planetary differentiate process, the Large Ion Lithophile (LIL) elements
such as uranium, thorium and potassium are extracted from the mantle materials by
the repeated melting and accumulated to the crust due to their high incompatibility
to the mantle and core. Thus, through the continental crust total up to only 0.4% of
the Earth’s mass, it contains about half of uranium and thorium in the Earth.

The uranium and thorium concentration in the oceanic crust is reported by Taylor
and McLennan (1985) to be ∼0.10 ppm and ∼0.22 ppm, respectively. These values
are smaller than that of the continental crust (Table. 2.2) but larger than of the
mantle (∼0.01 ppm and ∼0.05 ppm). Since the oceanic crust is constantly created at
mid-ocean ridge or at intra-plate volcanos, relatively young and homogeneous in the
thickness and composition compared to the continental crust.

Mantle

As is mentioned in the crust part above, the incompatible elements are extracted to
the crust by the repeated melting and depleted in the upper mantle. Though this
extraction take place near the crust–mantle boundary, the global convection of the
mantle results in the global depletion of these elements.

The direct sampling of the mantle is essentially impossible, especially of the lower
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mantle. Rather, the composition of the mantle is estimated by cosmochemical meth-
ods and laboratory methods such as high-temperature and high-pressure lithology.

As for the upper mantle, there are some samples available as ultramafic massifs,
which were transported from the Earth’s deep interior by ascending magmas. How-
ever, such samples are transported to the surface by special tectonics, and it is not
clear whether they represent the composition of the entire mantle.

Hence, the chemical composition of the mantle in the reference model (Sec.2.4) is
determined by subtracting the crustal element abundances from the composition of
the whole Earth expected from the meteorite analysis.

Core

As with the mantle, the direct core sampling is impossible. The compositional analysis
of chondrite meteorites and iron meteorites help understand the composition of the
core, as well as the seismological and terrestrial magnetism studies.

The core is a Fe-Ni alloy whose density is 10–12 g/cm3. It is demonstrated by
laboratory compression experiments that only low-atomic-weight elements such as
hydrogen, carbon, nitrogen, oxygen, magnesium, silicon and sulfur can be contained
in such high density alloy (McDonough 1999). Besides, Murthy et al. (2003) reported
that potassium is a substantial radiogenic heat source in the core by high-pressure
and high-temperature experimental data.

Bulk-Silicate Earth Model

The Bulk-Silicate Earth (BSE), or the primitive mantle, refers to the intermediate
stage between the core-mantle differentiation and mantle-crust separation (Lyubet-
skaya and Korenaga 2007). The BSE composition is supposed to give the average
elemental abundances in the silicate earth (mantle + crust), which is studied based
on analysis of chondrite meteorites with considering the core separation and escape
of volatile elements.

McDonough and Sun (1995) constructed a BSE model based on CI carbonaceous
chondrite composition with taking account for lithological and geological measure-
ment on the earth. This model is a part of fundamental basis of today’s geoscience.
There are some BSE models with different chondrite for rationale, and they have dif-
ferent predictions of elemental abundances as summarized in Table. 2.3. Most of them
are based on CI carbonaceous chondrite, whereas Javoy (1999) is based on enstatite
chondrite.

2.2.4 Earth’s Surface Heat Flux

The history of the Earth is a process of global cooling. The geodynamics, e.g. tec-
tonics, volcanism and magnetism, are powered by heat inside earth. Therefore, it
is important to understand the Earth’s heat budget for revealing the geophysical
activity.

10
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Table 2.3: Abundances of heat producing elements in BSE models

U [ppb] Th [ppb] K [ppb] Th/U

Taylor and McLennan (1985) 18 65 180 3.6
Hart and Zindler (1986) 21 79 264 3.8
Hofmann (1988) 20 80 254 4.0
McDonough and Sun (1995) 20.3± 4.1 79.5± 11.9 240± 48 3.9
Javoy (1999) 20 69 270 3.5
Palme and O’Neill (2007) 21.8± 3.3 83.9± 12.5 261± 39 3.8
Lyubetskaya and Korenaga (2007) 17.3± 3.0 62.6± 10.7 190 3.6

The total heat flow at the surface is measured in a number of bore holes by several
researches as summarized in Table. 2.4. Except Hofmeister and Criss (2005), the total
heat flow from earth is estimated to be around 46 TW.

Table 2.4: Total heat flow from earth

total heat flow [TW]

Williams and Von Herzen (1974) 43
Davies (1980) 41
Sclater et al. (1980) 42
Pollack et al. (1993) 44± 1
Hofmeister and Criss (2005) 31± 1
Jaupart et al. (2007) 46± 3
Davies and Davies (2010) 47± 2

There are several different heat sources in the Earth’s interior, including remnants
of primordial heat, radiogenic heat from heat producing elements such as uranium,
thorium, and potassium, gravitational energy release from accretion and metal core
separation, and latent heat from inner core growth.

The radiogenic heat sources have heated the Earth and allowed it to exist as a
geophysically active planet for much longer than expected from Lord Kelvin’s heat
conduction calculations. Therefore, radiogenic heat plays a decisive role in the ther-
mal evolution of the Earth.

However, the heat flow measurement at the surface, and also the seismological
approach, does not provide any information about the fraction of radiogenic heat
to the Earth’s total heat flow. Geochemical approaches give predictions via the
abundance of the heat producing elements but there are intrinsic uncertainties as
is also mentioned in Sec.2.2.3.

Hence, geoneutrino observation is the only way to directly verify the amount of
radiogenic heat sources in the Earth’s interior.
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2.3 Geoneutrino

2.3.1 Properties of Geoneutrino

Electron antineutrinos produced in beta decays in the decay process of radioactive
elements in earth, or “geoneutrino”, provide important information of the Earth’s
interior. Using a linear relationship between the geoneutrino luminosity and the
amount of radiogenic heat, earth’s thermal property is uniquely verified.

Radioactive elements which is abundant in the present earth are classified into
three groups: 238U (τ1/2 = 4.47×109 year) series, 232Th (τ1/2 = 14.0×109 year) series
and 40K (τ1/2 = 1.25× 109 year) as shown in Eq. 2.1–2.4.

238U −−−→
100%

206Pb + 84He + 6e− + 6νe + 61.7 [MeV] (2.1)

232Th −−−→
100%

208Pb + 64He + 4e− + 4νe + 42.7 [MeV] (2.2)

40K −−−−→
89.28%

40Ca + e− + νe + 1.311 [MeV] (2.3)

40K+ e− −−−−→
10.72%

40Ar + νe + 1.505 [MeV] (2.4)

In the ancient earth, 235U and 237Np contributed to significant geoneutrino lumi-
nosity and radiogenic heat, but have already decayed away due to short half lives
(τ1/2 = 0.71 × 109 year and τ1/2 = 0.002 × 109 year, respectively). On the other
hand, 87Rb (τ1/2 = 49.7 × 109 year), 138La (τ1/2 = 110.0 × 109 year) and 176Lu
(τ1/2 = 21.0 × 109 year) still remains in earth but their radiogenic heat production
and geoneutrino emission are negligible due to small Q-value of decays less than 0.5
MeV.

Figure 2.6 shows radiogenic heat flux through time from each element calculated
by Arevalo et al. (2009). 40K acted as the dominant and 235U acted as the second
dominant radiogenic heat source in the past, whereas 238U and 232Th total up to 80%
of the present radiogenic heat production.

Energy spectrum of electron antineutrino from beta decay with maximum electron
energy Emax is given by a well-established formula as

dN(Ee) =
G2

F|M |2

2π3ℏ7c5
F (Z,Ee)(Emax − Ee)

2
√
E2

e −m2
ec

4Ee dEe (2.5)

Eνe = Emax − Ee (2.6)

where F (Z,Ee) is the Fermi function representing the electric field effect of nuclei
given by
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the decay of long-lived radionuclides, namely 40K, 232Th and 235,238U.
Although primordial energy from secular cooling contributes a
significant portion of the planet's current global heat loss, geochem-
ical and geophysical models underline the role of radioactive isotopes
in powering mantle convection, particularly early in the Earth's
history when radiogenic heat generatedmore than 5× the energy than
produced today (Fig. 8).

The Urey ratio (Ur), which serves to relate the radiogenic heat
productionwithin a body to its total heat output, can be defined in two
distinct ways: geochemical studies often refer to a bulk Earth Ur,
defined as the ratio of the planet's radiogenic heat production to total
surface heat loss, whereas geophysical models focus on a convective
Ur, or the ratio of radiogenic heat generation in the modern mantle to
the total mantle heat flux (e.g., Korenaga, 2008). The convective Ur can
provide information regarding the thermal evolution of the planet and
the driving forces behind a variety of global dynamic processes,
including mantle convection, plate tectonics, secular cooling, the
geodynamo, and inner core crystallization.

The value of the bulk Earth Urey ratio inherently depends on the
terrestrial abundances of the long-lived radioactive isotopes of K, Th
and U. Because the half-life of 40K (t1/2~1.25 Gyr) is short relative to
the age of the planet, the abundance of K in the silicate Earth is not
only vital to the understanding of radiogenic heat production today,
but even more so to evaluating the radiogenic heat budget of the early
Earth, asmore than 12 timesmore 40Kwas extant ca. 4.5 Ga than today
(Fig. 8). A silicate Earth composition with 20±8 (2σ) ng/g U, which is
consistent with both geochemical models (e.g., McDonough and Sun,
1995) and measured geoneutrino fluxes (Araki et al., 2005), implies
280±120 (2σ) μg/g K in the silicate Earth, following a K/U value of
13,800±2600 (2σ). Considering the silicate Earth also has 80±25
(2σ) ng/g Th (McDonough and Sun, 1995) and assuming negligible K,
Th or U in the core (e.g., Chabot and Drake, 1999; Wheeler et al., 2006;
Corgne et al., 2007), the Earth currently emits 21±4 (2σ) TW of
radiogenic heat. Relative to the Earth's total surface heat loss of 46±6
TW (Jaupart et al., 2007 and references therein), this represents a bulk
Earth Ur of ~0.45.

More relevant to geophysical models is the convective Urey ratio,
an essential variable for parameterized models of mantle convection
that also provides a strong case for a stratified mantle structure.
Subtracting the 7.3±2.3 (2σ) TW of radiogenic heat produced within
the continents today (Rudnick and Gao, 2003, with a crustal K/U=
13,000±3000) from the total surface heat flow, we arrive at ~39 TW
of heat currently being emitted by the modern mantle, with ~13 TW
due to radiogenic heat. A DMM composition with 100 μg/g K, 5.4 ng/g

U and ~16 ng/g Th (assuming a MORB Th/U ratio of 3.0), however,
could only produce some ~5 TW of radiogenic heat assuming whole-
mantle convection, leaving ~8 TW of radiogenic heat unaccounted for
and suggesting a convective Ur of b0.15. Taking into account the
potential for a layered mantle structure with an enriched lower
mantle reservoir, such as the source region of OIB, the budget of
radioactive elements in the modern mantle can be reconciled to
produce 13 TW of radiogenic heat, which is indicative of a more
realistic convective Ur of 0.34, a valuewhich is significantly lower than
that preferred by parameterized convection models (Ur≥0.65; e.g.,
Davies,1980; Schubert et al., 1980; Turcotte et al., 2001; Schubert et al.,
2001), but consistent with the findings of Jaupart et al. (2007) and
Korenaga (2008), and suggestive of a current mantle cooling rate on
the order of ~170 K Gyr−1 (assuming a constant mantle heat capacity
of 1.2 J g−1 K−1). If we also consider the potential for 5–15 TW of heat
flow across the core–mantle boundary (Lay et al., 2008 and references
cited therein), only 10–20 TW of the mantle's heat output represents
secular cooling, implying amore probable modernmantle cooling rate
somewhere between 70–130 K Gyr−1; this indicates a hotter ancient
mantle than previous estimates based on wet Archean komatiite
formation (e.g., Grove and Parman, 2004 and references cited therein),
studies of MORB-like Archean greenstones (Abbott et al., 1994) and
required conditions for subsolidus mantle convection (Jaupart et al.,
2007).

6.2. The terrestrial budget of 40Ar and bulk Earth Pb/U ratio

Noble gas systematics in mantle-derived materials have tradition-
ally been interpreted as robust evidence for a chemically layered
mantle. At the forefront of such arguments is the balance of 40Ar in the
planet, as originally described by Allègre et al. (1996). Considering a
silicate Earth composition with 280±120 (2σ) µg/g K, 155±70 (2σ) Eg
(or 1018 g) of 40Ar has been produced by the decay of 40K over the past
4.5 Gyr (Fig. 9). Turekian (1959) determined that approximately
~66 Eg of 40Ar currently resides in the atmosphere, and an additional
~14 Eg of 40Ar may reside in the continents, assuming no degassing
and a bulk continental crustal composition with 1.3 μg/g U (Rudnick
and Gao, 2003), a K/U ratio of 13,000 (and thus 17,000 μg/g K, or 2.0 wt.
% K2O), and a mean crustal age of ~2.5 Ga. As such, ≥75 Eg of 40Ar may
reside in the mantle. However, considering whole-mantle convection
with a DMM composition, ≤55 Eg of 40Ar could be produced over

Fig. 9. Silicate Earth evolution and production of 40Ar through time, and three different
scenarios that could theoretically explain the abundance of 40Ar in the atmosphere.
Only the first two scenarios are compatible with recent measurements on the solubility
and diffusivity of Ar in upper mantle minerals, which suggest that Ar behaves as a
compatible element during modern mantle melting (Watson et al., 2007). The
abundance of 40K, which comprises ~0.012% of K today, was more than 12× higher ca.
4.5 Ga, resulting in the higher production rates of 40Ar in the geologic past.

Fig. 8. Earth's radiogenic heat production from the decay of long-lived radionuclides
through time. Prior to 2.5 Ga, K acted as the dominant radiogenic heat sourcewithin the
planet. The exponential increase in radiogenic heat in the geologic past likely resulted in
a higher convective Urey number in the ancient mantle.

367R. Arevalo Jr. et al. / Earth and Planetary Science Letters 278 (2009) 361–369

Figure 2.6: Earth’s radiogenic heat production from the decay of radioactive elements
through time (Arevalo et al. 2009)
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F (Z,Ee) = 2(1 + γ)(2
√
W 2 − 1R)2(γ−1)exy

|Γ(γ + iy)2|
|Γ(2γ + 1)2|

(2.7)

γ =
√
1− (αZ)2 (2.8)

W =
Ee

mc2
(2.9)

y = αZ
W√

W 2 − 1
(2.10)

R = 0.426αA
1
3 (2.11)

α =
e2

ℏc
=

1

137.0355989
(2.12)

Geoneutrino spectrum from 238U decay series and 232Th decay series are calculated
by summing up normalized spectra of each isotope over the series assuming radioactive
equilibrium. Using Risotope as a production ratio and Rβ−branch as a branching ratio
to beta decay, the normalized spectra of an isotope is given by

dN

dEν

=
∑

isotope

∑
β-branch

RisotopeRβ-branch

(
1

N

dN

dEν

)
isotope,β-branch

(2.13)

Risotope =

{
1 (decay series head)∑

parent

∑
branchRparentRbranch (daughter isotopes)

(2.14)

whereRparent is the production rate of a parent isotope. Enomoto (2005) calculated
antineutrino spectra from 238U series including 82 beta decays, 232Th series including
70 beta decays and 40K beta decay as shown in Figure 2.7.

2.3.2 Radiogenic Heat Estimate

The corresponding radiogenic heat production is calculated by subtracting the neu-
trino energy from the decay Q value as

Qheat = Q−Qν = Q−
∫ Emax

0

Eν
dN

dEν

dEν (2.15)

where dN
dEν

is the differential neutrino spectrum (Eq. 2.13) and Q is shown in
Eq. 2.1–2.4. The calculated radiogenic heat is summarized in Table. 2.5.

Using natural abundance, atomic weight, half life, calculated radiogenic heat pro-
duction and calculated neutrino luminosity summarized in Table. 2.6, the conversion
factors between radiogenic heat, mass and neutrino luminosity are given as

Uranium : Lνe [s
−1] = 7.84× 1011 ·Qheat [W] = 7.41× 107 ·M [kg] (2.16)

Thorium : Lνe [s
−1] = 6.18× 1011 ·Qheat [W] = 1.62× 107 ·M [kg] (2.17)

Potassium : Lνe [s
−1] = 7.98× 1012 ·Qheat [W] = 2.70× 104 ·M [kg] (2.18)
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2.1. GEO-NEUTRINOS AND RADIOGENIC HEAT GENERATION 5
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Figure 2.1: Spectra of the U-Series, Th-Series and 40K Geo-Neutrinos. Antineutrinos are
generated by beta decays of these radioactive isotopes. In this calculation, 82 beta decays
in the U series and 70 beta decays in the Th series are included. Neutrinos from 40K
electron capture is not shown in this figure.

Table 2.1: Radiogenic Heat Generation per Decay

238U Series 232Th Series 40K
Ø
° (89.28%) EC (10.72%)

Q [MeV/decay] 51.7 42.7 1.311 1.505
Q∫ [MeV/decay] 3.96 2.23 0.801 0.051

Qheat [MeV/decay] 47.7 40.4 0.531 1.454

Radiogenic heat generation is calculated by subtracting neutrino energy from the decay
Q value.

Qheat = Q°Q∫ = Q°
Z Emax

0

E∫
dN

dE∫
dE∫ (2.10)

where N(E∫) is the neutrino spectrum given by (2.5). By summing all decays in the
U-series, Th-series and 40K, radiogenic heat generation is calculated as summarized in
Table 2.1.

With atomic weights, natural abundances and halflives, neutrino luminosity L∫̄e and
heat generation from unit mass of U, Th and K are calculated as summarized in Table
2.2. From these calculations, the relation between neutrino luminosity and radiogenic
heat generation is expressed by:

Figure 2.7: Spectra of geoneutrinos produced by radioactive decays of 238U, 232Th and
40K (Enomoto 2005). Neutrinos from 40K electron capture is not shown.

Table 2.5: Radiogenic heat generation per decay (Enomoto 2005)

238U series 232Th series 40K

β− (89.28%) EC (10.72%)

Q [MeV/decay] 51.7 42.7 1.311 1.505
Qν [MeV/decay] 3.96 2.23 0.724 0.044
Qheat [MeV/decay] 47.7 40.4 0.587 1.461
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Table 2.6: Radiogenic heat production and neutrino luminosity (Enomoto 2005)

– isotope –
238U 232Th 40K

natural abundance [%] 99.27 100 0.01167
Natom/M [kg−1] 2.530× 1024 2.596× 1024 1.506× 1025

lifetime [s] 2.034× 1017 6.397× 1017 5.814× 1016

Ndecay/M [s−1kg−1] 1.244× 107 4.058× 106 2.590× 108

Nνe/Ndecay 6 4 0.8927
Lνe/M [s−1kg−1] 7.464× 107 1.623× 107 2.312× 108

Qheat/M [W · kg−1] 9.515× 10−5 2.628× 10−5 2.613× 10−5

– natural element –

Uranium Thorium Potassium

Lνe/M [s−1kg−1] 7.410× 107 1.623× 107 2.698× 104

Qheat/M [W · kg−1] 9.446× 10−5 2.628× 10−5 3.049× 10−5

2.4 Reference Earth Model

Based on the structural model (Sec.2.2.2) and geochemical model (Sec.2.2.3), Enomoto
et al. (2007) constructed a reference earth model for geoneutrino flux model calcula-
tion. The Earth is divided to 10 reservoirs, and uranium and thorium concentration
in each reservoir is assigned as Table 2.7. The values for sedimentary part, crustal
part and core are imported from the reference articles. Each reservoir is assumed to
be uniform in composition. The intrinsic uncertainty by this assumption is discussed
later in Sec. 2.6. Though the oceanic crust consists of three layers as of the continental
crust, they are treated as one united layer because oceanic contribution to the total
geoneutrino flux at the KamLAND site is negligible and such treatment effectively
reduces unnecessary complication. The mantle values are decided by Enomoto (2005)
by subtracting the crustal abundances from a BSE composition by McDonough and
Sun (1995). Henceforth, contribution from potassium is ignored since the energy
of 40K geoneutrinos are lower than the IBD reaction threshold and not relevant to
geoneutrino observation at KamLAND.

2.5 Geoneutrino Flux Estimate

The differential geoneutrino flux at a point, r⃗, is given by Eq. 2.19.

dΦ(Eν , r⃗)

dEν

=
∑

i∈U,Th

Ai ·
dNi

dEν

∫
earth

d3r⃗′
ai(r⃗′)ρ(r⃗′)

4π|r⃗ − r⃗′|2
P (Eν , |r⃗ − r⃗′|) (2.19)
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Table 2.7: Uranium and thorium concentration in a reference geochemical model. The val-
ues for the continental sediment are the same as those for the upper continental
crust because the continental sediment origins from the upper continental crust
and usually its composition is similar to the continental crust.

reservoir U [ppm] Th [ppm] reference

– sediment –
continental (2.7) (10.5) Rudnick and Gao (2014)
oceanic 1.68 6.91 Plank and Langmuir (1998)

– crust –
upper continental 2.7 10.5 Rudnick and Gao (2014)
middle continental 1.4 6.5 Rudnick and Gao (2014)
lower continental 0.2 1.2 Rudnick and Fountain (1995)
oceanic 0.10 0.22 Taylor and McLennan (1985)

– mantle –
upper 0.012 0.048 Enomoto (2005)
lower 0.012 0.048 Enomoto (2005)

– core –
outer 0.0 0.0 McDonough (1999)
inner 0.0 0.0 McDonough (1999)

where Ai is the number of νe per decay (given in Eq. 2.1 and Eq. 2.2), dNi

dEν
is the νe

spectra at the source, ai(r⃗′) and ρ(r⃗′) are the concentration and the density at position
r⃗′, and P (Eν , |r⃗ − r⃗′|) is the νe survival probability. Given the spacial integration
within a much larger scale than the ν1-ν2 oscillation length, the oscillation effect is
well averaged out for distance. Similarly for the energy, the effect is well averaged
due to a large propagation length and finite energy resolution of KamLAND detector.
Therefore, an average survival probability, Pee = 0.554+0.012

−0.009, was used.
Hence, the geoneutrino flux is calculated by integrating the differential flux over

energy as

Φ(Eν) =

∫
dEν

dΦi

dEν

=
∑

i∈U,Th

Ai ·Ni

∫
earth

d3r⃗′
ai(r⃗′)ρ(r⃗′)

4π|r⃗ − r⃗′|2
P (|r⃗ − r⃗′|) (2.20)

The result is summarized in Table. 2.8. The flux are also represented in Terrestrial
Neutrino Unit (TNU). 1 TNU corresponds to one IBD reaction by geoneutrino in
1-year live time on 1032 target protons assuming 100% detection efficiency. The
conversion factor from [cm−2s−1] to [TNU] is unique for each isotope due to different
neutrino energy spectrum and energy-dependent IBD reaction cross section. The
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conversion factor is given as following.

Uranium : 1 [TNU] = 7.674× 104 [1/cm2/sec] (2.21)

Thorium : 1 [TNU] = 2.477× 105 [1/cm2/sec] (2.22)

Table 2.8: Reference geoneutrino flux at KamLAND (Enomoto et al. 2007)

reservoir U geoneutrino Th geoneutrino
[1/cm2/sec] [TNU] [1/cm2/sec] [TNU]

– sediment –
continental 0.75× 105 0.80 0.63× 105 0.20
oceanic 0.14× 105 0.18 0.12× 105 0.05

– crust –
upper continental 11.5× 105 15.01 9.5× 105 3.86
middle continental 4.31× 105 5.61 3.57× 105 1.44
lower continental 0.53× 105 0.68 0.69× 105 0.28
oceanic 0.09× 105 0.12 0.04× 105 0.02

– mantle –
upper 2.20× 105 2.87 1.91× 105 0.77
lower 4.03× 105 5.25 3.51× 105 1.42

– core –
outer 0 0 0 0
inner 0 0 0 0

Figure 2.8 shows the cumulative geoneutrino flux as a function of distance calcu-
lated as

dΦ

dR
=

∑
i∈U,Th

Ai ·Ni

∫
earth

d3r⃗′
ai(r⃗′)ρ(r⃗′)

4π|r⃗ − r⃗′|2
P (|r⃗ − r⃗′|) · δ(|r⃗ − r⃗′| − R) (2.23)

The crustal contribution total up to about 75% of total geoneutrino flux. Especially,
about half of the total geoneutrino flux is originated from the crust within 500 km.

2.6 Model-Related Uncertainties for Crustal Esti-

mates

The reference earth model Enomoto et al. (2007) is constructed under an assumption
that each reservoir is uniform in composition and any local geological effects are av-
eraged. Enomoto (2005) evaluated possible biases by local geology in Japan. As is
discussed in later this section, they are smaller than the U/Th concentration mea-
surement uncertainties, which accompany the values in reference articles mentioned
in Table. 2.7.
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Figure 2.15: Cumulative Geo-Neutrino Flux
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4ºr2
dV dE∫ (2.35)

Figure 2.8: Cumulative geoneutrino from against distance (Enomoto 2005)

2.6.1 Global U/Th Concentration Measurement Uncertain-
ties

Uncertainties of uranium and thorium abundances in each layer of continental crust
and continental sediment are summarized in Table. 2.9. The oceanic crust uncertainty
is ignored since the contribution of oceanic crust to total estimated geoneutrino flux
is much smaller than the continental crust. By taking flux-weighted average of each
layer, the flux estimate uncertainties originating from U/Th abundances in the crust
and sediment is evaluated to be 24% for uranium and 11% for thorium. These values
are larger than other possible biases described in this section, and assigned as the
crustal uncertainties in the Earth model discussion introduced in Sec.2.7.

Table 2.9: Uncertainties of uranium and thorium abundances in the continental crust

reservoir U [%] Th [%] reference

– sediment –
continental 21% 10% Rudnick and Gao (2014)
– crust –
upper continental 21% 10% Rudnick and Gao (2014)
middle continental 31% 8% Rudnick and Gao (2014)
lower continental 40% 40% Šrámek et al. (2016)
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2.6.2 Continental Crust Non-Uniformity

The continental crust formation began when the first plate tectonics took place about
4 billion years (Ga) ago. While oceanic crust is recycled in a time scale of 0.1 Ga,
continental crust has grown on the surface over billions of years. The growth of the
continental crust is not constant; 50–60% of present continental crust was formed
during the latest Archean, 2.8–2.6 Ga, whereas there also exist recently formed crust.
Continental crust formed in different era is thought to be different in composition
because relatively higher temperature of the primitive Earth melted not only the
mantle but also the subducting slub. In general, the Archean crust is less enriched in
incompatible elements than the newer crust. Therefore, the present continental crust
is not uniform in composition.

While reference studies employed in Table. 2.7 give global average, Togashi et al.
(2000) conducted a geochemical survey over Japan Island Arc and reported the ura-
nium and thorium concentrations in the Japanese upper continental crust are 2.32
ppm and 8.3 ppm, respectively. This result indicates local depletion of incompatible
elements in Japan Island Arc compared to the global average. Since the Japan Island
Arc accounts for about 75% of the expected geoneutrino flux from upper continental
crust and the upper continental crust accounts for about half of the total expected
flux, this local depletion of uranium and thorium can reduce the geoneutrino flux
about 6.4% and 8.4%, respectively.

2.6.3 Oceanic Crust beneath Sea of Japan

Crust beneath Sea of Japan is classified as oceanic crust. However, it should differ
from typical oceanic crust formed at mid-ocean ridges; rather it be similar to conti-
nental crust in composition since it was formed by stretching the continental crust
at eastern edge of Eurasia. Besides the sediment under Sea of Japan is much thicker
than typical oceanic sediment and might be different in composition due tue different
geomorphological settings.

This effect is evaluated by assigning the composition of continental crust to the
crust beneath Sea of Japan. Even in this extreme case, the total expected geoneutrino
flux at KamLAND site is increased by only 2% considering oceanic crust within 1,200
km account for 46% of total oceanic crust contribution and assuming half of them
come from Sea of Japan.

2.6.4 Local Geology

The effect of local geology in Japan was studied based on a geological map compiled
by Geological Survey of Japan (GSJ), classifying Japan Island Arc into 165 geolog-
ical groups. Togashi et al. (2000) re-classified GSJ’s 165 groups into 37 groups and
collected rock samples representing each group. The uranium and thorium concentra-
tions in Japan mentioned in Sec. 2.6.2 were calculated by taking the surface-exposure-
weighted average of these groups.
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To understand how local geological variation affects the geoneutrino flux estimates
at the KamLAND site, three different uranium and thorium concentration map were
constructed and compared to each other. In the first method, Homogeneous Japan
Arc model, the exposure-average concentrations are assigned over the Japan Island
Arc. The second method, Heterogeneous Japan Arc model, assigns concentration of
each group to corresponding group in the geological map. In these two methods, the
concentration of each group is determined by taking average of all samples belonging
to each group. The third method, Kamioka-Area Represented Heterogeneous Japan
Arc model, is basically identical to the second method except that the concentration
of a few group surrounding the KamLAND site is determined by taking average of
samples collected around the KamLAND site.

Comparing these three concentration maps with assumption that the surface ge-
ology extends to 5 km in depth, the variation of the geoneutrino flux estimates from
nearby upper continental crust is 20% and 16%, respectively for uranium and thorium,
which correspond to 3.2% and 2.6% in the total flux estimates.

2.7 Goal of Neutrino Geoscience

This section summarizes the motivation and strategy of “neutrino geoscience”. The
motivation of neutrino geoscience is to reveal the Earth’s heat powering the geody-
namics and the Earth’s history with geoneutrino as a probe of deep earth.

Great efforts have been made in conventional geoscience to understand how our
planet was formed and how it has evolved. Seismology provided the structural mod-
eling of the Earth, i.e. well-known “core-mantle-crust” layers. Cosmochemistry and
geochemistry gave compositional estimates of the Earth based on rock samples and
chondrite meteorites. Besides, there also be geothermal approach such as heat flux
measurement at the surface to verify the geothermal activities of our planet. In spite
of various approaches, there still be some open questions such as which type of me-
teorite formed the Earth, what powers the geodynamics and how many layers the
mantle has, since there were no direct test of chemical or thermal properties inside
the Earth. Geophysics, geochemistry and cosmochemistry predict different amount of
heat producing elements and radiogenic heat based on different rationale, and there
are no consensus in conventional geoscience.

Geoneutrino is a key of these questions. Geoneutrino flux is proportional to the
abundances of heat producing elements, e.g. uranium, thorium and potassium, in the
Earth. The abundance of heat producing elements can be converted to the amount
of radiogenic heat in deep earth. Thus, geoneutrino measurement provides a direct
test of the radiogenic heat powering the planetary activities. Moreover, geoneutrino
measurement also provides an insight into the planet’s history. Each heat producing
element has different geoneutrino spectrum. Therefore, measuring the abundance of
each heat producing element by geoneutrino spectroscopy allows us to test multiple
competing compositional models and reveal the raw materials of our planet.

There are three groups of competing estimates for the BSE composition as cat-
egorized by Šrámek et al. (2013). The High-Q model (Turcotte and Schubert 2002)
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is a geophysical model based on seismological data and geodynamical modeling of
realistic mantle convection, requiring relatively large amount of radiogenic heat to
drive whole-layer mantle convection; 30–35 TW. The Middle-Q model (McDonough
and Sun 1995) is a geochemical model based on compositional analysis of CI car-
bonaceous chondrite and terrestrial earth samples with consideration of elemental
enrichment during planetary differentiation, predicting 17–22 TW of radiogenic heat.
The Low-Q model (Javoy et al. 2010) is a cosmochemical estimate based on enstatite
chondrite, resulting low radiogenic heat amount of 10–15 TW.

The current targets of neutrino geoscience are summarized as twofold. One is to
validate the High-Q model and provide implications for mantle convection structure;
the HighQ model requires mantle whole-layer convection, whereas the other two mod-
els based on compositional estimates allow mantle multi-layer convection. The other
is the identification of the Earth’s primordial materials by distinguishing between
Middle-Q and Low-Q models.
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Chapter 3

KamLAND Experiment

Kamioka Liquid-scintillator Anti-Neutrino Detector (KamLAND) is a large-volume
neutrino detector located in Kamioka, Japan. KamLAND has better sensitivity for
low-energy (sub-MeV) neutrinos compared to water-cherenkov detector as a scintilla-
tion detector. This chapter describes the details of the KamLAND detector(Sec.3.2)
and neutrino detection method (Sec3.4). Besides, KamLAND-Zen experiment is
briefly described in Sec.3.5.

3.1 KamLAND Detector

KamLAND

1st purification system
2nd purification system

PMT HV room

Control room

Water purification system

Electric hut

Dome area

Figure 3.1: KamLAND site overview

The KamLAND detector is located in the Kamioka mine under Mount Ikenoyama
at a depth of 2,700 m water-equivalent, where the former detector KamiokaNDE
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was placed. The rock overburden effectively suppress the cosmic-ray muon flux by a
factor of roughly 10−5 with respect to the surface flux. The cosmic-ray muon flux is
about 0.34 Hz in the inner detector.

As is shown in Figure 3.1, not only KamLAND and the equipments essential for
its operation, i.e. Electric hut and PMT HV/control room, but also the purification
equipments necessary to keep the detector in a low-radioactivity environment, i.e.
the water purification system and 1st/2nd LS purification system, are located in the
same tunnel.

3.2 Detector Design

Outer Detector (OD)

Chimney Area

• Calibration equipments

• Purified Water
• 20inch PMT

Inner Detector (ID)

• Kevlar ropes
• Outer balloon
• Liquid scintillator
• 17inch/20inch PMT

Figure 3.2: Schematic view of the KamLAND Detector

Figure 3.2 show a schematic view of the KamLAND detector. The detector consist
of two major layers, the outer detector (OD) and the inner detector (ID), separated
by a spherical stainless steel tank of 18.0m diameter.

The outer detector is a 3.2 kt water-cherenkov detector, which provides shielding
from external γ-ray backgrounds and an active veto counter.

The inner detector is a 1 kt liquid scintillator detector designed for the detection
of anti-electron neutrinos, νe.

Light produced in the ID (Sec.3.2.2) and OD (Sec.3.2.1) is viewed by the photo-
multiplier tubes (PMT, Sec.3.3.1), which concert photons that hit their photo-cathode
to electric signals. The PMT signals are sent to read-out electronics and data selected
by the trigger system are recorded (Sec.3.3.5).

The KamLAND liquid scintillator (Sec.3.3.2) is purified in 1st/2nd purification
system (Sec.3.3.6) to keep a low-radioactivity environment.
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The detector calibration (Sec.3.3.7) is performed periodically to suppress the re-
constructed vertex and energy biases.

3.2.1 Outer Detector (OD)

The outer detector is a 10 m radium × 20m hight cylindrical rock cavity with 225
photomultiplier tubes before a refurbishment in 2016 and 140 tubes after the refur-
bishment(Ozaki and Shirai 2016). It contains about 3.2 kt purified water to provide
shielding against γ-rays coming from surrounding rocks. It also provides active muon-
veto counter by detecting Cherenkov emission produced by muons going through the
OD. The water in the OD is circulated constantly to remove excess heat produced by
PMTs in the ID and OD.

3.2.2 Inner Detector (ID)

The inner detector is a 9 m radius spherical stainless steel tank with 1325 17inch
PMTs and 554 20inch PMTs mounted on the inner surface. The main volume of the
ID is a 1 kt liquid scintillator held by a 6.5 m radius nylon/EVOH balloon installed
in the stainless steel tank. Liquid scintillator emits isotropic scintillation light for
α, β and γ-rays, which are detected by ID PMTs. The balloon holding the liquid
scintillator is called “outer balloon” and described in Sec.3.3.3. Outside the outer
balloon is filled with non-scintillating mineral oil called “buffer oil”. Another nylon
balloon for the KamLAND-Zen experiment is installed at the center of the detector
as described in Sec.3.5.

3.3 Detector Components

3.3.1 Photomultiplier Tube (PMT)

PMT is a high time-resolution optical sensor capable of detecting weak optical signals
equivalent to one photon.

Figure 3.3 shows the detection process of photons by PMT. When a photon enters
the photocathode, electrons (called photoelectrons) are emitted due to the photoelec-
tric effect. The photoelectrons are guided to the dynode by the focusing electrodes,
and are amplified in multiple steps among multiple dynode. The amplified electrons
are collected at the anode and sent as an electrical signal to the subsequent stage af-
ter the low-frequency component is removed by a capacitor. KamLAND uses various
types of PMTs to detect scintillation light and Cherenkov light as described below.

ID PMT

The ID has 1325 17inch PMT and 554 20inch PMTs mounted on the inner surface of
the stainless steel tank.

The 20inch PMTs (R3600) were originally used in the KamiokaNDE detector and
re-used in the KamLAND after the refurbishment for the oil resistant.
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28

2 17

KamLAND

1885

1MeV

190

1 1

17

[17][18]

2.1

(Photomultiplier Tube : PMT)

1 2.1

light

photo electron

dinode

to bleeder

secondary electron

focusing electrode

photocathode

e-

2.1: (17 )

( )

( )

1 107

Figure 3.3: Detection process of photons by PMT, A Box&Line type dynode structure is
shown.(Tagashira 2000)

The 17inch PMTs (R7250) were developed based on the 20inch PMTs, aiming at
considerably improve the charge and time resolution. The biggest difference between
the 20inch and 17inch PMT are the dynode structure. The 17inch PMT adopted
Box&Line structure (Figure 3.4) for better charge and time resolution, while the
20inch PMTs adopted Venetian-Blind structure (Figure 3.5), which is suitable for
large diameter photocathode. Another difference is the area of photocathode. The
outer fringe of the 17inch PMT’s cathode is masked to obtain better time resolution.
The total photo coverage is 34% by 1879 PMTs, 22% by only 17inch PMTs.

The dynode of 17inch PMTs have a 10-step (1-step box and 9-step line) structure,
and the low-frequency component is removed (cutoff frequency is ∼2.13 kHz) by a
low-frequency cutoff circuit consisting of C7 and R14 in the Figure 3.6.

The quantum efficiency as a function of incident wavelength is shown in Fig3.7. It
depends on the material of the photocathode, bialkali, although individual differences
exist due to the variation in the thickness of the material. The quantum

The performance of these PMTs are summarized in Table 3.1.

Table 3.1: Summary of the 17inch and 20inch PMT performance(Ozaki 2016)

parameter 17inch PMT 20inch PMT

Photocathode area (ϕ [mm]) 430 460
Dynode structure Box&Line (10 step) Venetian-Blind (13 step)
Quantum efficiency at 390 nm 22% 23%
transit time [ns] 110 90
transit time spread (FWHM) [ns] 3.5 7.7
Peek-to-Vally ratio 3 1.5
Dark rate [kHz] 22 40
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Figure 2.4: Schematic view of the 20-inch PMT

nesc (FWHM) to ∼3 nsec. And the peack-to-valley (P/V) ratio is increase from
∼1.5 to ∼3, and it was measured using 1 photo-electron pulse hight distribution.
This value is defined by the minimum hight where the noise level and the 1 photo-
electron level cross. The 17-inch and 20-inch PMT’s TTS and P/V measurement
results are shown in Figure 2.5.

A magnetic field affects the electron trajectory and consequently the PMT gain.
The Earth’s magnetic field (∼50 mGauss) is no exception. Variation of the 1 p.e.
pulse hight in magnetic fields below 50m Gauss is less than 20 % . For proper
operation of PMTs, a set of compensation coils encompassing the entire detector
are used to reduce the terrestrial magnetic field.

Figure 3.4: Schematic view of 17inch PMT (R7250)
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Figure 2.4: Schematic view of the 20-inch PMT

nesc (FWHM) to ∼3 nsec. And the peack-to-valley (P/V) ratio is increase from
∼1.5 to ∼3, and it was measured using 1 photo-electron pulse hight distribution.
This value is defined by the minimum hight where the noise level and the 1 photo-
electron level cross. The 17-inch and 20-inch PMT’s TTS and P/V measurement
results are shown in Figure 2.5.

A magnetic field affects the electron trajectory and consequently the PMT gain.
The Earth’s magnetic field (∼50 mGauss) is no exception. Variation of the 1 p.e.
pulse hight in magnetic fields below 50m Gauss is less than 20 % . For proper
operation of PMTs, a set of compensation coils encompassing the entire detector
are used to reduce the terrestrial magnetic field.

Figure 3.5: Schematic view of 20inch PMT (R3600)
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3.4. データ収集エレクトロニクス 27
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図 3.7: KamLANDの PMT

このような高圧を PMTの外に出さないために, ブリーダ回路の出力段にはキャパシタと抵抗によ
るDCカット用の低周波遮断回路が組まれている.
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図 3.8: KamLANDの 17インチ PMT, R7250のブリーダ回路

大電荷通過後のPMT出力波形

次図はブリーダ回路出力段の等価回路である.

Figure 3.6: Breeder circuit for ID 17inch PMT (R7250) (Takemoto 2009)
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OD PMT

In the construction of the detector, 225 OD PMTs (R3600) was inherited from the
KamiokaNDE detector. In 2016, the OD was refurbished and 225 OD PMTs were
replaced with 140 new OD PMTs.

The new OD PMTs, R3600-06MOD, is the same model as used in the Super-
Kamiokande detector but with higher quantum efficiency.

The schematic view of PMT and the diagram of breeder circuit are shown in
Figure 3.8 and Figure 3.9, respectively. The performance of OD PMTs and OD HQE
PMTs are summarized in Figure 3.2.

Table 3.2: Summary of the OD 20inch PMT performance(Ozaki 2016)

parameter OD PMT OD HQE PMT

Photocathode area (ϕ [mm]) 460
Dynode structure Venetian-Blind (11 step)
Quantum efficiency at 390 nm 20–21% 32%
transit time [ns] (representative) 95
transit time spread (FWHM) [ns] (average) 5.9
Peek-to-Vally ratio 1.6
Dark rate [kHz] 17 25

3.3.2 Liquid Scintillator (LS)

A scintillator is a material that emits light upon radiation and is widely used as an
important component of radiation detectors. When radiation deposits energy to the
scintillator and excites it, it emits light in an isotropic direction when it is de-excited.
The radiation can be detected by capturing this light with an optical sensor. The light
emitted by the scintillator is called “scintillation light”. Scintillation light is brighter
than the Cherenkov light emitted when charged particles exceed the speed of light in
water due to radiation. Therefore, compared to detectors such as Super-Kamiokande
that use Cherenkov light, KamLAND, which uses scintillation light, is sensitive to
lower energies.

Liquid scintillators, as the name implies, are liquids that perform as scintillators.
They are used in numerous experiments that involve radiation detection. Liquid
scintillators were also used in the experiment of F. Reines and C.L. Cowan Jr, which
was the first ever to successfully detect neutrinos(Reines and Jr. 1956, Cowan et al.
1956). Compared to solid scintillators, liquid scintillators are superior in that they
can be purified by liquid-liquid extraction or distillation, which makes it possible to
achieve an extremely low-radioactivity environment.

The ID is filled with about 1200 m3 of liquid scintillator. The KamLAND liquid
scintillator is basically a mixture of long chain and aromatic ring hydrocarbons with an
H:C proportion of∼ 2 where hydrogen is the target of νe detection. Table3.3 shows the
composition of the KamLAND liquid scintillator. The solvent of the KamlAND liquid
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Figure 2.5: Schematic view of the R3600-06MOD. The figure is brought from [51] and
original data is from Hamamatsu Photonics K.K..

Figure 3.8: Schematic view of OD HQE PMT (R3600-06MOD). Figure is brought from
Ozaki (2016). The original data is provided from Hamamatsu Photonics K.K.2.1. DETECTOR COMPONENTS 37
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Figure 2.6: Circuit of the R3600-06MOD PMT. The figure is taken from [51] and original
data is from Hamamatsu Photonics K.K..

Figure 2.7: Overview of KamLAND DAQ components.

Figure 3.9: Breeder circuit for OD HQE PMT (R3600-06MOD). Figure is brought from
Obara (2018). The original data is provided from Hamamatsu Photonics K.K.
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scintillator is Pseudocumene, and PPO is added as a luminescent agent Dodecane
plays a role in preventing a decrease in the transmittance and in adjusting the density.
Though the mixture of Pseudocumene and PPS can work as liquid scintillator, the
transmittance becomes so low that scintillation light cannot effectively reach the
PMTs, which makes it unsuitable for use in KamLAND.

Table 3.3: Composition of the KamLAND liquid scintillator(Obara 2018)

Material Chemical formula Density Volume ratio

Dodecane (N-12) C12H26 0.749 g/cm3 80%
Pseudocumene
(1,2,4-Trimethylbenzen)

C9H12 0.875 g/cm3 20%

PPO (2,5-Diphenyloxazole) C15H11NO - 1.36 g/l

Liquid scintillator 0.77721 g/cm3 -

The KamLAND liquid scintillator is purified by liquid-liquid extraction and distil-
lation to remove radioactive impurities. Assuming radiative equilibrium of 214Bi-214Po
in the U series and 212Bi-212Po in the Th series, the concentration of 238U is evaluated
to be less than (5.2 ± 0.2) × 10−18g/g and that of 232Th is less than (1.3 ± 0.1) ×
10−17g/g(Gando et al. 2015).

Figure 3.10 shows the transmittance and emission spectrum of the KamLAND
liquid scintillator. The peak wavelength of the emission is around 375 nm, and the
KamLAND liquid scintillator has high transmittance in that region.
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Figure 3.10: KamLAND LS transmittance (blue) and emission (red) spectrum
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3.3.3 Outer Balloon and Kevlar Ropes

The KamLAND liquid scintillator is supported by a 13 m diameter spherical balloon
called “outer balloon”. This balloon is the key component of the detector which iso-
lates the liquid scintillator from the external buffer oil (Sec.3.3.4). Thus, the outer
balloon need to have high transparency to light with wavelength 350–500 nm, chem-
ical compatibility with both the liquid scintillator and buffer oil, low radioactivity,
impermeability to Rn and mechanical strength to maintain the spherical shape of
liquid scintillator. The outer balloon is made of 5-layer composite film of EVOH(25
µm)/Nylon(15 µm)/Nylon/Nylon/EVOH, where the total thickness is 135 µm. Ny-
lon is adopted because of its excellent strength, and EVOH is added since it can
effectively precent the permeation of radon and oxygen. The outer balloon consists
of 44 gores welded with each other, and the light transparency is more than 90%.

The outer balloon is hanged by 44 Kevlar ropes to stabilize its position. The
Kevlar is made of para-aramid fiber, whose excellent strength is suitable for Kam-
LAND.

The radioactivity in the outer balloon film and Kevlar ropes are summarized in
Table 3.4.

Table 3.4: Radioactivity in the outer balloon film and Kevlar ropes(Watanabe 2012)

U Th 40K

– Outer balloon film –
concentration [ppb] 0.018 0.014 0.27
radioactivity [Bq] 0.02 0.006 7.2

– Kevlar rope –
concentration [ppb] 0.08 0.08 1.2
radioactivity [Bq] 0.1 0.33 31

3.3.4 Buffer Oil

The space between the PMT array and the liquid scintillator is filled with mineral oil.
This layer is called “buffer oil”. The composition of the KamLAND buffer oil is shown
in Table 3.5. Buffer oil is supporting the outer balloon and the liquid scintillator. In
addition, the buffer oil is preventing the liquid scintillator from emitting light due
to radiation derived from radioactive impurities in the ID stainless steel tank and
PMTs.

The buffer oil is divided into two layers by a 3 mm thick acrylic panel, i.e. the
inner layer in contact with the nylon balloon and the outer layer in contact with the
PMT. This is to prevent radioactive impurities derived from the PMT glass from
diffusing into the detector. The acrylic panel also serves to prevent the spread of
damage by scattering debris around the PMT in the event of its implosion in the ID.
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Table 3.5: Composition of the KamlAND buffer oil(Obara 2018)

Material Chemical formula Density Volume ratio

Dodecane (N-12) C12H26 0.749 g/cm3 53%
Isoparaffin (Paraol 250) CnH2n+2 0.795 g/cm3 48%

Buffer oil 0.7769 g/cm3 -

3.3.5 Electronics and Data-acquisition System

The analog signal output from the PMT is digitized and recorded in an electric
hat on top of the detector. In KamLAND, the two data acquisition systems are
operated quasi-independently by two electronic circuits, KamFEE and MoGURA, as
shown in Figure 3.11. The KamFEE data acquisition system (KamDAQ) has been
in operation since the construction of the KamLAND detector, and the analysis of
the antineutrino observation is mainly based on the data acquired by this system.
The MoGURA data acquisition system (MogDAQ) was added to compensate for the
weakness of KamFEE when the KamLAND-Zen experiment was started, and is used
to detect neutron capture events immediately after a muon event, taking advantage
of its dead-time-free circuit with a 1 GHz flash ADC.

Since MoGURA does not cover the full dataset of this study, the this study is
based on the data only from KamDAQ. MoGURA electronics was well studied in
Takemoto (2009). Kawada (2020) also describes the details of MogDAQ.

4.3 DAQ 4 Detector

Figure 4.6: KamLAND DAQ system
The PMT signals branch at the divider, and they go through BLR to the
MoGURA boards or go directly to the FBE boards.

4.3.2 KamFEE DAQ

The data collection system using KamFEE is controlled by KamDAQ, written in
KiNOKO (Kinoko is Network-distributed Object-oriented KamLAND Online system)
script. KamDAQ reads data and starts and stops Run, which is the unit of the data.
Also, it determines the condition of Run at the beginning of the DAQ and send it to
the trigger board and KamFEE. KamFEE is a VME 9U size board that operates with
40 MHz clock. 12 PMTs can be connected to one board at maximum. The signal
waveform of PMT is digitized by two ATWDs (Analog Transient Waveform Digitizer)
per channel on KamFEE. ATWD digitizes waveforms at 10-bit resolution. The sample
interval is about 1.5 nsec, and the number of samples is 128 per waveform; a waveform
length corresponds to about 200 nsec. ATWD samples waveforms at three types of
gains (20 times, 4 times, 0.5 times), and the data can be acquired at 120 µV/count
with the maximum gain. A hit determination is performed by a discriminator set to
∼1/6 amplitude of a single photoelectron in each channel, and hit information is sent
as Nsum to the trigger circuit for 125 nsec. Then, the ATWD stops signal waveform
recording of the hit channel temporarily and waits for the data acquisition command
from the trigger board for about 1 µsec. Digitizing a signal waveform with ATWD
takes 25 µsec, so in order to reduce deadtime by digitization, two ATWDs are working
alternately in one channel.

The hit information is sent to the trigger board as NSUM consisting of 4-bit
hit sum counted on each KamFEEs. The trigger board accumulates NSUM of all
KamFEE boards and instructs to digitize the waveform of the hit channel according
to the number of hits. There exist forcible data acquisition triggers as needed, such
as acquiring baselines of signal cables or the laser calibration. The main trigger types
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Figure 3.11: Configuration of KamLAND DAQ system (Ozaki 2020)
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KamDAQ is the primary data acquisition system of the KamLAND detector,
which consists of KamFEE ATWD board and KamFEE Trigger module.

These component is described below.

KamFEE ATWD board (KamFEE)

KamLAND Front-End Electronics ATWD (KamFEE) board is a data acquisition
circuit originally developed for the KamLAND detector.

All PMT signals of KamLAND are connected to KamFEE board as shown in Fig-
ure 3.12, which is operated as the primary read-out circuit of KamLAND as described
above. Each KamFEE board has 12 input channels, and about 200 KamFEE boards
are in operation in KamLAND(Enomoto 2005).

Figure 3.13 shows the analog signal path in the KamFEE board. The incoming
analog signal is divided into two parts, one of which is sent to the discriminator for
hit detection. The other goes through a delay and is amplified by various gains before
being sent to an ADC chip called “Analog Transient Waveform Digitizer (ATWD)”,
where it is stored as an analog signal in a capacitor array inside the ATWD.

The PMTs output a wide range of signals from single photoelectron signal to
more than 105 photoelectrons signal. In order to record all of these signals with high
resolution, the PMT signal is divided into three parts and sent to amplifiers with
different amplification gains. These amplification gains are set to x20, x4, and x0.5.
If the signal passing through the amplifier with the higher amplification gain reaches
the upper limit of ATWD’s dynamic range, the signal passing through the amplifier
with the lower amplification gain is digitized.

The hit information determined by each channel’s discriminator is sent to the
KamFEE Trigger module. The KamFEE Trigger module issues data acquisition
commands to the KamFEE boards based on the delivered hit information. The
KamFEE boards that received the data acquisition command digitize the analog
signals stored in the capacitor array in the ATWD, and record them in a on-board
memory.

Data recorded in the on-board memory is sequentially transferred to an external
computer via VME. The VME can also be used to set various parameters and send
commands related to DAQ control.

KamFEE Trigger module

Hit information sent from the KamFEE boards is aggregated in the the KamFEE
Trigger module. Based on the number of hits across KamLAND within a certain time
window, the data acquisition command is issued to the KamFEE boards to record
the signals. In normal operation, digitization and data recording are performed only
on channels for which the discriminator detects a hit, but force acquisition triggers
that force digitization on all channels for calibration, etc., and PPS triggers used for
baseline analysis, etc., are also issued as needed.

The KamLAND Trigger system has various types of triggers. The details are
described in Enomoto (2005). Here, four trigger types which is related to this study
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Figure 3.12: Shematic view of KamFEE ATWD board (Enomoto 2005)

Figure 3.13: Analog signal path in the KamFEE ATWD board (Enomoto 2005)
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is mentioned.
The most important trigger in normal physics run is prompt trigger. This trigger is

issued when NSum excesses a preset “prompt trigger threshold”, where Nsum refers to
the number of ID 17inch PMT hit in a 125 ns time window. Following evergy prompt
trigger, another trigger “delayed trigger” is activated for 1ms and issued when Nsum
excesses a preset “delayed trigger threshold”. These two triggers are implemented to
efficiently detect time correlated events. Therefore, the delayed trigger threshold is
set lower than the prompt trigger threshold for the study of low-energy background
such as 214Po, 212Po and 85Kr.

Prescale trigger is another important trigger. This trigger is a thinning trigger
with a lower threshold than delayed trigger threshold, and used for low-energy (high
rate) event studies, e.g. source calibration and solar neutrino. Prescale trigger is also
used to estimate the trigger efficiencies of delayed trigger.

The threshold values of above three triggers are set and changed considering the
status of the detector, e.g. the purifications, mini balloon installation and other on-
site activities, and background studies. Figure 3.14 show the time variation of trigger
thresholds. The efficiencies and their uncertainties are discussed later in Sec.5.6.2.
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Figure 3.14: Time variation of Nsum threshold for various trigger types.

Not only ID hit but also OD hit contribute the trigger decision. OD-to-ID trigger
is issued when the number of OD hit excesses presets threshold, regardless of Nsum
in ID. This trigger is useful for studying OD-correlated event such as fast neutron.

Besides, the Trigger module contains a 40 MHz system clock synchronized with
GPS, which is distributed to all the KamFEE boards to add time information to
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the data packets. This time information to reconstruct events is used in the offline
analysis, i.e. the event reconstruction and physics discussion.

3.3.6 Purification System

Low-radioactivity of the detector components is an essential requirement for the Kam-
LAND experiment. Aiming at detecting anti-neutrino signal, whose detection rate
is expected to be about 1 event/day, the background rate need to be suppressed to
< 0.1 event/day. To achieved this target, concentration of 238U, 232Th, 40K in the
liquid scintillator have to be < 10−14 g/g, < 10−14 g/g, < 10−15 g/g, respectively.

During the construction of the KamLAND detector, the liquid scintillator and the
buffer oil were purified by the liquid-liquid extraction method and the nitrogen purge
method as shown in Figure 3.15 in the “1st purification system”.

However, further purification were needed for low-energy solar neutrino studies.
Although 85Kr and 210Pb are not effectively removed by the 1st purification system,
they make serious backgrounds for solar neutrino observations and also for the anti
neutrino observations called 13C(α, n)16∗O reaction. To remove these radioactive im-
purities in the liquid scintillator, the “2nd purification system” was built and further
purification by the distillation was performed twice, from 2007 March to 2007 August
(1st purification campaign) and from 2008 July to 2009 February (2nd purification
campaign).

This section briefly describes the purification systems for KamLAND. The details
are described in Nakajima (2009).

The 1st Purification System

The schematic view of the 1st purification system is shown in Figure 3.15. The 1st pu-
rification systems consists of the liquid-liquid extraction tower, or “Water extraction”
in Figure 3.15, and the nitrogen purge tower.

The liquid-liquid extraction traps heavy metal element, e.g. uranium, thorium,
potassium and radium dissolved in the LS materials with purified water. These
elements dissolve better in the water, i.e. polar molecules, than in the LS materials,
i.e. non-polar molecule.

After passing liquid-liquid extraction tower, the materials are sent to the nitrogen
purge tower. This stage is implemented to remove remnant water from the liquid-
liquid extraction tower, which decrease the transparency and light yield of the liquid
scintillator. Oxygen, which cause a decrease of the light yield by quenching, is also re-
moved in this stage. In addition, some noble gas elements, radon, argon and krypton,
are purged to reduce the background for the anti neutrino detection.

The radioactivity measurement result before and after the 1st purification is sum-
marized in Table 3.6. The raw LS material are measured by the ICP-MS, whereas
the mixture, i.e. the KamLAND liquid scintillator, was measured by the KamLAND
itself. The radioactive impurities were reduced by a factor of O(10−5).
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Figure 2.11: Schematic view of the 1st purification system.

Distillation System

LS distillation is the main method in the 2nd purification system as shown in Fig.2.12.
Distillation is a powerful method to purify the LS from other contaminations, such as
210Pb and 40K by using the different boiling points of each LS component. Three distilla-
tion towers are constructed for each LS component, and their pressures and temperatures
are summarized in Tab.2.8. The purification procedure is as follows:

1. LS drains from the bottom of the KamLAND to the buffer tank with 1.5 m3/h

2. LS distillation for removing 210Pb and 40K in each tower

3. Mixing of the distilled LS components in the mixing tank and adjustment of its
density to target value with O(10−3) g/cm3 accuracy

4. Nitrogen purge to remove the noble gas contamination with 30 m3/h flow of nitro-
gen

5. LS filling to KamLAND after checking the PPO concentration, the 222Rn/85Kr
concentration, and the transparency

Figure 3.15: Schematic view of the liquid-liquid extraction system for KamLAND. The
liquid-liquid extraction is shown as “water extraction”(Obara 2018)

Table 3.6: Radioactivity measurement result before and after the 1st purifica-
tion(Nakajima 2009)

Material 238U [g/g] 232Th [g/g] 40K [g/g]

– before 1st purification –
Pseudocumene
(1,2,4-Trimethylbenzen)

≤ 10−13 - -

Dodecane (N-12) ≤ 10−13 ≤ 6× 10−12 ≤ 1.2× 10−12

Isoparaffin (Paraol 250) 3× 10−13 ≤ 6× 10−12 -
PPO (2,5-Diphenyloxazole) 1.2× 10−13 ≤ 5× 10−11 ≤ 5.3× 10−11

– after 1st purification –
mixture (LS) (3.4± 0.4)× 10−18 (5.7± 0.8)× 10−17 ≤ 2.7× 10−16

target level ≤ 10−14 ≤ 10−14 ≤ 10−15
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The 2nd Purification System

Figure 3.16 shows the schematic view of the 2nd purification system. The distillation
is a powerful method to remove radioactive isotopes, which cannot be extracted in
the 1st purification system, e.g. 85Kr and 210Pb. Reduction of 210Pb is especially
important for the anti neutrino observation because it feed 210Po in its decay series.
The 13C(α, n)16∗O reaction caused by α-particle from 210Po was one of the most
major backgrounds for the geo-neutrino observation. The purification campaigns were
performed totally over 9 months from 2007 to 2009. The total amount of distilled
LS was more than 5000 [m3], corresponding to three full-volume exchange of the
KamLAND liquid scintillator.

The distillation procedure in the 2nd purification system is as follows.

1. The liquid scintillator is drawn from the detector and sent to the buffer tank
with 1.5 [m3/h].

2. The liquid scintillator is distilled into three distillation towers, whose pressure
and temperature are well controlled. The radioactive impurities are removed in
this stage.

3. The distilled materials are sent to the mixing tank and mixed to adjust a density
with the accuracy of 10−3 [g/cm3].

4. The mixed liquid scintillator is sent to the nitrogen purge tower, where the
noble gas contamination is purged by nitrogen supplied by 30 [m3/h]

5. The purified liquid scintillator is filled into the detector after checking the PPT
concentration, the 222Rn/85Kr concentration, and the transparency.

3.3.7 Calibration Equipment

The KamLAND data is corrected and verified using various kind of sealed radiation
sources as shown in Table 3.7. The source calibration has been performed periodically
before the start of the KamLAND-Zen experiments (Sec.3.5). Instead of the periodical
source calibrations, the muon-spallation products and neutron capture events after
the muon events are used to confirm the detecter stability.

For precise measurement of the fiducial volume uncertainties, a full-volume cal-
ibration called “4-π calibration” is performed. Calibration sources attached to a
segmented pole (Figure 3.17) is installed in the detector so that the source can go
elsewhere in the detector as shown in Figure 3.18. The details of 4-π calibration is
summarized in Berger et al. (2009).
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Figure 2.12: Overview of the 2nd purification system.

Table 2.8: Pressure and temperature of each distillation tower.
Component Boiling point Pressure Temperature

Pseudocumene 169 ◦C 1.6 kPa 60 ◦C
Dodecane 216 ◦C 2.2 kPa 110 ◦C

PPO 360 ◦C 0.6 kPa 190 ◦C

Figure 3.16: Schematic view of the distillation system for KamLAND(Obara 2018)

Table 3.7: KamLAND calibration sources with their primary decay type and its corre-
sponding real energy(Watanabe 2012)

source particle type energy [MeV] half life

208Hg γ 0.2792 46.612 d
137Cs γ 0.6616 30.07 y
65Zn γ 1.1116 244.3 d
68Ge 2γ 0.551×2 270.8 d
60Co γ 1.732, 1.3325 5.271 y
241Am9Be γ,n γ:4.4,n:< 10 432 y
210Po13C γ,n γ:6.13,n:< 7.5 22 y
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Figure 3. Schematic diagram of the main components of the calibration pole: The main body of the pole was
composed of 90 cm long pole segments. Short segments attached to the suspending cables and contained
instrumentation. The source attached to the tip of the pole+1 segment one meter beyond the near cable
attachment. This figure shows the “3+1” pole configuration with three pole segments between the cables
and one beyond the near cable.

them from touching the nylon/EVOH balloon in the region where it tapered into the chimney, and
improved the maneuverability of the pole system.

Radioactive calibration sources were attached to the end of the calibration pole with a special
source attachment segment. This segment provided a standardized connection for a variety of
radioactive sources. In addition to the calibration source at the end of the pole, the system used
up to eight additional 60Co pin sources for monitoring the pole position. They were inserted at
intervals along the length of the pole and in the pivot block. These embedded sources provided
a means to perform high-accuracy relative position measurements because the relative distances
between the pin sources were known to a few millimeters. This served as a better constraint than
the absolute position of the pole within the detector.

During normal data taking, the inner detector1 is hermetically sealed. The point of entry into
the active volume is through an access flange at the top of the detector chimney. Access is controlled
by two gate valves in the chimney which were opened to perform calibration deployments. The
15.24 cm access flange and gate valve are the limiting apertures for insertion of the calibration pole
and other objects into the inner detector.

A glovebox, mounted on top of the chimney, housed the motion control spool system, the two
control cables, the calibration pole segments, and other specialized hardware for the deployment
system. The calibration pole was assembled and deployed from inside this glovebox by a team of
three operators. The glovebox provided an ultra-clean environment with a controlled atmosphere
from liquid nitrogen boil-off. Calibration sources were stored outside the glovebox in sealed stor-
age bags and brought through a transfer box into the glovebox for deployment.

The calibration system could also be utilized in a simpler mode of operation, the on-axis
mode. In the on-axis mode, sources were deployed to positions along the central vertical axis of the
detector. The radioactive source was attached directly to one of the control cables, without any pole
segments, and lowered along that axis. The precision of the source positioning was 2 mm. The on-

1The inner detector refers to the volume enclosed by the 18 m diameter stainless-steel sphere.

– 4 –

Figure 3.17: Schematic diagram of the main component of the 4-π calibration(Berger
et al. 2009)
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Figure 1. Illustration of the calibration sys-
tem in the KamLAND detector: A radioac-
tive source was attached to one end of the
pole. It was positioned throughout the fidu-
cial volume by adjusting the orientation and
length of the pole. Additional 60Co pin
sources, used for monitoring the pole posi-
tion, were located along the pole. Two ca-
bles and a spool system manipulated the pole
position and provided electrical connections
to instrumentation in the pole. Access to the
detector and manipulation of the system was
through a glovebox on top of the chimney.

(1)

(4)

(2) (3)

(5) (6)

Figure 2. A typical deployment sequence for off-axis
calibration: (1) During insertion into the detector, the
pole was vertically suspended from the far cable with
some slack in the near cable. (2) Once the pole was
inside the detector, the near cable was raised, which re-
moved the slack and pulled the pole off axis. (3) The far
cable was then lowered and the near cable was raised to
move the pole to the horizontal. (4) The near cable was
shortened to bring the pole above the horizontal. (5) The
far and near cables were raised simultaneously to bring
the source closer to the balloon. (6) To prepare the pole
for retraction, the near cable was lowered to return the
pole to vertical.

was translated vertically. The azimuthal position was varied by rotating the entire glovebox, which
was mounted on a rotary stage, prior to the calibration deployment.

The calibration pole consisted of several 90 cm long hollow titanium pole segments to which
a radioactive calibration source was attached at one end. The number of segments suspended
between the cable attachment points varied from one to six, and there was an additional segment to
offset the source. This is denoted as an “N+1” pole configuration. To increase the radial reach of
the source, the segment furthest from the source-end could be replaced with a weighted segment,
which consisted of a titanium pole segment containing a stainless-steel weight. With the weighted
segment, the center of gravity of the pole was shifted away from the source end. A configuration
with a weighted segment is denoted as “N+1W”. See figure 3 for a diagram of the calibration
components.

A “pivot block” held the two cables together above the pole, forming a triangle from the two
lower portions of the cables and the pole. It acted as a guide to the motion of the cables, preventing

– 3 –

Figure 3.18: Illustration of the 4-π calibration(Berger et al. 2009)
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3.4 Neutrino Detection Channel

3.4.1 Inverse-Beta Decay

Anti-electron neutrinos can be detected via the inverse-beta decay as shown in Eq.3.1.

p+ ν̄e → n+ e+ (3.1)

The positron generated in this reaction annihilates an electron as in Eq.3.2, and
emits two annihilation γ-rays. The liquid scintillator emits scintillation light due to
the energy deposit by e+ and the two γ-rays, which is the prompt signal shown in
Figure 3.19.

e+ + e− → 2γ (3.2)

On the other hand, neutrons are captured by protons (hydrogen nuclei in the liquid
scintillator) and emit 2.2 MeV γ-ray as shown in Eq.3.3 with a lifetime of 210 µs.
The scintillation light emission of the liquid scintillator by this “capture γ-ray” is the
delayed signal shown in Figure 3.19.

n+ p→ d+ γ (3.3)

Exploiting the time-spacial correlation between the prompt and delayed signal, we
can observe anti-electron neutrinos in an almost background-free condition.

Figure 3.19: Anti-electron neutrino detection via the inverse-beta decay

Another advantage of this reaction channel is the ability to reconstruct the energy
of the incident anti-electron neutrino from the observed prompt energy. With the en-
ergy of incident neutrino, Eν , and the kinetic energy of generated positron (neutron),
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Te(Tn), the conservation of energy low for Eq.3.1 can be written as

Eν +mp = Te +me + Tn +mn (3.4)

where me, mn and mp are the mass of electron, neutron and proton, respectively.
Then, the observed energy from the prompt signal, Eprompt is written as

Eprompt = Te + 2me

= Eν +mp +me − Tn −mn

= Eν − Tn − 0.783 [MeV] (3.5)

and this gives the relation between the prompt energy and the incident neutrino
energy as

Eν = Eprompt + Tn + 0.783 [MeV]. (3.6)

The kinetic energy of neutron (Tn), i.e. the thermalization of the neutron, is quenched
and ignorable in the observation of sub-MeV energy neutrinos as shown in Figure 3.20.32 CHAPTER 2. KAMLAND EXPERIMENT
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図 3.9: ニュートリノのエネルギーと陽電子、中性子の反跳角の相関 : 3MeV以下の
時中性子の反跳角は 35◦以下に抑えることが出来る。
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図 3.10: ニュートリノのエネルギーと中性子の運動エネルギー、反跳角の相関 : 3MeV

以下の時中性子の運動エネルギーは十数 keV以下である。
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Figure 2.14: The correlation between the neutron kinetic energy and θn as a function
of the anti-neutrino energy in the inverse β-decay. In the reactor anti-neutrino energy
region, the mean energy is about 2.5 MeV, the neutron kinetic energy Tn is about
10 keV.

2.5.1 Cross Section of Inverse Beta Decay

The matrix element (M) of the inverse β-decay is written as follows,

M =
GF cosθC√

2

[
ūn

(
γµf − γµγ5g − if2

2M
σµνq

ν

)
up

]
× [v̄ν̄γ

µ(1 − γ5)ve, (2.12)

where,

f = 1.0 (vector coupling constant)
g = 1.26 (axial − vector coupling constant)

f2 = µp − µn − 1.0 = 2.793 + 1.913 − 1.0 = 3.706
cosθC = 0.974

In the limit where the nucleon mass is taken to be infinite, i.e., zeroth order in 1/M
(M is the average nucleon mass), the positron energy is [21] [22]

E(0)
e = Eν̄e − ∆, (2.13)

where ∆ = Mn − Mp. At each order in 1/M , the positron momentum pe =√
Ee

2 − me
2 and the veracity ve = pe/Ee. The differential cross section of the

inverse β-decay at this order is,
(

dσ(Eν̄e)
dcosθe

)(0)

=
σ0

2

[
(f2 + 3g2) + (f2 − g2)v(0)

e cosθe
]
E(0)

e p(0)
e . (2.14)

The normalization constant σ0, including the energy-independent inner radiative
correction, is

σ0 =
G2

F cos2θc
π

(1 + δrad
inner), (2.15)

Figure 3.20: The correlation between the neutron kinetic energy and the scattering angle,
θn, for various incident neutrino energies (different colors)(Watanabe 2012)

In spite of the advantages described above, there is a reaction threshold for inverse
beta decay, and neutrinos with energies below the threshold cannot be detected by
this channel.

Denoting the lowest anti-electron neutrino energy at which inverse beta decay
occurs as Ethreshold

ν , the conservation of invariant mass in Eq.3.1 can be written as

(mp + Ethreshold
ν )2 − (Ethreshold

ν )2 = (mn +me)
2 (3.7)

and it gives

Ethreshold
ν =

(mn +me)
2 −m2

p

2mp

≈ 1.806 [MeV] (3.8)
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Figure 3.21: Feynman diagram of Charged-Current (left) and Neutral-Current (right) in-
teraction(Kawada 2020)

3.4.2 Electron Scattering

Another neutrino detection channel used in KamLAND is the electron scattering.
Electron scattered by neutrino like Eq.3.9 deposit energy to the liquid scintillator,
and make a scintillation light emission, whereas the prompt scintillation of inverse
beta decay channel is accompanied by a delayed scintillation.

νx + e− → νx + e− (x = e, µ, τ ) (3.9)

Since electron scattering makes only one scintillation, background rejection by the
delayed coincidence strategy cannot be applied. Therefore, the signal is verified by
removing the background event from the obtained energy spectrum and the spectrum
fitting.

It is advantage of this channel to have sensitivity to neutrinos of all flavors. It is
also advantageous that there are no reaction threshold. In KamLAND, this reaction
channel is used in the studies mainly of astrophysical neutrinos, e.g. 7Be solar neu-
trino(Gando et al. 2015), 8B solar neutrino(Abe et al. 2011b), solar flare neutrino(Abe
et al. 2022).

Electron scattering can be classified into two categories, i.e. Charged-Currect
(CC) and Neutral-Currecnt (NC) reactions as shown in Figure 3.21. Muon and tau
neutrinos can occur only neutral-current reactions, while electron neutrinos also in-
teract by charged-current reactions. Therefore, the reaction cross section is largest
for electron neutrinos.

3.5 KamLAND-Zen experiment

KamLAND-Zen (KamLAND Zero-neutrino double-beta decay search) is an experi-
ment to search for neutrinoless double beta decays (0νββ) by introducing 136Xe, a
double beta decay nucleus, into KamLAND.

The first phase of the experiment using about 380 kg of xenon (KamLAND-
Zen400) gave the world’s most stringent limit on the effective Majorana mass of
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neutrinos(Gando et al. 2013b, 2016). In 2018, the KamLAND-Zen experiment was
upgraded to kamLAND-Zen800 by doubling the amount of xenon, and it is still in
operation(Takeuchi 2022).

During the KamLAND-Zen periods described below, the region with 136Xe double-
beta decay source is excluded from the effective volume of anti-neutrino observation
to prevent backgrounds from the decay source itself and supporting structures.

This section briefly describes the KamLAND-Zen experiment.

3.5.1 Motivation of 0νββ Search

Majorana Neutrino

Observations of neutrino oscillations have shown that neutrinos have non-zero mass.
Since the Dirac particle acquires its mass through the coupling of a right-handed
particle and a left-handed particle, the Dirac mass of neutrino must be extremely
small compared to other elementary particles for which only left-handed neutrinos
and right-handed antineutrinos have been experimentally confirmed(Goldhaber et al.
1958).

A theoretical interpretation that naturally explains the extremely small mass of
neutrino is that neutrino is Majorana particle that acquire mass by a different mech-
anism than the Dirac particle. The Majorana particle is a subatomic particle formu-
lated by E. Majorana, which acquires mass by the coupling of a left(right)-handed
particle and a right(left)-handed antiparticle. It also has the property that the par-
ticle and the antiparticle are identical (Majorana neutrino). If neutrino is Majorana
particle, the seesaw mechanism may explain why neutrinos have extremely small mass
compared to other elementary particles.

0νββ search

The most realistic and most effective way of verifying the Mayorana nature of neu-
trinos is thought to be the detection of 0νββ.

Beta decay is the decay of a neutron to a proton in a nucleus, emitting an electron
and a neutrino, and is described by Eq.3.10.

(Z,A) → (Z + 1, A) + e− + ν̄e (3.10)

Beta decay does not occur unless the energy level of the nucleus after decay is
lower than that of the original nucleus, so not all nuclei undergo beta decay. However,
some nuclei for which beta decay is prohibited can transition to a lower energy level
by undergoing two simultaneous beta decays (Eq.3.11), which is called double beta
decay (2νββ). So far, 2νββ has been directly observed in 10 different nuclei. The
Feynman diagram of 2νββ is shown in Figure 3.22.

(Z,A) → (Z + 2, A) + 2e− + 2ν̄e (3.11)

If the neutrino is a Majorana particle, then double beta decay without neutrinos
is allowed, as in Eq.3.12. Since this decay does not conserve lepton number and
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Figure 3.22: Feynman diagram of double-beta decay

only occurs if the neutrino is a Majorana particle, the observation of 0νββ is a proof
of the Majorana nature of neutrinos. The Feynman diagram of 0νββ is shown in
Figure 3.23.

(Z,A) → (Z + 2, A) + 2e− (3.12)

If we can prove that neutrinos are Majorana particles by observing 0νββ, we can
explain why neutrinos have extremely small masses compared to other elementary
particles. In addition, if it is found that neutrinos violate the law of lepton num-
ber conservation, it is expected that the leptogenesis theory can reveal the process
by which the matter-dominated universe was formed(Fukugita and Yanagida 1986).
Furthermore, it is possible to obtain a limit on the effective Majorana mass of the
neutrino from its decay rate, i.e. the rate of 0νββ, (T 0ν

1/2)
−1, can be written as

(T 0ν
1/2)

−1 = G0ν
∣∣M0ν

∣∣2 ⟨mββ⟩2 (3.13)

⟨mββ⟩ ≡
∣∣|UL

e1|2m1 + |UL
e2|2m2e

iϕ2 + |UL
e3|2m3e

iϕ3
∣∣ (3.14)

where G0ν is the phase space factor, M0ν is the nuclear matrix elements, ⟨mββ⟩ is the
effective Majorana mass of neutrino, eiϕ2 and eiϕ3 are the Majorana CP phase, and
UL
ej(j = 1, 2, 3) are the mixing matrix elements. Besides, since each neutrino mass

hierarchy has a different range of acceptable neutrino effective Majorana masses, it
may be possible to determine the mass hierarchy from measurements of neutrino
effective Majorana masses.
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Figure 3.23: Feynman diagram of neutrinoless double-beta decay

3.5.2 KamLAND-Zen

0νββ is an extremely rare phenomenon, and an extremely low radioactivity environ-
ment with few background events is essential for its observation. In addition, it is
desirable to use as many double beta decay nuclei as possible to achieve high sen-
sitivity. From these points of view, KamLAND, which is a large detector that has
originally realized an extremely low radiation environment, is a suitable detector for
0νββ search.

A schematic diagram of the KamLAND-Zen experiment is shown in Figure 3.24.
The double beta decay nucleus, 136Xe, is dissolved in a liquid scintillator and held at
the center of the detector by a nylon balloon called “mini balloon”.

Xenon-loaded liquid scintillator

Examples of nuclide that undergo double beta decay with Q-values above 2 MeV are
listed in Table 3.8. Among these, 136Xe is superior in the points described below and
has been adopted as a double beta decay nucleus for use in KamLAND-Zen.

• chemical stability and ease to handle

• solubility into liquid scintillator and transparency after dissolution

• relatively high natural abundance and established enrichment method by cen-
trifugation

• purifiability by distillation

• possibility of extraction from liquid scintillator
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Figure 3.24: Schematic diagram of KamLAND-Zen experiment, The mini balloon shown
in this figure is that for KamLAND-Zen800
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• relatively long half life of 2νββ

Table 3.8: Examples of nuclide that undergo double beta decay(Zuber 2004, Olive 2014)

nuclide Q-value [keV] natural abundance (%) 2νββ half life T 2ν
1/2(×1021yr)

48Ca 4274± 4 0.187 (4.4+5
−4 ± 0.4)× 10−2

76Ge 2039.04± 0.16 7.8 (1.84+0.14
−0.10)

82Se 2995.5± 1.3 9.2 (9.6± 0.3± 1.0)× 10−2

96Zr 3347.7± 2.2 2.8 (2.35± 0.14± 0.16)× 10−2

100Mo 3034.40± 0.17 9.6 (7.11± 0.22± 0.54)× 10−3

116Cd 2809± 4 7.5 (2.8± 0.1± 0.3)× 10−3

130Te 2527.01± 0.32 34.5 (0.7± 0.09± 0.11)
136Xe 2457.83± 0.37 8.9 (2.165± 0.016± 0.059)
150Nd 3367.7± 2.2 5.6 (9.11+0.25

−0.22 ± 0.63)× 10−3

Xenon is concentrated by centrifugation to a 136Xe isotope enrichment of 90.77±
0.08% , dissolved in liquid scintillator and introduced into KamLAND. The liquid scin-
tillator containing enriched xenon is called “xenon-loaded liquid scintillators (XeLS)”,
whereas the liquid scintillators that have been originally filled in KamLAND are called
“KamLAND liquid scintillators (KamLS)” to distinguish them.

The composition of XeLS is shown in Table 3.9. The quenching effect of dissolved
xenon reduces the light yield of the liquid scintillator, and it is compensated for
by adding more PPO, the luminescent agent, in the XeLS than in the KamLS. In
addition, the density of XeLS and KamLS should be adjusted to be equivalent to
reduce the load on the mini-balloon, which will be described later. Therefore, instead
of dodecane used in KamLS, decane with a lower density is used.

Table 3.9: Composition of the xenon-loaded liquid scintillator. The density is without
xenon. The values are for KamLAND-Zen800(Takeuchi 2022)

Material Chemical formula Density Volume ratio

Decane (N-12) C10H22 0.735 g/cm3 82.4%
Pseudocumene
(1,2,4-Trimethylbenzen)

C9H12 0.875 g/cm3 17.6%

PPO (2,5-Diphenyloxazole) C15H11NO - 2.38 g/l
xenon Xe - 3.13 wt%

Mini balloon

Since the main background events of KamLAND-Zen, such as those originating from
spallation products and 8B solar neutrinos, are proportional to the volume of the
liquid scintillator, it is effective to maintain a high concentration of xenon, which
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emits the signal, in order to increase the signal-to-noise ratio. In addition, xenon
nuclei should be kept near the center of the detector to avoid background events due
to γ-rays from the rock outside the detector.

For these reasons, the XeLS is held at the center of the detector by a 25 µm
thick nylon balloon (mini balloon). The diameter of the mini balloon is 3.08 m for
KamLAND-Zen 400 and 3.84 m for KamLAND-Zen 800 with increased xenon. To
prevent contamination of KamLAND with radioactive impurities, the mini balloon
was hand-made by heat-welding nylon film. The shape of the mini balloon is shown
in Figure 3.25.
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Figure 2. Schematic view of the IB, related structures, and the IB film patterns. The IB is suspended by a sys-
tem of nylon belts and a harness (magenta) which support the total weight of the Xe-LS and balloon. The belts
are connected to Vectran strings attached to load cells, and the weight supported by each string is monitored.

is about 0.02%. The isotopic abundance of 136Xe is 90.9%, and the remaining components are
124Xe-134Xe. The total amount of 136Xe in the IB is 677 kg.

3.3 Corrugated tube

The uppermost straight section of the inner vessel consists of a hard nylon tube. This design avoids
contraction or expansion at the surface of LS due to the head pressure between the outer KamLAND
LS and the inner Xe-LS. This tube has to be bent during the IB installation, so we used a corrugated
nylon tube (CYLG-95B, PMA Company). The 238U contamination of the corrugated tube was
measured by ICP-MS at NTT-AT Co. to be 9⇥10�12 g/g after washing, a level acceptable for use in
KamLAND. However, this contamination level is about five times larger than that of the IB film.
As the tube thickness is 1 mm, 40 times thicker than the film, the total 238U contamination is 200
times that of the film, per unit surface area. To avoid W-rays from the corrugated tube introducing
backgrounds into the Xe-LS in the spherical area of the IB, the lower straight section is made of IB
film for the first 1.5 m above the body of the IB.

The total length of corrugated tube is about 6 m and the diameter is about 10 cm. It is separated
into three sections to allow cleaning in the clean-room and to allow it to be kept straight during
transportation. The three sections are connected with a custom-made cylinder made of PEEK as
commercial connection cylinders were found not to be compatible with our LS. This connection
uses fluoro-rubber O-rings, which can be used in LS. A grip piece is used to secure the connection
between the cylinder and the tube and prevent it from falling out. Figure 3(a) shows the connection
between the cylinder and corrugated tubes. The connection between the corrugated tube and the

– 5 –

Figure 3.25: Schematic view of the mini balloon for KamLAND-Zen800(Gando et al.
2021)

KamLAND-Zen 400

The first phase of KamLAND-Zen experiment with approximately 380 kg of xenon,
KamLAND-Zen 400, was performed from October 2011 to December 2015. At the
beginning of the experiment, it was found that 110mAg, which creates background
events in the 0νββ energy region, was unexpectedly contaminated. From June 2012
to November 2013, the XeLS was purified through liquid-liquid extraction and distil-
lation. The observation period of KamLAND-Zen 400 was divided into 1st and 2nd
period before and after this purification work. Figure 3.26 and Figure 3.27 show the
observed energy spectrum in KamLAND-Zen 400.

The combined 1st and 2nd period analysis of the KamLAND-Zen 400 yields a limit
of (T 0ν

1/2)
−1 > 1.07×1026 yr (90% C.L.) for the half-life of the 0νββ of 136Xe. From this,

50



CHAPTER 3. KAMLAND EXPERIMENT

Visible Energy (MeV)
1 2 3 4

E
ve

nt
s/

0.
05

M
eV

-110

1

10

210

310

410

510 (a) DS-1 + DS-2 Bi208

Y88

Ag110m

Th 232U + 238

Kr85Bi + 210 + 

IB/External

Spallation

Data

Total
ββνXe 2136

Total
 U.L.)ββν(0

ββνXe 0136

(90% C.L. U.L.)

Figure 3.26: Observed energy spectrum in KamLAND-Zen400 1st period
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Figure 3.27: Observed energy spectrum in KamLAND-Zen400 2nd period
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the limit of the neutrino effective Majorana mass was given to be ⟨mββ⟩ < (61− 165)
meV (Gando et al. 2016).

KamLAND-Zen 800

The second phase of KamLAND-Zen experiment with approximately 745 kg of xenon,
KamLAND-Zen 800, started in January 2019. For increasing the amount of xenon, a
new mini-balloon larger than the one used for KamLAND-Zen 400 was created.

In August of 2016, a new mini-balloon was introduced into KamLAND, but it
was found to be leaking and was removed without xenon installation. After retrieval,
multiple holes were found on the weld line of the mini-balloon. The welding method
was reviewed and the mini balloon was re-created by a renewed method (Gando
et al. 2021). The installation process was performed again in May 2018. No leakage
was confirmed on this installation, and over the next six months, the detector was
purified by distillation circulation and the xenon was installed. The preparation of
KamLAND-Zen 800 was completed on the first day of 2019.

Figure 3.28 shows the observed energy spectrum in KamlAND-Zen 800. This
observation gives the upper limit of (T 0ν

1/2)
−1 > 1.98× 1026 yr (90% C.L.) for the half-

life of the 0νββ of 136Xe. The combined analysis of KamLAND-Zen 400 2nd period
and KamLAND-Zen 800 improve the upper limit to (T 0ν

1/2)
−1 > 2.25 × 1026 yr (90%

C.L.) as shown in Figure 3.29. The 90% C.L. upper limit on the effective Majorana
mass obtained from this combined result is ⟨mββ⟩ < (36 − 156) meV as shown in
Figure 3.30(Takeuchi 2022).
8.6. KAMLAND-ZEN 800 RESULT 128

(a) Best fit spectrum (untagged)

(b) Best fit spectrum (tagged)

Figure 8.9: Best fit spectrum. Tagged and untagged spectra are shown. Internal 18 volume
bins (r <∼ 190 cm) are combined in figure.

Figure 3.28: Observed energy spectrum in KamLAND-Zen 800 (Takeuchi 2022)
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8.7. KAMLAND-ZEN COMBINED RESULT 132
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Figure 8.11: The Combined result. (a) shows the combined ∆χ2 distribution. (b) shows the
∆χ2 distribution against the production rate of the long-lived spallation background.
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Figure 8.12: ∆χ2 distribution against 0νββ half-life. The distribution of Zen 400 Phase1 is
obtained by the scan of 0νββ rate. Zen 400 Phase2, Zen 800 and Zen 400 Phase2 + Zen 800 are
obtained from the 2-dimensional χ2 scans and their combination. Thus, the rate of long-lived
spallation in each data set is considered. 90% C.L. lower limit on the 0νββ half-life in 136Xe
obtained from KamLAND-Zen data set is T 0ν

1/2 > 2.29× 1026 [year].

Figure 3.29: ∆χ2 plot against the 0νββ half life(Takeuchi 2022)
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8.9. DISCUSSION 136

Figure 8.15: Allowed effective Majorana mass range as functions of mlightest. The upper
limits on the effective Majorana mass obtained in this study are shown for each NME model.
Orange lines are limits with NMEs based on QRPA models, a green line show the limit
with Shell models, magenta lines show the limits with IBM models and red lines show the
limits with EDF models. On the side panel, the corresponding limits and some theoretical
predictions are shown. (a)

Figure 3.30: Allowed region of neutrino effective Majorana mass as a function of the
lightest neutrino mass(Takeuchi 2022)
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Chapter 4

Event Reconstruction and
Detector Calibration

The KamLAND detector observe scintillation light by 1,879 PMTs mounted on the in-
ner surface of the ID. Scintillation events are divided into two classification: track-like
events and point-like events. Cosmic-ray muons with GeV-scale energies go through
KamLAND with 0̃.3 Hz. KamLAND detect those muon as O(103) < photo-electron
large scintillation events called track-like scintillation. Tagging these large scintilla-
tion as muon and reconstructing the muon track are important to understand muon-
related background correctly. On the other hand, reactor/geo neutrino interaction, ra-
dioactive impurities backgrounds, muon-spallation products and other miscellaneous
backgrounds with typically MeV-scale energies are detected as isotropic light emission
called point-like event. Non-physical event such as electrical noise can be contami-
nated in the physical scintillations. So it is necessary to identify physics events from
the raw data. Energy and vertex information is a key of understanding backgrounds
correctly and observe anti-neutrino signal precisely. So, it is also necessary to under-
stand the reconstruction quality and their uncertainties correctly. The procedure and
quality of event reconstruction are discussed in this chapter.

4.1 Overview of Event Reconstruction

The procedure of event reconstruction is as follows:

1. Waveform Analysis (Sec.4.2)
PMT hit-timing and observed number of photoelectron (charge) is extracted
from PMT waveform data.

2. Time and Charge Calibration and data-quality check of each PMTs (Sec.4.3
and Sec.4.4)
The signal transit time and the size of waveform vary among PMTs, which
need to be calibrated using a pulse dye-laser and observed charge distribution,
respectively. To improve event reconstruction quality, bad-status and unstable
PMTs are excluded from the event reconstruction.
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3. Muon Identification and Track Reconstruction (Sec.4.6)
Muon track is reconstructed from the first photon hit timing.

4. Point-like event reconstruction (Sec.4.7)

5. Vertex/Energy calibration and reconstruction quality check (Sec.4.8)

4.2 Waveform Analysis

The hit timing and charge information is extracted from PMT waveform. In Kam-
LAND, A waveform consists of 128 ADC count samples of which the sampling fre-
quency is about 1.49 ns, which is almost the same as the transit time spread (TTS)
of the 170-inch PMTs.

The analog buffer of ATWD for each PMTs have different offset levels. It also
varies for each waveform samples. To evaluate these offsets, the “pedestal” waveform
are acquired at the beginning of each runs, and subtracted from PMT signal waveform
so that the baseline of waveform are adjusted to be zero. Then, the waveforms
are smoothed to reject high-frequency noise using an algorithm which calculates an
average first derivative.

The procedure of extracting hit timing and charge from waveform data is shown
in Figure 4.1. At first, the maximum ADC count point is searched for and defined as
“peak” of the waveform. Then, the nearest zero coefficient before and after the peak
are defined as “leading edge” and “trailing edge”, respectively. The hit timing of the
waveform refers to the absolute time of the leading edge. Finally, the waveform is
integrated from the leading edge to the trailing edge, and the integral is defined as
the charge of the waveform. If a waveform sample has multiple peaks, this procedure
is applied for each peaks separately. In this case, the leading edge of the first pulse is
assigned as the hit timing of waveform.

4.3 Time and Charge (TQ) Calibration

4.3.1 TQ Correction

Different PMTs have different cable lengths, different signal paths on the electronics
and different signal latencies, therefore, it is necessary to evaluate the signal transition
time of each PMTs.

Figure 4.2 shows the schematic view of the dye-laser calibration system to evaluate
it. A dye-laser pulse (width ∼1.2 ns) is sent to the diffuser ball installed at the center
of the detector via an optical fiber. The laser is also sent to a 2-inch PMT for
monitoring and issuing the force trigger to KamFEE. The wavelength of the laser
is chosen to be 500 nm to suppress inconvenient absorption and re-emission in the
liquid scintillator. The laser intensities can be changed from a single photoelectron
level to about 5000 photoelectron level.

The signal latencies are different among PMTs due to different PMT gains and
FEE responses. It also varies by the charge of input signal. The correlations between

56



CHAPTER 4. EVENT RECONSTRUCTION AND DETECTOR CALIBRATION
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Figure 4.1: Overview of waveform analysis
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Figure 4.2: Schematic view of the dye-laser calibration system for the TQ correction
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time and charge are verified PMT by PMT using the dye-laser calibration data.
Figure 4.3 and Figure 4.4 show examples of the hit timing response as a function of
charge. The TQ correction table is created by fitting these data with Eq.(4.1)

T (Q) = P0 + P1 × log10Q+ P2 × (log10Q)
2 (4.1)

where P0, P1 and P2 are the fitting parameters.
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Figure 4.3: Timing-Charge calibration with a dye-laser data for a typical 17-inch PMT;
In the horizontal axis, “charge” means the integrated ADCcount along
time.(Shimizu 2005)

The comparison of timing distributions before and after the TQ correction is
shown in Figure 4.5. After the correction, the deviation of the distributions were
reduced, and almost consistent with the transit time spread (TTS) for the PMTs.

Due to change of liquid scintillator conditions and FEE status, the latencies of
PMTs can have time variations. This time variation is verified using 60Co source
calibration installed at the center of the detector. 60Co source emits isotropic 1173
keV and 1333 keV gamma-rays, and it can be expected that the photon-arrival times
are the same for all PMTs. The 60Co source calibration was performed periodically
in each two weeks before the beginning of the KamLAND-Zen experiment.

After the beginning of the KamLAND-Zen experiments, the 60Co source calibra-
tion was not performed because the inner ballon was installed at the center of the
detector and installing a radioactive source for calibration might cause inconvenient
contaminations. In place of 60Co source, 40K residue in the connection tube between
the inner balloon and the corrugated tube was used as a calibration source. This
connection tube is a Poly-Ether-Ether Ketone pipe (PEEK) and located at (z, ρ) =
(4.3 m, 0 m).
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Figure 4.4: Timing-Charge calibration with a dye-laser data for a typical 20-inch
PMT(Shimizu 2005)
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Figure 3.8: Timing distribution after TQ correction. The histograms show hit time distribution of all
17-inch PMT hits for 1 p.e. events. (Top) before correction. (Bottom) after correction.

Figure 4.5: Hit timing distribution of all 17-inch PMTs in 1 photoelectron events before
and after the TQ correction(Watanabe 2012)
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4.3.2 PMT Gain Calibration

As is described in Sec.4.2, observed charge in KamLAND PMT is calculated by
integrating the waveform. Then the charge is normalized by the average charge
observed in single photoelectron (1 [p.e.]) input.

The selection of single photoelectron event is following,

1. not a muon event
Since ∼ O(103) photoelectron is expected in muon events, they should be ex-
cluded from the PMT Gain calibration.

2. not in 2 ms after the last muon event
This selection is to avoid the effect of the overshoot and after pulse after muon
events.

3. not in 100 µs after the last non-muon event
This selection is to avoid missing-waveform effect due to the ATWD dead time.

4. The number of 17inch PMT which detected photoelectron is more than 120 and
less than 230.
This selection is determined considering Poisson distribution so that single pho-
toelectron input is expected.

5. The distance between the rough-reconstructed light-emission vertex and the
PMT is more than 33 cm.
This selection is applied to select light emission in the liquid scintillator.

6. The number of peak in the waveform is 1.
Multi-photon input might affect the area of single-photoelectron waveform.

and muon selection here is following,

1. The total observed charge in all 17inch PMTs are more than 20000 photoelec-
tron.1

2. The number of OD PMT detecting photoelectron is more than a threshold2.

Figure 4.6 is an example of observed charge distribution in “single photoelectron
events”, where the unit of charge is defined by “1[p.e.]=700[AdcSum]”3. The 1 p.e.
charge distribution of 17inch PMTs have clear peak. This peak is fitted by Gaussian
and the 1 p.e. charge is calibrated using the mean of the fitted Gaussian.

On the other hand, The 1 p.e. charge distribution in 20inch PMTs do not have
clear peak (Figure 4.7) due to the different dynode type, and the same strategy as in
17inch cannot be applied. The gain of 20inch PMTs are calibrated using the charge

11[p.e.]=700[AdcSum] is used here.
2The threshold is defined considering the OD status. 9 is used in the latest data.
3[AdcSum] means the time integral of ADC counts
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Figure 3.6: 1p.e. distribution of typical 17-inch (left) and 20-inch (right) PMT. The
distribution of 17-inch PMT has a clear peak, but that of the 20-inch PMT can not
make a peak due to the difference of the dynode type.
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Figure 3.7: Gain calibration for 20-inch PMT. 20-inch gain table is calculated based
on 8 neighbor 17-inch PMT channels. The top left figure shows the charge distri-
bution of one 20-inch PMT A channel (No.1346, same as Figure 3.6) and average
charge of 8 neighbor 17-inch PMT channels. The top right figure shows charge ratio
between average charge of 8 neighbor 17-inch PMTs and the charge of target 20-inch
PMT A channel. The bottom two figures are for B channel.

Figure 4.6: Single photoelectron charge distribution in a 17inch PMT(Watanabe 2012)
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Figure 3.6: 1p.e. distribution of typical 17-inch (left) and 20-inch (right) PMT. The
distribution of 17-inch PMT has a clear peak, but that of the 20-inch PMT can not
make a peak due to the difference of the dynode type.

20inch_vs_17inchcable1345A 20inchcable1345A

20inch_vs_17inchcable1345B 20inchcable1345B

20
Q

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

>
1
7

<
Q

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

20inch_vs_17inchcable1346A20inch_vs_17inchcable1346A 20inchcable1345A20inchcable1345A

0 1 2 3 4 5 6 7 8 9 10
0

50

100

150

200

250

300

350

400

20inchcable1346A 20inchcable1346A

Entries  5001

Mean    2.405

RMS    0.2866

Underflow       0

Overflow        0

 / ndf 2!  84.34 / 58

Constant  7.1± 378.7 

Mean      0.004± 2.408 

Sigma     0.003± 0.259 

20inchcable1346A

20inch_vs_17inchcable1345B

20
Q

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

>
1
7

<
Q

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

20inch_vs_17inchcable1346B20inch_vs_17inchcable1346B 20inchcable1345B20inchcable1345B

0 1 2 3 4 5 6 7 8 9 10
0

50

100

150

200

250

300

350

400

20inchcable1346B 20inchcable1346B

Entries  4955

Mean    2.436

RMS    0.3201

Underflow       0

Overflow        0

 / ndf 2!  75.56 / 55

Constant  6.5± 355.8 

Mean      0.004± 2.436 

Sigma     0.0031± 0.2736 

20inchcable1346B

20-inch Charge

20-inch Charge

<1
7-

in
ch

 C
ha

rg
e>

<1
7-

in
ch

 C
ha

rg
e>

Charge Ratio

Charge Ratio

4

5

Figure 3.7: Gain calibration for 20-inch PMT. 20-inch gain table is calculated based
on 8 neighbor 17-inch PMT channels. The top left figure shows the charge distri-
bution of one 20-inch PMT A channel (No.1346, same as Figure 3.6) and average
charge of 8 neighbor 17-inch PMT channels. The top right figure shows charge ratio
between average charge of 8 neighbor 17-inch PMTs and the charge of target 20-inch
PMT A channel. The bottom two figures are for B channel.

Figure 4.7: Single photoelectron charge distribution in a 20inch PMT(Watanabe 2012)
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ratio from 17inch to 20inch PMTs as Eq.4.2 at a high-charge input (i.e. muon event).

(Charge Ratio) [AdcSum/p.e.]

=
(Average waveform integral of 20inch PMT) [AdcSum]

(Average observed charge in neighboring 8 17inch PMTs) [p.e.]
(4.2)

Figure 4.8 shows an example of 20inch PMT gain calibration. The left column is
a comparison of gain-calibrated 20inch PMT charge (horizontal) and average of ob-
served charge in neighboring 8 17inch PMTs. The right column is the distribution of
charge ratio calculated from left figures. Top and bottom panes correspond to ATWD
A and B channel, respectively.
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distribution of 17-inch PMT has a clear peak, but that of the 20-inch PMT can not
make a peak due to the difference of the dynode type.
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Figure 3.7: Gain calibration for 20-inch PMT. 20-inch gain table is calculated based
on 8 neighbor 17-inch PMT channels. The top left figure shows the charge distri-
bution of one 20-inch PMT A channel (No.1346, same as Figure 3.6) and average
charge of 8 neighbor 17-inch PMT channels. The top right figure shows charge ratio
between average charge of 8 neighbor 17-inch PMTs and the charge of target 20-inch
PMT A channel. The bottom two figures are for B channel.

Figure 4.8: Gain calibration of a 20inch PMT(Watanabe 2012)

The PMT gain has time variation because it can varies due to PMT, electronics
status and other hardware activities. It also depend on which ATWD channel is
used. So, the gain calibration is performed run by run, and for each ATWD channel
separately.

The time variations of the average gain in 17inch (20inch) PMTs are shown in
Figure 4.9 (Figure 4.10). There are some gaps which are caused by hardware ac-
tivities. The brown-shaded regions represent the 1st purification campaign, the 2nd
purification campaign, KamlAND-Zen400 installation work, the OD refurbishment
work, failed800 installation work, OD-off period in 2018 and KamLAND-Zen800 in-
stallation work, respectively from left. Since 2012, the average gain of 17inch PMTs
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has been dropping. This is caused by the increase of the low-gain PMTs. The cause of
low-gain PMTs is suspected to be an aging of PMTs, but under investigation. From
2020, signal amplifiers for low-gain PMTs have been installed, and the average gain
of 17inch PMTs is increasing, which is shown as green-shaped region in Figure 4.9.
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Figure 4.9: Time variation of average gain of 17inch PMTs

4.4 Bad-Channel Selection

KamLAND has a lot of PMTs. However, some of them may have strange behaver
like unstable hit rate or abnormal charge distribution, which are caused by PMT
malfunctions, unstable high voltage supplies or miss connections of signal cables.
Even if a PMT works correctly, unstable behaver also can be caused by the failure
of read-out electronics. These unstable PMTs are categorized as “bad channels” and
masked in the event reconstructions to avoid inconvenient systematic biases. Since
the status of the PMTs and electronics change run by run, bad channel selection is
performed for each run independently.

The inner detector PMTs which meat all of following criteria are used in the event
reconstruction. (All ID PMTs which does not meat any of following are categorized
as bad channel.)

1. Normal and stable data acquisition
In the first 10000 events in a run,

• The PMT hits in more than 600 events.

• Missing-waveform event is less than 1000 events.

• The difference of hit between ATWD A and B channels is less than 20%.
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Figure 4.10: Time variation of average gain of 20inch PMTs

2. Stable response to low-energy events
In the first 10000 events in which the number of OD hit is less than 5, and the
total charge of ID 17inch PMTs is more than 500 p.e. and less than 10000 p.e.,

• The PMT hits in more than 480 events.

• The calibrated gain is more than 0.4 and less than 4.

3. Stable response to muon events
In the first 100 events in which the number of OD hit is more than 4, and the
total charge of ID 17inch PMTs is more than 316000 p.e.,

• The PMT hits in more than 80 events.

• The difference of observed charge from the neighbor PMTs meat Eq.4.3.

1

N

N∑
i=1

(Qi −Qneighbor-average
i )2

Qneighbor-average
i

> 1000[p.e.] (4.3)

, where N is the number of event for selection (Here, N=100), Qi is the
observed charge in i-th event by the checked PMT and Qneighbor-average

i is
the average of observed charge in i-th event among neighboring PMTs
of the checked PMT. In the calculation of Qneighbor-average

i , bad channels
categorized by the above criteria are excluded.

The criterion for bad OD PMTs is simpler like following:

1. Stable response to muon events
In the first 100 events in which the number of OD hit is more than 4, and the
total charge of ID 17inch PMTs is more than 316000 p.e.,
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Figure 4.11: Time variations of the number of bad channels

• The PMT hits in less than 5 events.

Time variation of the number of bad channels are as shown in Figure 4.11. The
number of bad 17inch PMTs has been increased since 2011 because of the same reason
described in Sec.4.3.2. As is obviously shown in Figure 4.11, the amplifiers installation
(shown as green band) is drastically decreasing the number of bad channels. The
number of bad OD PMTs had been increased because they were going dead dut to
failure of water-proof assemblies. After OD refurbishment work performed in 2016,
the number of OD PMTs changed from 225 to 140 and all the OD PMTs were
recovered.

4.5 Dark Charge Estimation

PMTs may detect “charge” event though no photoelectron incident on the PMT.
Such “dark charge” detections are caused by thermal electron emissions from PMT
photo-cathode or noises of electronics. Since dark charge detection has no correlations
with the detections of scintillation photons, it can be estimated by counting detected
charge in 50 ns off-time window while the vertex and energy reconstruction takes
on-time window (Figure 4.12). Dark charge is calculated with Eq.4.4.

(dark charge) =
(charge sum of hit PMTs in off-time window)

(the number of hit PMTs in off-time windows)
(4.4)

In the event reconstruction, the estimated dark charge is subtracted from the observed
charge to suppress systematic effect by dark charge.

Since the dark charge depends on detector and other hardware conditions, this
estimation is performed for each runs. Time variation of dark charge is shown in
Figure 4.13.
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Figure 4.12: Hit time distribution of 17inch PMTs: blue(green) band represent off-(on-
)time window.
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Figure 4.13: Time variation of dark charge
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4.6 Muon Track Reconstruction

Although the 2700 w.e. overburden suppress the cosmic-ray muon flux by factor of
∼ 10−5 with respect to that on the surface, the cosmic-ray muons go through the
inner detector on constant frequency, about 0.3 Hz.

These muons may react in the detector and generate various spallation products
that can mimic the coincidence neutrino signals. On the other hands, some of spal-
lation by-products can be used for the detector calibration and verification of the
reconstruction qualities. For example, Thermal neutrons accompanying muons are
captured on proton(12C) and emit 2.2(4.9) MeV γ-rays, which are used for checking
the stability of the reconstructed energies. One of spallation products, 12B are used
for the estimation of the fiducial volume uncertainties.

Therefore, identifying muon events, reconstructing their tracks and energy de-
posits, and verifying the reconstruction qualities are essential in the KamLAND
experiment. In this section, muon event selection, tracking algorithm and its per-
formance are described.

4.6.1 Muon Selection criteria

Muon can be easily identified by its large energy deposits in the liquid scintillator. In
addition, muons going through OD make hits of multiple OD PMTs. So, simultaneous
photoelectron detection in both ID and OD are useful to tag muons.

Selection criteria for muon events in KamLAND is as follows:

1. Through-going muon (scintillation muon): Q17 ≥ 10000 [p.e.]
Muons going through inside the liquid scintillator with both scintillation light
and Cherenkov light emission

2. Clipping muon (Cherenkov muon): Q17 ≥ 500 [p.e.] and N200OD ≥ 5(9) hits
Muons crossed the buffer oil with Cherenkov light emission

where Q17 is the total charge observed in the ID 17inch PMTs and N200OD is the
maximum number of hits in the OD within 200 ns time window. The N200OD threshold
was changed after the OD refurbishment work in 2016 because the number of OD
PMTs, their quantum efficiencies and trigger scheme were upgraded. Figure 4.14
shows the distribution of the total charge in the ID 17inch PMTs and the number
of hit OD PMTs in muon events, where the muon selection criteria are shown as red
dotted line.

The through-going muons are further categorized into the following two types:

1. Showering muon (∆(Q) > 106 [p.e.])
Energetic muons which often cause hadronic cascade showers and produce lots
of radioactive isotopes

2. Non-showering muon (∆(Q) ≤ 106 [p.e.])
The less energetic muons
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Figure 4.14: Muon selection criteria (red dotted line) drawn on 2D histogram of Q17 vs
N200OD

where ∆Q is the residual charge, which means the difference between the observed
charge minus the charge that would be expected if the muon simply penetrated the
detector (described in Sec.4.6.2). Non-showering muons account for 90% of all muon
detected in KamLAND.

Figure 4.15 shows the observed charge distribution in muon events. The blue and
green histogram correspond to the non-showering and showering muons, respectively.
Two blue peaks around log10(Q17) ∼ 4.5 and log10(Q17) ∼ 5.6 correspond to the
clipping muon (Cherenkov light emission) and through-going muon (scintillation light
+ Cherenkov light emission), respectively.

Muons whose observed charge are too small when considering the expected en-
ergy deposits per track length and reconstructed muon track described in Sec.4.6.2
are categorized “Miss-reconstructed muons” and shown as the orange histogram in
Figure 4.15. The ratio of such muons in the through-going muon is about 0.2%.

The muon rate in KamLAND can be evaluated by studying the distribution of the
time differences between muon events as Figure 4.16. The muon rate has been very
stable since the beginning of the KamLAND experiment as shown in Figure 4.17.

4.6.2 Algorithm of Muon Track Reconstruction

Muons going through the detector produce a large amount of scintillation light in the
liquid scintillator and Cherenkov light in both the liquid scintillator and the buffer
oil. The Cherenkov light are emitted with the constant angle, θC (Cherenkov angle),
against the muon track, whereas the scintillation light are emitted isotropically. The
muon tracks are reconstructed with a maximum-likelihood method on the photon-
arrival time distribution of both scintillation and Cherenkov photons.

With notations in Figure 4.18, the first photon-arrival time at a PMT, t, can be
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Figure 4.15: The distribution of charge observed by 17inch PMTs in muon events
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Figure 4.16: The distribution of time-difference between muon events.
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Figure 4.17: Time variation of muon rate

written as,

t = t0 +
l

c
+

(z − l)/ cos θ

c/n
(4.5)

= t0 +
l

c
+

√
(z − l)2 + ρ2

c/n
(4.6)

where t0 is the time a muon entered the detector, and n is the refraction index in the
liquid scintillator. The refraction index is measured to be 1.44–1.47 in the various
wavelength of the scintillation light. To consider any pass-length in both the liquid
scintillator and the buffer oil, this parameter is tuned within the measured value in
the reconstruction algorithm.

Assuming the velocity of muon is approximated to the velocity of light, the earliest
photon arrival time in the detector should be given where θ = θC, and,

∂(t− t0)

∂θ

∣∣∣∣
θC

= 0 (4.7)

Once the expected distribution of the first photon-arrival time with respect to the
entrance vertex and track direction are constructed, the muon track can be recon-
structed by finding the most likely entrance vertex and track direction to reproduce
the PMT hit times.

After the reconstruction of the tracks, the residual charge, ∆(Q), are calibrated
as,

∆Q ≡ Q17 − (LLS + LBO)

〈
dQ

dX

〉
Cherenkov

− LLS

〈
dQ

dX

〉
scintillation

(4.8)

where Q17 is the total charge observed in ID 17inch PMTs, LLS(OB) is the track length
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Figure 3.14: The schematic of muon track.
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Figure 3.15: Correlation between total charge in the inner detector and the shortest
distance from the muon track to the KamLAND detector center (Impact parameter).
The vertical dashed line represents to the boundary between the LS and BO at 650
cm. Events located to the left of this boundary and above the horizontal dashed
line (total charge = 4 × 104 p.e.) are designated as LS muons.

Figure 4.18: Schematic view of muon-track(Watanabe 2012)

in the liquid scintillator (the buffer oil) and the ideal light emissions per track length,〈
dQ

dX

〉
Cherenkov

= 31.45 [p.e./cm] (4.9)〈
dQ

dX

〉
scintillation

= 629.4 [p.e./cm]. (4.10)

These two values above were evaluated at the start of the KamLAND experiment
by fitting the distributions of the following parameters.

For Cherenkov muons, (
dQ

dX

)
Cherenkov

=
Q17

LBO

(4.11)

Besides, for scintillation muons,(
dQ

dX

)
scintillation

=
Q17 − LBO

〈
dQ
dX

〉
Cherenkov

LLS + LBO

(4.12)

The value of
(
dQ
dX

)
Cherenkov

is monitored, and the muon reconstruction algorithm
is calibrated by it to get stable charge calculation. Because the average amount of
light emission in the buffer oil has been increasing while that in the liquid scintil-
lator has been decreasing due to the purifications and other activities, the average
charge reconstructed from through-going muons have been decreasing. Figure 4.19
and Figure 4.20 shows the time variation of

(
dQ
dX

)
Cherenkov

and
(
dQ
dX

)
scintillation

. While(
dQ
dX

)
Cherenkov

seems stable —This is natural since it is corrected to be so— from the

beginning of the KamLAND,
(
dQ
dX

)
scintillation

has been decreasing. This “darker” effect
is taken into account by a correction of the quenching factor in anti-neutrino analysis.
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4.6.3 Tracking Performance

Figure 4.21 shows the correlation between the total observed charge in the ID 17inch
PMTs (Q17) and the distance of the muon track from the center of the detector
(Impact Parameter). The Q17 gap at (Impact Parameter)=650 cm (red dotted line
in the figure) corresponds to the boundary between the liquid scintillator and the
buffer oil. The minimum-ionizing light emissions are greater inside (smaller outside)
this boundary. The decreasing Q17 against the impact parameter agrees with that
the farther the track is, the shorter the track is , and the fewer the light emission is.
These are the evidence of the tracking performance.
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Figure 4.21: Correlation between the total observed charge in ID 17inch PMTs (Q17) and
the distance of the reconstructed muon track from the center of the detector
(ImpactParameter)

4.7 Point-like Event Reconstruction

4.7.1 Vertex Reconstruction

Algorithm of Vertex Reconstruction

The vertex is reconstructed with a maximum-likelihood mehtod on the photon-arrival
time distribution in the ID 17inch PMTs. Given a scintillation occurs on a vertex,
(x, y, z), at a time, t, the photoelectron-detection time in i-th PMT, ti, can be written
as

ti = t+ ToFi(x, y, z) + τi(t, x, y, z) (4.13)

where ToFi(x, y, z) is the calculated time of flight from the vertex (x, y, z) to the
i-th PMT using the distance, refraction index, and other geometrical parameters.
τi(t, x, y, z) represents the delay of signal detection timing for the i-th PMT compared
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to the expected time from geometric calculation, which depends on the time spread of
the photon emission (10 ns to a few fundred ns), absorption and re-emission process
of the photons in the liquid scintillator. The distribution of τi, ψ(τi(t, x, y, z)), was
constructed by unsing source calibration data.

Once ψ(τi(t, x, y, z)) is given, the likelihood function for the vertex, L(x, y, z), can
be defined as

L(t, x, y, z) =
∏
i∈hit

ψ(τi(x, y, z)) (4.14)

The vertex and time is reconstructed by finding the set of (t, x, y, z) which maximize
Eq.4.14.

The maximum of Eq.4.14 is searched for by solving

∂(logL)

∂t
=

∑
i∈hit

d(logL)

dτi

∂τi
∂t

= 0 (4.15)

∂(logL)

∂x
=

∑
i∈hit

d(logL)

dτi

∂τi
∂x

= 0 (4.16)

∂(logL)

∂y
=

∑
i∈hit

d(logL)

dτi

∂τi
∂y

= 0 (4.17)

∂(logL)

∂z
=

∑
i∈hit

d(logL)

dτi

∂τi
∂z

= 0 (4.18)

Vertex Reconstruction Quality

Vertex reconstruction quality is verified with various source calibration data including
z-axis and off-axis calibration. This section referes to source calibration along z-axis,
whereas off-axis calibration is used to study fiducial volume uncertainty as described
in Sec. 4.8.2.

The reconstructed vertex bias is verified with z-axis calibrations. Figure 4.22 and
Figure 4.23 show the reconstructed vertex (z) deviation from the true source deployed
position. The vertex bias are comfirmed to be less than 3% and 5% for before and
after the purifications, respectively.

Besides, vertex resolution is verified with source data. Figure 4.24 shows the com-
parison of distance distribution between the reconstructed vertex and the true source
position in the calibration data and simulation by GEANT4(Agostinelli et al. 2003).
Since the distribution of reconstructed vertex depends on not only the vertex resolu-
tion but also the particle dispersion, the simulated distribution is distorted assuming
a vertex resolution before compared to calibration data. The vertex resolution is es-
timated by finding the most plausible vertex resolution to reproduce the calibration
data.

The verified vertex resolution as a function of visible energy is shown in Fig-
ure 4.25. Since the purification campaigns changed the composition of the liquid
scintillator and decreased the light yield, the vertex resolution after purifications is
worse than that before the purification. On the other hand, the liquid scintillator is
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Figure 3.19: Vertex deviations between reconstructed z and expected position of
various sources. The calibrations were preformed on September 2005, before purifi-
cation. Blue points show only 17-inch PMTs analysis results and red points show
17- and 20-inch PMTs analysis results.

energy range. The definition of the miss reconstruction probability is as follows
:

P =
N(60Co events with ∆R > Rcut − N(BG with ∆R > Rcut)

N(60Co events) − N(BG)
, (3.15)

where Rcut is selected to be enough longer than the attenuation length of
gamma rays. Figure 3.24 shows the distance distribution and the estimated
miss reconstruction probability before and after purification. The miss recon-
struction probability is suppressed within 0.2 % in each analysis.

Figure 4.22: Vertex deviation between reconstructed vertical position and the deployed
position before purifications (Watanabe 2012). The 203Hg and 137Cs cali-
bration were performed in 2006 September. The 68Ge, 60Co and Am/Be
calibration were performed in 2005 September.
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Figure 3.20: Vertex deviations between reconstructed z and expected position of
various sources. The calibrations were preformed on July 2009, after purification.
Blue points show only 17-inch PMTs analysis results and red points show 17- and
20-inch PMTs analysis results.

Figure 4.23: Vertex deviation between reconstructed vertical position and the deployed
position after purifications (Watanabe 2012). These calibration data were
taken in 2009 July.

76



CHAPTER 4. EVENT RECONSTRUCTION AND DETECTOR CALIBRATION

3.4. EVENT RECONSTRUCTION 61

203Hg (1!, 279 keV) 137Cs (1!, 661.7 keV)

65Zn (!, 1116 keV)

dR [cm]
0 20 40 60 80 100 120 140

Ev
en

ts
/c

m

0

10

20

30

40

50 calibration data

MC, without resolution

MC, with resolution

dR [cm]
0 20 40 60 80 100 120 140

Ev
en

ts
/c

m

0
500

1000
1500
2000
2500
3000
3500
4000
4500 calibration data

MC, without resolution

MC, with resolution

dR [cm]
0 20 40 60 80 100 120 140

Ev
en

ts
/c

m

0

20

40

60

80

100

120

140 calibration data

MC, without resolution

MC, with resolution

dR [cm]
0 20 40 60 80 100 120 140

Ev
en

ts
/c

m
0

200

400

600

800

1000

1200

1400
calibration data

MC, without resolution

MC, with resolution

68Ge (2!, 511.0 keV!2) 60Co (2!, 1173.2 keV + 1332.5 keV)

dR [cm]
0 20 40 60 80 100 120 140

Ev
en

ts
/c

m

0

100

200

300

400

500

600 calibration data

MC, without resolution

MC, with resolution

(Before Purification)

Figure 3.22: Radius distribution of each calibration source data and simulation
result obtained by GEANT4[23]. The top four calibration source datas (203Hg,
137Cs, 68Ge, 60Co) were collected after purification, and the bottom one calibration
data (65Zn) was collected before purification. Blue points show the calibration data,
green and red lines show the simulation results with and without vertex resolution
effect, respectively. The red lines are represent the best fit vertex resolution searched
by chi-square test.

Figure 4.24: Comparison of distance between reconstructed vertex and the true source
position in souce calibration data and simulation (Watanabe 2012). The
top four figures show after-purification data whereas the bottom one before-
purification data. The observed data is plotted with blue. The simulated
data without(with) the vertex resolution is shown as green(red) stair plot.
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identical in Period2 and Period3 and the vertex resolution verified after the purifica-
tion is assumed to be valid for Period3. Though, actually, there are inceasing number
of bad channels, which decrease the effective light yield and worse the resolution, the
effect is corrected with the number of bad channel as described later.

4.7.2 Energy Reconstruction

The energy is defined by the deposited energy in the liquid scintillator. The deposited
energy (or ”real energy”) is calculated from the visible energy, which corresponds to
the scintillation light yield observed by ID PMTs. There is non-linear relationship
between the real energy and visible energy. It is described in Sec.4.7.3.

The visible energy is estimated with a maximum-likelihood method on the PMT
hit and charge profiles. To suppress the time variation of the detector response, the
following corrections are applied to the PMT charge in advance.

Basic corrections

• PMT Gain calibration
There are the small differences of single photoelectron charge between PMTs
even if the high voltage are supplied correctly. The gain of a PMT might
have time variation due to aging, high voltage tuning and changes in read-out
electronics. Each PMT’s charge is normalized channel by channel and run by
run using the charge distribution by single photoelectron input as described in
Sec.4.3.2.

• Bad channel selection
PMTs which have abnormal behaver — too many hits, no hits or strange charge
output — are selected as described in Sec.4.4 and masked in the energy recon-
struction. The observed charge sum in ID PMTs are corrected to cancel the
effect of absent charge from bad channels.

• Software discriminator threshold
PMTs have noises which cause accidental dark hit. To reduce its effect, the
software threshold is set at 0.3 p.e. for each PMT charge.

• Dark hit subtraction
PMT charge always include dark charge contribution. As described in Sec.4.5,
It can be estimated by counting charge in off-time window in the time spectra
of the light emission run by run. The estimated charge charge contribution is
subtracted from the total observed charge of each events.

Photon Yield Correction

The photon yield of the detector also depends on the property of the detector compo-
nents. The following items are parameterized and set into the energy reconstruction
algorithm.
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Figure 3.23: Vertex resolution for each calibration source as a function of visible
energy. The upper and lower figures show the vertex resolution before and after
purification. These estimations are based on 17-inch (left) or 17- and 20-inch PMTs
(right) analysis, respectively. Black points show the best fit vertex resolution ob-
tained by comparison with the simulation results, as shown in Figure 3.22. The
horizontal axis shows the visible energy estimated by energy spectrum fitting. Gray
shaded area shows error region.

Figure 4.25: Vertex resolution verified with various calibration sources (Watanabe 2012).
The black curve and blue shaded region present the best-fit vertex resolution
as a function of visible energy and its uncertainty.
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• Shadow effect
The observed charge by the PMTs in the bottom and chimney regions are
decreased because of the shadow effect for light traveling by the balloon film
and supporting kevler ropes. This effect is studied using 60C source calibration
at the center of the detector. Figure 4.26 shows the effective charge as a function
of PMT elevation angle before and after the correction. After the correction,
the decrease of effective charge in the poles are suppressed.

66CHAPTER 3. EVENT RECONSTRUCTION AND DETECTOR CALIBRATION

Photon Yield Efficiency

• Shadow effect
The charge of PMTs around the bottom and chimney regions are decreased
due to the shadow effect by balloon and kevler ropes. This effect is corrected
with the 60Co source at the center of the detector. As shown is Figure 3.27,
the small asymmetry of the polar angle distribution of charge is corrected after
the shadow effect correction.80CHAPTER 5. EVENT RECONSTRUCTION AND DETECTOR CALIBRATION
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Figure 5.15: Correction of shadow effect from the balloon and ropes. After shadow
correction, the small polar angle θ dependence is vanished.
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Figure 5.16: Photon counting for the attenuation length

Period Q0 [p.e.] Decreasing Rate

Before 1st Purif. 929.1 ± 6.7 -
After 1st Purif. 870.4 ± 8.3 -6.3 ± 1.1 %
After 2nd Purif. 785.9 ± 14.5 -15.4 ± 1.7 %

Table 5.3: Summary of relative light yield. The forth column shows the decrease
percentage of relative light yield compared to that before 1st purification, i.e. (Before
1st Purif. - After Purif.) / (Before 1st Purif.).

Single Photo-electron Efficiency

The inefficiency of 1 p.e. detection due to 0.3 p.e. threshold causes the non-linear
bias to the visible energy. The mean number of photo-electrons µ in j-th PMT is

after shadow correction
before shadow correction

Figure 3.27: Correction of shadow effect from the balloon and kevlar ropes. After
shadow correction, the small polar angle θ dependence is vanished.

• Attenuation length
The attenuation length is one of the important parameter to estimate the light
yield in the liquid scintillator. In KamLAND, the large fraction of scintillation
light is absorbed by the liquid scintillator. These photon absorption excites the
fluor and then it emits light again (re-emission light), which increases the light
yield. Furthermore, the acrylic plate in the buffer oil reflects the scintillation
or re-emission light and also change the effective attenuation length.

Figure 3.28 shows the schematic view for the effective attenuation length es-
timation using the neutron spallation events. The photons are collected in
the space perpendicular to the PMT surface in order to exclude the solid an-
gle effect for the charge. The property of the liquid scintillator had an effect
from the purification campaign, so the attenuation length is estimated at three
separate terms. :

– before 1st purification : Sep.16, 2006 - May. 12, 2007
– before 1st purification : Sep.1, 2007 - Apr. 18, 2008
– after 2nd purification : Mar.10, 2009 - May. 16, 2009

Figure 3.29 shows the mean charge of neutron capture γ-rays including shadow
effect as a function of the distance from PMT at the three periods. The atten-
uation length and the initial charge were decreased because of the purification
campaign as summarized in this figure.

• Single photo-electron efficiency
The inefficiency of 1 p.e. detection due to the 0.3 p.e. threshold causes the

Figure 4.26: Shadow effect correction using the balloon and kevlar ropes(Watanabe 2012)

• Attenuation length
A fraction of scintillation photon in the liquid scintillator is absorbed by the
liquid scintillator itself. These photons absorption excites the liquid scintillator
and cause another photon emission (re-emission). There effects need to be pa-
rameterized and called “effective attenuation length”. Furthermore, the acrylic
plate surrounding PMTs can reflect the scintillation or re-emission photons and
affect the effective attenuation length. The effective attenuation length is esti-
mated using neutron capture event (2.2 MeV γ-ray monochromatic spectrum)
in the KamLAND dataset selected from the space perpendicular to exclude the
solid angle effect for the charge, as described in Figure 4.27. This estimation are
performed for each period: before 1st purification campaign, between 1st and
2nd purification campaigns and after the 2nd purification campaign because
the different property of the liquid scintillator should expect different effective
attenuation lengths. Figure 4.28 shows the mean corrected charge as a function
of the distance from PMTs. By fitting these plots with exponential functions,
the initial charge (Q0) and the effective attenuation length (L0) are extracted.
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Figure 3.28: Schematic view for photon counting attenuation length estimation.
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Figure 5.17: Effective light attenuation length in the liquid scintillator evaluated by
spallation neutron gamma rays. The red points, green points, and blue points shows
before 1st purification, after 1st purification, and after 2nd purification, respectively.
The distance dependence of mean charge is fitted by exponential curve, and then
initial charge Q0 and attenuation length L0 are obtained.

calculated using the preliminary estimation of the expected charge for each PMT,

µ ≡
∑

i

Qobserved
i ×

Qexpected−no−threshold
j∑

i Q
expected−no−threshold
i

. (5.8)

Using the 1 p.e. detection efficiency ε and the mean number of p.e., the probabilities
of the detection efficiency of 0 p.e., 1 p.e, and N p.e.(N ≥ 2) are given with Poisson
statistics,

P (0) = e−µ + (1 − ε)µe−µ

= e−µ[1 + (1 − ε)µ]

P (1) = εµe−µ

P (N) =
µN

N !
e−µ (N ≥ 2).

(5.9)

Then, the expected charge is calculated by adding up charges,

Qexpected
i = q(1) · P (1) +

∑

N≥2

[q(N) · P (N)]. (5.10)

Here, normalization factor is omitted because it does not affect the energy non-
linearity. If there is no threshold effect,

∑

N≥1

[q(N) · P (N)] = µq1 ≡ Qexpected−no−threshold
i (5.11)

Figure 3.29: Effective attenuation length in the liquid scintillator using spallation
neutron events. Red points, green points and blue points show before 1st purifica-
tion, after 1st purification and after 2nd purification, respectively. The initial charge
Q0 and the attenuation length L0 are obtained from exponential curve fitting.

non-linear bias for the visible energy. The mean number of photo-electrons µ
in j-th PMT is calculated using the preliminary estimation of the expected
charge for each PMT,

µ ≡
∑

i

Qobserved
i ×

Qexpected−no−threshold
j∑

i Q
expected−no−threshold
i

. (3.16)

Considering the 1 p.e., detection efficiency ε, probabilities of 0 p.e., 1 p.e. and

Figure 4.27: Schematic view of the attenuation length estimation(Watanabe 2012)
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Figure 3.28: Schematic view for photon counting attenuation length estimation.
5.6. ENERGY RECONSTRUCTION 81

!"#$%&'()*+,-)./0)1'-2

344 544 644 744 8444 8344 8544

944

744

:44

644

;44

544

<44

/
(
%
&
)=
,
++
(
'
$(
>
)=
?
%
+@
(
)1
A
B(
B2

C(*,+()8#$)AD+"*"'%$",&

%*$(+)8#$)AD+"*"'%$",&

%*$(+)3&>)AD+"*"'%$",&

E4)F)989B8)G)6B:)AB(B

E4)F)7:4B5)G)7B<)AB(B

E4)F):7;B9)G)85B;)AB(B

H4)F)36B9)G)8B<)-

H4)F)38B3)G)8B8)-

H4)F)87B4)G)8B6)-

*IJK)F)E4)(JAILJMH4K

Figure 5.17: Effective light attenuation length in the liquid scintillator evaluated by
spallation neutron gamma rays. The red points, green points, and blue points shows
before 1st purification, after 1st purification, and after 2nd purification, respectively.
The distance dependence of mean charge is fitted by exponential curve, and then
initial charge Q0 and attenuation length L0 are obtained.

calculated using the preliminary estimation of the expected charge for each PMT,

µ ≡
∑

i

Qobserved
i ×

Qexpected−no−threshold
j∑

i Q
expected−no−threshold
i

. (5.8)

Using the 1 p.e. detection efficiency ε and the mean number of p.e., the probabilities
of the detection efficiency of 0 p.e., 1 p.e, and N p.e.(N ≥ 2) are given with Poisson
statistics,

P (0) = e−µ + (1 − ε)µe−µ

= e−µ[1 + (1 − ε)µ]

P (1) = εµe−µ

P (N) =
µN

N !
e−µ (N ≥ 2).

(5.9)

Then, the expected charge is calculated by adding up charges,

Qexpected
i = q(1) · P (1) +

∑

N≥2

[q(N) · P (N)]. (5.10)

Here, normalization factor is omitted because it does not affect the energy non-
linearity. If there is no threshold effect,

∑

N≥1

[q(N) · P (N)] = µq1 ≡ Qexpected−no−threshold
i (5.11)

Figure 3.29: Effective attenuation length in the liquid scintillator using spallation
neutron events. Red points, green points and blue points show before 1st purifica-
tion, after 1st purification and after 2nd purification, respectively. The initial charge
Q0 and the attenuation length L0 are obtained from exponential curve fitting.

non-linear bias for the visible energy. The mean number of photo-electrons µ
in j-th PMT is calculated using the preliminary estimation of the expected
charge for each PMT,

µ ≡
∑

i

Qobserved
i ×

Qexpected−no−threshold
j∑

i Q
expected−no−threshold
i

. (3.16)

Considering the 1 p.e., detection efficiency ε, probabilities of 0 p.e., 1 p.e. and

Figure 4.28: Estimation of effective attenuation length in the liquid scintillator. The
slopes are fitted exponential function to extract the initial charge (Q0) and
the effective attenuation length (L0). This estimation is performed separately
for each period with different liquid scintillator status.(Watanabe 2012)
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Photoelectron Detecting Efficiency

An photon detecting inefficiency comes from the 0.3 p.e. software threshold described
above. Its non-linear effect on the total observed charge is parameterized and cali-
brated as below.

When a scintillation take a vertex, X⃗, and M photons are emitted, the average
of the number of photoelectron coming out from the photo cathode of the i-th PMT,
Ni, can be written as,

Ni = qbi(X⃗)M (4.19)

where q is the quantum efficiency of the PMT and bi(X⃗) is the fraction of photons
arriving at i-th PMT, which account for the solid angle of the photocathode of the
PMT viewed from the scintillation vertex, the shadow effect and the effective attenu-
ation length described above. The normalization constant are omitted because it will
be subdivided in the later calculation process.

The number of photoelectron detected in the i-th PMT, n, should follow a Poisson
distribution whose mean is Ni, that is,

P(n;Ni) =
Nn

i e
−Ni

n!
(4.20)

and the expected value of charge detected by i-th PMT, Qexpected−no−threshold
i , is

Qexpected−no−threshold
i ≡ q1Ni =

∑
n≥1

qnP(n;Ni) (4.21)

where qn means the average value of the observed charge when the PMT detects n
photoelectrons.

Using ϵ as the efficiency by the 0.3 p.e. software threshold, the effective distribution
which n should follow, Peff (n;Ni), is

Peff (0;Ni) = P (0;Ni) + (1− ϵ)P (1;Ni)

Peff (1;Ni) = ϵP (1;Ni)

Peff (n;Ni) ≃ P (1;Ni) (2 ≤ n) (4.22)

Then, the expected value of charge detected by i-th PMT taking the software
threshold effect, Qexpected

i , can be written using the average value of the observed
charge in single photoelectron detection without the threshold effect, q1,residual, as

Qexpected
i = q1,residualPeff (1;Ni) +

∑
n≥2

qnPeff (n;Ni)

=
∑
n≥1

qnP(n;Ni)− q1P(1;Ni) + q1,residualPeff (1;Ni)

= Qexpected−no−threshold
i − q1Nie

−Ni + ϵq1,residualNie
−Ni

= q1Ni − q1Nie
−Ni + ϵq1,residualNie

−Ni

= q1Ni

(
1−

(
1− q1,residual

q1
ϵ

)
e−Ni

)
= Qexpected−no−threshold

i (1− e−Niδ) (4.23)
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Here δ present the effect of the software threshold and defined as

δ ≡ 1− q1,residual
q1

ϵ (4.24)

The parameter δ is measured to be 0.03 using the source calibraiton data of 60Co
(2γ, 1.173 MeV + 1.333 MeV) and 65Zn (γ, 1.116 MeV).

The expected number of detected photoelectrons in the i-th PMT, µsignal
i , can be

calculated by allocating the total observed charge to each PMT as

µsignal
i =

∑
j∈GoodPMT

Qobserved
i × Qexpected

i /qi∑
j∈GoodPMTQ

expected
j

(4.25)

where “Good PMT” is a set of non-bad PMTs. This “µsignal
i ” as a function of M, i.e.

as a function of visible energy, is one of the fundamental components of the likelihood
function to estimate the visible energy.

Algorithm of The Energy Reconstruction

The likelihood function for the energy reconstruction, L, is defined as

L ≡
∏

i∈no-hit

Phit(0|µi)×
∏
i∈hit

{
∞∑
j=1

Phit(j|µi)PDF
charge(qi, j|µi)

}
PDFtime(ti|µi)

(4.26)

where “no-hit” and “hit” present the set of PMTs which did not hit and hit, respec-
tively. j, qi and ti is the number of detected photoelectron, the detected charge and
the hit timing of the first photon detection. µi the expected number of detected pho-
toelectron calculated from µsignal

i (described above) and µdark
i (estimated in Sec.4.5)

as
µi = µsignal

i + µdark
i (4.27)

Phit(0|µi) and Phit(1 ≤ |µi) are non-hit and hit probability, respectively, under
the expected number of detected photoelectron µi. Since the number of detected
photoelectron follows a Poisson distribution, they can be written down as,

Phit(0|µi) = e−µi + (1− ϵ)µie
−µi

Phit(1 ≤ |µi) = 1− Phit(0|µi) (4.28)

PDFcharge(qi, j|µi) is the Probability-Density-Function (PDF) of charge and mod-
eled by a combination of Poisson and Gaussian distribution as

∞∑
j=1

Phit(j|µi)PDF
charge(qi, j|µi) =

∞∑
j=1

{
µj
i

j!
e−µi × 1√

2πjσ2
e
− (qi−j)2

2jσ2

}
(4.29)

where σ is the standard deviation of the 1 p.e. charge distribution from source cali-
bration data.
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The PDF of time, PDFtime(ti|µi), consist of the hit timing distribution, ϕi(ti),
created from the source calibration data and dark hit rate, di, as

PDFtime(ti|µi) =
(aiµ

signal
i )ϕi(ti) + di

µi

(4.30)

with a set of normalization factors “ai”.
The visible energy is reconstructed by searching for the maximum likelihood point

of L, that is, finding the visible energy, Evis that leads to

∂ logL
∂Evis

= 0 (4.31)

with the Newton-Raphson method (Garrett 2015).

Combination of 17inch and 20inch PMTs

20inch PMTs have been used from Feb. 2003. Since they have no clear single photo-
electron peak and their charge-energy linearity is different from that of 17inch PMTs,
the energy reconstruction procedure described above is implemented in 17inch PMTs
and 20inch PMTs, independently. Then, the visible energy is calculated with com-
bining factor, α, as

Evis = (1− α)E17inch
vis + αE20inch

vis (4.32)

Here, α is determined to give the best energy resolution using the various calibra-
tion data as Figure 4.29, and α = 0.3 is used.

The deviation of the combined visible energy from “17inch-only” visible energy
is also evaluated with the source calibration (low energy region) and the spallation
products (high energy region) as Figure 4.30. The deviation of the combined energy
is less than 0.6%.

4.7.3 Detector Energy Scale Model

The non-linear relation between the visible energy and the actual energy deposit, i.e.
real energy, is modeled using Geant4 simulation tool kit(Agostinelli et al. 2003) and
following sources of various particle types.

• γ-ray source : 203Hg, 137Cs, 68Ge, 60Co, spallation neutron capture on proton,
spallation neutron capture on 12C

• Positron source : 10C, 11C

• Electron source : spallation 12B

Figure 4.31 and Figure 4.32 show the verified detector energy scale model (relation-
ship between the visible energy and the real energy) before and after the purifications,
respectively.
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Combination of 20-inch PMTs

The signals from the 20-inch PMTs have been used from Feb. 2003. Since the 20-
inch PMTs do not have high charge resolution, there are no 1 p.e. peak in the charge
distribution. The charge dependence of the 20-inch PMT visible energy is also not
the same as the 17-inch PMT. Therefore, the mean value of the visible energy from
20-inch PMTs (E20inch) should be calibrated with that of 17-inch PMTs (E17inch).
They are combined to get better statistical accuracy as follows,

Evisible = (1 − α) · E17inch + α · E20inch, (3.23)

where α is the weighted factor giving the best energy resolution. This factor α is
evaluated from the various calibration sources as shown in Figure 3.30, and it is
optimized to 0.3. As shown in Figure 3.31, the deviation of the combined energy is
compared with only 17-inch PMT energy, and its non-liniality is controlled within
0.6 %.
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Figure 3.30: The combined energy resolution as a function of the combining factor,
α The yellow line represents the best parameter, α = 0.3.

Figure 4.29: The combined energy resolution as a function of the combining factor, α, in
various type of source calibration. The best α is found at 0.3 (yellow line)
(Watanabe 2012)
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Figure 3.31: The combined energy linearity as a function of 17-inch PMT energy.
The linearity of the combined energy is verified by the radioactive isotopes, 203Hg,
137Cs, 68Ge, 65Zn and 60Co. The high energy region up to 14 MeV is confirmed
by the spallation products such as 12B. The uncertainty on the combined energy
non-liniality is less than 0.6 %.

Figure 4.30: Combined visible energy deviation as a function of the “17inch-only” visible
energy(Watanabe 2012)
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(a) Before Purification

(b) After Purification

Figure 3.31: Energy scale of before and after purification.

Figure 4.31: Detector energy scale model to various particle types before purifica-
tions(Ichimura 2008)
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(a) Before Purification

(b) After Purification

Figure 3.31: Energy scale of before and after purification.

Figure 4.32: Detector energy scale model to various particle types after purifica-
tions(Nakajima 2009)
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4.8 Vertex and Energy Uncertainty

4.8.1 Vertex Miss-Reconstruction Probability

There is a possibility that a vertex of a scintillation is reconstructed at a distance
from its actual position. If an IBD event is reconstructed outside the effective volume,
it makes an systematic bias in the antineutrino analysis. Therefore, the probability
of miss reconstruction, or “miss-reconstruction probability”, is estimated with 60Co
source calibration installed at the center of the ID. The miss-reconstruction proba-
bility is defined as

Pmiss-recon. =
N(60Co event with ∆R ≥ Rcut)−N(BG event with ∆R ≥ Rcut)

N(60Co event)−N(BG event)
(4.33)

where Rcut = 300 cm is determined enough larger than the 60Co γ attenuation length.
To account for only miss-reconstructed 60Co events, the background (BG) contribu-
tion is evaluated in advance from special low-trigger-threshold run and subtracted.

Figure 4.33–4.35 show the estimation process and estimated miss-reconstruction
probability for each source z-position. The miss-reconstruction probability is evaluate
to be less than 0.2% in each period, which is assigned as a systematic uncertainty
related to the vertex miss-reconstruction.

4.8.2 Fiducial Volume Uncertainty

In antienutrino analysis, a 6.0-m-radius spherical volume cut is applied as described
in Sec.5.4. The exposure is calculated with a geometrical volume of 6-m-radius sphere
and measured density of the liquid scintillator. If there is a bias in the reconstructed
vertex, it leads to a difference between the calculated exposure and the actual expo-
sure. So, the vertex bias is studied with 4-π calibration (Sec.3.3.7).

The 4-π calibration is a off-axis calibration and was performed in 2006, 2007 and
2011. Radioactive sources are deployed within 5.5 m radius in the ID. The uncertainty
in 6 m radius, which is used in the antineutrino analysis, is calculated from the 4-π
calibration result and scaling a factor from 5.5 m to 6 m studied using spallation
products. Spallation 12B/12N is uniformly and constantly generated by cosmic muon
and useful to study fiducial volume.

Fiducial volume uncertainty in Period1

The 4-π calibration in 2006 is used to estimate the uncertainty in Period1. See
Sec.5.1.1 for the definition of “Period”. Ichimura (2008) analyzed the 4-π calibration
run in 2006 and obtained the reconstructed vertex bias within 5.5 m to be 3 cm,
which corresponds to a 1.6% fiducial volume uncertainty. Using Pr as the number of
protons in radius r [cm] spherical volume, it turns

∆P550

P550

= 0.016 (4.34)
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Figure 4.33: Miss-reconstruction probability estimation with 60Co source in Period1
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Figure 4.34: Miss-reconstruction probability estimation with 60Co source in Period2
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Figure 4.35: Miss-reconstruction probability estimation with 60Co source in Period3
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The scaling factor α in
P600 = αP550 (4.35)

is estimated using the number of spallation 12B/12N event within 550 cm and 600 cm
(Figure 4.36). It gives

N550

N600

= 0.768± 0.002

↔ N600

N550

= 1.302± 0.003 (4.36)

On the other hand, a geometrical volume calculation gives

V600
V550

=
6003

5503
= 1.2983 (4.37)

From Eq. 4.36 and Eq. 4.37, the relative uncertainty of α is calculated to be

∆α

α
=

√
(1.302− 1.2983)2 + 0.0032

1.2983
= 0.00367 (4.38)

Finally, from Eq. 4.34 and Eq. 4.38, the fiducial volume uncertainty in Period1 is
calculated as

∆P600 =
√

(P550 ·∆α) + (α ·∆P550)

∆P600

P600

=

√(
∆P550

P550

)2

+

(
∆α

α

)2

(4.39)

= 0.0165

A 1.65% systematic uncertainty from the fiducial volume uncertainty is assigned in
Period1.

Fiducial volume uncertainty in Period2

The 4-π calibration in 2011 is available for Period2. It gives a fiducial volume uncer-
tainty within 550 cm to be

∆P550

P550

= 0.033 (4.40)

The spallation 12B/12N event within 550 cm and 600 cm gives

N550

N600

= 0.77535± 0.0106

↔ N600

N550

= 1.2897± 0.01763 (4.41)

Then, the relative uncertainty of the 550-cm-to-600-cm scaling factor α is

∆α

α
=

√
(1.2897− 1.2983)2 + 0.01762

1.2983
= 0.01959 (4.42)
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Figure 4.36: Time variation of spallation 12B/12N event rate ratio within 550 cm to 600
cm. Each point represent one-month-average. The value for each period is
obtained by calculating the live-time-weighted average.

Finally, from Eq.4.40 and Eq.4.42, the fiducial uncertainty in Period2 is calculated as

∆P600 =
√

(P550 ·∆α) + (α ·∆P550)

∆P600

P600

=

√(
∆P550

P550

)2

+

(
∆α

α

)2

(4.43)

= 0.0386

A 3.86% systematic uncertainty from the fiducial volume uncertainty is assigned in
Period2

Fiducial volume uncertainty in Period3

There are no 4-π calibration available in Period3. The fiducial volume uncertainty is
estimated by adding the time variation of spallation 12B/12N event rate to the fiducial
volume uncertainty in Period2.

Supposing the number of protons in the fiducial volume in Period3 is PPeriod3
600 and

it is connected from P600 in Period2 as

PPeriod3
600 = βP600 (4.44)

β is estimated with spallation 12B/12N events. The number of spallation 12B/12N
events in 600-m-radius fiducial and in the total volume, i.e. no vertex cut, (Fig-
ure 4.37) are (

N600

Ntotal

)
Period2

= 0.7848± 0.002151(
N600

Ntotal

)
Period3

= 0.8001± 0.001645 (4.45)
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The errors in Eq. 4.45 are statistical error only because the others are canceled in the
following calculation. Then, this gives

β =
0.8001

0.7848
= 1.01958 (4.46)

and

∆β

β
= 0.0196 +

√(
0.001645

0.7848

)2

−
(
0.8001× 0.002151

0.78482

)2

= 0.023 (4.47)

Thus, the fiducial volume uncertainty in Period3 is calculated as

∆PPeriod3
600 =

√
(P600 ·∆β) + (β ·∆P600)

∆PPeriod3
600

PPeriod3
600

=

√(
∆P600

P600

)2

+

(
∆β

β

)2

(4.48)

= 0.045

Note that ∆P600

P600
is the fiducial volume uncertainty in Period2.

A 4.50% systematic uncertainty from the fiducial volume is assigned in Period3.
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Figure 4.37: Time variation of spallation 12B/12N event rate ratio within 600 cm to the
full volume. Each point represent one-month-average. The value for each
period is obtained by calculating the live-time-weighted average.
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Chapter 5

Anti-neutrino Event Selection

Anti-neutrino events are selected by various criteria described in this chapter. This
study uses the acquired data from 2002 March to 2020 December, which include about
10 year of the low-reactor period. In advance of the event selection, the KamLAND
observed data is classified by its “data quality”, and a number of vetoes are applied
to reject background contaminations. The anti-neutrino event, i.e. the inverse-beta
decay, candidate is identified by the delayed-coincidence strategy as described in
Sec.3.4. Furthermore, a likelihood-based event selection as applied to improve the
purity of the antineutrino profiles. The Uncertainties of the selection is also described
in this chapter.

5.1 Dataset

5.1.1 Data Periods

This study used the data acquired from 2002 March to 2020 December. The dataset
is divided into three periods as shown in Table 5.1. The boundary between Period1
and Period2 is the start of the 1st purification campaign. Since the 210Pb contamina-
tion in the liquid scintillator was effectively removed by the purifications(Sec.3.3.6),
the 13C(α, n)16∗O background drastically decreased in Period2. The start of Period3
corresponds to the installation of the mini balloon described in Sec.3.5.2. It also
coincidentally corresponds to the start of the low-reactor period, which started with
the Japanese reactor’s shutdown due to the Great East Japan Earthquake and the
Fukushima-I reactor accident in 2011 March. Although the result of a great tragedy,
this period provides us the opportunity to measure the geoneutino flux precisely. In
particular, it enabled us to perform geoneutrino spectroscopy, separate the uranium
and thorium contribution, thus probe the abundances of major heat-producing el-
ements in the Earth independently from each other. This is a decisive key of this
study.
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Table 5.1: Summary of dataset

Period date live time [days] detector status

1 2002 Mar. – 2007 May 1485.5 before purifications
2 2007 May – 2011 Aug. 1151.5 during and after purifications

3 2011 Aug. – 2020 Dec. 2590.0
after the start

of KamLAND-Zen 400

total 2002 Mar. – 2020 Dec. 5227.0

5.1.2 Run selection

The KamLAND DAQ is switched typically once every 24 hours, and each period is
called a “run”. This run switch is also performed when some troubles or on-side
hardware changes happen. However, not all the data acquired is used in the analysis.
Some runs are not appropriate for the physics analysis due to some fails of the high-
voltage supplies, readout electronics, and data transition. Each run is checked for the
following items, and runs with anomalies are excluded from the analysis to keep the
data quality.

• Number of bad channels
Runs with an abnormally large number of bad channels compared to the pre-
ceding and following runs are excluded from the analysis because they indicate
some kind of hardware problem.

• Trigger rate, muon rate and low-energy event rate
These parameters are monitored by online analysis in parallel with DAQ, and
if they show unusually large values, such runs are excluded as it implies some
anomalies in the data acquisition.

• Run time
Runs with too short running time to apply run-by-run corrections described in
Sec.4.3 can not be used for the analysis and not used.

There is a possibility that a run may have anomalies above in a part of the entire
run time. Thus, the runs are classified into the following three categories.

• Good run
No problem happened. These runs are used in the analysis.

• Half-bad run
Partly problem happened. These runs are used in the analysis after cutting off
the abnormal period as “dead time”.

• Bad run
Heavy problem happened. These runs are not used in the analysis.
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5.1.3 Livetime Calculation

The live time is defined as the active time period of the detector for neutrino obser-
vation, and calculated run-by-run from the following items.

• Run time
DAQ-running time defined as the time difference between the absolute time of
the first event and the last event in the run

• Dead time
Time of no-data taking or abnormal-data taking

• Veto time
Time to be rejected by the muon veto (Sec.5.3) for the background rejection in
offline analysis

The dead time is further categorized into and calculated by summing the followings

• Bad run
As described above, bad runs are not used, i.e. the whole time of such run is
treated as dead time.

• Half-bad run
As described above, a part of half-bad run with low-data qualities are cut off
as dead time. The past is used.

• Trigger disable period
If the KamFEE Trigger module is busy and fails to issue a trigger correctly, it
is recorded as an “trigger-disable flag”. Such period is identified as dead time
and excluded from the dataset.

• Trigger dead period
Some network problem may cause broken data packets. Such incident is identi-
fied by searching for large time intervals more than 100 µs between each history
trigger event.

The uncertainty of dead time is calculated by counting 1PPS trigger events. The
1PPS trigger is a forced trigger issued every seconds in sync with GPS, and thus the
number of 1PPS-triggered event ideally corresponds to the veto-time-subtracted run
time. The unknown dead time ratio is defined as

R ≡=

∣∣∣∣1− (Number of 1PPS trigger)

(run time)− (veto time)

∣∣∣∣ (5.1)

Figure 5.1 and Figure 5.2 shows the distribution of the unknown dead time ratio
before and after the purifications. The average unknown dead time ratio is estimated
to be about 0.03% and 0.006%, respectively.
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Figure 5.8: Unknown deadtime ratio before (top) and after (bottom) purification.
The average unknown deadtime ratio is estimated to be ∼0.02 % and ∼0.01 %,
respectively.
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Figure 5.9: Ratio between live time and run time for each run. The pink points
shows good runs, and blue points shows half-bad runs. The small ratio indicated
that the run has noisy period. The average ratio for all runs is estimated to be 88.5
%.

Figure 5.1: Unknown dead time ratio before the purifications(Watanabe 2012)
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Figure 5.8: Unknown deadtime ratio before (top) and after (bottom) purification.
The average unknown deadtime ratio is estimated to be ∼0.02 % and ∼0.01 %,
respectively.
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Figure 5.9: Ratio between live time and run time for each run. The pink points
shows good runs, and blue points shows half-bad runs. The small ratio indicated
that the run has noisy period. The average ratio for all runs is estimated to be 88.5
%.

Figure 5.2: Unknown dead time ratio after the purifications(Watanabe 2012)
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After all, the live time of each run is calculated from the run time, dead time and
veto time. To take the overlaps of veto times into accounts, the live time is defined
as follows using the pseudo dataset with an uniform time and vertex distribution.

(live time) =
(number of events after applying all cuts)

(number of the pseudo events)
· (run time) (5.2)

The cumulative live time against calendar time is plotted in Figure 5.3. Besides,
the live time ratio to the run time is shown in Figure 5.4. Since recently KamLAND
has increasing bad channels and trigger problems, the live time ratio has been grad-
ually increasing.
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Figure 5.3: Year and cumulative livetime

The uncertainty of this calculation is evaluated from the statistical error. Given
the number of the pseudo data is 107 for each run and the vetoed event is about 1%
for good runs, the statistical uncertainty under the binominal distribution is about
0.003%, which is smaller than the unknown dead time ratio. Thus, the unknown dead
time ratio for before and after the purifications, i.e. 0.03% and 0.006%, are assigned
as the uncertainties of the live time.

5.2 Physics Event Selection

Non-physical events originating from electric noise, flasher PMTs and PMT ringings
are also included in the KamLAND observation data. Those events are removed prior
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Figure 5.4: the livetime ratio to the run time

to the physics event selection by the methods described in this section.
The total charge distribution in various type of events are shown in Figure 5.5. The

low-energy event, i.e. the antineutrino reaction candidates, have the charges around
102–103 photoelectrons. Most muon events have charges more than 103 photoelectron,
whereas most of muon-related events have charge less than muon event but removed
by the “2 msec after muon” veto. On the other hands, noise event originating from
PMT or electronics noise is dominant in the charge region less than 102 photoelectrons.

5.2.1 Noise Event Cut

The non-physical noise event originating from PMT noise or electronics noise is char-
acterized by their abnormal hit timing cluster. To find if a event has hit timing
cluster, a parameter “N100” is defined as the total number of hit PMT in a 100 ns
time window. The time window for counting N100 is shifted in the event time window
to get the largest value of N100. The noise events are selected by the following criteria.

N100 ≤
Nhit + 50

2
(5.3)

where Nhit donates the number of PMT hit of the inner detector, including both
17inch and 20inch PMTs.

Figure 5.6 shows the corrections between N100 and Nhit in a source calibration run
in 2017 with a Co-Ge-Cs composite source, where the noise cut criteria is shown as
the green line.
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5.3 Physics Event Selection

KamLAND real data includes unphysical events such as noise events, flasher events
and ringing events. These are rejected before physics analysis. Figure 5.2 shows
the 17-inch PMT’s charge distribution including unphysical events. In high energy
region, over 104 p.e., almost all events are muons. On the other hand, there are
many events at or below 2,000 p.e., and theses are eliminated by the 2 msec veto
after muon.
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Figure 5.2: Total charge of 17-inch PMTs distribution for various type of events.

5.3.1 Noise Event

Non-physical events are characterized by their abnormal PMTs hit time distribution.
A noise event is defined as an event which has no timing cluster of PMT hit. To
select the noise event, a parameter ”N100” is useful, which represents the number
of PMT hits with 100 nsec time window. The 100 nsec time window is adjusted
to contain the maximum number of hits within the time window. Figure 5.3 shows
the distribution between the number of PMT hits within 100 nsec (N100) and the
number of PMT hits of the inner detector in an event (NhitID). The noise events
are clearly separated, and the selection criteria is

N100 ≤ NhitID + 50
2

, (5.1)

which shown with a green line in the figure.

Figure 5.5: The total charge distribution of the 17inch PMTs in various type of
events(Watanabe 2012)
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Figure 5.6: Noise event cut criteria
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This cut criteria may accidentally remove an IBD event candidate with the inci-
dent neutrino energy near the reaction threshold. Therefore, the inefficiency by the
noise cut is evaluated using source calibration data. 68Ge is useful to check it since it
emits thermal positron, i.e. annihilation 2 γ’s, which has almost the same properties
as the IBD prompt event with the least prompt scintillation.

The N100-Nhit plots with the noise cut criteria for Period1 (2006/Apr., Co-Ge com-
posite source), Period2 (2009/Jul., Co-Ge composite source) and Period3 (2017/Jul.,
Co-Ge-Cs composite source) are shown in Figure 5.7, Figure 5.8 and Figure 5.9,
respectively. The 68Ge events are easily selected by the reconstructed energy.

From these calibration data, the inefficiencies are found to be < 2.7 × 10−3%
(upper limit), < 4.9× 10−3% (upper limit) and < 2.9× 10−2% for Period1, 2 and 3,
respectively. These inefficiencies are assigned to the systematic uncertainties.
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Figure 5.7: Noise event cut inefficiency check for Period1

5.2.2 Flasher Event Cut

PMTs may emit light from itself due to the discharge in the dynode. The emitted
light is detected by the other PMTs and mimics a high energy event up to 20 MeV.
This phenomenon is called “flasher event”. Since the flashing PMT detect the most of
detected charge in ID, the flasher events are easily selected by the following criteria.

• (Total charge of the 17inch and 20inch PMTs in the ID, QID) ≥ 2500 [p.e.]

• (Max PMT Charge) / QID ≥ 0.6
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Figure 5.8: Noise event cut inefficiency check for Period2
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Figure 5.9: Noise event cut inefficiency check for Period3
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• Not either a noise event (Sec.5.2.1) nor a muon event (Sec.4.6.1)

The flusher event are clearly separated from the other event as shown in Fig-
ure 5.10.

The flasher event rate is evaluated to be 2.9 × 10−3 [Hz] and 1.2 × 10−3 [Hz]
for before and after the purifications. These corresponds to about 8 × 10−3% and
9×10−3% of the total low-energy events, which are much smaller than the rest of the
systematic uncertainties and negligible.5.3. PHYSICS EVENT SELECTION 125

Flasher Events

Normal Events

Figure 5.4: Flasher event selection criteria. The ’max PMT charge’ means the
maximum of the PMT charge of the inner detector in an event. The horizontal
axis shows the total charge sum, and the vertical axis shows the ratio between the
maximum PMT charge and the total charge. The lines show the cut-off condition
for the flasher events.

5.3.3 Ringing Event

After the KamFEE upgrade on Jun. 2003, fake muon signals start to appear in the
data. These events are caused ringing in KamFEE baseline and are called ”ringing
event”. Figure 5.5 shows the ∆ Tmuon distribution. The ringing events can be
effectively rejected by ∆Tmuon < 1µsec cut, as shown in the figure. This events do
not affect on the anti-neutrino analysis.

Figure 5.10: Flasher event profile and selection criteria(Watanabe 2012)

5.2.3 Ringing Event Cut

After a KamFEE upgrade campaign in 2003, fake muon events appears after muon
events. These events are caused by instability of the KamFEE baseline, called “ring-
ing”, and thus, these fake muon events are called “ringing event”.

As is shown in Figure 5.11, the ringing events are effectively rejected by

• (Nhit > 600) && (∆Tmuon < 1 [µs])

where Nhit is the total number of hit PMT in the ID and ∆Tmuon is the time difference
from the last muon event.

5.3 Muon and Spallation Event veto

Cosmic muons generate various radioactive isotopes and neutrons via spallation in the
KamLAND liquid scintillator. The major radioactive isotopes generated in the Kam-
LAND is summarized in Table 5.2. Since we apply the delayed-coincidence method
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Figure 5.5: Time difference distribution from last muon. Ringing events are selected
with Nhit > 600, and these can be effectively suppressed by the time correlation cut,
∆Tmuon < 1 µsec. The vertical line shows the cut condition, ∆Tmuon = 1 µsec. The
muon events are rejected in the both distribution.

Figure 5.11: Time differences between muon events(∆Tmuon) and ringing event selection
criteria. The vertical green line is the criteria.(Watanabe 2012)

to find the IBD candidates (Sec.5.4), there are not needs to apply spallation cuts
described in Ozaki (2020) and Takeuchi (2022) to remove these isotopes. However,
some of them, e.g. 8He/9Li, are generated with neutrons, and thus may mimics the
IBD candidate. Such backgrounds are well studied and described in Sec.6.4.

Cosmic muons are detected as a huge scintillation and accompanied by multiple
neutron capture events. This makes it challenging to reconstruct the correct vertex
and energy of low-energy event immediately following the muon event. In addition,
KamFEE cannot record all the data immediately after a muon event because of the
ATWD dead time described in Sec.3.3.5.

To avoid muon-related backgrounds and get a high-quality antineutrino dataset,
muon events tagged by the selection criteria described in Sec.4.6.1 and accompanying
event selected by the following selections are removed. This cut is named “muon
veto”.

• Low-energy muon (Q17 < 40000[p.e.]) : 2 ms whole volume veto

• High-energy muon (40000[p.e.] < Q17)

– showering muon (106[p.e.] ≤ ∆Q) : 2 s whole volume veto

– bad-reconstructed muon (100 ≤ Badness) : 2 s whole volume veto

– well-reconstructed non-showering muon (Badness < 100 and ∆Q < 106[p.e.]):
2 ms whole volume veto and 2 s veto in the cylindrical volume around the
reconstructed muon track

where Q17 is the total observed change in the 17inch PMTs and ∆Q is the residual
charge. Badness is a parameter for muon track reconstruction quality.
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Table 5.2: Spallation products in KamLAND. The production rates are cited from Abe
et al. (2010) except 6He and 7Be from Hagner et al. (2000). The other numbers
are cited from Obara (2018)

Isotope lifetime Q-value [MeV] mode production rate [event/day/kt]

12B 29.1 ms 13.4 β− 58.7± 2.5
12N 15.9 ms 17.3 β+ 2.1± 0.4
8Li 1.21 s 16.0 β−α 27.3± 0.8
8B 1.11 s 18.0 β+α < 4.7
9C 182.5 ms 16.5 β+ 7.4± 2.9
8He/9Li 171.7/257.2 ms 10.7/13.6 β−γn 2.7± 0.8
11C 29.4 ms 1.98 β+ 1093± 176
10C 27.8 s 3.65 β+γ 21.6± 2.7
11Be 19.9 s 11.5 β− < 2.2
6He 1.16 s 3.51 β− 19
7Be 76.9 d 0.478 EC, γ 231

5.4 Delayed-Coincidence Selection for Inverse-Beta

Decay

The selection criteria for the IBD event candidates is summarized in Table 5.3. The
IBD event, i.e. the antineutrino event, is characterized by the time- and space-
correlated two scintillations. The details of each criterion and its efficiency is discussed
in this section.

Table 5.3: The selection criteria for the IBD candidate

parameter criteria

prompt energy [MeV] 0.9 ≤ Ep < 8.5

delayed energy [MeV]
1.8 ≤ Ed < 2.6
4.4 ≤ Ed < 5.6

space correlation [m] ∆R < 2.0
time correlation [µs] 0.5 ≤ ∆T < 1000
fiducial volume [m] Rp < 6 & Rd < 6

Energy Selection

The lower boundary of the prompt energy cut corresponds to the IBD reaction thresh-
old, whereas the upper boundary is selected to cover the whole energy range of reactor
neutrinos shown in Sec.6.1.

The delayed energy criterion is optimized to effectively find the neutron capture
γ on a proton (2.2 [MeV], 99.48%) and 12C (4.9 [MeV], 0.51%). The ratio of neutron
captures on the other nuclei, e.g. 13C, is less than O(10−3)%, and thus negligible.
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The selection efficiencies of the delayed energy cut depend on the energy resolution
as

ε1.8-2.6MeV =
1√
2πσ2

∫ 2.6MeV

1.8MeV

(
−(x− 2.211)2

2σ2

)
dx

ε4.4-5.6MeV =
1√
2πσ2

∫ 2.6MeV

4.4MeV

(
−(x− 5.061)2

2σ2

)
dx (5.4)

where σ is the estimated energy resolution, 2.211 and 5.061 are the visible energy
converted from neutron capture 2.2 MeV and 4.9 MeV, respectively. The evaluated
selection efficiency is summarized in Table 5.4.

Table 5.4: Delayed energy selection efficiency

Period parameter 17inch 20inch

before purification σ[%/
√
E[MeV]] 7.0± 0.1 6.1± 0.1

efficiency (1.8–2.6 MeV) 99.99% 100%
efficiency (4.4–5.6 MeV) 100% 100%

after purification σ[%/
√
E[MeV]] 8.2± 0.1 7.0± 0.1

efficiency (1.8–2.6 MeV) 99.98% 99.99%
efficiency (4.4–5.6 MeV) 99.99% 100%

Space Correlation

The time and space difference between the prompt and delayed scintillation essentially
depends on the neutron diffusion and capture process. It also depends on the detector
response, i.e. the detector vertex resolution.

AmBe composite source emits 4.4 MeV γ-ray and neutron, thus which is useful
to verify the selection for the space correlation. Figure 5.12 shows the coincidence
properties of AmBe source calibration installed at the center of the detector in 2003
August. Each panel except the ∆T panel shows the selection criteria by red dashed
lines. The blue dashed line in the ∆T panel shows the off-time window, whereas
the red dashed line implies the on-time window. The rest histograms are created by
subtracting the off-time histograms from the on-time histograms. Furthermore, these
are the “N-1 plot”, that is, each panels show the histograms where the criteria for
other parameters have been already applied.

From this test, the selection efficiency for the space correlation is evaluated to be
99.84%. In addition, the mean neutron capture time is evaluated to be 207.87± 1.14
[µs] from this fitting, which is well consistent to the spallation neutron data discussed
below.

The AmBe source emits fast neutron, whereas the IBD by O(1) MeV antineutron
emits thermal neutron. The difference in the diffusion process is verified by comparing
the AmBe data and IBD MC, and assigned as the systematic uncertainties.
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Figure 5.12: Delayed-coincidence property of AmBe composite source at the center of the
detector in 2003 August
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Time Correlation

The time correlation selection can be verified by the spallation neutron event ac-
companying muon events. Figure 5.13 and Figure 5.14 show the distributions of the
time difference between muon events and accompanying neutron capture events. To
avoid the busy electronics condition due to the multiple neutrons, high charge muons
(0 < ∆Q) are not used in this analysis. Besides, the neutron events are selected by
350 < NsumMax < 550, where NsumMax means the number of KamFEE channel
which detected PMT hit. From this analysis, The mean capture time is fitted to be
τ = 209.0 ± 2.7 [µs] and τ = 209.5 ± 3.9 [µs] for before and after the purifications,
respectively.

The time correlation cut lower boundary 0.5 [µs] is applied to avoid systematic
biases due to multiple neutrons and electronics dead time.

The selection efficiency of the time correlation cut is computed with the fitted
function as

εtime-correlation =
1

τ

∫ 1000µs

0.5µs

exp

(
− t

τ

)
dt

= 98.91± 0.04% (before purification)

= 98.93± 0.04% (after purification) (5.5)

The status of the KamLAND liquid scintillator has not been changed after the
purifications, even if there is some on-site activities for the KamLAND-Zen. The
change of detector response is accounted for by changing effective quenching factor
in the analysis. So, this estimation is valid also for Period3.130 CHAPTER 5. EVENT SELECTION
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Figure 5.7: Time correlation between muons and spallation neutron capture events
before (left) and after (right) purification. To avoid the unknown effe t from the
multiple neutron events, the selection is 350 < NsumMax < 550 and ∆Q < 0 p.e..
The mean capture time estimated by fitting are 209.0 ± 2.7 µsec and 209.5 ± 3.9
µsec, respectively.

5.4.5 Multiple Coincidence Cut

Multiple neutrons are emitted by the spontaneous fission of 238U in the detector
or neutral current interaction of the atmospheric neutrinos. Since these events are
mis-identification as the delayed event signal of anti-neutrino events, the multiple
coincidence cut is applied.

5.5 Live Time Calculation

The live time is defined as the active time period of the detector for neutrino obser-
vation, and calculated run by run from the following items.

• Run Time
Time of the data taking period, defined as
(time of the last event in the run) - (time of the first event in the run)

• Dead time
Time of no data taking period or abnormal data taking period.

• Veto time
Time of veto period for the background rejection such as muon events.

5.5.1 Deadtime

The deadtime is classified to five types :

• Bad run
The definition of bad run is summarized in Section 5.2. The data quality is
worse to use for the physics analysis. This run is vetoed for whole period.

Figure 5.13: Time differences between a muon event and accompanying neutron capture
event before purifications(Watanabe 2012)
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Figure 5.7: Time correlation between muons and spallation neutron capture events
before (left) and after (right) purification. To avoid the unknown effe t from the
multiple neutron events, the selection is 350 < NsumMax < 550 and ∆Q < 0 p.e..
The mean capture time estimated by fitting are 209.0 ± 2.7 µsec and 209.5 ± 3.9
µsec, respectively.

5.4.5 Multiple Coincidence Cut

Multiple neutrons are emitted by the spontaneous fission of 238U in the detector
or neutral current interaction of the atmospheric neutrinos. Since these events are
mis-identification as the delayed event signal of anti-neutrino events, the multiple
coincidence cut is applied.

5.5 Live Time Calculation

The live time is defined as the active time period of the detector for neutrino obser-
vation, and calculated run by run from the following items.

• Run Time
Time of the data taking period, defined as
(time of the last event in the run) - (time of the first event in the run)

• Dead time
Time of no data taking period or abnormal data taking period.

• Veto time
Time of veto period for the background rejection such as muon events.

5.5.1 Deadtime

The deadtime is classified to five types :

• Bad run
The definition of bad run is summarized in Section 5.2. The data quality is
worse to use for the physics analysis. This run is vetoed for whole period.

Figure 5.14: Time differences between a muon event and accompanying neutron capture
event after purifications(Watanabe 2012)

Multiple Coincidence Cut

The IBD reaction emits only one neutron. Therefore, if a prompt event is accompanied
by multiple delayed event candidates, it is vetoed from the IBD candidate to keep the
purity of the antineutrino dataset. Such multiple coincidence event can be created by
the spontaneous fission of 238U in the detector or neutral current interaction by the
atmospheric neutrinos.

Zen Volume Cut

As is mentioned in Sec.3.5, the LS volume with the KamLAND-Zen equipments
installed is excluded from the effective volume of the antineutrino observation.

Figure 5.15 shows the schematic view of the zen volume cut. During the KamLAND-
Zen400 period (from 2011 August to 2015 December), the failed800 period (from 2016
August to 2016 November) and the KamLAND-Zen800 period (from 2018 May to
present), a r < 250 [cm] cylindrical volume in the upper hemisphere and a r < 250
[cm] volume in the lower hemisphere is excluded from the effective volume. The
delayed events reconstructed in this zen volume cut region are vetoed.

The decrease of the exposure is accounted for as by changing the selection effi-
ciency.

5.5 Likelihood Selection

The delayed-coincidence method is a powerful tool to improve the purity of the an-
tineutrino dataset. However, the accidental coincidence can contaminate and is one
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2.5 m

Figure 5.15: Schematic view of Zen-volume cut. The red region is excluded from the
effective volume. The drawn mini balloon is that for KamLAND-Zen 800,
while the veto region is identical in Zen400 and Zen800 period.

of the dominant backgrounds to find the antineutrino candidate. In order to further
improve the signal-to-background ratio, a likelihood based event selection is applied.
This section describes the procedure and efficiency of the likelihood selection.

The procedure of the likelihood selection is as follows.

1. perform the delayed-coincidence selection (described in Sec.5.4)

2. construct probability density function (PDF) of the parameter set (Ep, Ed,∆R,
∆T , Rp, Rd) for the antineutrino signal (fνe) and for the accidental coincidence
background (faccidental)

3. find likelihood ratio thresholds that maximize the likelihood ratio for each Ep

4. apply the likelihood ratio cut to the antineutrino candidate

5.5.1 Likelihood Period

The likelihood selection depends on the accidental background rate, which has time
variation due to the changing status of the detector. Figure 5.16 and Figure 5.17
show the time variation of the accidental coincidence event rates selected by almost
the same criteria as the IBD candidate, whereas the ∆T selection window is shifted
and extended to 0.2–1.2 [sec] from the prompt event.
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That is why the KamLAND dataset is divided into 8 likelihood periods (LH-
period) as Table 5.5, and the likelihood selection criteria are prepared independently
for each period. Hereafter, a notation “LH-X” refers to the X-th LH period.

Table 5.5: Dataset classification for the likelihood selection

Period date run detector status

LH-0 2002/Mar./9 – 2003/Oct./31 220–2985 before purifications
LH-1 2003/Nov./1 – 2007/May/12 2986–6801 before purifications

LH-2
2007/May/12 – 2007/Aug./5
2008/Jul./7 – 2009/Apr./7

6802–6953
7872–8501

during purifications

LH-3 2007/Aug./6 – 2008/Jul./7 6954–7871 between purifications
LH-4 2008/Apr./8 – 2011/Aug./12 8502–10675 after purifications

LH-5
2011/Aug./13 – 2015/Dec./15
2016/Aug./3 – 2016/Nov./22

10676–13414
13786–13962

during Zen400
and failed800

LH-6
2015/Dec./15 – 2016/Aug./2
2016/Nov./22 – 2018/May/10

13415–13785
13963–14990

after Zen400

LH-7 2018/May/19 – 2020/Dec./31 14991–16597 during Zen800

5.5.2 Probability Density Function

The probability density function for the antineutrino signal, fνe , is constructed based
on a Geant4 simulation(Agostinelli et al. 2003). The prompt event are generated
uniformly in the liquid scintillator with proper charge dispersion, vertex resolution
and energy resolution for each likelihood period. The delayed event is also generated
considering the neutron diffusion, γ-ray diffusion and vertex/energy resolution. The
time correlation is independently simulated from the measured neutron capture data.

On the other hands, the probability density function for the accidental coincidence
background, faccidental, can be easily created from the data as described in Sec.5.5.1.

The probability density functions for signal and background are defined in 1200 =
(76× 3× 16× 1× 5× 5) bins as follows.

• Ep : 76 bins
0.9 – 8.5 [MeV] with 0.1 [MeV] bin width

• Ed : 3 bins
a. 2.0 – 2.4 [MeV]
b. 1.9 – 2.0 [MeV] and 2.4 – 2.5 [MeV]
c. 1.8 – 1.9 [MeV] and 2.5 – 2.6 [MeV]

• ∆R : 16 bins
a. 0 – 50 [cm]
b. 50 – 600 [cm] with 25 [cm] bin width
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Figure 5.16: Time variation of the accidental coincidence rate in Period1 and Period2.
The accidental coincidence events are selected by the delayed-coincidence
method and the likelihood selection has not been applied.
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Figure 5.17: Time variation of the accidental coincidence rate in Period3. The accidental
coincidence events are selected by the delayed-coincidence method and the
likelihood selection has not been applied.

112



CHAPTER 5. ANTI-NEUTRINO EVENT SELECTION

• ∆T : 1 bins
(signal) : un-binned assuming an exponential distribution exp(−t/211.1[µs]) in
0.5 – 1000 [µs]
(accidental) : un-binned assuming an uniform distribution in 0.5 – 1000 [µs]

• Rp : 5 bins
a. 0 – 500 [cm]
b. 500 – 600 [cm] with 25 [cm] bin width

• Rd : 5 bins
a. 0 – 500 [cm]
b. 500 – 600 [cm] with 25 [cm] bin width

5.5.3 Likelihood Ratio

The Likelihood function constructed in Sec.5.5.2, fνe(faccidental), means the probability
that a antineutrino signal (accidental coincidence background) has a parameter set
(Ep, Ed,∆R, ∆T , Rp, Rd).

Therefore, the probability that a delayed-coincidence pair with a parameter set
(Ep, Ed,∆R, ∆T , Rp, Rd) is a antineutrino signal, or the likelihood ratio Lratio, is
defined as a function of the prompt energy like,

Lratio(Ep) =
fνe

fνe + faccidental
(5.6)

Ideally, Lratio for signal distributes near 1, whereas that for accidental background
near 0. So, Lratio is useful to discrete the antineutrino signals from the accidental
coincidence backgrounds.

Figure 5.18–5.23 show the procedure of the likelihood selection. For each Ep bins,
the distribution of Lratio for signal and background is calculated as the top panels.
Hereafter, these distributions are referred to as S ′(Lratio) and B

′(Lratio), respectively.
The threshold for the likelihood ratio, Lcut, is determined to maximize a figure of

merit defined as

FoM(Lcut) =
S(Lcut)

S(Lcut) + B(Lcut)
(5.7)

where S(Lcut) and B(Lcut) account for the residual signal and accidental background
events calculated as

S(Lcut) = Nsignal

∫ 1

Lcut

S ′(Lratio) dLratio

B(Lcut) = Naccidental

∫ 1

Lcut

B′(Lratio) dLratio (5.8)

Here Nsignal is the expected antineutrino signal rate in the Ep bin of the interest,
calculated considering non-oscillating reactor neutrino spectrum described in Sec.6.1
and the geoneutrino flux modeled by Enomoto (2006). Whether the oscillation is
assumed or not and the choice of geoneutrino spectrum model do not matter here
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Figure 5.18: Likelihood selection procedure for 1.2 < Ep < 1.3 in LH-0. (top)Lratio distri-
bution for signal (red) and accidental background (blue). (middle)integrated
Lratio as S(Lratio) for signal and B(Lratio) for accidental background. (bot-
tom) FoM as a function of Lratio. The Lratio that gives the maximum FoM
is shown as green dashed line.
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Figure 5.19: Likelihood selection procedure for 2.7 < Ep < 2.8 in LH-0

115



CHAPTER 5. ANTI-NEUTRINO EVENT SELECTION

Figure 5.20: Likelihood selection procedure for 3.0 < Ep < 3.5 in LH-0
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Figure 5.21: Likelihood selection procedure for 1.2 < Ep < 1.3 in LH-0
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Figure 5.22: Likelihood selection procedure for 1.2 < Ep < 1.3 in LH-7
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Figure 5.23: Likelihood selection procedure for 3.0 < Ep < 3.5 in LH-7
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because the selection efficiencies are evaluated independently as described in Sec.5.5.4.
Besides, Naccidental means the accidental coincidence background rate evaluated from
the data. The middle panels of Figure 5.18–5.23 show S(Lcut) and B(Lcut) for some
Ep and likelihood period.

The bottom panels show the figure of merit as a function of Lcut. The optimized
likelihood ratio cut criteria are determined by finding the maximum point of this
curve as shown with green lines.

Figure 5.24 shows the maximum figure of merit as a function of the prompt energy
for each likelihood period. Besides, Figure 5.25 shows the optimized likelihood ratio
cut threshold for each prompt energy.
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Figure 5.24: Maximum figure of merit for each the prompt energy

5.5.4 Selection Efficiency

The selection efficiency of the likelihood selection is estimated using pseudo antineu-
trino dataset generated with the Geant4(Agostinelli et al. 2003) MC simulation.
1.0×107 antineutrino events are generated uniformly in the 750 cm radius volume for
each prompt energy bin, and the delayed-coincidence selection and likelihood selection
are applied. Then, the selection efficiency, ε(Ep), is calculated as

ε(Ep) =
Nsurvived

NR<600

(5.9)
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Figure 5.25: Lcut for each the prompt energy

where NR<600 is the number of pseudo events generated within the 600 cm fiducial vol-
ume, whereas Nsurvived is the number of survived events after the likelihood selection.
This calculation is performed for each Ep bin and for each likelihood period.

The Geant4 simulator is tuned to reproduce the observed data before the purifi-
cations. However, the detector response, i.e. the vertex and energy resolution, is
changing. Especially, the two purification campaigns changed the LS transparency
and worsened the resolutions since the resolutions are ideally determined by the sta-
tistical uncertainties of the light yield. Moreover, the increase of the bad channels
starting from 2011 is decreasing the effective light yield of the detector.

To offset these impacts on the selection efficiency estimation, the change of rela-
tive light yield is studied using periodical source calibrations and 40γ-rays from 40K
impurities on the outer balloon. The decrease of effective light yield by the increasing
bad channels is also taken into consideration. Figure 5.26 shows the result of these
studies in “relative quench factor” with respect to calibration data before purification.
The relative quench factor works like a quench factor of the scintillator. That is, the
larger the relative quench factor is, the fewer the effective light yield is and the worse
the resolution is.

The energy and vertex resolution is corrected to be

σenergy(E) = σcalibration
energy ×

√
E × Fϵ [%/

√
E[MeV]]

σvertex(E) = σcalibration
vertex /

√
E/Fϵ [% ·

√
E[MeV]] (5.10)
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Figure 5.26: Time variation of the relative quench factor

where Fϵ is the relative quench factor. The pseudo dataset is corrected using these
resolution values before the efficiency estimation.

The selection efficiency in each likelihood period is shown in Figure 5.27 as a
function of the prompt energy. The efficiency curves have dumps at 0.9 [MeV], 1.6
[MeV] and 2.8 [MeV]. These are due to accidental coincidence backgrounds originated
from 210Bi, 40K and 208Tl, respectively. On the other hand above 3.0 [MeV], the
efficiency curves are flat since there are no serious radioactive impurities making
accidental coincidence background.

The selection efficiency in the low energy region, 0.9 < Ep < 3.5 [MeV], differs
by likelihood period because of the different Japanese reactor operation status and
different reactor neutrino flux expectations. LH-2, LH-3 and LH-4 have lower effi-
ciencies than LH-0 and LH-1 because the Kashiwazaki-Kariwa nuclear power station,
which is the most effective reactor neutrino source for KamLAND, stopped due to
an earthquake in 2007. LH-5, LH-6, and LH-7 also have lower efficiency for the same
reason with the Great East Japan Earthquake in 2011.

In addition, the efficiencies in LH-5 and LH-7 is decreased by the Zen Volume Cut
(Sec.5.4) in all energy region.

Figure 5.28 shows the livetime-weighted average efficiency curve for each dataset
period. As is discussed above, Period1 has the largest efficiency except for energy
region lower than 1.4 [MeV]. Period2 is superior in this energy region since the pu-
rification campaigns reduced the 210Bi background. Period3 has the lowest efficiency
since the smallest reactor neutrino expectations and Zen Volume Cut.

5.5.5 Systematic Uncertainty

Binning Effect

The likelihood selection is implemented with 0.1 MeV binning for the prompt energy.
In other words, the selection does not consider the shape of the antineutrino energy
spectrum within each bin and assumes that the selection efficiency is constant within
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Figure 5.27: Selection efficiency for each the prompt energy in each likelihood period
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Figure 5.28: Selection efficiency for each the prompt energy in each dataset period
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each bin. However, the actual reactor antineutrino and geoneutrino have continuous
spectral shape.

The possible distortion originating from this difference is called “binning effect”
and evaluated as

σbinning =
Nunbinned −Nbinned

Nbinned

(5.11)

where

Nbinned =
∑

Ep-bins

Fbinned(Ep)Sbinned(Ep)∆Ep

Nunbinned =

∫
Funbinned(Ep)Sunbinned(Ep) dEp (5.12)

Here, Fbinned(Ep) is the binned antineutrino spectrum including non-oscillating re-
actor neutrino and geoneutrino(Enomoto 2006), and Sbinned(Ep) is the selection effi-
ciency as a function of the prompt energy. Whereas Funbinned(Ep) is the continuous
antineutrino energy spectrum and Sunbinned(Ep) is the corresponding selection effi-
ciency generated by interpolating Sbinned(Ep). Figure 5.29 shows the comparisons
of the binned and continuous spectrum multiplied the energy dependent selection
efficiencies.

The binning effect is evaluated in different energy regions by varying the range of
summation and integration in Eq.5.12 as summarized in Table 5.6.

Delayed Energy Selection

The energy resolution implemented into the Geant4 simulation is estimated from the
observed calibration data, and it is accompanied by an uncertainty. The uncertainty
of the likelihood selection efficiency from this resolution uncertainty is evaluated from
the difference between the efficiency curves in case of σvertex = σmean

vertex + σstat
vertex and

σvertex = σmean
vertex − σstat

vertex, where σ
mean
vertex is the initially implemented vertex resolution

and σstat
vertex is its statistical uncertainty.

Space Correlation

The uncertainty of the space correlation cut is evaluated from the deviation between
the Geant4 simulation and observed data. The pseudo “observed data” of IBD reac-
tion is constructed by combining the 68Ge source calibration data (0.511× 2 MeV γ)
as a prompt event and AmBe composite source calibration data (2.2 MeV neutron
capture γ selected by the delayed coincidence) as a delayed event.

Time Correlation

The uncertainty related to the time correlation is evaluated in the same strategy as
that of delayed energy selection, changing the half life of neutron capture within its
measured statistical uncertainty.
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Figure 5.29: binning effect calculation for period1 (top), period2 (middle) and period3
(bottom). The non-oscillating reactor neutrino spectrum is described in
Sec.6.1. The geoneutrino spectrum originating from 238U (lime green) and
232Th (yellow) are the model expectation by Enomoto (2006).
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Total Likelihood Selection Uncertainty

Figure 5.30 shows the uncertainties from above three components and the sum of
them as a function of the prompt energy in each data period.

The systematic uncertainty for reactor and geo neutrino is calculated by con-
volving the expected energy spectrum by these curves in different energy ranges and
summarized in Table 5.6 as “Likelihood selection”.

5.6 Detector-related Systematic Uncertainties

This section summarizes the detector-related, or selection-related, systematic uncer-
tainties.

Table 5.6 is the summary of the detector-related systematic uncertainties. The
uncertainty of “Livetime Calculation” was described in Sec.5.1.3. The uncertainties of
“Miss-recon. probability”, “Energy scale” and “Fiducial volume cut” were discussed
in Sec.4.8. The uncertainty of “Noise cut” is discussed in Sec.5.2.1. The uncertainties
of “Binning effect” and “Likelihood selection” were shown in Sec.5.5.4. The rest is
discussed later in this section.

Table 5.6: Summary of detector-related systematic uncertainties

Period1 Period2 Period3

energy range [MeV] 0.9–8.5 0.9–2.6 0.9–8.5 0.9–2.6 0.9–8.5 0.9–2.6

– Target proton –
Number of target proton 0.1% 0.1% 0.1%

– Cross section –
Cross section of IBD 0.2% 0.2% 0.2%

– Detector operation –
Livetime Calculation 0.030% 0.006% 0.006%
Trigger efficiency 0.0114% 0.0956% 0.0147%

– Event reconstruction –
Miss-recon. probability 0.2% 0.2% 0.2%
Energy scale 1.1% 1.6% 1.2% 2.3% 1.2% 2.3%

– Event selection –
Noise cut 0.0027% 0.0049% 0.029%
OD-hit event cut 0.3% 0.2% 0.2%
Fiducial volume cut 1.65% 3.86% 4.50%
Binning effect 0.0026% 0.0061% 0.0028% 0.0068% 0.0048% 0.0064%
Likelihood selection 1.172% 1.363% 0.944% 0.890% 1.679% 1.963%

Total 2.342% 2.706% 4.168% 4.596% 4.964% 5.434%
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Figure 5.30: Uncertainty of likelihood selection efficiency in period1 (top), period2 (mid-
dle) and period3 (bottom)
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5.6.1 Number of Target Proton

Antineutrinos are detected via the inverse-beta decay on proton in the liquid scintilla-
tor. Therefore, the number of target proton in the 6.0 m fiducial volume is calculated
from the chemical composition of the liquid scintillator and density measurement.

Originally the measured density of the KamLAND liquid scintillator was 0.77754±
0.00010 [g/cm3] at 15 ◦C. The temperature coefficient of density expansion is mea-
sured to be 7.14× 10−4 [g/cm3/K]. The temperature of the KamLAND scintillator is
controlled at 11.5±1.5 ◦C. Thus, the actual density is estimated to be 0.78013 [g/cm3],
and the ±1.5 ◦C temperature uncertainty corresponds to 0.1% density uncertainty.
This number is assigned as the systematic uncertainty in Table 5.6. (Ichimura 2008)

Though there were two purification campaigns, the density of filled liquid scin-
tillator was precisely controlled, and the temperature uncertainty discussed above is
still dominant. (Watanabe 2012, Obara 2018)

The ratio of H/C, H/N and H/O in the KamLAND liquid scintillator are given
from the chemical composition to be 1.96908, 17842.0, 17842.0, respectively. So, the
number of 1H in the unit mass is calculated as

N1H =
NA

1.00794 + 12.001/1.96908 + 14.00674/17842.0 + 15.9994/17842.0

= 8.471× 1022[/g] (5.13)

where NA = 6.02 × 1023 is the Avogadro constant. Therefore, the number of target
proton in the 6.0 m fiducial volume (904.78 m3) is estimated to be

Nproton = (8.471× 1022/g)× (904.78× 106cm3)× (0.78013g/cm3)× (0.99985)

= 5.978× 1031 (Ichimura 2008) (5.14)

This value is used in this study.

5.6.2 Trigger Efficiency

The trigger efficiencies of the prompt and delayed trigger (Sec.3.3.5) is evaluated as

εprompt(Evis) =
number of delayed-triggered events with NsumMax ≥ Nprompt-threshold

number of delayed-triggered events
(5.15)

εdelayed(Evis) =
number of prescale-triggered events with NsumMax ≥ Ndelayed-threshold

number of prescale-triggered events
(5.16)

where Nprompt-threshold and Ndelayed-threshold are the prompt and delayed trigger
threshold, respectively. These values are evaluated against the visible energy for
each period with different trigger threshold presets. Figure 5.31 shows the prompt
trigger estimation of average in each data period. The blue stair plots show the
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delayed-triggered energy spectrum. The blue filled step plots show the energy spec-
trum with NsumMax≥ Nprompt-threshold. The black stair plots show the prompt trigger
efficiencies as a function of the visible energy. The prompt energy corresponding to
the IBD reaction threshold, 0.9 MeV, is shown as red dashed vertical lines. Since
period1 had higher prompt threshold (see Figure 3.14), the prompt trigger threshold
at Evis =0.9 MeV is less than 100% in period1, whereas it is almost 100% in period2
and period3. The delayed trigger threshold is set equal to or lower than the prompt
energy threshold, and is used for the neutron capture 2.2 MeV γ, in this study. The
(α, n) backgrounds (Sec.6.2) are studied using the prescale threshold. Therefore, the
delayed trigger inefficiencies are negligible in this study.

The statistical uncertainties of the trigger efficiencies are calculated from the same
dataset assuming the binominal distribution. Finally, the systematic uncertainty of
the number of the antineutrino candidates coming from the trigger efficiency uncer-
tainty is estimated by convolving the expected antineutrino spectrum by the trigger
efficiency uncertainty curve as shown in Figure 5.32. The mean deviation between
±1σ of the integration of the convolved spectrum is assigned as the systematic un-
certainty.

5.6.3 OD Miss-Tagging Probability

As described in Sec.4.6.1, a cut for N200OD is applied to tag clipping-muon events.
However, this criteria might tag a non-muon event with accidental OD hits as a muon
event. Such probability is named “OD miss-tagging probability” and estimated using
1PPS trigger data as

POD-miss-tagging =
number of 1PPS-triggered event with N200OD ≥ N200OD-threshold

number of 1PPS-triggered event
(5.17)

where N200OD-threshold is the threshold for N200OD.
The OD cut inefficiency, which refers to the probability that the OD miss a muon

event, is also evaluated with muon data as

(OD cut inefficiency) =
number of events with Q17 ≥ 106 and N200OD < N200OD-threshold

number of events with Q17 ≥ 106

(5.18)
These two parameters are evaluated for each run as Figure 5.33. The statisti-

cal uncertainties are calculated with the binominal distribution. The vertical green
dashed line represents N200OD-threshold for this run.

Figure 5.34 shows the time variation of the OD miss-tagging probability (left axis)
and the OD cut inefficiency (right axis). From this test, 0.3%, 0.2% and 0.2% are
conservatively assigned as the systematic uncertainty from the OD miss-tagging for
period1, period2 and period3, respectively.

Due to incompatible trigger presets, this test can not be applied for data taken
before 2004. Instead, the values above is checked with source calibration data, and
confirmed to be consistent.
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Figure 5.31: Estimation of prompt trigger efficiency in period1 (top), period2 (middle)
and period3 (bottom).
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Figure 5.32: Expected energy spectrum convolved by the trigger efficiency uncertainty in
period1 (top), period2 (middle) and period3 (bottom).
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Figure 5.33: OD miss-tagging probability (left axis) and OD cut inefficiency in a run
before purification (right axis) as a function of N200OD
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Figure 5.34: time variation of the OD miss-tagging probability (left axis) and the OD cut
inefficiency (right axis).
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5.7 Anti-neutrino Candidates

This section summarizes the antineutrino signal candidate profile.
There are 23339 delayed-coincidence pairs in the entire dataset and in the energy

region 0.9 ≤ Ep ≤ 8.5. From those, the likelihood selection identified 2964 events
as the antineutrino signal candidate. In the geoneutrino energy region, i.e. 0.9 ≤
Ep ≤ 2.6, 19485 delayed-coincidence pairs were reduced to 1178 antineutrino signal
candidates.

Figure 5.35 shows the delayed-coincidence profiles of the candidates in the entire
dataset. The blue stair plots show the delayed-coincidence pairs, whereas the blue
filled histograms show the remaining signal candidates after the likelihood selection.
It is clear that the accidental coincidence backgrounds are effectively rejected by the
likelihood selection below 3.0 MeV.

Figure 5.36 shows the vertex distribution of th prompt (left) and delayed (right)
events. The final candidates are shown as red points whereas the histograms imply
the rejected events by the likelihood selection. From these plots, it is also clear
that the likelihood selection effectively rejects the accidental coincidence backgrounds
originating from the impurities on the outer balloon.

The number of antineutrino signal in each period are summarized in Table 5.7.
Besides, the delayed-coincidence profiles and vertex distributions of each period are
shown in Figure 5.37–5.42.

In Figure 5.42, the Zen Volume Cut region is illustrated with blue dashed line.
However, some candidates are in this line because period3 includes some dataset
without Zen Volume Cut, i.e. the period between KamLAND-Zen 400 and 800.

Table 5.7: The number of antineutrino signal candidates in each period

Period1 Period2 Period3

energy range [MeV] 0.9–8.5 0.9–2.6 0.9–8.5 0.9–2.6 0.9–8.5 0.9–2.6

Delayed-coincidence selection 8201 6771 5502 4309 9636 8405
Likelihood selection 1608 651 1022 363 334 164
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Figure 5.35: Delayed-coincidence profile of the antineutrino candidates in the entire
dataset
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Figure 5.36: Vertex distribution of the antineutrino candidates in the entire dataset
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Figure 5.37: Delayed-coincidence profile of the antineutrino candidates in Period1
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Figure 5.38: Vertex distribution of the antineutrino candidates in Period1
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Figure 5.39: Delayed-coincidence profile of the antineutrino candidates in Period2
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Figure 5.40: Vertex distribution of the antineutrino candidates in Period2
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Figure 5.41: Delayed-coincidence profile of the antineutrino candidates in Period3
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Figure 5.42: Vertex distribution of the antineutrino candidates in Period3
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Chapter 6

Background Estimation

The electron antineutrino signal is selected by the delayed-coincidence method. The
backgrounds for the geoneutrino signal is classified into three categories.

The first and dominant background is antineutrinos originating from the reactors.
These events shall have exactly the same event profile in the detector, and cannot
be distinguished by any event selection criteria. So, it is necessary to evaluate the
abundance and energy spectrum of the reactor antineutrinos in advance.

The second one is time-correlated sequential events associated with the muon-
spallation product accompanying neutron captures, radioactive decays with neutron
emitter, or short life nuclei.

The third one is uncorrelated events which accidentally tagged by the delayed-
coincidence selection.

6.1 Antineutrinos from Reactors

The KamLAND detector was originally designed to detect antineutrinos from Japanese
commercial reactors aiming at demonstrating the neutrino oscillation. Therefore, the
site is chosen to have enough reactor neutrino flux. Although reactor neutrino is of
great interest as described in Chap.7, it is the most serious backgrounds for geoneu-
trino observation.

Reactor neutrinos are mainly generated by β-decays of short-lived isotopes (235U,
238U, 239Pu and 241Pu) in nuclear fuels. Since the reactor neutrinos are by-product of
the thermal power from nuclear reactors, the abundance of reactor antineutrino can
be estimated using the correlation between the reactor power output and number of
fissions of these elements.

There also be a small amount of long-lived nuclei (e.g. 106Ru, 144Ce, 90Sr) which
are produced by fissions and decays of short-lived elements. Such isotopes are ac-
cumulated in the nuclear fuel and make a small but constant antineutrino emission
uncorrelated with the reactor operation status, even after the fuel is removed from
the reactor. The amount of such isotopes are also calculated.
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6.1.1 Antineutrino Flux from Japanese reactors

There are 56 commercial nuclear reactors and 2 research nuclear reactors in Japan
which are in operation in the KamLAND running time as listed in Table 6.1–6.3. The
fission-flux-weighted average of distance between these reactors and the KamLAND
site is ∼ 180 km. Figure 6.1 shows the positions of Japanese commercial reactors. The
precise position of these reactors are provided from Tokyo Electric Power Company
(TEPCO). The uncertainty of the reactor position is found to be within 70 m from the
comparison between the provided coordinate and coordinate taken from a topological
map. This position uncertainty corresponds to the distance uncertainty less than
0.1%.

100 CHAPTER 4. LOW ENERGY ANTI-NEUTRINO SOURCES

global nuclear power industry, estimated using reactor specifications from the Inter-
national Nuclear Safety Center [26], is (0.96 ± 0.48) %. Its uncertainty is assigned
as a half of it.
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Figure 4.2: Status of operation and development for Japanese reactors (Mar. 2010)
[25]. There are 56 Japanese nuclear power reactors.

Figure 4.3: Locations of world nuclear reactors [26].

Figure 6.1: Positions of Japanese reactors. The data is as of 2010. The figure is cited
from Watanabe (2012) but the original data is provided from the Foundation
of Electric Power Companies of Japan.

Nuclear reactors are categorized by the type of fuel coolant and neutron mod-
erator. All commercial reactors in Japan are light-water reactor (LWR), whereas
graphite-moderated reactor and heavy-water reactor is in operation oversea. A large
majority of LWR is further categorized in to two types, boiling-water reactor (BWR)
and pressurized-water reactor (PWR). Figure 6.2 shows the schematic view of BWR
and PWR. The main difference between BWR and PWR is the process of generat-
ing steam. In a BWR, coolant water is converted to steam and directly send to a
stem turbine. On the other hand, heated water in PWR is kept liquid under high
pressure and sent to a steam generator, where the heat is transferred the secondary
water system. The secondary water system then converted water to steam for tur-
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Table 6.1: List of Japanese reactors (1)

operator reactor name distance type thermal power electrical power
[km] [MW] [MW]

Chubu Hamaoka-1 213.723 BWR 1593 540
Hamaoka-2 213.799 BWR 2436 840
Hamaoka-3 214.005 BWR 3293 1100
Hamaoka-4 214.145 BWR 3293 1137
Hamaoka-5 214.523 BWR 3926 1380

Chugoku Shimane-1 401.072 BWR 1380 460
Shimane-2 401.218 BWR 2436 820

Genden Tokai2 295.371 BWR 3293 1100
Tsuruga-1 138.467 BWR 1064 357
Tsuruga-2 138.484 PWR 3423 1160

Hokkaido Tomari-1 783.041 PWR 1650 579
Tomari-2 782.923 PWR 1650 579
Tomari-3 782.735 PWR 2660 912

Hokuriku Shika-1 87.675 BWR 1593 540
Shika-2 87.719 BWR 3926 1358

Kansai Mihama-1 145.719 PWR 1031 340
Mihama-2 145.768 PWR 1456 500
Mihama-3 145.833 PWR 2440 826
Ohi-1 178.75 PWR 3423 1175
Ohi-2 178.826 PWR 3423 1175
Ohi-3 179.041 PWR 3423 1180
Ohi-4 179.159 PWR 3423 1180
Takahama-1 191.239 PWR 2440 826
Takahama-2 191.271 PWR 2440 826
Takahama-3 191.682 PWR 2660 870
Takahama-4 191.714 PWR 2660 870

Kyusyu Genkai-1 754.402 PWR 1650 559
Genkai-2 754.514 PWR 1650 559
Genkai-3 754.629 PWR 3423 1180
Genkai-4 754.74 PWR 3423 1180
Sendai-1 830.381 PWR 2660 890
Sendai-2 830.302 PWR 2660 890

Shikoku Ikata-1 560.79 PWR 1650 566
Ikata-2 560.845 PWR 1650 566
Ikata-3 560.703 PWR 2660 890
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Table 6.2: List of Japanese reactors (2)

operator reactor name distance type thermal power electrical power
[km] [MW] [MW]

Tohoku Onagawa-1 430.48 BWR 1593 524
Onagawa-2 430.604 BWR 2436 825
Onagawa-3 430.51 BWR 2436 825
Higashidori-1 635.891 BWR 3293 1100

Tokyo Fukushima1-1 349.425 BWR 1380 460
Fukushima1-2 349.374 BWR 2381 784
Fukushima1-3 349.338 BWR 2381 784
Fukushima1-4 349.301 BWR 2381 784
Fukushima1-5 349.553 BWR 2381 784
Fukushima1-6 349.59 BWR 3293 1100
Fukushima2-1 345.341 BWR 3293 1100
Fukushima2-2 345.398 BWR 3293 1100
Fukushima2-3 345.439 BWR 3293 1100
Fukushima2-4 345.472 BWR 3293 1100
KashiwazakiKariwa-1 159.105 BWR 3293 1100
KashiwazakiKariwa-2 159.225 BWR 3293 1100
KashiwazakiKariwa-3 159.336 BWR 3293 1100
KashiwazakiKariwa-4 159.538 BWR 3293 1100
KashiwazakiKariwa-5 160.619 BWR 3293 1100
KashiwazakiKariwa-6 160.519 BWR 3926 1356
KashiwazakiKariwa-7 160.399 BWR 3926 1356

Table 6.3: List of Japanese research reactors

operator reactor name distance type thermal power electrical power
[km] [MW] [MW]

Japan Nuclear Cycle Fugen 138.505 ATR 557 165
Monju 141.51 FBR 714 280
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bine. However, the differences between BWR and PWR do not matter in calculating
reactor neutrino flux because the thermal output of the reactor is directly measured
and used in the calculation.

Figure 6.2: Schematic view of BWR (left) and PWR (right)(Fuel)

Reactor cores consist of fuel rods and control rod. The normal fuel rods contains
uranium oxide where 235U is enriched to 3–5% as main heat producing isotope and
the rest is 238U. The composition of the fuel changes as the burn progress, i.e. 235U
decrease and 238U, 239Pu and 241Pu increase. This process is called “burnup”. The
MOX fuels have different initial compositions, and then, the different burnup effect
as discussed in Sec.6.1.4.

Under the special agreement between Tohoku University and the Japanese nuclear
power reactor operators, detailed reactor operation data is provided, including ther-
mal power and burnup status at each time. Figure 6.3 and Figure 6.4 show examples
of the provided reactor operation data. The data is typically provided at weekly fre-
quency during regular operation. Thermal power of reactors are measured via flow
meter of coolant with precision of 2%, which is assigned as the uncertainty for νe
flux from Japanese reactor’s thermal power. The fuel composition is evaluated using
a simple and practical modeling of the reactor core developed by TEPCO(Nakajima
et al. 2006). The uncertainty for νe flux from fuel composition is estimated to be
1.0% by comparing with a detailed simulation by TEPCO. The fission rate of each
isotope is then calculated from the thermal output, estimated fuel composition and
released energy per fission of each isotope (Table 6.4) studied by Declais et al. (1994).
Figure 6.5 and Figure 6.6 show examples of the calculated fission rate of each isotope.

Critical reaction in reactors achieve equilibrium within one day for reactor νe
above 2 MeV. So, the systematic uncertainty from time lag of the provided data is
estimated to be 0.01% for νe flux by the difference between original reactor νe yield
and the yield shifting the run time by one day.

The reactor neutrino flux is calculated from the fission rate of each isotopes and
distance from each reactor. Figure 6.7 shows the time variation of the estimated νe
flux from Japanese and Korean reactors. Japanese reactors had a dominant contri-
bution until 2011. By the Great East Japan Earthquake in 2011, almost all Japanese
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Figure 6.3: Example of provided burnup data (An anonymous nuclear power plant A,
BWR). This data is provided according to a special agreement between To-
hoku University and the Japanese nuclear power reactor operators.

Figure 6.4: Example of provided burnup data (An anonymous nuclear power plant B,
PWR). This data is provided according to a special agreement between To-
hoku University and the Japanese nuclear power reactor operators.
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Figure 6.5: Example of calculated fission rate (An anonymous nuclear power plant A,
BWR).

Figure 6.6: Example of calculated fission rate (An anonymous nuclear power plant B,
PWR).
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Table 6.4: Energy release per fission

isotope released energy per fission [MeV]

235U 201.8± 0.5
238U 205.0± 0.7
239Pu 210.3± 0.6
241Pu 212.6± 0.7

reactors stopped. Because of this, the contribution of the Korean nuclear reactor
became larger than before and dominant. Therefore, the precise estimation of the νe
flux from foreign reactors is important especially in the low-reactor period.
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Figure 6.7: Time variation of reactor νe flux

6.1.2 Antineutrino Flux from Korean reactors

There are 26 commercial reactors in Korea which are in operation in the KamLAND
running time as listed in Table 6.5. However, the operational data of these reactors
are neither provided from the operating company nor publicly available. Therefore,
the thermal output of Korean reactors is calculated by converting the public electric
output data to the thermal output data with a 10% conversion uncertainty. The
fission rate of each heat producing isotope is estimated from the thermal output
assuming the relative fission yield (235U : 238U : 239Pu : 241Pu) = (0.574 : 0.081 :
0.293 : 0.052), which are average values for Japanese reactors.

The ratio of the νe from Korean reactors to the total expected flux is 3.655%,
4.738% and 33.38% in Period1, 2 and 3, respectively.
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Table 6.5: List of Korean reactors

operator reactor name distance type thermal power electrical power
[km] [MW] [MW]

KHNP Kori-1 734.518 PWR 1727 587
(Korea) Kori-2 734.518 PWR 1913 650

Kori-3 734.518 PWR 2796 950
Kori-4 734.518 PWR 2796 950
Ulchin-1 711.813 PWR 2796 950
Ulchin-2 711.813 PWR 2796 950
Ulchin-3 711.813 PWR 2943 1000
Ulchin-4 711.813 PWR 2943 1000
Wolsong-1 708.579 PWR 1995 678
Wolsong-2 708.579 PWR 2060 700
Wolsong-3 708.579 PWR 2060 700
Wolsong-4 708.579 PWR 2060 700
Yonggwang-1 986.409 PWR 2796 950
Yonggwang-2 986.409 PWR 2796 950
Yonggwang-3 986.409 PWR 2943 1000
Yonggwang-4 986.409 PWR 2943 1000
Yonggwang-5 986.409 PWR 2943 1000
Yonggwang-6 986.409 PWR 2943 1000
Ulchin-5 711.813 PWR 2943 1000
Ulchin-6 711.813 PWR 2943 1000
ShinKori-1 733.609 PWR 2825 1038
ShinKori-2 733.609 PWR 2825 1000
ShinKori-3 733.609 PWR 3983 1400
ShinKori-4 733.609 PWR 3983 1400
ShinWolsong-1 709.378 PWR 2825 1000
ShinWolsong-2 709.378 PWR 2825 1000
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6.1.3 Antineutrino Flux from Global Reactors

In the low-reactor period, not only Korean reactor but also reactors in the other
countries (global reactors) have larger contribution than before 2011. Figure 6.8
shows the positions of global reactors in 2010. A number of reactors are operating in
Europe and North America, but the νe flux from these reactors is almost negligibly
small due to their distance from Japan. However, the number of reactors in China
and Taiwan is increasing since 2010, whose impact on the νe flux is not ignorable.
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Figure 6.1: The locations of nuclear reactors in Japan and in the world.
(http://www.insc.anl.gov/)

Figure 6.8: Positions of reactors around the world. The data is as of 2010. The figure is
cited from Shimizu (2010) but the original data is provided from the Interna-
tional Nuclear Safety Center.

As with the Korean reactors, thermal output record for Chinese and Taiwanese
reactors are not available. Thus, the νe flux from the global nuclear reactors other
than from Japanese and Korean reactors is calculated from the monthly reactor op-
eration data of the global reactor published by IAEA. Operating Experience with
Nuclear Power Stations in Member States (OPEX, IAEA (2021)) is published every
year and contains various data including reactor type, thermal/electric capacity and
monthly electric output. The monthly electric output is converted to the thermal
output using the maximum thermal/electric capacity. The conversion uncertainty is
estimated to be 10%, which is confirmed using the Korean reactor data from OPEX
and calculated in Sec.6.1.2.

Figure 6.10 shows the time variation of calculated 235U fission flux from reactors in
Taiwan and China, compared to the Korean reactor. All data shown in this figure is
from IAEA (2021). It is clear that the contribution of Chinese reactors is increasing in
recent years. On the other hand, the contribution from Taiwanese reactor is negligibly
small compared to the Korean flux. The ratio of the νe from Taiwanese and Chinese
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reactors to the total expected flux is 0.71%, 1.01% and 10.45% in Period1, 2 and
3, respectively. Since the fission flux estimated using OPEX bear 10% uncertainty
from the conversion uncertainty, 0.071%, 0.101% and 1.045% is assigned as the νe
flux uncertainty in each period.

Figure 6.11 shows the breakdown of “The others” in Figure 6.10. A majority of
“The other” comes from reactors in the US, France and Russia. However, as with
Taiwanese reactors, the contribution from these states is small by order compared to
the Korean reactor.

The antineutrino spectrum from East Asia states and the other states in Period3
is calculated using a method described in Sec.6.1.5 and shown in Figure 6.9.
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Figure 6.9: Expected antineutrino spectrum from East Asia states and the other states
in Period3

Although the νe flux from the global nuclear reactors other than Japan, Korea,
Taiwan and China is far smaller than the Korean contribution, all the data read from
IAEA (2021) is compiled for νe flux and input to the analysis described in Chap.7
and Chap.8. Using the calculation described in Sec.6.1.5, the ratio of the νe flux from
the global reactors to the total expected flux is 0.42%, 0.51% and 3.51% in Period1,
2 and 3, respectively. As with the Taiwanese and Chinese reactors, 10% of above is
assigned as the νe flux uncertainties in each period.

6.1.4 MOX Fuel Effect

Mixed-OXide fuel (MOX fuel) is nuclear fuel that contains more than one oxide of
fissile materials. In this study, unless otherwise specified, MOX fuel refers to nuclear
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Figure 6.10: Time variation of 235U fission flux from Korean, Taiwanese and Chinese
reactors compiled from OPEX.
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Figure 6.11: Time variation of 235U fission flux from reactors in the other states compiled
from OPEX.
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fuel which contain 4–9% of 239(241)Pu in place of 235U contained in normal fuel as
uranium dioxide (UO2). MOX fuel is manufactured from plutonium recovered from
used nuclear fuel mixed with depleted or recycled uranium.

Due to different initial quantity of plutonium, 239Pu and 241Pu account for a
larger portion of the total power generation in MOX fuel operation than in normal
UO2 fuel operation. As is shown in Table 6.4, a fission of plutonium generates more
thermal power than uranium. In other words, MOX fuel needs fewer fissions than
UO2 fuel. In addition, plutonium fission emits fewer neutrinos than uranium fission
as shown in Figure 6.20. Therefore, the use of MOX fuel decrease the reactor νe
flux. This effect is called “MOX fuel effect” and estimated based on MOX operation
information reported from reactor operators and fission fractions of the major heat
producing isotopes in MOX fuel calculated by TEPCO.

Japanese commercial reactors which have used MOX fuel are listed in Table 6.6.
MOX operation in Japanese commercial reactor started in 2009. So, this estimation
is effective especially in the low-reactor period.

Table 6.6: Japanese commercial reactors with MOX fuel. Note that some of these reactor
are not in operation or under decommission process without announcement of
MOX fuel removal.

reactor installation removal total MOX MOX ratio
name date date assemblies assemblies [%]

Genkai-3 2009 Oct. 08 present 16 193 8.29
Ikata-3 2010 Feb. 09 present 16 157 10.2
Fukushima1-3 2010 Aug. 21 - 32 548 5.84
Takahama-3 2010 Dec. 05 2016-01-28 8 157 5.10
Takahama-3 2016 Jan. 29 2018-11-06 24 157 15.3
Takahama-3 2018 Nov. 07 present 28 157 17.8
Takahama-4 2017 May 17 2018-08-30 4 157 2.5
Takahama-4 2018 Aug. 31 2020-01-29 16 157 10.2
Takahama-4 2020 Jan. 30 present 20 157 12.7

Figure 6.12–6.15 show fission fractions of 235U, 238U, 239Pu and 241Pu, respectively,
as functions of burnup calculated by a simple simulation and verified by a detailed
simulation by TEPCO. As discussed in Sec.6.1.1, the uncertainty of chemical com-
position prediction is small enough, and the MOX fuel effect is also very small as
descussed later, the uncertainty of these simulation is negligible in this study. The
provided data is ploted as dots, where different colors refer to different ratio of MOX
assemblies in the total fuel assemblies. The data is interpolated for burnup and MOX
ratio to get fission fraction for accutual MOX ratio in the Japanese reactors.

Using burnup at each time discussed in Sec.6.1.1 and fission fraction of each isotope
in UO2 fuel and MOX fuel discussed above, The fission rate of each isotope is corrected
for MOX fuel as

RMOX
X =

FMOX
X∑
i F

UO2
i

∑
i

RUO2
i (6.1)
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Figure 6.12: Fission fraction of 235U as a function of fuel burnup in various MOX ratio.

Figure 6.13: Fission fraction of 238U as a function of fuel burnup in various MOX ratio.
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Figure 6.14: Fission fraction of 239Pu as a function of fuel burnup in various MOX ratio.

Figure 6.15: Fission fraction of 241Pu as a function of fuel burnup in various MOX ratio.
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where X = (235U, 238U, 239Pu, 241Pu), R
UO2(MOX)
X is the fission rate of isotope X and

F
UO2(MOX)
X is the fission fraction of isotope X in UO2(MOX) fuel.
Figure 6.16 and Figure 6.17 show comparisons of the total νe spectrum emitted

from a reactor with various MOX ratio at burnup = 0 GWd/t and burnup = 10
GWd/t, respectively. The differences is relatively more pronounced in a higer energy
region, e.g. about 10% negative shift is expected around 7 MeV from 25% MOX fuel
at burnup = 0 GWd/t. As the burnup progresses, the difference become smaller.
However, it does not follows that the observed reactor neutrino flux at KamLAND
decrease by O(1)% by MOX fuel effect, since not all reactors uses MOX fuel.

Figure 6.18 and Figure 6.19 show comparisons of expected νe spectrum at Kam-
LAND without and with the MOX fuel effect. The calculation method will be de-
scribed later in Sec.6.1.5. There were no MOX fuel installed in Period1. Taking
integral of the spectrum, MOX fuel effect is less than 0.001% in Period2 and 0.306%
in Period3. Conservatively 100% error is assigned to these effects, that is, 0.001% and
0.306% is assigned as the systematic uncertainties for νe flux in Period2 and Period3,
respectively.

6.1.5 Neutrino from Short-Lived Isotope

The four main fissile isotopes (235U, 238U, 239Pu, 241Pu) contribute to 99.9% of reactor
antineutrino emission.

• 235U

235U in the core absorbs a thermal neutron and fissions. Electron antineutrinos
are emitted from beta decays of unstable fission fragments.

235U+ n → A+ B+ 6.1β− + 6.1νe + 202 [MeV] + 2.4n (6.2)

• 238U

238U in the core absorbs a fast neutron and fissions.

238U+ n → C +D+ 5 ∼ 7β− + 5 ∼ 7νe + 205 [MeV] + x n (6.3)

238U also captures a thermal neutron and undergoes two beta decay to generate
239Pu.

238U+ n → 239U
β−

−−−−−−−−→
T1/2=23.5 min

239Np
β−

−−−−−−−−−→
T1/2=2.356 day

239Pu (6.4)

• 239Pu

239Pu absorbs a thermal neutron and fissions.
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Figure 6.16: Emitted antienutrino spectrum from reactor with various MOX ratio at 0.0
GWd/t burnup

Figure 6.17: Emitted antienutrino spectrum from reactor with various MOX ratio at 10.0
GWd/t burnup
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Figure 6.18: MOX fuel effect on reactor νe spectrum at KamLAND in Period2
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Figure 6.19: MOX fuel effect on reactor νe spectrum at KamLAND in Period3
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239Pu + n → E + F + 5.6β− + 5.6νe + 210 [MeV] + 2.9 n (6.5)

239Pu also captures two thermal neutron to generate 241Pu.

239Pu + n → 240Pu
240Pu + n → 241Pu (6.6)

The neutron capture cross section of 240Pu is 289.5 barn, whereas the thermal
neutron fission cross section is 0.064 barn. Therefore, the fission of 240Pu is
almost negligible compared to that of 239Pu and 241Pu.

• 241Pu

241Pu absorbs a thermal neutron and fissions.

241Pu + n → G+H+ 6.4β− + 6.4νe + 212 [MeV] + 2.9 n (6.7)

Neutrino spectra from these isotopes per fission is a key input of calculating the
neutrino spectrum at KamLAND site.

Antineutrino spectrum from 235U fission was studied by measuring β spectrum
of 235U fission products. Schreckenbach et al. (1985) exposed 93% enriched 235U
dioxide to thermal neutrons from the Institut Laue-Langevin (ILL) reactor for total
15 hours and measured the β spectrum of the fission products with a magnetic beta
spectrometer. Antineutrino spectrum was then obrained by fitting the measured β
spectrum with 30 hypothetical β branches.

The same method can not be applied for 238U because 238U fission occours by only
fast neutron capture. Vogel (1981) studied antineutrino spectrum from 238U fission
by a theoretical calculation considering a process of fission, subsequent β decay and
possible neutron capture by fissile fragments based on the data set in the ENDF/B-V
Fission Product Library of the Evaluated Nuclear Data File, Version V.

Antineutrino spectrum from 239Pu and 241Pu were studied by Hahn et al. (1989)
in a similar method as 235U. For 239Pu, the dioxide was evaporated on a thin Ni foil
and exposed to thermal neutrons from the ILL reactor. The β spectrum was fitted
with 25 hypothetical β branches. For 241Pu, 83% enriched 241Pu dioxide was exposed
to thermal neutrons and fitted with 30 branches.

Huber (2011) and Mueller et al. (2011) improved these studies by re-evaluating
the ILL data with 845 nuclei and 10000 β branches, introducing a new ab-initio
conversion method from β to ν and including full error propagation and correlation.
They found about 3% upward shift with respect to the previous studies. Figure 6.20
shows the Huber-Mueller prediction of neutrino spectrum from 235U, 239Pu and 241Pu
with the Vogel (1981) prediction of 238U spectrum.

Ideally, total reactor antineutrino spectrum can be calculated by summing up
spectrum from each isotope with accutual fission ratio in the reactor. However, recent
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Figure 6.20: νe spectrum per fission of major heat producing isotope in reactor(Huber
2011, Mueller et al. 2011, Vogel 1981).

short-baseline reactor neutrino experiment(An et al. 2017) found an exess of reactor
neutrino spectrum in a energy region of 4–6 MeV by about 10% from the Huber-
Mueller prediction as shown in Figure 6.21. They extracted reactor neutrino spectrum
from each fissil isotope taking advantage of huge statistics and time variation of the
spectrum shape by burnup. This model-observed distortion is called “reactor neutrino
anomaly” and indicating a need of revising the reactor neutrino modeling (Adey et al.
2019).

To minimize the systematic uncertainties from the reactor neutrino anomaly, the
total reactor neutrino spectrum from each reactor is calculated by correcting the
DayaBay spectrum for the accutual fission ratio in each reactor as

S(Eν) = SDB(Eν) +
∑

x∈isotope

(fx
i − fx

DB)S
x
HM(Eν)σIBD(Eν) (6.8)

where SDB(Eν) is the reactor antineutrino spectrum per fission measured by the
DayaBay experiment (Figure 6.21(a)), fx

DB is an average fission ratio of isotope x in
the reactors near DayaBay, fx

i is a fission ratio of isotope x in reactor i, Sx
HM(Eν) is

the fission spectrum model of each isotope (Huber 2011, Mueller et al. 2011, Vogel
1981) and σIBD(Eν) is the IBD cross section(Strumia and Vissani 2003).

The second term of Eq. (6.8) is typically small and the dominant uncertainty of
S(Eν) comes from the uncertainty of SDB(Eν). Therefore, the statistical uncertainty
of SDB(Eν), 2.03%, is assigned as the systematic uncertainty for the reactor neutrino
flux related to the antineutrino spectra.
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which is the multiplication of the detection efficiency of
d-th detector, which is the product of the IBD detection
efficiency of all ADs, ε0= 80.6%, the weekly multiplic-
ity cut and muon veto efficiencies (εm and εµ), and the
weekly live time. The uncertainty of NPFtotal is not de-
pendent on the antineutrino energy and only contributes
to the rate uncertainty of the generic spectrum. The rate
uncertainty is 2.0%, which is contributed from the uncer-
tainties of the efficiencies (1.93%) listed in Table 7, the
fission energy (0.2%), and the reactor power and fission
fractions (0.5%).

Fig. 28. (color online) (a) The antineutrino spec-
trum weighted by the IBD cross section. The last
bin is integrated up to 12MeV. (b) Ratio of the ex-
tracted reactor antineutrino spectrum to the Hu-
ber+Mueller prediction. The error bars of the
data points are the square-roots of the diagonal
elements of the antineutrino spectrum covariance
matrix. The solid red band represents the square-
roots of the diagonal elements of the prediction
covariance matrix, including both reactor and Hu-
ber+Mueller model uncertainties. (c) the ratio of
the spectra from the 6+8 AD periods used in this
analysis and the 6 AD period used in the previous
analysis [29].

From Eqs. (44)–(47), the normalized reactor antineu-
trino spectrum measured at the two near sites is ob-
tained. The obtained generic antineutrino spectrum is
shown in the top panel of Fig. 28. The values of the
spectrum and the covariance matrix are shown in Ta-
bles 12 and 13 in the appendix. The middle panel of
Fig. 28 is the ratio of the generic reactor antineutrino
spectrum to the prediction using the isotope spectra of

the Huber+Mueller model and the effective fission frac-
tions listed in Table 10. The bottom panel of Fig. 28
shows the ratio of the spectrum obtained in the 6+8 AD
period to that in the 6 AD period [29]. The deviation
of the ratio from one is due to the difference of fission
fractions in the two data period and the statistic fluc-
tuation. The average deficit is equal to the overall flux
deficit reported in Sec. 5. The bump in the 5–7 MeV
antineutrino energy corresponds to that in the 4–6 MeV
prompt energy in Fig. 23. The correlation matrix of the
generic spectrum is obtained from its covariance matrix,
which is calculated by both toy MC sampling method,
and standard error propagation with matrices. Figure 29
shows the correlation matrix of the generic spectrum and
its components for the energy-dependent uncertainties.

Fig. 29. (color online) Each component of the
energy-dependent uncertainties for the generic
spectrum. The inner plot shows the correlation
matrix of the generic spectrum.

7.3.2 Possible application of generic antineutrino spec-
trum

The generic antineutrino spectrum has been weighted
by the IBD cross sections. Other reactor neutrino exper-
iments not utilizing the IBD reaction can remove the
IBD weighting factor to obtain the antineutrino spec-
trum from the reactor. IBD reaction experiments could
directly use the generic spectrum to predict the antineu-
trino spectrum with IBD cross section SA in their exper-
iment. A simplified example is:

SA = Sdyb +
∑

i

(fAi
−fdybi

)Smodi
, (48)

where Sdyb is the generic spectrum from the Daya Bay,
i.e. Sgeneric(E), fdyb and fA are the effective fission frac-
tions of the Daya Bay experiment and the reactor an-
tineutrino experiment A; and Smod are the isotope an-
tineutrino spectra from models, such as ILL+Vogel, Hu-
ber+Mueller, etc. SA could then replace the isotope

013002-32

Figure 6.21: Antineutrino spectrum observed by the DayaBay experiment(An et al. 2017).
(a)Antineutrino spectrum weighted with the IBD cross section (b)Ratio of
the extracted reactor antineutrino spectrum to the Huber-Mueller prediction
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The reactor neutrino flux at the KamLAND site is then calculated geometrically
as

dΦ

dEν

=
∑

i∈reactor

Pee(Eν , Li)
1

4πL2
i

· Wi∑
x∈isotope f

x
i ex

S(Eν) (6.9)

where Li is the distance from reactor i to the KamLAND site,Wi is the thermal power
of reactor i, ex is the energy released per fission of isotope x (listed in Table 6.4) and
Pee(Eν , Li) is the neutrino survival probability.

The observed spectrum at KamLAND is finally calculated by integrating for time
and multiplying the number of target, Nproton (Sec.5.6.1), and selection efficiency,
ε(Eν) (Sec.5.5.4), as

dN

dEν

= Nproton · ε(Eν)

∫
dΦ

dEν

dt (6.10)

6.1.6 Neutrino from Long-Lived Isotope

Fission products whose lifetime is shorter than a few hours are included in the short-
lived isotope spectrum discussed in Sec.6.1.5. On the other hand, fission products
whose lifetime is longer than ∼10 hours and maximum antineutrino energy is greater
than 1.8 MeV, called “long-lived isotope”, is not included and need to be calculated
from the past reactor operation data and the location of spent fuels. Kopeikin et al.
(2001) listed six long-lived isotopes as summarized in Table 6.7.

Table 6.7: Long-lived fission products (Kopeikin et al. 2001)

fission fragment half file Emax [MeV] yield [%]

235U 238U 239Pu 241Pu

97Zr 16.91 hour 1.922 5.95 5.50 5.30 4.89
132I 2.295 hour 2.104 4.30 5.16 5.40 4.14
93Y 10.18 hour 2.890 6.40 4.97 3.89 3.51
106Ru 373 day 3.541 (106Rh) 0.40 2.55 4.31 6.18
144Ce 285 day 2.994 (144Pr) 5.48 4.50 3.74 4.39
90Sr 28.8 year 2.279 (90Y) 5.82 2.10 1.57 3.12

Of these six isotopes, 97Zr, 132I and 93Y achieve equilibrium within ten days. So,
the antineutrino from from these three isotopes do not affect seriously on the Kam-
LAND experiment. The rest three isotopes have longer half lives than 100 days and
the daughter nuclei have larger β decay Q-value than 1.8 MeV. Eq. (6.11) shows de-
tails of β decay process of these isotopes. Besides, Figure 6.22 shows the antineutrino
spectrum from these isotopes.
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106Ru
Qβ=0.0394 MeV
−−−−−−−−−→
T1/2=373.6 day

106Rh
Qβ=3.541 MeV
−−−−−−−−−→
T1/2=29.8 sec

106Pd

144Ce
Qβ=0.3187 MeV
−−−−−−−−−→
T1/2=284.9 day

144Pr
Qβ=2.9975 MeV
−−−−−−−−−→
T1/2=12.3 sec

144Nd (6.11)

90Sr
Qβ=0.546 MeV
−−−−−−−−−→
T1/2=22.8 day

90Y
Qβ=2.282 MeV
−−−−−−−−−→
T1/2=64.1 sec

90Zr

6.1. REACTOR NEUTRINO BACKGROUNDS 113

Table 6.3: Long-lived Fission Products (V.I.Kopeikin et al. (2001))

Fission Halflife Emax Yield [%]
Fragment MeV 235U 239Pu 241Pu 238U

97Zr 16.91 h 1.92 5.95 5.30 4.89 5.50
132I 2.295 h 2.14 4.30 5.40 4.14 5.16
93Y 10.18 h 2.87 6.40 3.89 3.15 4.97

106Ru 373 day 3.54 0.40 4.31 6.18 2.55
144Ce 285 day 3.00 5.48 3.74 4.39 4.50
90Sr 28.8 year 2.28 5.82 2.10 1.57 3.12
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Figure 6.5: Long-lived Fission Product Spectrum

spent fuel storage. Neutrino flux from the other three isotopes, 106Ru, 144Ce and 90Sr,
changes gradually according to their slow activity variation. The following list shows
some details of decays of these isotopes. Figure 6.5 shows calculated neutrino spectrum
of these isotopes.

106Ru
(374day)

QØ=0.039MeV
°°°°°°°°!

106Rh
(29.8sec)

QØ=3.541MeV
°°°°°°°°!

106Pd
(stable)

144Ce
(285day)

QØ=0.320MeV
°°°°°°°°!

144Pr
(17.2min)

QØ=2.998MeV
°°°°°°°°!

144Nd
(2.29£ 1015y)

90Sr
(28.8y)

QØ=0.546MeV
°°°°°°°°!

90Y
(64.1sec)

QØ=2.282MeV
°°°°°°°°!

90Zr
(stable)

The reactor operation data provided by the electric power companies is available only

Figure 6.22: Neutrino energy spectrum from long-lived fission products(Enomoto 2005)

The yield rate and fission rate of these three isotopes are estimated from published
reactor operation data with assuming typical fuel composition and thermal efficiency
of BWR. In addition, the contribution from spent fuel is also estimated assuming they
are stored just near the reactor. This assumption is reasonable because in general
the spent fuel is stored for about ten years in a pool of a reactor facility and then
transferred for permanent strage or fuel recycling, whereas the half life of 90Sr is much
longer but it contributes only 2.4% of the all long-lived isotope event for KamLAND.

The ratio of antineutrino flux from long-lived isotopes to the total flux estimate
is calculated to be 2.184%, 2.258% and 4.078%, respectively, and their relative uncer-
tainty 50% is conservatively assumed. Thus, 1.092%, 1.129% and 2.044% are assigned
as the systematic uncertainty of antineutrino flux in each period.

6.1.7 Reactor-related Systematic Uncertainties

Table 6.8 summarizes the systematic uncertainty related to the reactor νe spectrum
and flux estimation. Uncertainties of distance, Japanese reactor’s thermal power,

160



CHAPTER 6. BACKGROUND ESTIMATION

chamical composition and time lag were discussed in Sec.6.1.1. Uncertainties of Ko-
rean, Taiwanese, Chinese and the other country’s reactor thermal power were dis-
cussed in Sec.6.1.2–6.1.3. Uncertainties of MOX fuel effect, antineutrino spectra and
long-lived nuclei were discussed in Sec.6.1.4, Sec.6.1.5 and Sec.6.1.6, respectively.

Table 6.8: Summary of reactor-related systematic uncertainties

Period1 Period2 Period3

energy range [MeV] 0.9–8.5 0.9–8.5 0.9–8.5

Distance 0.1% 0.1% 0.1%

– Termal power –
Japan 2.0% 2.0% 2.0%
Korea 0.365% 0.474% 3.338%
Taiwan/China 0.071% 0.101% 1.045%
The others 0.042% 0.051% 0.351%

Chemical composition 1.0% 1.0% 1.0%
MOX fuel effect 0.0000% 0.001% 0.306%
long-lived nuclei 1.092% 1.129% 2.044%
antineutrino spectra 2.03% 2.03% 2.03%
time lag 0.01% 0.01% 0.01%

Total 3.235% 3.262% 5.075%
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6.2 13C(α,n)16O Reaction

13C(α, n)16O interaction is the second largest background for geoneutrino observation.
This section describes the overview of this reaction and its expectation.

6.2.1 Overview of (α,n) Reaction

(α, n) interaction is triggered by α particle as Eq. (6.12) and mimic an antineutrino
event.

(Z,A) + α → (Z + 2, A+ 3) + n (6.12)

The neutron from this reaction is often a fast neutron and deposites energy in ther-
malization process. Otherwise, the generated nuclei goes to an excited state and emit
γ-ray in de-excitation. The neutron is finally captured and emit 2.2 MeV γ-ray, which
mimic a delayed-coincidence candidate.

Since this reaction has almost the same event profile as the IBD reaction, the rate
and energy spectrum need to be estimated in advance from the number of α decay,
(α, n) reaction cross section, α quenching in the liquid scintillator and the energy and
anglar distribution of the neutron.

6.2.2 α Source in the KamLAND Liquid Scintillator

There are various α particle sources in the KamLAND liquid scintillator. However,
according to Ichimura (2008), α decays of 210Po account for more than 99% of all α
activities in the KamLAND liquid scintillator as shown in Figure 6.23.
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Figure 7.29: α activities in the KamLAND liquid scintillator classified into four groups. The contribution
of the 210Po α decay to all α activity is more than 99 %.

7.5.2 13C(α ,n)16O Interaction

As discussed in Section(7.5) and (7.5.1), the dominant target nucleus of (α , n) reaction is 13C and the
dominant α particle is generated from 210Po decay. Thus hereafter only 13C(α , n)16O reaction from
210Po decay is considered. Figure(7.30) shows the 13C(α , n)16O cross section. For 5.304 MeV 210Po α
particles, The ground state, first excited state and second excited state of 16O are candidates of the final
state (Figure(7.31)).
In 2005, newly measured cross sections of this reaction were reported [83]. Figure(7.32) shows the new
cross section. This cross section has a 4 % accuracy in the total cross section, but it does not specify the
final state separately. Therefore, the excited state cross sections from Ref.[81] have to be subtracted in
order to use this new measurement. The cross section to the ground state is calculated as follows,

σgnd(Eα) = σ(Eα)−σ1st
η(En1)
η(En0)

−σ2nd
η(En2)
η(En0)

(7.2)

Figure 6.23: α activities in the KamLAND liquid scintillator classified into four
groups(Ichimura 2008)
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6.2.3 Reaction Cross Section

(α, n) reaction occours on various nuclei. Table 6.9 summarizes the target nuclei
of (α, n) rection in the KamLAND liquid scintillator. In KamLAND, 5.304 MeV α
particle from 210Po decay is the dominant α activity. So, the contribution from nuclei
whose (α, n) reaction threshold is greater than 5.304 MeV or small natural abundance
is negligible.

Table 6.9: Target nuclei of (α, n) reaction(Ichimura 2008). The original data of Q value
and reaction threshold are calculated in On-Line Q-Value Calculation.

target nuclei Q value [MeV] threshold [MeV] natural abundance [%]

1H -23.68 115.4 99.985
2H -4.190 12.50 0.015
3H -4.783 11.12 -

12C -8.502 11.34 98.90
13C 2.216 0 1.10
14C -1.818 2.337 -

14N -4.735 6.088 99.634
15N -6.419 8.131 0.366
16N 1.526 0 -

16N -12.13 15.17 99.762
17N 5.867 0 0.038
18N -0.6962 0.8510 0.200
19N 5.713 0 -

Figure 6.24 shows the total cross section of (α, n) reaction as a function of incident
α energy for various nuclei normalized to natural carbon considering the chemical
composition of the KamLAND liquid scintillator and their natural isotopic abundance.
From this figure, the dominant α target in KamLAND is 13C. Hereafter in this study,
only 13C(α, n)16O is considered.

6.2.4 13C(α,n)16O Reaction
13C(α, n)16O produces the ground state or four excited states of 16O as shown in
Figure 6.25 The 0+ state decay by pair emission of e+-e−, whereas the other three
decays by γ emission. Figure 6.26 shows the cross section of 13C(α, n)16O to different
final statesas a function of incident α energy. Considering 5.304 MeV α from 210Po,
the ground state, the first excited state and the second excited state are candidates
of interest in this study.

These three final states make different event property in KamLAND as follows.

• 13C(α, n)16O (ground state, g.s.)
Neutron have the energy equivalent to the Q value of the reaction. This neutron
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Table 7.14: Target Nuclei of (α , n) Reaction
(α , n) interaction

Target nuclei Q value [MeV] threshold [MeV] natural abundance [%]
1H -23.68 115.4 99.985
2H -4.190 12.50 0.015
3H -4.783 11.12 -
12C -8.502 11.34 98.90
13C 2.216 0 1.10
14C -1.818 2.337 -
14N -4.735 6.088 99.634
15N -6.419 8.131 0.366
16N 1.526 0 -
16O -12.13 15.17 99.762
17O 5.867 0 0.038
18O -0.6962 0.8510 0.200
19O 5.713 0 -
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Figure 7.28: Total ( α , n) cross section normalized to the natural carbon abundance and considering the
chemical composition of the KamLAND liquid scintillator.The contribution of 13 C(α , n) 16O reaction
to the total cross section is more than 99 % [81].

more than 99 %.

Figure 6.24: Total cross section of (α, n) reaction for various nuclei. The figure is cited
from (Ichimura 2008). The original data is calculated based on JENDLE
(2005).
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Figure 6.21: Energy level of 16O.
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where η(En) is the neutron detection efficiency shown in Figure(7.33) and given by the following

equation[84],

η(En) = (a1 +a2(En −a3)exp(−a4En)+a5(En +a6)exp(−a7En))/100

a1 = 0.79042

a2 = 0.01073

a3 = 513.1884

a4 = 6.0439

a5 = 0.1607

a6 = 247.0738

a7 = 0.11416

(7.3)
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Figure 7.30: 13C(α , n)16O cross section. Considering the 5.304 MeV 210Po α , the candidate states of
16O are the ground state (red), the first excited state (green) and the second excited state (blue) [81].

From the cross section, the number of 13C(α , n)16O reaction is calculated as follows,

N =
∫ 0

E0

dEα

(

−

dN

dEα

)

−

dN

dEα

= ntargetIsourceσ(Eα)

(

−

dX

dEα

) (7.4)

where,

• N : number of neutrons

• Eα : α energy

Figure 6.22: Total cross section of 13C(α, n)16O interaction based on JENDL cal-
culation (2003)[67]. Considering 5.304 MeV 210Po α particle, the grand state (red),
the first excited state (green) and the second excited state (blue) are candidates
interaction.

Figure 6.25: Energy levels of 16∗O(Watanabe 2012)
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recoil protons in the liquid scintillator and make a prompt scintillation labeled
as “prompt event(3)” in Figure 6.27.
The neutron sometimes exites 12C, which emits de-excitation 4.438 γ-ray. The
rest neutron energy is deposited via proton recoils. This process is labeled as
“prompt event(2)” in Figure 6.27. Although the total deposite energy does not
depend on if the neutron exite 12C or not, the total amount of scintillation is
different because neutron, proton and γ have different quenching in the liquid
scintillator.

• 13C(α, n)16∗O (first excited state)
If 16O goes to the first excited state, it de-exites by emitting e+-e− pair, whose
total energy is 6.046 MeV. The rest energy is given to neutron and deposited
via proton recoil. This process is labeled as “prompt event(1)” in Figure 6.27.

• 13C(α, n)16∗O (second excited state)
If 16O goes to the second excited state, it de-exites by emitting a 6.129 MeV γ
ray. The rest energy is given to neutron and deposited via proton recoil. This
process is also labeled as “prompt event(1)” in Figure 6.27.

In any case, the neutron capture 2.2 MeV γ makes delayed scintillation.

6.2.5 Rate and Spectrum Expectation
210Po α decay rate measurement

210Po α decay rate is measured by fitting energy spectrum taken in special low trigger-
threshold run (background run). Figure 6.28 and Figure 6.29 show the observed
energy spectrum in a background run before and after the purifications, respectively.

In the low-energy region, backgrounds are dominated by the radioactive noble
gasses such as 85Kr (Eq. 6.13) and 222Rn (210Bi and 210Po in decay chain, Eq. 6.14).
However, the purifications effectively removed the radioactive impurities and sup-
pressed these backgrounds. 85Kr is further suppressed by the N2 purge after the
distillation(Nakajima 2009).

85Kr
Qβ=0.678 MeV
−−−−−−−−−→
T1/2=10.76 year

85Rb (6.13)

210Pb
Qβ=0.0635 MeV
−−−−−−−−−→
T1/2=22.3 year

210Bi

Qβ=1.162 MeV
−−−−−−−−−→
T1/2=5.013 day

210Po (6.14)

Qα=5.304 MeV−−−−−−−−−→
T1/2=138.4 day

206Pb

Figure 6.30 shows the time variation of fitted 210Bi and 210Po rate.
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where η(En) is the neutron detection efficiency shown in Figure(7.33) and given by the following
equation[84],

η(En) = (a1 +a2(En −a3)exp(−a4En)+a5(En +a6)exp(−a7En))/100
a1 = 0.79042
a2 = 0.01073
a3 = 513.1884
a4 = 6.0439
a5 = 0.1607
a6 = 247.0738
a7 = 0.11416

(7.3)
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Figure 7.30: 13C(α , n)16O cross section. Considering the 5.304 MeV 210Po α , the candidate states of
16O are the ground state (red), the first excited state (green) and the second excited state (blue) [81].

From the cross section, the number of 13C(α , n)16O reaction is calculated as follows,

N =
∫ 0

E0

dEα

(
− dN

dEα

)

− dN
dEα

= ntargetIsourceσ(Eα)
(
− dX

dEα

) (7.4)

where,

• N : number of neutrons

• Eα : α energy

Figure 6.26: Total cross section of (α, n) reaction for carbon isotopes nuclei. The figure
is cited from (Ichimura 2008). The original data is calculated based on
JENDLE (2005).

CHAPTER 7. BACKGROUND 169

Figure 7.31: 13C(α , n)16O reaction. The prompt signals are the recoiled proton energy, 4.438 MeV γ ,
and 6.046 MeV e+e− from the first excited state and 6.129 MeV γ from the second excited state.
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Figure 7.32: 13C(α , n)16O cross section including the new measurement of [83].

• E0 : initial α energy

• ntarget : number of target nuclei of 13C per unit volume of the liquid scinaillator

• Isource : source intensity

• σ(Eα) : (α , n) cross section

• dX
dEα

: stopping power

The neutron energy depends on the scattering angle shown in Figure(7.34). In the lab frame, the momen-
tum of the neutron pn is as follows,

Figure 6.27: 13C(α, n)16∗O reaction(Ichimura 2008)
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Figure 6.28: Energy spectrum fitting to estimate 210Po rate before purifications
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Figure 6.29: Energy spectrum fitting to estimate 210Po rate after purifications
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Figure 6.30: Time variation of 210Bi and 210Po rate. This figure includes not only back-
ground run but also physics run analyzed with prescale-triggered events. See
Watanabe (2012) for the time variation before the purification.

13C(α,n)16O rate estimation

α from 210Po initially have 5.304 MeV energy and deposites energy to the scintillator
before finally it stops. Thus, the rate of 13C(α, n)16O reaction is calculated as follows.

N =

∫ 0

E0

dEα

(
− dN

dEα

)
− dN

dEα

= ntargetIsourceσ(Eα)

(
− dX

dEα

)
(6.15)

where Eα is the α energy, E0 is the initial α energy, ntarget is the number density
of 13C nuclei in the KamLAND liquid scintillator, Isource is the α source intensity
discussed above, σ(Eα) is the cross section (Sec.6.2.3) and − dX

dEα
is a stopping power

for α calculated with GEANT4(Agostinelli et al. 2003) as shown in Figure 6.31.

Neutron Spectrum Calculation

The observed energy spectrum is calculated based on the energy deposites. While the
γ energy from 16∗O depends on the excitation energy levels, the neutron energy de-
pends on the incident α energy and the scattering angle as shown in Figure 6.32. The
angular distribution of neutron is parameterized by Legendre-polynominals(Walton
et al. 1957, Kerr et al. 1968) as a function of the energy. Then, the neutron energy
spectrum in the lab frame is calculated as

n(E) =

∫ 0

E0

dEα

∫
dΩ δ(Ω, Eα, En)ntargetIsource

dδ

dΩ

(
− dX

dEα

)
dδ

dΩ
=

∑
l

AlPl(cos θ) (6.16)
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Figure 7.34: Correlation between neutron energy and alpha energy.
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Figure 7.35: Calculated [76] α particle energy deposition per mm in KamLAND LS.

7.5.3 Proton Quenching

As described in the previous subsection, the recoil of the proton in the neutron-proton elastic scatter-
ing is the prompt signal in the 13C(α ,n)16O reaction. Therefore, it is important to measure the proton
quenching factor at different proton energies for the accurate 13C(α ,n)16O background estimation. This
factor is measured at the OKTAVIAN Facility, Osaka Univ using a deuteron beam and a Tritium target
to obtain a monochromatic neutron beam hitting a liquid scintillator material target. Figure(7.39) shows

Figure 6.31: α particle energy deposition per unit length in the KamLAND liquid scin-
tillator(Ichimura 2008)

where Ω is the scattering solid angle, En is the neutron energy, δ(Ω, Eα, En) is a delta
function expressing the conservation of momentum, Al is coefficient of Legendre-
polynominal and Pl(cos θ) is Legendre-polynominal. Figure 6.33 shows the neutron
energy spectrum for each final state.CHAPTER 7. BACKGROUND 171
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Figure 7.34: Correlation between neutron energy and alpha energy.
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Figure 7.35: Calculated [76] α particle energy deposition per mm in KamLAND LS.

7.5.3 Proton Quenching

As described in the previous subsection, the recoil of the proton in the neutron-proton elastic scatter-
ing is the prompt signal in the 13C(α ,n)16O reaction. Therefore, it is important to measure the proton
quenching factor at different proton energies for the accurate 13C(α ,n)16O background estimation. This
factor is measured at the OKTAVIAN Facility, Osaka Univ using a deuteron beam and a Tritium target
to obtain a monochromatic neutron beam hitting a liquid scintillator material target. Figure(7.39) shows

Figure 6.32: Correlation between neutron energy and incident α energy with different
scattering angles(Ichimura 2008)

Proton Quench Effect

Neutron from 13C(α, n)16O reaction recoils protons, which deposite energy to the
scintillator. Therefore, a study of proton quench effect is necessary to estimate the
visible energy spectrum of 13C(α, n)16O reaction in KamLAND.
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Figure 7.38: Neutron energy spectrum from the 13C(α , n)16O reaction.

Figure 7.39: The schematic view of the detector setup at the OKTAVIAN Facility

7.5.4 210Po13C Calibration Source

Using the neutron energy spectrum(Figure(7.38)) and proton quenching factor (Figure(7.40)), the prompt

signal can be simulated using GEANT4[76]. However, there remains uncertainty about the branching

ratio to the excited state of 16O. In Ref.[81], 100 % errors are assigned to the excited states since their

cross sections use model calculations. To remove this uncertainty, a 210Po13C calibration source was

deployed in the KamLAND detector. Figure(7.41) shows the 210Po13C source geometry. The source

was constructed by filling the capsule with approximately 0.3 g of 13C powder, dripping a Polonium

solution into the carbon powder, and allowing the whole to dry throughly before tamping the powder

with a Delrin spacer and closing the system. Figure(7.42) shows the delayed coincidence events using

the 210Po13C source at the center of the detector. In order to know the 210Po α decay rate in the source

capsule, the small branch which emits 803 keV γ is used. The first excited state emits e+e−, but they

cannot escape from the source capsule and be detected as annihilation 1.022 MeV γ . Thus, the reaction

rate can be measured separately. The rate of the second excited state is consistent with the expected

Figure 6.25: Neutron energy distribution of 13C(α, n)16O interaction.
Figure 6.33: Neutron energy spectrum from 13C(α, n)16O reaction(Watanabe 2012)

Yoshida et al. (2010) measured the proton quench effect in the OKTAVIAN facility,
Osaka University with a deuteron bean and a tritium target to generate monochro-
matic neutron beam. Figure 6.34 shows the schematic view of the experimantal setup
at OKTAVIAN facility. Neutron beam of monochromatic 14.4 MeV energy is hit to
a liquid scintillator material target, which was sampled from the center of the kam-
LAND detector. The recoil proton energy is changed by changeing the scattering
angle.
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Here this generalized Birk’s formula is extended by introducing the higher-order
correction as Chou’s extension in Eq. (6.7) :

dL

dx
=

Se
(

dE
dx

)
e
+ Sn

(
dE
dx

)
n

1 + kBe
(

dE
dx

)
e
+ Ce

(
dE
dx

)2
e
+ kBn

(
dE
dx

)
n

, (6.9)

Figure 6.27 shows the proton quenching factor as a function of the scattered proton
energy. In this figure, the data points and two kinds of fitting function Eq. (6.6)
(dotted line), Eq. (6.7) (dashed line). The solid line shows the calculated Eq. (6.9)
line using the best-fit parameters estimated by Eq. (6.7) fitting. As shown in Figure
6.27, since the fraction of the nuclear energy loss for protons is relative small and
negligible in the measured recoil energy range, the generalized Birk’s formula of Eq.
(6.7) successfully gives a simultaneous description of the light output responses for
protons in the KamLAND liquid scintillator. From the fitting results, the accuracy
of the measured proton quenching factor is suppressed 2.0 %. This data is used for
the 13C(α, n)16O prompt energy simulation.

Deuteron Beam

Tritium TargetNeutron 
14.4 MeV

Concrete Shield

1m

! Shield

Target Liquid Scintillator

Neutron Detector (BC501A)

Figure 6.26: Schematic view of the detector setup of the OKTABIAN Facility.
Figure 6.34: Schematic view of the experimantal setup at OKTAVIAN facility(Watanabe

2012)

Figure 6.35 shows the proton quench factor measured in OKTAVIAN facility as
a function of the proton energy. The accuracy of the quench factor measuring is
2%(Yoshida et al. 2010).
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Figure 7.40: Result of the measurement of the quenching factor. The red-square points are at 13 ppm O2
level condition and the blue line shows fitting function. The right figure shows the deviation from the fit.
The deviation is within ± 2 %.

rate from Ref[81] without scaling. For the first excited states, the expected spectrum agrees with the
calibration data if scaled by 0.6. After the subtraction of these excited states, the expected spectrum for
the ground state is obtained. The expected spectrum is in good agreement with the data after scaling
by a factor of 1.05 for the ground state. Figure(7.43) shows the comparison of the expected spectrum
with the calibration data. To confirm the validity of the scaling and investigating the possibility of a
Po crystal which may cause a smaller (α , n) rate especially for the excited state, the energy spectrum
of neutrons produced by 5.5 MeV α particles (Ref [87]) is used. Figure(7.44) shows the comparison
between data and simulation. The spectrum disagrees for the ground state which may be caused by
the detector resolution or neutron angular distribution. But the excited state contribution gives good
agreement within 15 % and the difference between data and simulation for the absolute rate is 9 %.
Thus, too large contribution from the excited state are excluded.

The uncertainties come from the 210Po rate (4 %), and the difference between simulated events and
the data (10 % for the ground state, 20 % for the excited states). Since the shape of the calculated
spectrum is in good agreement with the data, no horizontal scaling error such as proton quenching error
is assigned.

7.5.5 Estimation of 13C(α ,n)16O Interaction

For the estimation of the 13C(α , n)16O background, the simulated spectrum described in the previous
Section is used taking into account of the space and time correlation. Figure(7.45) shows the expected
(α , n) spectrum after all selections. The number of 13C(α , n)16O background is estimated to be 182.0 ±
21.7 events above the 0.9 MeV energy threshold.

Figure 6.35: Proton quench factor as a function of recoil proton energy(Ichimura 2008)

The visible energy spectrum of the prompt scintillation of 13C(α, n)16O reaction
is calculated using GEANT4(Agostinelli et al. 2003) based on the neutron energy
discussed in Sec.6.2.5 and the proton quench effect discussed above.

Branching Ratio

There are a large uncertainty in the branching ratio to each final state of 13C(α, n)16O
reaction due to the calculation model. A 210Po13C source calibration was performed
to study the branching ratio.

Figure 6.36 shows the schematic view of 210Po13C source(McKee et al. 2008). The
source mixture is produced by adding a polonium solution to an approximately 0.3
g of 13C powder, dried completely, tamped with a Delrin spacer and sealed in an
adhesive container.

Figure 6.37 shows the delayed-coincidence profile of the 210Po13C source calibration
data installed at the center of the detector. The peaks of 12C de-excitation, 4.438 MeV
γ, and 16O de-excitation from the second excited state, 6.129 MeV γ, were clearly
observed. The first excited state of 16O emits e+-e− pair but they are absorbed by
the source contair. Instead, pair annihilation 1.022 MeV γ is detected.

Figure 6.38 shows the comparison between the 210Po13C source calibration data
and the expected spectrum. The rate of the second excited state is consistent with
the JENDLE (2005) prediction. The expected rate of the first excited state is scaled
by 0.6 to reproduce the source data. The expected rate of the ground state is in good
agreement with the data after scaled by 1.05.
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Figure 6.36: 210Po13C source geometry(McKee et al. 2008). The radioactive source ma-
terial is loaded in “Source Mixture” part. The source countair is 13-mm-
diameter × 13-mm-height.
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Figure 6.29: Delayed coincidence events of 210Po13C calibration data at the center
of the detector. Each spectrum shows prompt energy (top left), delayed energy (top
right), space correlation (bottom left) and time correlation distribution (bottom
right). In the prompt energy spectrum, the peak at ∼6 MeV corresponds to the 6.130
MeV γ-ray from the second excited state of 16O. The peak at ∼4.4 MeV corresponds
to the γ-ray emission from the first excited state of 12C. The peak at ∼1.022 MeV
shows the annihilation γ from the first excited state of 16O. The energy spectrum
below 4.0 MeV shows the light emission from proton recoil by 13C(α, n)16O grand
state. In the time correlation spectrum, the fitted result shows that the neutron
capture time is 210.2 ± 1.7 µsec. It is consistent with other analysis, such as AmBe
calibration data and spallation neutron data. The vertical lines correspond to the
cut conditions for each parameters.

Figure 6.37: Delayed-coincidence profile of the 210Po13C source calibration data installed
at the center of the detector(Watanabe 2012).
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Figure 6.13: The comparison between 210Po13C calibration data and GEANT4 simulation

210Po 222Rn 220Rn G.S. E.S.
# of events 225.7 0.2 0.1 203.5 22.5

Table 6.7: The number of events of the (α, n) background. Ground state / excited states.

Figure 6.30: Comparison between 210Po13C calibration data and the expected spec-
trum.

Figure 6.38: Comparison between the 210Po13C source calibration data and the expected
spectrum(Watanabe 2012).
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6.2.6 Uncertainties Estimation

The uncertainties of (α, n) background rate come from the 210Po α decay rate mea-
surement and the difference between the simulated spectrum and the 210Po13C source
data, i.e. the cross section uncertainty.

210Po α decay rate uncertainty

The 210Po α decay rate is measured by fitting observed energy spectrum as shown in
Figure 6.28 and Figure 6.29. This measurement is performed with a 550-cm-radius
fiducial volume cut to avoid radioactive impurities coming from the outer balloon and
γ radiation from outside the ID. Then the measured rate in the 550-cm-radius fiducial
volume is scaled to the rate in a 600-cm-radius volume. However, there is a radius
dependence of 210Po α decay rate. Therefore, an uncertainty related to this scaling, or
“fiducial volume dependence”, need to be estimated. This uncertainty is studied by
comparing the 210Po α decay rate within 550-cm-radius volume and 600-cm-radiums
volume as shown in Figure 6.39. After the first purification, the 210Po α decay rate
around fiducial radius 600 cm is affected by radioactivity from the outer-balloon,
which is reconstructed inside fiducial cut due to fitite vertex resolution. Therefore,
the fiducial radius dependence of such events are simulated with GEANT4(Agostinelli
et al. 2003) and subtracted from the observed radius dependence. The uncertainty
from the volume dependence after the second purification is much larger than before
the second purification. This is because 210Po in the liquid scintillator was effectively
removed by the purification and is not be a problem.

The fiducial volume dependence estimation is affected by the fiducial volume un-
certainty, which is verified by the time variation of estimated dependences as shown
in Figure 6.40.

The 210Po α decay rate measurement assumed uniform distribution of 210Po α
decay rate, whereas it has position dependence as shown in Figure 6.41. An indepen-
dent measurement assuming the position dependence found a 0.5% downward-shift
in the total 210Po α decay number after the first purification(Watanabe 2021). Thus
0.5% is added to the 210Po α decay rate uncertainty as “210Po non-uniformity”.

Table 6.10 summarizes the uncertainties of 210Po α decay rate.

Table 6.10: Uncertainty of 210Po decay rate (Shimizu 2010, Watanabe 2012, 2021)

before purif. after 1st purif. after 2nd purif.

fiducial volume dependence 2.0% 2.8% 37.7%
dependence uncertainty 1.0% 0.8% 2.0%
210Po non-uniformity - 0.5% 0.5%

total 2.2% 3.0% 37.8%
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Figure 6.32: Fiducial radius dependence of 210Po decay rate comparing with MC for
before purification (top left), after 1st purification (top right) and after 2nd purifi-
cation (bottom). The black points show the 210Po decay rate of the data analysis
results, the red points show the MC within the uncertainty of the vertex resolution,
and the green points show the data after subtracted MC results. Comparing be-
tween the 210Po decay rate within 5.5 m radius and that within 6.0 m radius, 210Po
decay rate of the fiducial volume dependence can be estimated.

full data set after applying the likelihood selection is 200.4 ± 23.7. DS-2, which ben-
efited from reduced 210Po contamination due to the liquid scintillator purification,
contributes only 7 % of the total number of 13C(α, n)16O events.

Table 6.12: Number of (α, n) background.

Background Contribution
13C(α, n)16Og.s., np → np 173.3 ± 18.8
13C(α, n)16Og.s., 12C(n, n′)12C∗ (4.4 MeV γ) 7.4 ± 0.8
13C(α, n)16O, 1st e.s. (6.05 MeV e+e−) 16.0 ± 3.4
13C(α, n)16O, 2nd e.s. (6.13 MeV γ) 3.7 ± 0.6
Total 200.4 ± 23.7
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Figure 6.32: Fiducial radius dependence of 210Po decay rate comparing with MC for
before purification (top left), after 1st purification (top right) and after 2nd purifi-
cation (bottom). The black points show the 210Po decay rate of the data analysis
results, the red points show the MC within the uncertainty of the vertex resolution,
and the green points show the data after subtracted MC results. Comparing be-
tween the 210Po decay rate within 5.5 m radius and that within 6.0 m radius, 210Po
decay rate of the fiducial volume dependence can be estimated.

full data set after applying the likelihood selection is 200.4 ± 23.7. DS-2, which ben-
efited from reduced 210Po contamination due to the liquid scintillator purification,
contributes only 7 % of the total number of 13C(α, n)16O events.

Table 6.12: Number of (α, n) background.

Background Contribution
13C(α, n)16Og.s., np → np 173.3 ± 18.8
13C(α, n)16Og.s., 12C(n, n′)12C∗ (4.4 MeV γ) 7.4 ± 0.8
13C(α, n)16O, 1st e.s. (6.05 MeV e+e−) 16.0 ± 3.4
13C(α, n)16O, 2nd e.s. (6.13 MeV γ) 3.7 ± 0.6
Total 200.4 ± 23.7
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Figure 6.32: Fiducial radius dependence of 210Po decay rate comparing with MC for
before purification (top left), after 1st purification (top right) and after 2nd purifi-
cation (bottom). The black points show the 210Po decay rate of the data analysis
results, the red points show the MC within the uncertainty of the vertex resolution,
and the green points show the data after subtracted MC results. Comparing be-
tween the 210Po decay rate within 5.5 m radius and that within 6.0 m radius, 210Po
decay rate of the fiducial volume dependence can be estimated.

full data set after applying the likelihood selection is 200.4 ± 23.7. DS-2, which ben-
efited from reduced 210Po contamination due to the liquid scintillator purification,
contributes only 7 % of the total number of 13C(α, n)16O events.

Table 6.12: Number of (α, n) background.

Background Contribution
13C(α, n)16Og.s., np → np 173.3 ± 18.8
13C(α, n)16Og.s., 12C(n, n′)12C∗ (4.4 MeV γ) 7.4 ± 0.8
13C(α, n)16O, 1st e.s. (6.05 MeV e+e−) 16.0 ± 3.4
13C(α, n)16O, 2nd e.s. (6.13 MeV γ) 3.7 ± 0.6
Total 200.4 ± 23.7

Figure 6.39: Fiducial radius dependence of 210Po α rate with MC (top) before purifi-
cations, (middle) after the first purification and (bottom) after the second
purifications (Watanabe 2012).
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Figure 6.33: Time variation of the fiducial volume dependence of 210Po decay rate.
The blue points show the fiducial volume dependence of before purification estimated
by low threshold run. The red points show the fiducial volume dependence of after
purification using tithe data and MC. The fiducial volume dependence of 210Po decay
rate are estimated to be 1.0 % (before purification), 0.8 % (after 1st purification),
and 2.0 % (after 2nd purification), respectively.

Figure 6.40: Time variation of the fiducial volume dependence of 210Po α decay
rate (Watanabe 2012)
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Run-by-run Table 4

Figure 6.41: Position dependence of 210Po α decay rate (Watanabe 2021)
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13C(α,n)16O cross section uncertainty

The uncertainty of the cross section is estimated from the difference between simulated
rate by GEANT4(Agostinelli et al. 2003) and the observed rate in the 210Po13C source
calibration. It is found to be 10% and 20% for the ground state and for the excited
states, respectively.

Table 6.11 is the summary of 13C(α, n)16O rate uncertainty.

Table 6.11: Uncertainty of 13C(α, n)16O rate

before purif. after 1st purif. after 2nd purif.

210Po decay rate 2.2% 3.0% 37.8%

13C(α, n)16O cross section
10% / 20%

(ground state / excited states)

total 10.2%/20.1% 10.4%/20.2% 39.1%/42.8%

6.3 Accidental Coincidence

As is discussed in Sec.5.5.1, the accidental coincidence event is selected by almost the
same criteria as the IBD candidates, except shifted and extended time-correlation
selection. For the accidental background estimation, the likelihood selection is also
applied. Data-driven estimation of accidental coincidence background is performed
for each run.

Figure 6.42–6.43 show the time variation of the accidental coincidence background
rate after the likelihood selection in each data period. The accidental coincidence rate
in period3 is lower by factor than those in the other periods. This is because the ex-
pected reactor neutrino flux is smaller in period3. Since the likelihood selection adopts
a FoM-based strategy, the cut for likelihood ratio is set to be tight in period3, that is,
the smaller expected signal rate prefers the more accidental background supression.

6.4 Muon-Spallation Products

6.4.1 Overview of Muon-Spallation Background

As discussed in Sec.5.3, cosmic muon generate various radioactive isotopes via spalla-
tion in the liquid scintillator (Table 5.2). Isotopes whose lifetime is less than O(10−3)
sec are effectively rejected with the muon veto. Besides, most of muon-spallation
products do not contaminate the signal since the delayed-coincidence selection and
the likelihood selection are applied.

However, isotopes that emit neutrons need to be estimated carefully because their
β-decays accompanied with neutron emission mimic a delayed-coincidence event.
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Figure 6.42: Time variation of the accidental coincidence background rate after Likelihood
cut in Period1 and Period2.
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Figure 6.43: Time variation of the accidental coincidence background rate after Likelihood
cut in Period3
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6.4.2 Neutron Emitters

Table 6.12 summarizes isotopes which are accompanied by neutron emission after
their β decay. An experiment using muon bean by Hagner et al. (2000) and a mea-
surement by KamLAND(Abe et al. 2010) reported that 8He and 9Li are the dominant
neutron-emitting isotope. Indeed, 11Li have not been observed in KamLAND. Be-
sides, Bergmann et al. (1999) reported that the fraction of neutron-emission mode for
12Be is 0.5%. Thus, 11Li and 12Be are negligible.

Table 6.12: List of isotopes which emit β-ray and neutron (Ichimura 2008). The decay
mode fractions for 12Be is provided by Bergmann et al. (1999).

isotope production reaction life time decay energy fraction
[msec] mode [MeV]

8He 12C(γ, 4p)8He,12C(π−, n3p)8He 171.7 β− 10.7 0.84
β− + n 0.16

9Li 12C(γ, 3p)9Li,12C(π−, n2p)9Li 257.2 β− 13.6 0.52
β− + n 0.48

11Li 12C(γ, 2π+p)11Li,12C(π−, π+p)11Li 12.3 β− 20.6 0.07
β− + xn 0.92

12Be 12C(γ, 2π+)12Be,12C(π−, π+)12Be 14.6 β− 11.7 0.995
β− + n 0.005

6.4.3 Rate Estimation
8He and 9Li events are selected with almost the same criteria as the IBD candidates
except the prompt energy range and the muon veto as summarized in Table 6.13.
Muon vetos other than 2 msec veto after muon are not applied to get a large statistics
of 8He and 9Li events.

Table 6.13: Selection criteria for 8He/9Li events

parameter criteria

prompt energy [MeV] 0.9 ≤ Ep < 20
delayed energy [MeV] 1.8 ≤ Ed < 2.6
space correlation [m] ∆R < 2.0
time correlation [µs] 0.5 ≤ ∆T < 1000
fiducial volume [m] Rp < 6 & Rd < 6
muon veto 2 msec veto after muon

Prompt energy spectrum of 8He or 9Li is shown in Figure 6.44. The KamLAND
data is consistent with the expected 9Li β decay spectrum. Though this figure just
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lays the data on the expected spectrum, an extended likelihood analysis (Watanabe
2012) indicates that 9Li accounts for almost all of the observed neutron emitters,
whereas the contribution of 8He is negligible as shown in Figure 6.45.

6.2. 8HE/9LI PRODUCTION 151
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Figure 6.1: 8He/9Li prompt energy spectrum (blue points), 8He energy spectrum (green
line), and 9Li energy spectrum (red line). Data is consistent with 9Li. This figure is
adopted from [64].

The 8He/9Li background for νe comes from (i) longer-lived events after showering
muons and (ii) inefficiency of such 300 cm cylinder veto for non-showering muons. Fig.6.3
shows the event profile as a function of distance from non-showering muon track within
2 msec and finds the cylinder cut efficiency as

εcylinder cut = 95.11 [%]. (6.1)

Therefore, approximately 5% of spallation 8He/9Li events contributes to νe backgrounds.

For the estimation of the number of 8He/9Li background, firstly each event rate is
evaluated within 2 msec and dL < 300 cm after muon. Using their time spectrum shown
in Fig.6.2, observed events and 9Li fraction is evaluated with following fitting function
as

f(N,RLi) = N · (1−RLi) · exp (−t/τHe) +N ·RLi · exp (−t/τLi) + (offset), (6.2)

where N ≡ NHe+NLi is the total number of event, RLi ≡ NLi/(NLi+NHe) is the fraction
of 9Li, and τHe,Li is each lifetime. These fitting results are 2714±55 and 514.5±28 event
for dQ > 106 case and dQ < 106 dL < 300 cm case, respectively shown in Fig.6.2 as
red lines. The fraction of 9Li is estimated by the fitting result of RLi, and its likelihood
analysis is shown in 6.4. In this analysis, 9Li has 100% contribution to 8He/9Li-like
events.

Figure 6.44: Energy spectrum of 8He/9Li β decay candidates. 8He and 9Li β decay spectra
are normalized with the integral. Data is consistent with 9Li. This figure is
cited from Obara (2018) whereas the original data is from Ichimura (2008)

The event rate of 9Li with neutron emission is measured by fitting the time differ-
ence distribution from last muon event shown in Figure 6.46. The decreasing curves
imply decays of 9Li. Each curve is fitted with an exponential function of 9Li decay
and a constant offset. Besides, the efficiency of 3-m-cylindrical track cut is estimated
with the same dataset as shown in Figure 6.47.

The selection of the IBD candidates includes 2 sec whole volume veto for showering
muon and 2 sec 3-m-cylindrical volume veto along reconstructed muon track for non-
showering muon. Thus, the number of 9Li backgrounds is estimated from the total
event rate and cylindrical cut efficiency by calculating the number of 9Li which survive
more than 2 sec or escape from the 3-m-cylindrical volume. The uncertainty of the 9Li
background rate is estimated to be 20% from the deviation of the track cut efficiency
along time.

6.5 Miscellaneous Negligible Backgrounds

6.5.1 Fast Neutron

Cosmic muon spallation is tagged by the OD, and muon-induced neutron and short-
lived spallation products are effectively rejected with muon veto. However, in case a
muon goes through the OD insensitive region or goes through just outside the OD, fast
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Figure 6.15: Allowed region from extended likelihood analysis of the number of 8He
and 9Li events v.s. the ration of 9Li for showering muon (left) and non-showering
muon (right). The life time of 8He and 9Li are fixed in this analysis. The best-fit
parameters indicate that the contribution of 8He events is negligible compared to
the 9Li events.
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Figure 6.16: Track correlation of spallation neutron events for non-showering muons.
The efficiency of the muon tracking within 3.0 m is estimated to be 93.8 %.
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Figure 6.16: Track correlation of spallation neutron events for non-showering muons.
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Figure 6.45: Allowed reigon from extended likelihood analysis of the number of 8He and
9Li events againt the ratio of 9Li for (top) showering muon and (bottom)
non-showering muon (Watanabe 2012). The life time of 8He and 9Li are
fixed in this analysis.
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Figure 6.46: Time distributions of 8He or 9Li β decay candidates from last muon event
after (upper left) showering muon (upper right) non-showering muon within
3 m from muon track and (lower right) non-showering muon 3 m or further
from muon track
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Figure 6.16: Track correlation of spallation neutron events for non-showering muons.
The efficiency of the muon tracking within 3.0 m is estimated to be 93.8 %.

Figure 6.47: Distance of 9Li candidates from muon track(Watanabe 2012). The efficiency
of the 3-m-cylindrical track cut for muon veto is estimated to be 93.8%.
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neutron generated by such muon can enter the detector without get tagged with the
OD. Once a fast neutron is emitted to the liquid scintillator, it mimic an IBD signal
just as the same as the (α, n) background to the ground state of 16O. Figure 6.48
shows schematic of such “fast neutron” background.

154 CHAPTER 6. BACKGROUND ESTIMATION

6.3 Fast Neutron

Figure 6.5: Schematic of fast neutron background in KamLAND and cosmic muon.

Fast neutrons, which are generated by cosmic muons via interaction in/out of Kam-
LAND detector, scatter protons in ID and make a mimic IBD. Prompt signal is a scat-
tered proton, and delayed signal is a thermalized neutron capture. Its scheme is drawn
in Fig.6.5. In many cases, such incident cosmic muons make a lot of charged secondary
particles, and they are tagged in OD via Cherenkov photons. Therefore, we can identify
it is cosmic muon derived event. However, the following cases are not found:

• muons go through the insensitive area for KamLAND OD and make energetic
neutrons

• muons go through rock at around KamLAND and make energetic neutrons but no
incoming charged particles to KamLAND OD.

Since we know the fast neutron events with only OD-muon tagging case, fast neutron
backgrounds need to be estimated by simulation. For the estimation of the fast neutron
backgrounds without no-tagged by OD, followings are simulated.

• the muon flux at Kamioka area via MUSIC [72]

• the IBD reaction with spallation products in KamLAND by Geant4 [61] based
KamLAND geometry

Figure 6.48: Schematic of fast neutron background (Obara 2018)

To estimate the fast neutron background, MUSIC muon propagation simula-
tor (Antonioli et al. 1997) is tuned to reproduce the muon angler distribution at
KamLAND as shown in Figure. 6.49. In addition, the rate and obseved event prop-
erties, e.g. energy or radius distribution, are estimated using GEANT4 (Agostinelli
et al. 2003).

Based on the estimation result reported by Obara (2018), the number of fast
neutron backgrounds in the geoneutrino energy region is calculated to be 0.31± 0.07
event and negligible.

6.5.2 Atmospheric Neutrino

Atmospheric neutrinos are generated in the cascade shower in the atmosphere and
cause charged current or neutral current interaction in the ID. Honda et al. (2001)
simulated the atomospheric neutrino flux at Kamioka site with NUANCE neutrino
physics simulator (Casper 2002) as shown in Figure. 6.50. This spectral model is
input to GEANT4 simulator for KamLAND to estimate the number of atomospheric
neutrino background. Based on the estimation result reported by Watanabe (2012),
the number of atomospheric neutrino backgrounds in the geoneutrino energy region
is calculated to be 6.72 and negligible.
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Figure 6.9: Cosmic muon angler distributions at KamLAND site. Red solid line indicates
KamLAND data, and blue dashed line is simulation result. Figure is adopted from [74].

Figure 6.49: The comparison of muon track direction from simulation and the KamLAND
data. This figure is cited from Obara (2018). The original data is compiled
by Minekawa (2008)
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4.1. 大気ニュートリノ 65

てはニュートリノエネルギーが 0.4 GeV以上までしか測定されていないため、それ以下の不定性
については高エネルギー側の不定性を外挿した。シミュレーションのジオメトリは半径 9mの球
で、標的はその中に詰められた密度 0.78g/cm3の CH2である。また、今回のシミュレーションで
はニュートリノ振動の効果は考慮されていない。表(4.2)に NUANCEシミュレーションの初期条
件を示す。

neutrino energy [GeV]

-110 1 10 210 310 410

-1
se

c 
sr

 G
eV

]
2

[m

-1210

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110

1

10

210

310

410
µ!

µ!
e!

e!

図 4.1: 神岡における大気ニュートリノフラックス [35]。これらはニュートリノフラックスが最大
になる太陽活動最小の時のフラックスである。

表 4.2: NUANCEの初期条件
大気ニュートリノ νe, ν̄e, νµ, ν̄µ

フラックス HKHM(太陽活動平均)[35]

有効時間 100年
反応 準弾性散乱、単数 π生成、複数 π生成、弾性散乱、深非弾性散乱

ジオメトリ 半径 9mの球体
標的 CH2

ニュートリノ振動 なし

Figure 6.34: Atmospheric neutrino flux [76] using for NUANCE simulation. Each
line corresponds to each (anti-)neutrino type.

• U-series (238U, 234U, 230Th)
238U spontaneous fission can be estimated by 234Pa events assuming the ra-
diation equilibrium. Figure 6.35 shows the fitted result of 234Pa in the liquid
scintillator for all dataset. The cylinder cut is applied to remove events coming
from a thermometer, which had been installed at the center of the detector
to April 2004. The upper limit of 234Pa events is estimated to be 1.2 × 107

decays in total dataset. Considering 238U branching ratio 5.45 × 10−5 %, the
upper limit of the 238U spontaneous fission background is 6.6 events. Since
other isotope branching ratio in U-series are 4 ∼ 6 oder smaller than 238U,
these contribution is negligible.

• Th-series (232Th, 228Th, 225Ra)
212Bi-212Po delayed coincidence is used for 232Th estimation assuming radia-
tion equilibrium. The decay rate is estimated to be 2.2 × 104 decays in total
dataset. The branching ratio of each isotope are < 1.8 × 10−9 %, 1.813×
10−11 % and < 4.3 × 10−9 % for 232Th, 228Th and 225Ra, respectively. To-
tally, Th-series spontaneous fission is estimated to be less than 1.3 × 10−6

events.

• Ac-series, Np-series
These series do not exit in nature. The contribution from them is negligible.

For these estimations, the total spontaneous fission is less than 6.6 events in all
dataset.

According to Ref [77], the average number of neutrons emitted in spontaneous
fission is 2 with a sigma of 1. In the anti-neutrino analysis, only single neutron
events become background, and its probability os estimated to be 24.5 % from simple

Figure 6.50: Atomospheric neutrino flux simulated with NUANCE (Casper 2002) simula-
tor. This figure is cited from Watanabe (2012). The original data is provided
by Honda et al. (2001).
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6.6 Background Summary

The expected numbers of various backgrounds are summarized in Table 6.14. The
backgrounds are calculated in a neutrino-oscillation analysis region, i.e. 0.9–8.5 MeV,
and a geoneutrino analysis region, i.e. 0.9–2.9 MeV. In this calculation, the oscillation
parameters were set to the best-fit value in a previous work in 2013 (Gando et al.
2013a).

Table 6.14: The expected number of backgrounds in each period. Reference geo νe is
calculated from Enomoto et al. (2007).

Period1 Period2 Period3

energy range [MeV] 0.9–8.5 0.9–2.6 0.9–8.5 0.9–2.6 0.9–8.5 0.9–2.6

Reactor νe 1261.50 331.51 765.94 220.54 209.26 53.04
13C(α, n)16O 186.38 155.99 18.94 15.33 18.08 14.50
Accidental 76.82 59.35 57.40 40.53 33.92 24.79
Spallation (8He/9Li) 18.76 1.52 13.28 1.05 24.10 1.69
Reference geo νe 72.79 72.55 55.11 54.87 96.02 95.53

Total 1616.24 620.91 910.66 332.32 381.38 189.55

Figure 6.51 shows the expected event rate of each background between 0.9 MeV
and 8.5 MeV. The dominant background vary from period to period. In Period1,
13C(α, n)16O is dominant, whereas it is significantly suppressed by the two pufification
campaigns and accidental background is dominant in Period2. As described in Sec.6.3,
the likelihood selection can suppress the accidental coincidence background further
due to smaller reactor neutrino flux. So, for reactor neutrino in Period3, geoneu-
trino signal is the dominant background. In the oscillation analysis, the geoneutrino
contribution from 232Th and 238U are floated as free parameters.

Figure 6.52 shows the expected event rate of each background between 0.9 MeV
and 2.6 MeV. In Period1 and Period2, reactor neutrino is the dominant background.
In Period3, i.e the low-reactor period, though the reactor is the largest background,
the expected number of reactor neutrino background is smaller than the geoneutrino
reference model (Enomoto et al. 2007).
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Figure 6.51: Time variation of expected background rate between 0.9 MeV and 8.5 MeV.
Reference geoneutrino contribution is calculated from Enomoto et al. (2007).
The bottom figure is the same figure as the top figure in a different vertical
scale.
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Figure 6.52: Time variation of expected background rate between 0.9 MeV and 2.6 MeV.
Reference geoneutrino contribution is calculated from Enomoto et al. (2007).
The bottom figure is the same figure as the top figure in a different vertical
scale.
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Neutrino-oscillation Analysis

7.1 Oscillation Analysis in 3 Generation

The KamLAND data is analyzed with an unbinned likelihood method using event
rate, spectral shape and time information. For neutrino oscillation analysis, the
IBD candidates with prompt energies from 0.9 MeV to 8.5 MeV and corresponding
background models described in Chap.6 are input, while reactor neutrino is dealt
with not as background but as signal of interest after applying oscillation effect and
geoneutrinos are floated as free parameters.

Reactor neutrinos propagate in earth for typically O(102) km to reach KamLAND.
In this distance scale, three-flavor survival probability including matter effect are
considered and written as

P 3ν
ee = cos4 θ13P̃

2ν
ee + sin4 θ13

P̃ 2ν
ee = 1− sin2

(
2θ̃12

)
sin2

(
∆m̃2

21L

Eν

)
(7.1)

where θ̃12 and ∆m̃2
21 are ν1-ν2 oscillation parameters with a modified electron density

Ñe = Ne cos
2 θ13 (Goswami and Smirnov 2005).

7.2 Rate + Shape + Time Analysis Scheme

The χ2 for the Rate + Shape + Time analysis is defined as

χ2 = χ2
rate + χ2

shape + χ2
penalty + χ2

solar + χ2
θ13-constraint (7.2)

The rate term, χ2
rate is written as

χ2
rate =

(Nobs − nreactor − nBG)
2

σ2
stat

(7.3)
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where

Nobs : number of observed events

nreactor : number of reactor νe events for each set of oscillation parameter

nBG : number of background events

σstat : statistical error, i.e. the square root of (nreactor + nBG) (7.4)

The shape term includes energy and time information as

χ2
shape = −2 log

Nobs∏
i=1

L(Ei, Ti) (7.5)

where L(Ei, Ti) is a normalized probability density function for prompt energy and
time of the antineutrino candidates, which considers rector neutrinos, geoneutrinos,
all background contributions and systematic uncertainties.

The penalty term provides constraints from background rate estimation and sys-
tematic uncertainties as

χ2
penalty =

(n(α,n),g.s. −N(α,n),g.s.)
2

σ(α,n),g.s.2

+
(n(α,n),e.s. −N(α,n),e.s.)

2

σ(α,n),e.s.2

+
(n9Li −N9Li)

2

σ9Li
2

(7.6)

+α2
reactor,Period1 + α2

reactor,Period2 + α2
reactor,Period3

+α2
geo + α2

flux + α2
efficiency + α2

energy scale

where Nx and σx are the expected rate and its uncertainty of background x, nx is
a variable parameter as the number of background x, αy is the deviation from the
estimated systematic uncertainty y. The penalty terms for reactor-related system-
atic uncertainty are implemented independently for each period since the dominant
uncertainty factor varies from period to period. The penalty terms for reactor neu-
trino flux and selection efficiency are added because these uncertainties have energy
dependence.

Using deviation parameters in Eq. 7.6, nreactor for Period-s is calculated as

nreactor,Period-s = Nreactor,Period-s × (1 + αreactor,Period-sσreactor,Period-s)

× (1 + αfluxσflux,Period-s) (7.7)

× (1 + αefficiencyσefficiency,Period-s)

× (1 + αenergy scaleσenergy scale,Period-s)

where σreactor, σflux, σefficiency and σenergy scale for each period are given in columns
labeled as “0.9–8.5” of Table 5.6 and Table 6.8.
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As with reactor neutrino signal, the number of geoneutrino background nU,Th for
each period, which is a part of nBG, is calculated as

nU,Th = NU,Th × (1 + αgeoσdetector,Period-s)

× (1 + αefficiencyσefficiency,Period-s) (7.8)

× (1 + αenergy scaleσenergy scale,Period-s)

where σdetector, σefficiency and σenergyscale for each period are given in columns labeled
as “0.9–2.6” of Table 5.6. Although NU and NTh float as free parameters, this term
provides a constraint that the geoneutrino flux should be constant over the observation
period.

KamLAND analysis employs some constraints on the oscillation parameters from
solar neutrino data (Cleveland et al. 1998, Abdurashitov et al. 2009, Bellini et al.
2011, Hosaka et al. 2006, Aharmim et al. 2013) represented by χ2

solar. Besides, θ13 is
constrained by a global fit result by Gonzalez-Garcia et al. (2012) based on short-
baseline oscillation experiments (Abe et al. 2012, An et al. 2013, Ahn et al. 2012)
and accelerator neutrino experiments (Abe et al. 2011a, Adamson et al. 2011) as
sin θ13 = 0.0227± 0.0023, which χ2

θ13-constraint refers to.
The χ2 is minimized for various set of (∆m2

12, θ12, θ13) and the best fit oscillation
parameters are obtained by finding a set of oscillation parameter which yield minimum
χ2.

7.3 Oscillation Analysis Result

Figure 7.1 shows the confidence level contours and best fit point for tan2 θ12 and
∆m2

12 from the KamLAND Rate + Shape + Time analysis. The KamLAND result,
black contour and point, employs the constraint on θ13 from short-baseline reactor
neutrino data and accelerator neutrino data as shown in Figure 7.2. Compared to
the solar constraint, blue contour and point, the KamLAND data is superior to
determine ∆m2

12. The combined result is shown in red. The best oscillation parameter
is summarized in Table 7.1.

Table 7.1: Oscillation parameter scan result

tan2 θ12 ∆m2
12 [10−4 eV2]

KamLAND 0.434+0.053
−0.046 0.754+0.018

−0.018

Solar 0.431+0.038
−0.038 0.660+0.171

−0.060

KamLAND + Solar 0.432+0.026
−0.025 0.753+0.018

−0.018

Figure 7.3 shows the best fit energy spectrum in all data period. The reactor
neutrino spectrum after the best fit oscillation well reproduces the observed spectrum.
Besides, Figure 7.4 shows the best fit spectrum in each period. The reactor neutrino
spectrum and background spectra are calculated using the best fit values in the all-
period analysis.
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Figure 7.1: Confidence level contours (68.3%, 95.4% and 99.7% from inside) and best fit
point for tan2 θ12 and ∆m2

12. The KamLAND result employing a θ13 con-
straint by Gonzalez-Garcia et al. (2012) is drawn in black. The blue contour
presents a constraint from solar neutrino global analysis. The red ones are the
combined result. The top and right sub panes are projections to each axis.
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Figure 7.2: θ13 constraint from a global fit by Gonzalez-Garcia et al. (2012) based on
short-baseline oscillation experiments (Abe et al. 2012, An et al. 2013, Ahn
et al. 2012) and accelerator neutrino experiments (Abe et al. 2011a, Adamson
et al. 2011)

Though geoneutrinos are floated in this analysis, Period3 data well determine
the geoneutrinos’s contribution and constraint it due to the low-reactor condition.
Therefore, the low-reactor period is also helpful for the oscillation analysis.

The time variation of the best fit reactor neutrino and background rate is shown
in Figure 7.5.

Figure 7.6–7.8 show the confidence level contours and best fit point for tan2 θ12,
sin2 θ13 and ∆m2

12 from the KamLAND Rate + Shape + Time analysis without the
θ13 constraint. As in Figure 7.1, the black, blue and red contours represent the
KamLAND result, solar constraint and the combined result, respectively.

The best oscillation parameter without θ13 constraint is summarized in Table 7.2.
Though the statistical accuracy is poor than the short-baseline experiments, the Kam-
LAND analysis demonstrated a evidence of non-zero θ13 at a confidence level of 1.0σ.
Combined with the solar data, the significance is improved to 2.8σ.

Table 7.2: Oscillation parameter scan result without θ13 constraint

tan2 θ12 sin2 θ13 ∆m2
12 [10−4 eV2]

KamLAND 0.424+0.078
−0.065 0.030+0.029

−0.030 0.754+0.018
−0.018

Solar 0.431+0.038
−0.038 0.012+0.028

−0.012 0.660+0.171
−0.060

KamLAND + Solar 0.432+0.027
−0.025 0.024+0.014

−0.015 0.753+0.018
−0.018
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Figure 7.3: Best fit prompt energy spectrum of antineutrino candidates within 0.9–8.5
MeV in all dataset
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Figure 7.4: Best fit prompt energy spectrum of antineutrino candidates within 0.9–8.5
MeV in each data period (top:Period1, middle:Period2 and bottom:Period3)
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Figure 7.5: Time variation of best fit background rate between 0.9 MeV and 8.5 MeV.
The bottom figure is the same figure as the top figure in a different vertical
scale.

195



CHAPTER 7. NEUTRINO-OSCILLATION ANALYSIS

0.0 0.2 0.4 0.6 0.8 1.0
tan2 12

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

 m
2 21

 [1
0

4  e
V2 ]

5
10
15
20

2

1
2
3
4

5 10 15 20
2

1 2 3 4

Figure 7.6: Confidence level contours (68.3%, 95.4% and 99.7% from inside) and best fit
point for tan2 θ12 and ∆m2

12 without θ13 constraint. The KamLAND result
is drawn in black. The blue contour presents a constraint from solar neutrino
global analysis. The red ones are the combined result. The top and right sub
panes are projections to each axis.
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Figure 7.7: Confidence level contours (68.3%, 95.4% and 99.7% from inside) and best fit
point for sin2 θ13 and ∆m2

12 without θ13 constraint. The KamLAND result is
drawn in black. The blue contour presents a constraint from solar neutrino
global analysis. The red ones are the combined result. The green band repre-
sents the θ13 constraint (sin2 θ13 = 0.0227 ± 0.0023). The top and right sub
panes are projections to each axis.
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Figure 7.8: Confidence level contours (68.3%, 95.4% and 99.7% from inside) and best
fit point for tan2 θ12 and sin2 θ13 without θ13 constraint. The KamLAND
result is drawn in black. The blue contour presents a constraint from solar
neutrino global analysis. The red ones are the combined result. The green
band represents the θ13 constraint (sin2 θ13 = 0.0227± 0.0023). The top and
right sub panes are projections to each axis.
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Chapter 8

Geoneutrino Analysis

8.1 Simultaneous scan of oscillation parameters and

geoneutrino signals

The KamLAND data is also analyzed for geoneutrino signal with an unbinned like-
lihood method using event rate, energy spectral shape and time information. Since
reactor neutrino is one of major backgrounds of geoneutrino signals due to shared
energy range, the geoneutrino event rate and the oscillation parameters are evaluated
simultaneously within prompt energy range 0.9 MeV to 8.5 MeV.

This analysis adopts almost the same strategy as the oscillation analysis discussed
in Chap.7, except that reactor neutrino is dealt with as background and the assumed
signal is geoneutrinos.

8.2 Rate + Shape + Time Analysis Scheme

The χ2 for the Rate + Shape + Time analysis is defined as

χ2 = χ2
rate + χ2

shape + χ2
penalty + χ2

solar + χ2
θ13-constraint (8.1)

The rate term, χ2
rate is written as

χ2
rate =

(Nobs − nU − nTh − nBG)
2

σ2
stat

(8.2)

where

Nobs : number of observed events

nU : number of geoneutrino signals from 238U

nTh : number of geoneutrino signals from 232Th (8.3)

nBG : number of background events including reactor neutrino

σstat : statistical error, i.e. the square root of (nU + nTh + nBG)

199



CHAPTER 8. GEONEUTRINO ANALYSIS

The shape term and penalty term are defined as in the oscillation analysis.

χ2
shape = −2 log

Nobs∏
i=1

L(Ei, Ti) (8.4)

where L(Ei, Ti) is a normalized probability density function for prompt energy and
time of the antineutrino candidates, which considers geoneutrinos, reactor neutrinos,
all other background contributions and systematic uncertainties.

The penalty term provides constraints from background rate estimation and sys-
tematic uncertainties as

χ2
penalty =

(n(α,n),g.s. −N(α,n),g.s.)
2

σ(α,n),g.s.2

+
(n(α,n),e.s. −N(α,n),e.s.)

2

σ(α,n),e.s.2

+
(n9Li −N9Li)

2

σ9Li
2

+α2
reactor,Period1 + α2

reactor,Period2 + α2
reactor,Period3

+α2
geo + α2

flux + α2
efficiency + α2

energy scale

where Nx and σx are the expected rate and its uncertainty of background x, nx is
a variable parameter as the number of background x, αy is the deviation from the
estimated systematic uncertainty y. The penalty terms for reactor-related system-
atic uncertainty are implemented independently for each period since the dominant
uncertainty factor varies from period to period. The penalty terms for reactor neu-
trino flux and selection efficiency are added because these uncertainties have energy
dependence.

The number of reactor neutrino background for period-s is calculated as

nreactor,Period-s = Nreactor,Period-s × (1 + αreactor,Period-sσreactor,Period-s)

× (1 + αfluxσflux,Period-s) (8.5)

× (1 + αefficiencyσefficiency,Period-s)

× (1 + αenergy scaleσenergy scale,Period-s)

where σreactor, σflux, σefficiency and σenergy scale for each period are given in columns
labeled as “0.9–8.5” of Table 5.6 and Table 6.8.

The number of geoneutrino signals from 238U and 232Th for period-s is calculated
as

nU,Th = NU,Th × (1 + αgeoσdetector,Period-s)

× (1 + αefficiencyσefficiency,Period-s) (8.6)

× (1 + αenergy scaleσenergy scale,Period-s)

where σdetector, σefficiency and σenergyscale for each period are given in columns labeled
as “0.9–2.6” of Table 5.6.
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As in the oscillation analysis, some constraints on the oscillation parameters are
employed in this analysis. Details are described in Sec.7.2.

The χ2 is minimized for various set of (NU, NTh) and the best fit geoneutrino
signals are obtained by finding a set of (NU, NTh) which yield minimum χ2.

8.3 Best fit geoneutrino signals

Figure 8.1 shows the allowed region of (NU, NTh) from the Rate + Shape + Time
analysis. From this scan, the number of observed geoneutrino signals from 238U
and 232Th in the whole data set and their uncertainties are obtained as Table 8.1.
The number of geoneutrino signals are converted to flux using the number of target
protons (Sec.5.6.1), total live time (Sec.5.1.3) and selection efficiency (Sec.5.5.4). The
flux are also represented in Terrestrial Neutrino Unit (TNU). 1 TNU corresponds to
one IBD event by geoneutrino in 1-year live time on 1032 target protons assuming
100% detection efficiency. The conversion factor from [cm−2s−1] to [TNU] is unique
for each isotope due to different neutrino energy spectrum and energy-dependent IBD
reaction cross section.

Table 8.1: Best fit and uncertainty of geoneutrino signals

NU/Th flux 0-signal

[event] [×105 cm−2s−1] [TNU] rejection

U 117+41
−39 14.7+5.2

−4.8 19.1+6.7
−6.3 3.3σ

Th 58+25
−24 23.9+10.2

−10.0 9.7+4.1
−4.1 2.4σ

U+ Th 174+31
−29 32.1+5.8

−5.3 28.6+5.1
−4.8 8.5σ

The best fit background model is summarized in Table 8.2. The number of
reactor νe backgrounds is also evaluated from the oscillation analysis. Figure 8.2
shows a contour of the number of reactor νe events in the geoneutrino energy region
(0.9 ≤ Ep ≤ 2.6 [MeV]) assuming various set of oscillation parameters, which is over-
laid on the confidence level contour of the oscillation parameters from Figure 7.1. For
each colored curve in Figure 8.2, the minimum χ2 value is searched for as shown in
Figure 8.3. By interpolating the ∆χ2 curve, the number of reactor neutrino back-
grounds in the geoneutrino energy region is evaluated to be 608+11

−13, which is well
consistent to the geoneutrino analysis result (Table 8.2).

Figure 8.4 shows the best fit event rate time variation in 0.9–2.6 MeV. A constant
contribution over time, drawn in purple, is interpreted as geoneutrino signal. The
geoneutrino contribution clearly appears in the correlation plot (Figure 8.5). The
ratio of geoneutrino signal over background for Period1, Period2 and Period3 are
0.10, 0.15 and 0.74, respectively. Thus, the time information is highly advantageous
for discriminating the geoneutrino contribution from the reactor νe and

13C(α, n)16O
backgrounds, which vary with time.

The event energy information is important to discriminate geoneutrino signals,
and also to determine the relative contribution of geoneutrino signals from 238U and
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Figure 8.1: Confidence level contour of geoneutrino signals from 238U and 232Th. The top
and right panes show projections to each axis.
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Table 8.2: The best fit background model in geoneutrino scan

Period1 Period2 Period3 All Period

energy range [MeV] 0.9–2.6 0.9–2.6 0.9–2.6 0.9–2.6
live time [day] 1485.5 1151.5 2590.0 5227.0

Reactor νe 325.75 229.64 48.97 604.36
13C(α, n)16O 177.66 20.42 22.18 222.26
Accidental 59.35 40.53 24.79 124.67
Spallation (8He/9Li) 1.52 1.05 1.69 4.26

Background total 620.21 334.07 171.98 1126.26

observed 651 363 164 1178
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Figure 8.2: Neutrino oscillation parameters and the number of reactor neutrino events
in the geoneutrino energy region (colored contour) overlaid on the confidence
level contour of the oscillation parameters (dashed black contour)
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Figure 8.3: Confidence level of the number of reactor neutrino events in the geoneutrino
energy region
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Figure 8.4: Time variation of best fit background rate between 0.9 MeV and 2.6 MeV
(top:Period1+Period2, bottom:Period3)
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Figure 8.5: Time variation of best fit background rate between 0.9 and 8.5 MeV focusing
the reactor νe, accompanied with the comparison of observed rate versus best
fit background rate. In the top figure, the colored segments represent reactor
νe + other backgrounds, which is binned to different colors as the expected
background rate. The data in the bottom figure are integrated within the
each colored segments in the top figure. The best fit value of the geoneutrino
contribution from the Rate + Shape + Time analysis is shown as black dashed
line together with the ±2σ C.I. (shaded region).
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232Th, whose spectral shapes are characterized by the effective end point of 3.272 MeV
and 2.254 MeV in the neutrino energy, respectively. The best fit energy spectrum for
each period is shown in Figure 8.6. The 13C(α, n)16O background, which is prominent
in Period1 (the top pane), was drastically reduced by the purification campaigns in
Period2 (the middle pane). As shown in the bottom pane, the observed spectrum in
Period3 shows a clear peak at 1.3 MeV consistent with the geoneutrino signal shape,
and also shows the low background rate. Figure 8.7 shows the confidence level contour
of (NU, NTh) for each period. It is clear that Period3 has outstanding statistical
power, and this enabled the separate measurement, or spectroscopic measurement, of
geoneutrinos originating from uranium and thorium. Figure 8.8 shows the livetime-
weighted average of the background-subtracted observed energy spectrum overlaid on
the best fit geoneutrino spectrum accompanied with the energy-dependent selection
efficiency.

8.4 Radiogenic Heat

The primary motivation of geoneutrino measurement is to understand the radiogenic
heat production in the Earth. Our previous study (Gando et al. 2013a) verified a
partial radiogenic heat model for Earth, implying the global cooling of our planet.
This study improved the accuracy of geoneutrino measurement by a significant re-
duction of reactor νe backgrounds and related uncertainties, which enabled a better
constraint on the radiogenic heat amount and even a spectroscopic separation of heat
producing elements in earth.

The observed geoneutrino flux is converted to radiogenic heat in a framework of
Earth models. The radiogenic heat and geoneutrino from crust is estimated by a
geological study (Enomoto et al. 2007). Uranium and thorium are generally assumed
to be absent in the core. This is a reasonable assumption because these elements are
not soluble in metals. Therefore, the radiogenic heat from mantle is our interest. In
the differentiation history of mantle and crust, the highly insoluble elements, including
uranium and thorium, are circulated inside earth and concentrated near the surface.
The compositional heterogeneity of the mantle depends on the structure of mantle
convection, whereas there are various models (Fukao and Obayashi 2013, Rudolph
et al. 2015, Ballmer et al. 2017) but it is still a open question. Henceforth in this
section, an uniform distribution of the heat producing elements in the mantle is
assumed.

The radiogenic heat from the mantle, QU,Th
mantle, is calculated from the observed

geoneutrino flux after subtracting expected geoneutrino flux from the crust and mul-
tiplying by an coefficient between flux and radiogenic heat in the mantle. Then,
the total radiogenic heat amount from 238U and 232Th, QU,Th, is obtained by adding
expected radiogenic heat from the crust as

QU,Th = QU,Th
crust +QU,Th

mantle

= QU,Th
crust + (ΦU,Th − ΦU,Th

crust )
dQU,Th

mantle

dΦU,Th
mantle

(8.7)
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Figure 8.6: Best fit prompt energy spectrum of antineutrino candidates within 0.9–2.6
MeV in each data period (top:Period1, middle:Period2 and bottom:Period3)
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Figure 8.7: Confidence level contours of geoneutrino signals from 238U and 232Th in each
period. Green, blue and orange contour correspond to Period1, Period2 and
Period3, respectively. Red contour is obtained by the full data set scan. Since
the full data set scan benefits from correlations of event rate and systematics
across data periods, the red contour is not exactly the same as the summation
of the three contours.
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Figure 8.8: Background-subtracted observed energy spectrum and the best fit 238U and
232Th geo νe. The top pane is the energy-dependent selection efficiency aver-
aged over the whole data set.
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where ΦU,Th
crust and QU,Th

crust are the geoneutrino flux and radiogenic heat estimated in

the reference earth model,
dQU,Th

mantle

dΦU,Th
mantle

is the conversion coefficient between radiogenic

heat and geoneutrino flux from chemically uniform mantle, and ΦU,Th represents the
measured geoneutrino flux by KamLAND. The crustal estimates are provided from
Enomoto et al. (2007) as Table 8.3, after minor corrections of the crustal composition
model, which shifted the uranium and thorium concentration in the upper continental
crust by −3.6% and −1.9%, respectively, and those for middle continental crust by
−19% and +6.6%, respectively (Rudnick and Gao 2014).

Table 8.3: Expected radiogenic heat and geoneutrino flux from Earth model (Enomoto
et al. 2007, Rudnick and Gao 2014)

QModel
crust [TW] ΦModel

crust [105 cm−2s−1] dQmantle

dΦmantle
[10−5 TW/cm−2s−1]

238U 3.35 17.19 0.73
232Th 3.61 14.51 0.93

The uncertainties of the 238U and 232Th abundances in the upper and middle con-
tinental crust are provided by Rudnick and Gao (2014) and in the lower continental
crust by Šrámek et al. (2016). Assuming the most conservative full correlation be-
tween crustal layers, the total uncertainties are calculated to be 24% and 11% for
238U and 232Th, respectively.

Besides, the ratio of abundances of 238U and 232Th is studied by Wipperfurth
et al. (2018) using the time-integrated Pb isotopic ratio in the continental crust to
be 3.95+0.19

−0.13 and constrained in the radiogenic heat calculations in this section and
mantle model constraint in Sec.8.5.

The best fit value and uncertainties of the total radiogenic heat is determined with
a χ2 defined as

χ2
min(Q

U, QTh) = min
Q=Q(αU

crust,α
Th
crust)

{
χ2
KL(Φ

U,ΦTh) + χ2
crust

}
χ2
crust = (αU

crust)
2 + (αTh

crust)
2 + (α

Th/U
crust )

2 (8.8)

where χ2
KL(Φ

U,ΦTh) is the χ2 value for each set of (ΦU,ΦTh) by the KamLAND data,
which is drawn in Fig. 8.9, (αU,Th

crust )
2 is a penalty term to constraint the abundance of

uranium and thorium in the crust given by

αU
crust =

QU
crust −QU,Model

crust

QU,Model
crust × (24%)

=
ΦU

crust − ΦU,Model
crust

ΦU,Model
crust × (24%)

(8.9)

αTh
crust =

QTh
crust −QTh,Model

crust

QTh,Model
crust × (11%)

=
ΦTh

crust − ΦTh,Model
crust

ΦTh,Model
crust × (11%)

(8.10)

and (α
Th/U
crust )

2 provides a constraint on the Th/U ratio as

α
Th/U
crust =

αTh
crust − αU

crust

αU
crust × (4.8%3.5%)

(8.11)
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Consequently, the radiogenic heat is calculated to be QU = 3.3+3.2
−0.8TW, QTh =

12.1+8.3
−8.6TW and QU + QTh = 15.4+8.3

−7.9TW, considering the anti-correlation shown
in Figure 8.1. If Th/U mass ratio is fixed at 3.9, which is predicted by a geochem-
ical study (McDonough and Sun 1995) based on the analysis of CI carbonaceous
chondrites, the estimates are improved to QU = 5.1+2.4

−2.0TW, QTh = 5.9+2.7
−2.2TW and

QU + QTh = 10.6+5.2
−4.2TW. The radiogenic heat from 40K and other minor heat pro-

ducing elements is estimated to be about ∼ 4TW by Arevalo et al. (2009). Thus, the
Earth’s total radiogenic heat is estimated to be ∼ 19.4TW with free Th/U ratio and
∼ 14.6TW with fixed Th/U ratio.

8.5 Constraint on Earth Composition Models

This section describes constraints on the Earth composition models via geoneutrino
spectroscopy by KamLAND. Šrámek et al. (2013) categorized three competing groups
of Earth composition models, which lead to different predictions of radiogenic heat
abundances, i.e. High-Q, Middle-Q and Low-Q models.

Turcotte and Schubert (2002) advocated the High-Q model based on the assump-
tion that realistic mantle convection is driven by radiogenic heat, which therefore re-
quires a relatively large amount of radiogenic heat, 30–35 TW. The other two groups
are based on meteorite composition analysis. The Middle-Q model is proposed by
McDonough and Sun (1995) based on the analysis of CI carbonaceous chondrites,
terrestrial rock sampling and a consideration on elemental enrichment during the dif-
fusion process of our planet. The radiogenic heat is estimated to be 17–22 TW from
the expected abundances of the heat producing elements. On the other hand, Low-Q
model is based on the analysis of enstatite chondrites by Javoy et al. (2010), which
contains fewer heat producing elements, thus predicting a smaller amount of radio-
genic heat, 10–15 TW. Since these two models stand on different reference meteorite,
they have different prediction of Th/U mass ratio in the mantle. The Middle-Q model
predicts Th/U=3.9, whereas the Low-Q model predicts 2.8.

Not only the abundances of 238U and 232Th in the mantle, their distribution in
the mantle is still a open question. This study assumed two hypothesis to test the
composition models with geoneutrino spectroscopy, i.e. “homogeneous hypothesis”
assuming an uniform distribution of 238U and 232Th in the mantle and “sunken-layer
hypothesis” introducing all 238U and 232Th at the boundary of the mantle and the
core.

Figure 8.9 shows the ∆χ2-profiles for the observed geoneutrino flux from 238U
and 232Th (blue contour and point) obtained with KamLAND. The brown ellipse
represents the expected geoneutrino flux and its uncertainty from 238U and 232Th in
the crust by Enomoto et al. (2007), Rudnick and Gao (2014), Šrámek et al. (2016)
with Th/U ratio constraint from Wipperfurth et al. (2018). The Mantle Radiogenic
Heat panel shown in red is connected to the center of the crustal ellipse and shows
radiogenic heat corresponding to several geoneutrino flux in the homogeneous hypoth-
esis, accompanying red bands indicating the crustal uncertainty. The fully-radiogenic
model is an assumption that all the heat flow at earth surface is originated from the
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heat producing elements, whose value 36 TW in the Mantle Radiogenic Heat panel
is obtained by subtracting the crustal and 40K contribution from the total heat flow
at the surface.

On the Mantle Radiogenic Heat panel, Low-Q, Middle-Q and High-Q models
are represented by colored bars in blue, green and red, respectively. The length of
these model bars correspond to the uncertainties of heat producing element abun-
dances summarized by Šrámek et al. (2013) re-interpreted with the reference crustal
model (Enomoto et al. 2007). These models are on the gray dashed lines upward to
the right, which imply the expected Th/U mass ratio in the mantle, i.e. Th/U =
3.9 for Middle-Q and High-Q models, and Th/U = 2.8 for Low-Q model. From this
figure, it is clear that the KamLAND observation result favor Low-Q or Middle-Q
models, and is not consistent with the High-Q nor fully-radiogenic model.

The earth composition models are tested with the KamLAND data on the as-
sumed Th/U mass ratio for each model as shown in Figure 8.10. The upper pane
of Figure 8.10 shows the ∆χ2-profiles for the geoneutrino flux from 238U and 232Th
projected to the gray tilted lines in Figure 8.9 of Th/U = 3.9 (blue line) and 2.8 (blue
dashed line). The brown vertical band represents the crustal contribution (Enomoto
et al. 2007). The lower pane of Figure 8.10 shows the comparison of the KamLAND
data and the models. The Low-Q and Middle-Q models are consistent with the
KamLAND data, whereas the High-Q model is incompatible with it.

The tension between the KamLAND data and each BSE composition model is
evaluated using χ2 defined as

χ2
min = min

(αU
crust,α

Th
crust,αBSE)

{
χ2
KL(Φ

U
crust + ΦTh

crust + Φmantle) + χ2
penalty

}
(8.12)

with

Φmantle =
(
QBSE −QU

crust −QTh
crust

) dΦU+Th
mantle

dQU+Th
mantle

(8.13)

χ2
penalty = (αU

crust)
2 + (αTh

crust)
2 + (α

Th/U
crust )

2 + (αBSE)
2 (8.14)

where ΦU,Th
crust , Q

U,Th
crust ,

dΦU+Th
mantle

dQU+Th
mantle

, (αU,Th
crust )

2, and (α
Th/U
crust )

2 are defined in Sec. 8.4. χ2
KL(Φ)

represents the ∆χ2 profiles of geoneutrino flux projected on the assumed Th/U ratio
in each Earth model as shown in the upper pane of Fig. 8.10. QBSE is the radiogenic
heat from 238U and 232Th in the crust and mantle, which is constrained by the penalty
term (αBSE)

2 defined for High-Q model as

αBSE =
QBSE −QModel

BSE

QModel
BSE × (10%)

QModel
BSE = 28.2 TW (8.15)

Assuming Gaussian error for the crustal contribution and the High-Q model’s
prediction of the heat producing element abundances on the gray tilted line of Th/U
= 3.9, this model is disfavored at 99.76% confidence level with the homogeneous hy-
pothesis, and 97.9% with the sunken-layer hypothesis. This incompatibility indicates
that the conventional mantle convection models, e.g. Korenaga (2006), need to be
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modified. That is, the elastic properties of the Earth extracted by seismology or
the geodynamical modeling of mantle 1-layer convection, which are basis of High-Q
model, need to be revised. On the other hand, the KamLAND data is consistent with
Low-Q and Middle-Q model, suggesting multi-layer mantle convection as assumed in
these models.

In discussing such thermal evolution models, the fraction of radiogenic heat to
the global heat production, or “Uray ratio”, is an important parameter. As for the
mantle, Korenaga (2008) proposed “convective Urey ratio” to refer the Uray ratio of
the mantle. Assuming additional radiogenic heat of 3 TW from 40K and 235U in the
mantle (Arevalo et al. 2009, Enomoto 2006), the convective Uray ratio measured with
KamLAND is 0.13+0.15

−0.06 with the homogeneous hypothesis.
By the same strategy, the fully-radiogenic model is disfavored at 5.2σ with the ho-

mogeneous hypothesis, and 4σ with the sunken-layer hypothesis. This result strength-
ens the indication that the Earth’s primordial heat still remains and is responsible
for some of the Earth’s heat budget.

8.6 Future Prospects

This study observed neutrinos originating from uranium and thorium with the world’s
highest precision, rejecting the High-Q model and suggesting mantle multi-layer con-
vection. However, with the current observational precision, it is not possible to dis-
tinguish between the Low-Q model and the Middle-Q model, and identify Earth’s
primordial material. Given the presence of various types of meteorites and meteoric
iron on Earth today, it is reasonable to assume that the true solution for the Earth’s
primordial material lies between Low-Q and Middle-Q models. In order to identify the
Earth’s primordial material by geoneutrino observation, the precision of geoneutrino
flux measurement needs to be improved at least by factor, and preferably by orders
of magnitude. This requires a further increase in exposure and a further reduction of
systematic uncertainties.

Even if the precision of geoneutrino flux measurement be improved by orders of
magnitude, it alone would not allow to distinguish between the Low-Q and Middle-Q
models. The measurement accuracy of the mantle geoneutrino is limited by the uncer-
tainties of the crustal estimation since the mantle contribution is determined by sub-
tracting the crustal estimation from the measured total geoneutrino flux. Therefore,
to improve the measurement accuracy of the mantle contribution, the model-induced
uncertainties of the crustal contribution must be reduced. One possible solution is
to improve crustal models. Descriptions of near-filed geology might be a key for sup-
pressing the uncertainties. Though various approaches exist, e.g. stochastic modeling
method of 3-D compositional distribution (Takeuchi et al. 2019), further development
is needed to evaluate and reduce the crustal uncertainties. Another solution is to con-
struct geoneutrino detectors on the ocean floor. Because the oceanic crust is thinner
and simpler in composition than the continental crust, a seafloor detector could effi-
ciently reduce the crustal contribution and its uncertainties. However, there are still
many technical issues that need to be addressed for construction and operation.
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Figure 8.9: Confidence level contour and best fit point of observed geoneutrino flux from
238U and 232Th in the Mantle. Crustal contribution and its uncertainties
in the model are described as brown ellipse. The Mantle Radiogenic Heat
panel is connected to the crustal ellipse, showing the corresponding radiogenic
heat from 238U and 232Th in the Mantle. The red band width implies the
conversion uncertainties coming from the crustal uncertainties. The radiogenic
heat predictions by some Earth composition models are plotted on the Mantle
Radiogenic Heat panel with colored bars. The blue and green bars are Low-
Q and Middle-Q models, which are based on compositions of different types
of chondrites. The red bar is the High-Q model based on seismology and
geodynamical modeling of the mantle convection.
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Finally, geoneutrino spectroscopy including 40K will provide a very important
missing piece of neutrino geoscience. Due to the relatively small Q-value of 40K β-
decay, potassium geoneutrinos can not be observed via the inverse-beta decay channel
used for 238U and 232Th in this study. Besides, not only its energy, but also the incident
direction of potassium geoneutrino is necessary to suppress serious backgrounds from
solar neutrinos. However, since 40K can exist in the Earth’s core, 40K geoneutrino
measurement would allow to test the core’s heat budget.
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Conclusions

In this dissertation, the analysis of geoneutrino was performed using KamLAND with
a total live time of 5527 days, including 2590 days of low-reactor period.

The low-reactor period significantly reduced the reactor neutrino backgrounds,
which is one of the dominant background souce for geoneutrino observation. Besides,
lower reactor neutrino flux also contributed to suppressing the accidental coincidence
backgrounds by allowing to tighten the likelihood selection criteria with keeping a high
signal-to-noise ratio. This enabled us to perform geoneutrino spectroscopy, separating
the contribution of geoneutrinos from uranium and thorium. Thus, this study probes
the abundances of these major heat producing elements in the Earth.

In the low reactor period, the contribution of global reactors is relatively large. In
particular, the contribution of Chinese reactors, which have been increasing rapidly
in recent years, could not be ignored. Therefore, based on publicly available data
from the IAEA, the monthly power outputs of all the world’s nuclear reactors were
examined to estimate the reactor neutrino flux reaching KamLAND. The contribu-
tion of neutrinos from Taiwanese and Chinese reactors to the total expected reactor
neutrino flux in period1, period2, and period3 was estimated to be 0.71%, 1.01%,
and 10.45%, respectively. The contributions from outside Japan, Korea, Taiwan and
China were similarly estimated to be 0.42%, 0.51%, and 3.51% of the total expected
reactor neutrino flux, respectively. Besides, this study employed the reactor neutrino
spectra observed by a short-baseline experiment so that latent uncertainties related
to the reactor neutrino anomaly were suppressed.

The Rate + Shape + Time analysis is performed within a energy range of 0.9–8.5
MeV for a simultaneous scan of oscillation parameters and geoneutrino signals. The
best fit geoneutrino signals are 117+41

−39, 58
+25
−24 and 174+31

−29 from
238U, 232Th and 238U+232

Th, respectively. The null-signal hypothesis is disfavored at 8.3σ confidence level.
These correspond to geoneutrino flux of 14.7+5.2

−4.8, 23.9
+10.2
−10.0 and 32.1+5.8

−5.3 ×105 cm−2s−1,
respectively. Assuming Th/U mass ratio in the BSE composition at 3.9 recommended
by compositional analysis of chondrites McDonough and Sun (1995) and employing
our reference earth model Enomoto et al. (2007), the radiogenic heat from 238U and
232Th in the earth is estimated to be 10.6+5.2

−4.2 TW.
The earth compositional models were tested with the KamLAND result via ra-

diogenic heat. The KamLAND data is consistent with Low-Q and Middle-Q models
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based on chondrites compositional analysis, whereas the High-Q model is disfavored
at 99.76% confidence level with assuming the homogeneous uranium and thorium dis-
tribution in the mantle, and at 97.9% with assuming the accumulated heat producing
elements at the core-mantle boundary. The incompatibility with the High-Q model
indicates that the conventional mantle convection model, which the High-Q model
stands on, need to be modified, and implies the multi-layer mantle convection.

The KamLAND result disfavors the fully-radiogenic model at 5.2σ with the ho-
mogeneous hypothesis and 4σ with the sunken-layer hypothesis. The indication that
the Earth’s primordial heat still remains and is responsible for some of the Earth’s
heat budget was strengthened by the geoneutrino spectroscopy with KamLAND.
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M. L. Rudolph, V. Lekić, and C. Lithgow-Bertelloni. Viscosity jump in Earth’s mid-
mantle. Science, 350(6266):1349–1352, 2015. doi: 10.1126/science.aad1929. URL
https://www.science.org/doi/abs/10.1126/science.aad1929.

K. Schreckenbach et al. Determination of the antineutrino spectrum from 235U ther-
mal neutron fission products up to 9.5 MeV. Phys. Lett. B, 160(4-5):325–330, 10
1985.

J. G. Sclater, C. Jaupart, and D. Galson. The heat flow through oceanic and
continental crust and the heat loss of the Earth. Reviews of Geophysics, 18(1):
269–311, 1980. doi: https://doi.org/10.1029/RG018i001p00269. URL https:

//agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/RG018i001p00269.

I. Shimizu. An Evidence for Spectral Distortion of Reactor Anti-Neutrinos and A
Study of Three Flavor Neutrino Oscillation. PhD thesis, Tohoku University, 2005.

Y. Shimizu. Observation of Geo-Neutrinos with KamLAND. PhD thesis, Tohoku
University, 2010.

227

https://www.sciencedirect.com/science/article/pii/B0080437516021770
https://www.sciencedirect.com/science/article/pii/B0080437516021770
https://www.sciencedirect.com/science/article/pii/S0009254197001502
https://doi.org/10.1038/178446a0
https://doi.org/10.1038/178446a0
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/95RG01302
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/95RG01302
https://www.science.org/doi/abs/10.1126/science.aad1929
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/RG018i001p00269
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/RG018i001p00269


REFERENCES
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