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Abstract

The infrared (IR) imaging community has a need for direct IR focal plane array

(FPA) evaluation due to the continued demand for small pixel pitch detectors, the

emergence of strained-layer-superlattice devices, and the associated lateral carrier dif-

fusion issues. Conventional laser speckle-based modulation transfer function (MTF)

estimation is dependent on Fresnel propagation and a wide-sense-stationary input

random process, limiting the utilization of this approach on lambda-scale IR devices.

This dissertation develops two alternative methodologies for speckle-based res-

olution evaluation of IR FPAs. Both techniques are formulated using Rayleigh-

Sommerfield electric field propagation, making them valid in the nonparaxial geome-

tries dictated by the resolution estimation of lambda-scale devices. The generalized

FPA MTF estimation approach numerically evaluates Rayleigh-Sommerfeld speckle

irradiance autocorrelation functions (ACFs) to indirectly compute the power spec-

tral density (PSD) of a non-wide-sense-stationary (WSS) speckle irradiance random

process. The experimental error incurred by making WSS assumptions regarding

the associated laser speckle random process are quantified utilizing the Wigner dis-

tribution function. This method is experimentally demonstrated on a lambda-scale

longwave infared FPA, showing at 27% spatial frequency range improvement over

established estimation methodology. Additionally, a resolution estimation approach,

which utilizes an iterative maximum likelihood estimation approach and speckle irra-

diance ACFs to solve for a system impulse response, is developed and demonstrated

with simulated speckle imagery.
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METHODS FOR FOCAL PLANE ARRAY RESOLUTION ESTIMATION USING

RANDOM LASER SPECKLE IN NONPARAXIAL GEOMETRIES

I. Introduction

1.1 Motivation for Research

Recent trends in commercial and military sensor markets include minimizing cost,

size, weight and power (SWaP) of imaging systems, increasing pixel count of focal

plane array (FPA) detectors, expanding fields of view and improving resolution. In an

effort to meet these requirements, infrared (IR) detector pixels have been pushed to

unprecedented small pixel sizes and FPAs developed at unprecedented large formats.

In an effort to address these high performance demands in a cost-effective manner,

the Department of Defense (DoD) community has invested significant time, money

and manpower into the development of III-V nBn strained-layer-superlattice (SLS) IR

detectors. This promising technology offers many potential advantages over historic

IR detector materials and designs, including higher operability, better yield, theoret-

ically lower dark current, lower manufacturing costs and higher operating tempera-

tures.

However, this technology remains relatively immature; its performance suffers as

a result. SLS architectures have inherently lower absorption coefficients than con-

ventional detector structures, leading to lower device quantum efficiency (QE). Dark

current densities are on the order of two times higher than Tennant’s “Rule 07” [2]

due to material growth impurities. Increased dark current due to surface leakage

prevents full reticulation of individual detector elements, increasing the potential for
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electrical crosstalk due to lateral carrier diffusion. The push to higher resolution im-

ages, thus smaller detector elements, further exacerbates this problem. Investigating

the severity of this resolution degradation is vital to understanding the capability of

this relatively new detector technology.

Modulation transfer function (MTF) is a well understood industry standard metric

for analyzing and describing image system or subsystem resolution [3]. Many system

modelers assume detector MTFs follow theoretical sinc functions based on wavelength

and detector size parameters. This oversimplification typically leads to overestimation

of a detector’s actual resolution capabilities.

Many techniques have been developed to estimate detector MTF using a full

imaging system for testing [3–9]. All of these methods incorporate front-end optics

into the measurement, necessitating the need to divide out the optics MTF to obtain

the desired result. This procedure may lead to errors and complications increasing

the difficulty of getting an accurate detector MTF estimation, such as inaccurate

lens characterization or the need for high quality, low F-number optics to cover the

measurement’s spatial frequency range.

Driven by the need to avoid this complication, a number of methods have been es-

tablished [10–12] to directly estimate the MTF of FPAs using random laser speckle.

These techniques are based on a linear systems approach to the problem, where a

random process, laser speckle, is the input to a linear system, which includes the

FPA and its associated read-out electronics. These speckle-based, direct FPA MTF

techniques require wide-sense-stationary (WSS) random process inputs and Fresnel

approximations for electric field propagation. To estimate the resolution of lambda-

scale detectors, meaning the detector pixel pitch is approximately equal to the desired

detection wavelength, nonparaxial testbed geometries must be utilized, forcing mod-

ifications to established speckle-based MTF estimation techniques.
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1.2 Problem Statement

In an effort to evaluate lambda-scale state-of-the-art SLS IR detectors, this re-

search aims to improve upon these random laser speckle MTF estimation techniques

via the following avenues:

• Investigation of laser speckle second-order statistics in nonparaxial test geome-

tries dictated by lambda-scale detectors, understanding random process char-

acteristics and their impact on the established estimation techniques.

• Formulating numerical methods for computing laser speckle second-order statis-

tics in nonparaxial geometeries.

• Development of valid FPA resolution techniques considering the characteristics

of the laser speckle random process in proposed test geometries, producing

MTF estimations at higher spatial frequencies than previously attainable via

established speckle-based methodologies.

• Specific to applicable spatial-frequency-based resolution estimation techniques,

optimization of the output PSD estimation process via robust investigation

of relevant parameters influencing output PSD outcomes, ensuring accurate

estimation given the test environment.

1.3 Organization

Chapter II introduces and elaborates on vital background information in support

of this study, beginning with a brief tutorial on linear system analysis, focusing on

MTF. The focus then shifts to detector MTF theory, discussing ideal detector per-

formance and the impact of crosstalk on detector resolution. Various detector MTF
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estimation methods are investigated; the advantages and disadvantages of each tech-

nique are discussed. A review of speckle-based MTF estimation method variations

are examined with detailed attention applied to the efforts by Barnard [11] which

supplied foundational building blocks for this research. Finally, an introduction to

the Wigner Distribution Function (WDF), a function critical to analyzing non-WSS

random processes such as laser speckle, is presented.

A rigorous investigation of the speckle imagery output PSD estimation process

is conducted in Chapter III. Parameters examined include number of independent

speckle image realizations, window type, window size and aperture shape. Addi-

tionally, the PSD estimation variance versus resolution trade-off is analyzed and the

impact of signal-independent noise on output PSD estimations was investigated. Fi-

nally, the analysis is extrapolated from output PSD to FPAMTF estimation accuracy.

Chapter IV develops the generalized MTF estimation technique, addressing the

challenge of FPA MTF estimation in scenarios where lambda-scale detectors require

nonparaxial test geometries. Speckle irradiance autocorrelation functions (ACFs) de-

veloped via Rayleigh-Sommerfeld electric field propagation are numerically evaluated

on the Air Force Research Laboratory’s High Performance Computing Systems, then

utilized to indirectly determine the PSD of a non-WSS laser speckle random process.

The error associated with making stationary assumptions and employing linear sys-

tems analysis is quantified via use of the WDF. Finally, the generalized estimation

technique is applied experimentally to estimate the MTF of a lambda-scale LWIR

detector.

An iterative maximum likelihood approach for FPA impulse response estimation

valid beyond conventional paraxial constraints of Fresnel propagation and applicable

to non-WSS random processes is introduced in Chapter V. Development of the tech-

nique theory and demonstration of capability with simulated speckle images is pre-
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sented. Practical method implementation challenges, including independent speckle

image realization generation and speckle image microscanning super-resolution appli-

cation are explained.

Finally, Chapter VI summarizes key results, highlights major contributions and

discusses future work.
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II. Background and Literature Review

This chapter provides important technical and theoretical context in support of

the conducted research. First, the concept of modulation transfer function (MTF) in

described, focusing on ideal FPA performance and factors impacting FPA resolution,

such as crosstalk. Then, various FPA MTF estimation techniques are introduced;

the advantages and disadvantages of the methods are discussed. Next, the ana-

lytical development of a laser speckle electric field autocorrelation function (ACF)

utilizing Rayleigh-Sommerfeld (RS) diffraction integrals is described. After that, the

Wigner Distribution Function (WDF) is introduced and demonstrated in the context

of stochastic processes. Finally, novel infrared (IR) FPA devices are presented, with

a focus on design architecture and FPA resolution impact.

2.1 Modulation Transfer Function Theory

MTF is the industry standard metric for quantifying the resolution capability of a

composite imaging system. The metric is directly applicable for resolution analysis of

individual imaging system sub-components, such as focal plane arrays (FPA). Accu-

rate estimation of this FPA resolution parameter is the primary goal of the research

efforts undertaken in the subsequent chapters. MTF is based on linear systems the-

ory; a system or phenomenon must be considered linear and spatially invariant to be

described with a transfer function [13]. Utilization of this powerful tool can allow one

to characterize system or sub-system components needed to evaluate design trades

and improve performance.
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2.1.1 Impulse Response

In linear systems terminology, an impulse response is an optical linear system’s

reaction to a point source input. This concept is represented mathematically as,

g(x, y) = f(x, y) ∗ ∗h(x, y), (1)

where ** is a 2-D convolution between the input, f(x, y), and system impulse re-

sponse, h(x, y) where (x, y) are spatial coordinates. This operation results in a system

output, g(x, y).

Using linear system theory, each imaging system component’s effect on a point

source input can be accounted for using convolution,

g(x, y) = f(x, y) ∗ ∗hturb(x, y) ∗ ∗hoptics(x, y) ∗ ∗hFPA(x, y) ∗ ∗

hele(x, y) ∗ ∗hdrift(x, y) ∗ ∗hjitter(x, y) ∗ ∗hblur(x, y), (2)

where hoptics, hFPA, hturb, hele, hdrift, hjitter and hblur are the impulse responses of the

imaging system’s optics, FPA, atmospheric turbulence experienced by the system,

linear line-of-sight drift, random jitter during frame integration time and optical blur

due to aberrations, respectively. These sub-component impulse responses have been

combined to form an entire system impulse response, hsys(x, y),

hsys(x, y) = hturb(x, y) ∗ ∗hoptics(x, y) ∗ ∗hFPA(x, y) ∗ ∗

hele(x, y) ∗ ∗hdrift(x, y) ∗ ∗hjitter(x, y) ∗ ∗hblur(x, y). (3)

The convolution of a full system impulse response with a point-source input, gener-

ating a system output, g(x, y),
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g(x, y) = f(x, y) ∗ ∗hsys(x, y). (4)

2.1.2 Transfer Function

Using the convolution theorem, this analysis can be converted to the spatial frequency

domain,

G(ξ, η) = F (ξ, η)Hsys(ξ, η), (5)

where G(ξ, η)= F [g(x, y)], F (ξ, η)=F [f(x, y)], Hsys(ξ, η)=F [hsys(x, y)] and F repre-

sents the 2D Fourier transform. Analyzing systems in the frequency domain rather

than the spatial domain is preferred; multiplications are easier to perform and visu-

alize than convolutions. The normalized version of Hsys, is referred to as the optical

transfer function (OTF),

Hsys(ξ, η) = |Hsys(ξ, η)|exp[−jΘ(ξ, η)], (6)

where Θ(ξ, η) is the phase transfer function and |Hsys(ξ, η)| is the MTF.

2.1.3 Modulation Transfer Function

The MTF is the normalized magnitude response of the optical system or compo-

nent to sinusoids of different spatial frequencies. When optical systems are analyzed in

the frequency domain, sine wave objects are considered rather than point sources [3].

Modulation depth is a measure of contrast,

M =
Amax − Amin

Amax + Amin

, (7)

and defined as the amplitude of the irradiance variation divided by the bias level,
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where Amin, is the maximum value of the output image and Amax, is the minimum

value of the output image. When a sinosoid is the object of interest, modulation

depth can be considered the AC value of the waveform divided by the DC bias. The

limited spatial resolution of the optical system results in a decreased modulation

depth of the image relative to that of the object distribution. An incoherent imaging

system experiences reduced modulation when observing sinusoids of increasing spatial

frequency. Decreasing modulation depth is directly tied to a lower MTF over the

spatial frequency range of interest, as shown in Fig. 1.

Figure 1: Visual representation of the relationships between spatial frequency, mod-
ulation depth and MTF. Image taken from source with permission [3].

The MTF is useful as a resolution specification, demonstrating system perfor-

mance over a wide range of spatial frequencies. MTF units are typically in cycles/mm,

but can be represented in angular space for comparison of overall system perfor-

mance. The MTF allows the opportunity to aggregate independent sub-system or

phenomenology via multiplication to describe a full scenario’s impact on image res-

olution, as demonstrated in Figs. 2 and 3. Dividing out known sub-system MTFs

from a composite system MTF is also a technique for isolating unknown sub-system
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MTF contribution.

Figure 2: An example of cascading sub-system MTFs forming a full system MTF.
Image taken from source with permission [3].

Figure 3: Block diagram of cascading sub-system MTFs to form a full system MTF.

2.1.4 Theoretical FPA MTF

A theoretical FPA MTF equation by treating the FPA as an integral sampler [14].

An integral sampler produces a sampled version of the scene input irradiance by

spatially averaging the input irradiance over the FPA, then performing delta-function

sampling at the center of each detector element. This integral sampling process for

an FPA with square detector pixels is shown as,

r(x, y) = k[i(x, y) ∗ ∗rect( x
w
,
y

w
)]× comb(

x

w
,
y

w
))× rect(

x

W
,
y

W
), (8)
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where rect(x, y) and comb(x, y) are the rectangle and comb functions as defined in

Ref. 15, i(x, y), is input irradiance function, r(x, y) is the sampled version of the

scene input radiance, w is the detector element width and W is the lateral dimension

of the FPA. A square FPA and 100% fill factor detector elements are assumed in

this analysis. A Fourier transform of Eq. (8) provides the sampled input radiance

spectrum.

R(ξ, η) = k[I(ξ, η)sinc(wξ,wη)] ∗ ∗comb(wξ,wη) ∗ ∗sinc(Wξ,Wη), (9)

where sinc(ξ, η) is the sinc function as defined in Ref. 15 and ξ and η are spatial

frequencies. Since W≫w, sinc(Wξ,Wη) can be approximated as a delta function,

δ(ξ, η). If the input irradiance function is bandlimited and properly sampled by the

FPA, meaning ξs > 2ξi, where ξi is the cutoff frequency of the input radiance spectrum

and ξs is the sampling frequency of the FPA, no aliasing occurs and only comb’s center

delta function is considered. Note, if I(ξ, η) is not properly sampled by the FPA,

aliasing will occur and I(ξ, η) cannot be accurately represented by R(ξ, η). Aliasing

is experienced in Section 5.3.3 when spatially narrow (spectrally broad) speckle ACFs

are undersampled by an FPA, resulting in inaccurate ACF estimations. Making the

aforementioned simplifications allows the Eq. (9) sampling input radiance spectrum

to reduce to,

R(ξ, η) = kI(ξ, η)sinc(wξ,wη), (10)

Utilizing Eq. (5) and normalizing the ratio between the output spectrum, R(ξ, η),

and input spectrum, I(ξ, η) , results in the following FPA OTF,Hdet and MTF, |Hdet|,

11



HFPA(ξ) = sinc(wξ,wη),

|HFPA(ξ)| = |sinc(wξ,wη)| =
∣∣∣∣sin(πξw)πξw

sin(πηw)

πηw

∣∣∣∣ , (11)

Note that the w term refers to the width of the detector’s active area and not the FPA

pixel pitch. For a square detector, fill factor refers to the percentage of light-sensitive,

or active, area of a detector versus the squared pixel pitch of a device. A device with

a low fill factor and a smaller active area will theoretically produce a higher MTF and

thus a higher resolution image. However, a lower fill factor design will capture less

overall target irradiance, lowering the device’s overall signal-to-noise ratio (SNR).

Most detector elements are square in shape, therefore Eq. (11) is the standard

representation of a FPA’s spatial frequency response in imaging system models. If

the detector elements’ active areas are a different shape, the MTF is directly related

that particular shape’s Fourier transform. The MTF of a focal plane consisting of

hexagonal detector elements was investigated by Boreman and Barnard [14]. Though

simple and effective for many situations, the assumption of ideal detector element

performance is not always accurate and can potentially mislead a system designer

regarding the resolution performance of a particular detector array. Crosstalk issues

can result in an FPA not achieving ideal resolution performance [16].

2.1.5 Crosstalk

One of the main phenomena causing deviation between theoretical and actual IR

FPA resolution performance is crosstalk. Crosstalk is any situation where illumination

impinging on or carriers generated in one detector element create signal in an adjacent

element. Electrical crosstalk is attributed to carriers generating within one detector,

diffusing and being collected by an adjacent detector element [17]. Electric crosstalk

within the actual ROIC is another source of resolution degradation that may be
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experienced during this research effort.

Requirements for increased image resolution have continued to push IR pixels to

smaller sizes, which in turn increases the potential for crosstalk between adjacent

pixels [16]. Crosstalk’s effect on FPA resolution has been effectively and accurately

represented using a one dimensional exponential decay model [18],

|Hcd(Leq, ξ)| =
1

1 + (2πLeqξ)2
, (12)

where Leq is the lateral diffusion length of the carriers in the given detector material

and ξ is the spatial frequency under consideration. Combining this carrier diffusion

model in series with an ideal 1-D FPA MTF allows the resolution impact of reticu-

lated, meaning the detector material is etched to physically and electrically isolate

each individual pixel, and unreticulated detectors to be theoretically analyzed. Fig-

ure 4 compares the MTFs of FPAs with two theoretical InSb detectors, one with a

30µm pixel pitch and 100% fill factor (30µm active detector length), and another

with a 30µm pixel pitch, but reticulated to a 25% fill factor (15µm active detector

length). A nominal InSb diffusion length value of 7.1µm is used in this comparison.

Figure 4 demonstrates the FPA with the 15µm detector having an increased MTF

over FPA with the unreticulated detector. A number of factors influence the degree

to which reticulation is possible or effective, such as increased dark current due to

surface leakage currents and reduced fill factor leading to reduced signal levels.

Additionally, as discussed in Sec. 2.1.4, another critical factor in system perfor-

mance is the FPA’s ability to accurately sample the scene input irradiance. Included

in Fig. 4 is the Nyquist sampling frequency of the FPAs utilized in this analysis. The

FPA’s Nyquist sampling frequency,

ξNy =
ξs
2

=
1

2dp
, (13)
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Figure 4: Comparison of theoretical MTFs of FPAs with 30µm pixel width unretic-
ulated and 15µm pixel width reticulated InSb detectors.

where dp is the FPA pixel pitch. If the scene spectrum input into the FPA is greater

than ξNy, higher scene spatial frequency content will alias, inducing undesirable image

artifacts. Unless the imaging system’s lens is designed to cut off the input spectum

near ξNy or microscanning super-resolution techniques are incorporated into the sys-

tem design, significant aliasing will occur when using the FPA with the reticulated

detector. Additionally, the reduced fill factor detector elements will result in a lower

sensitivity device, as demonstrated in Sec. 2.2.3. When analyzing FPA performance,

not only MTF, but also device sampling and sensitivity characteristics must be taken

under consideration.

2.2 Modulation Transfer Function Estimation Techniques

This section serves as an overview of FPA MTF estimation techniques applied

in industry and academia. Various direct and indirect estimation methods are re-

viewed, highlighting the advantages and disadvantages of each technique. Addition-
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ally, random laser speckle-based FPA MTF estimation techniques are introduced and

discussed here; these methods are foundational to the alternative speckle-based FPA

resolution methods developed in Chapters IV and V.

2.2.1 Indirect FPA MTF Estimation Techniques

Indirect FPA MTF estimation techniques refer to measurement methods where

the entire imaging system, including the optics, is utilized to image a scene or target

and generate a full system MTF. Estimated MTFs of subsystem components are then

removed from the full system result, leaving an estimation for the FPA’s MTF. This

section introduces and describes a number of prominent indirect FPAMTF estimation

methods.

2.2.1.1 Bar Pattern Techniques

For imaging systems, one technique for MTF estimation is viewing bar target

patterns, such as the Air Force 1951 Bar Target, shown in Fig. 5, through a collimator

and determining the signal amplitude reduction. The patterns follow a 2
1
6 size increase

progression and are split into sets of six vertical or horizontal bars (three white and

three black). In the thermal IR, sets of eight bars are typically used. For each

horizontal set of bars, there is a corresponding vertical set of bars with identical

width, providing the ability to estimate both the vertical and horizontal MTF of an

imaging system. Each set of bars is associated with a fundamental spatial target

frequency and additional harmonics. This particular target type was historically

developed for analog imaging systems, but has alternatively been utilized for digital

imaging systems. Ideally, one would want to measure the modulation of a set of

single frequency sinusoids in order to get estimate an optical system MTF, but since

sinusoids are challenging to properly construct, bar targets are typically used as a
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surrogate.

Figure 5: Image of 1951 USAF Bar Target.

Sitter [19], Boreman [3, 6] and Smith [20] all discuss methods of determining the

MTF of an imaging system using bar targets. Each method essentially involves imag-

ing a specific set of bars, recording the contrast between sets of black and white bars

in the pattern, removing the harmonics associated with a specific bar pattern and

recording the modulation of a fundamental spatial frequency associated with a pat-

tern. Each bar set should eventually produce one point on an MTF plot. Considering

there are infinite harmonics included in the calculation, a typical rule of thumb for

determining the number of harmonics to subtract is stopping at the cut-off frequency

of the system’s optics. A basic representation of the bar target-based MTF estimation

process is,

|H(ξ)| = π

4
[CTF (ξf = ξ) +

CTF (ξf = 3ξ)

3
− CTF (ξf = 5ξ)

5
+ ...], (14)
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where ξ is the spatial frequency (cycles/mm) and contrast transfer function (CTF)

is the contrast between a specific set of black and white bars. The π/4 scale factor

accounts for a built-in measurement bias. CTFs are generally slightly larger than

their associated MTFs.

This particular MTF estimation method is relatively inexpensive. There is a need

for a high quality collimator, a set of bar targets, lens MTF data and some processing

software to calculate MTF using one’s images.

No matter the harmonic subtraction process, aliasing issues are absolutely in-

cluded in the measurement; filtering out harmonics present in the bar targets is

difficult. Super-resolution approaches, such as subpixel dithering, can reduce aliasing

effects, but measurement complexity is significantly increased. Another issue with

this specific measurement is that only a discrete number of points on the MTF curve

can be calculated for the measurement. Therefore, interpolation must be utilized to

generate a smooth, continuous MTF curve. This interpolation step introduces some

error into the estimation. In addition, this technique was originally designed for the

estimation of a full imaging system. If one were only interested in the FPA MTF,

the MTF of the optics would have to be divided out of the composite result. Ob-

taining the MTF of optics may be challenging. Designers of inexpensive optics may

not be able to provide measured MTF data. If measured data is received from a

manufacturer, it was most likely generated via optical system modeling software and

not actually measured data. This estimation may vary from the actual optical system

MTF. Lens designers may also measure the optical MTF with an interferometer at

one laser wavelength. The bar target measurement is a polychromatic estimation, so

some error is generated with directly comparing these two results. These estimation

challenges a can potentially increase the variance of a FPA MTF estimate.
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2.2.1.2 Knife Edge Measurement

The current industry standard technique for imaging system resolution evalua-

tion is the slant-edge technique. This method was developed by Kodak employees

Burns [7, 8] and Williams [21] in the late 1990’s/early 2000’s. This basic approach

is the current International Standards Organization (ISO) metric for imaging system

resolution measurements [4].

The basic knife edge analysis method, shown in Fig. 6, starts with capturing an

edge image. This is considered an edge response function (ERF). A derivative is taken

of this image, resulting in a line spread function (LSF). A discrete Fourier transform

(DFT) is taken of the LSF, producing a spectral response function (SFR). Finally,

the entire SFR is normalized so that the MTF(0)=1. The official ISO standard is

more detailed, including radiometrically correcting input data and over-sampling to

reduce aliasing effects, but the general process shown in the diagram remains the

same. When working with a high quality edge, SFR and MTF can be considered

equivalent.

Figure 6: Block diagram outlining basic process for slant edge MTF calculation tech-
nique. Image taken from source with permission [21].

Considering this technique only requires a single image, it is a relatively simple

resolution estimation method. Roland [22] investigated the stability of this technique,

determining target contrast has very little impact on the resulting SFR estimation,

but the degree of edge slant can seriously impact the consistency of results. The

current ISO standard for the edge slant is 5 degrees [4].
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Any pre-processing on images involving quantization or clipping can detrimentally

effect the resulting SFR [7]. Also, this technique is a full imaging system MTF

estimation method; any indirect estimation of FPA resolution performance will suffer

from the same error sources described in the bar target technique.

Others have also experimented with various minor modulations on this particular

method, including Chen [23], Kim [24] and Lu [25].

2.2.1.3 Other Indirect FPA MTF Measurement Techniques

Boreman and Ducharme [26] offer a methodology for full imaging system MTF

testing using random transparency targets. This utilizes the same linear systems

and random processes theory explained in the random laser speckle techniques, Sec.

2.2.2.1. Transition of this technique to IR wavelengths may be challenging considering

the difficulty in controlling both the transmission and emission of transparencies.

2.2.2 Direct FPA MTF Estimation Techniques

Direct FPA estimation techniques are methods involving strictly the FPA in the

estimation process. No intervening optics are included in the measurement. Interven-

ing optics can add variance to an FPA MTF estimate. These techniques potentially

offer more accurate solutions for FPA-only MTF estimation.

2.2.2.1 Random Laser Speckle MTF Estimation

Utilizing laser speckle as a random input process to estimate the MTF of an FPA

was first introduced by Glenn Boreman [10,27,28]. In his experiments, the FPA and

its electronics are treated as a linear, time-invariant and shift-invariant system [29]

during the particular measurement. The system input is the power spectral density

(PSD) of the laser speckle random process. The linear systems approach utilized in
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these laser speckle-based estimation techniques is,

Gout(ξ, η) = Gin(ξ, η)|H(ξ, η)|2, (15)

where Gin(ξ, η) is the input PSD of the laser speckle into the sensor and Gout(ξ, η) is

the estimated PSD from the speckle imagery captured by the sensor under test. Note

this process linear systems relationship is only valid when the input random process

is wide-sense-stationary (WSS).

Laser speckle, seen in Fig. 7, is an interference phenomena that occurs when co-

herent light is scattered by an optically rough surface [10]. Optically rough refers to

the surface being coarse on the order of the wavelength being analyzed. Laser speckle,

historically considered a nuisance to imaging applications, has been thoroughly ana-

lyzed by Dainty [30, 31] and Goodman [32], who demonstrate that it has very useful

properties. One of laser speckle’s most important features is, given the shape and

size of the aperture speckle passes through and the distance speckle travels, its PSD

is known. Assuming a uniform speckle field and Fresnel approximations are valid for

the scenario geometry [32], this PSD can be described by the normalized autocorre-

lation of the aperture through which the speckle field passes. Taking advantage of

this property, one can control the input PSD on the FPA under test. An important

characteristic of a laser speckle PSD is its spatial frequency cutoff [32],

ξcutoff =
L

zλ
, (16)

where L is the widest extent of the aperture, λ is the laser wavelength and z is

propagation distance between the aperture and observation plane. Utilization of this

equation allows one to strategically match laser speckle and FPA sampling capabilities

when making MTF estimations.
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Figure 7: Image of laser speckle.

Initial Laser Speckle MTF Testbed Boreman’s original laser speckle

MTF testbed, shown schematically in Fig. 8, consists of a 3.39µm HeNe laser with

refractive optics to expand the beam. The laser beam interacted with a fused silica

diffuser, generating a uniform speckle field. The field then passes through a square

aperture, diffracting the speckle field in a controlled manner, providing a known in-

put PSD into the FPA and ROIC. Originally, Boreman utilized a square aperture,

the autocorrelation of which is a triangle, which can be seen in Fig. 9. Note,
〈
I
〉

is the expected value of the speckle intensity determined from the first-order speckle

statistics.

Figure 8: Boreman’s original laser speckle testbed. Image taken from source with
permission [27].

The output PSD was estimated via a periodogram averaging technique, where
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Figure 9: Input PSD of Square Aperture. Image taken from source with permission
[27].

a fast-Fourier transform (FFT) was taken of each row or column of a frame, then

individually normalized. Each row or column periodogram was averaged with the

others in the image, resulting in one ensemble periodogram per frame. The frame

periodograms were then averaged together, resulting in a final estimation of the output

PSD.

With an input and output PSD determined, Eq. (15) was then applied on a per

spatial frequency basis, producing the MTF data points in Fig. (10). The dots and

triangles are actual data points resulting from the calculation; lines are curves fitted

to the data.

Potential pitfalls with the original testbed include too few periodograms to develop

an accurate spectral estimation of the output PSD. Simple uncontrolled movement of

the diffuser could potentially result in highly correlated frame realizations which are

ineffective at reducing estimation variance.

Addition of Integrating Sphere and Polarizer Attempting to improve

FPA testing capability at IR wavelengths, Boreman investigated utilizing an integrat-
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Figure 10: MTF results from Boreman’s original testbed. Image taken from source
with permission [27].

ing sphere to generate a uniform speckle field [33]. Boreman discovered the use of

transmissive diffusers produced anomalies in the input PSD of the laser speckle due

to their crystalline nature. In Ref. [32], Goodman’s speckle theory analysis proves

infinite reflections off a diffuse surface have the same statistical characteristics as a

single reflection off a diffuse surface. As a result, integrating spheres are viable op-

tions for laser speckle generation. The integrating sphere testbed, shown in Fig. 11,

was developed in the visible wavelength using a 632.8nm Helium Neon laser, but was

designed with application to IR wavelengths in mind. Most subsequent researchers

would adopt the use of an integrating sphere in their own testbed designs.

In addition, a polarizer was added to the integrating sphere output, allowing the

analysis to be completed with ideal polarized laser speckle. Although this reduces

the overall speckle intensity, it significantly improves the speckle image contrast.
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Figure 11: Boreman’s integrating sphere testbed. Image taken from source with
permission [33].

Measuring Past Nyquist Spatial Frequency Sensiper [34] expanded

upon Boreman’s testbed efforts, with a primary goal of pushing FPA MTF estimates

past the Nyquist spatial frequency limit, meaning the maximum spatial frequency

that can be resolved by a focal plane array without the introduction of aliasing. All

work published was completed in the visible spectrum, although it is theoretically

applicable to IR wavelengths. A new aperture and its corresponding PSD, shown in

Figs. 12(a) and 12(b), were introduced to the testbed.

(a) (b)

Figure 12: (a) Sensiper’s Two Slit Aperture, (b) PSD of Sensiper’s Aperture. Images
taken from source with permission [34].

In this estimation process, one MTF data point is recorded per measurement; the

spatial frequency, ξ, of the measurement is set to the small triangle peak location,

ξ = L/zλ. In this equation, L is the center-to-center spacing between slits, z is the

24



distance between the aperture plane and focal plane, and λ is the laser wavelength. At

aperture-to-FPA distances in which the sideband triangles are above the Nyquist fre-

quency, the triangles are aliased symmetrically about Nyquist into lower frequencies.

Since the input PSD to the FPA is bandlimited, aliased frequencies can be unfolded

and spatial frequency data from zero to twice the Nyquist limit can be plotted, as

shown in Fig. 13.

Figure 13: MTF plots from Sensiper’s test. Image taken from source with permission
[34].

The data collected, represented by circles in Fig. 13, had an extremely high vari-

ance. One cause of error could be misalignment between the FPA and aperture. This

technique required 91 measurements to produce an MTF curve; it is a very time con-

suming measurement leaving many opportunities for mistakes. Oversimplification of

the MTF calculation process could also lead to error; contribution of spatial frequency

content from outside of the peak sideband triangle is ignored. In addition, the use of

slits as apertures limits the laser speckle irradiance at the FPA, restricting the over-

all SNR during measurements; low power lasers and noisy FPAs may be difficult to

utilize in this testbed. Pozo [35] attempted measurements with a very similar double

slit aperture, producing similar results.
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Ducharme [12, 36] introduced a new cross aperture design, which can be seen in

Fig. 14(a). This aperture provides a constant input PSD magnitude across spatial

frequencies from near DC to the FPA’s Nyquist limit, as shown in Fig. 14(b). This

design allows for MTF estimation from 0 to twice Nyquist spatial frequency of the

FPA with only two measurements via use of a novel frequency unfolding technique.

The method requires data to be collected at two different propagation distances.

The data collected at the first position is called the Nyquist set, where the flat input

PSD cuts off at Nyquist. The data collected at the second position is referred to as

the twice Nyquist set, where the flat input PSD cuts off at twice Nyquist. Each set

is processed using a 2D FFT algorithm, producing an output PSD estimate. The

Nyquist set produces the output PSD from spatial frequencies at 0 to the Nyquist

limit of the FPA, G0−Ny(ξ). The twice Nyquist set contains the same data as the

Nyquist set, plus the aliased PSD data from spatial frequencies out to twice the

Nyquist folding frequency. This aliased data needs to be extracted. The extraction

process is,

G2Ny−Ny(ξ) = G2Ny,out(ξ)−G0−Ny(ξ), (17)

where the twice Nyquist output PSD, G2Ny,out(ξ), is subtracted from the Nyquist

output PSD, G0−Ny(ξ). Once the data past the Nyquist limit is extracted, it then

needs to be properly unfolded,

GNy−2Ny(ξ) =G2Ny−Ny(2ξNy − ξ),

for ξNy < ξ < 2ξNy. (18)

The resulting output PSDs are combined,
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Gout,final =


G0−Ny(ξ) 0 < ξ < ξNy

GNy−2Ny(ξ) ξNy < ξ < 2ξNy, (19)

resulting in a full output PSD over spatial frequencies of 0 to twice the Nyquist limit

of the FPA. This technique, however, does not provide an accurate estimate for zero

spatial frequency; therefore, it is difficult to properly normalize the rest of the MTF

data. Also, the thin slits limit speckle signal through to the FPA, creating potential

SNR issues.

(a) (b)

Figure 14: (a) Ducharme’s Cross Aperture, (b) PSD of Ducharme’s Aperture. Images
taken from source with permission [12].

Chen [37] experimented with extending Boreman’s original measurement [10] out

to twice Nyquist spatial frequency of the FPA by measuring the amplitude of the

electric field just past the diffuser, then using the RS propagation integral to propagate

the field,
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Eo(x, y, z) =
iz

λ

∫ ∞

−∞

∫ ∞

−∞
dxadyaEa(xa, ya, 0)

exp

[
− i2π

λ

√
z2 + (x− xa)2 + (y − ya)2

]
z2 + (x− xa)2 + (y − ya)2

,

(20)

where Ea is the electric field at the aperture plane, Eo is the electric field at the

observation plane, z is the propagation distance and λ is the laser wavelength. This

allowed the author to generate a mathematical description of the input PSD despite

violating paraxial approximations with the testbed geometry. Accurate estimation of

the electric field amplitude seems challenging and the use of a transmissive diffuser

may alter the laser speckle statistics. Also, the super-resolution microscan dithering

technique utilized when estimating the output PSD may be challenging with large IR

dewar assemblies without the introduction of additional optics or mirrors.

Other Laser Speckle-based MTF Estimation Technique Modifica-

tions Barnard [11] applied the foundations of Boreman’s speckle research to state-

of-the-art mid-wave infrared (MWIR) sensors by utilizing quantum cascade lasers

(QCL), not previously available. Barnard utilized Welch’s procedure to estimate the

output PSD from the laser speckle images. Welch’s procedure involves generating

multiple periodograms from each speckle image by performing two dimensional FFTs

on overlapped, windowed segments of each image. This methodology efficiently in-

creased the number of periodograms available for averaging, decreasing the overall

variance in the spectrum estimation process. In addition, all input and output PSD

estimation calculations were performed in two dimensions, producing a unique full

two dimensional estimation of the FPA MTF as shown in Fig. 15.

Astar [38] theorized an alternative aperture design to increase optical throughput

of Boreman’s integrating sphere testbed. This design has yet to be fabricated. The
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Figure 15: Image of two dimensional MTF estimation. Image taken from source with
permission [11].

chemical vapor deposition process required to produce it would involve a substrate

of some kind, adding an extra window to the optical chain. This could lead to

transmission issues for certain IR bands and anomalies being produced in the input

PSD, similar to Ref. [27].

Ducharme [39] demonstrated the viability of utilizing holographic elements in place

of an integrating sphere generating the random laser speckle input necessary for focal

plane MTF estimation. Generation of holograms is a time consuming process and

expansion to IR wavelengths is not straightforward.

Ducharme [40] investigated a microlens array as an efficient alternative to an

integrating sphere for laser speckle generation. Validated measurement results with

a 632.8nm laser out to the FPA Nyquist limit were provided. Microlens arrays, as

shown in Fig. 16, allow for significantly more laser throughput through a system

for multiple reasons. First, transmissivity of a lens is much higher than the optical

throughput of an integrating sphere. Also, microlenses preserve the laser polarization,

therefore there is no need for placing a polarizer as the output of the diffraction
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aperture, which reduces the transmission by 50%. Disadvantages to this technique

include the need for broad bandpass lenses or multiple sets of lenses for different

wavelengths. Additionally, since lenses are refractive elements, they may introduce

unwanted anomalies in the laser speckle.

Figure 16: Magnified image of microlens array. Reprinted with permission from [40]
© The Optical Society.

2.2.2.2 Other Direct FPA MTF Estimation Methods

Ying [41] introduced a novel method for direct FPA MTF estimation using scan-

ning knife edges to generate edge spread functions over FPA elements. This is an

extension of the slant edge technique described in Sec. 2.2.1.2, but generated without

intervening optics. This technique allows direct measurements of FPAs past twice

Nyquist. Its drawbacks include the need for precision alignment, high quality reflec-

tive optics and only being capable of polychromatic MTF estimations.

Estribeau [42] fabricated a unique complementary metal-oxide-semiconductor (CMOS)

sensor with a built-in knife edge directly on the focal plane. Use of a monochromator

allowed the capture of MTF measurements at different wavelengths. Using this tech-

nique in the IR requires access to fabrication facilities and could lead to calibration
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challenges for pixels on the knife edge. Ultimately, a destructive method is too costly

for consideration.

Barnard [43,44] estimated an FPA’s MTF by projecting Young’s fringes of varying

spatial frequencies onto the device under test. Lack of signal through pinholes and

the windowing effect of the pinholes on sinusoidal fringes made this a challenging

measurement. Song [45] and Greivenkamp [46] experimented with collimators, mirrors

and beam splitters to project fringe patterns of varying spatial frequencies onto focal

planes. Zhao [47] and Marchywka [48] created similar test beds using two different

mirrors. This particular setup is only capable of measurements at a single wavelength

without the purchase of a reflective collimator and a broadband beam splitter.

Scanning spot size techniques, such as Takacs [49], have also been implemented to

directly estimate the resolution performance of infrared FPAs. In such techniques, a

diffraction-limited laser spot is scanned across an FPA at sub-pixel resolution to gen-

erate impulse response estimations. Drawbacks to such methods include challenging

measurement alignment requirements and issues generating small enough laser spot

sizes, especially in the LWIR, to make accurate FPA resolution estimations.

2.2.3 FPA Performance Comparison: MTF versus Sensitivity Dilemma

Examining the ideal FPA MTF model in Eq. (11) leads one to believe that

reducing the size of detector pixels leads to better system performance. Extrapolation

of Eq. (11) to different pixel active area widths is shown in Fig. 17, where the FPA

pixel pitch is held constant at 30µm. As the detector active area decreases, the FPA

MTF increases. The FPA Nyquist frequency is also plotted in Figure 17; the same

aliasing concerns and challenges apply for the demonstrated FPA MTFs with longer

spatial frequency cutoffs as discussed in Sec. 2.1.5.

Additionally, a system designer has to also consider the detector element’s active
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Figure 17: Graphical representation of the change in FPA MTF as a function of
change in detector element active area width.

area and it’s effect on the sensitivity of an imaging system. Optical system design

trades were not investigated in the following comparison. Holst [50], Boreman [3] and

Eismann [51] develop mathematical models of imaging system sensitivity, ultimately

describing systems using “noise equivalent” metrics, such as noise equivalent irradi-

ance (NEI). NEI is defined as the difference between incident signal and background

irradiance needed to produce a SNR of one for a given system. Utilizing the system

development from Ref. [51] for this discussion, a metric for aggregate FPA noise in

terms of root mean squared (RMS) electrons is introduced,

σn =
√

σ2
n,shot + σ2

n,dark + σ2
n,johnson, (21)

where σn,shot is the RMS electrons generated from shot noise, σn,dark is the dark

current electrons and σn,johnson is the Johnson noise electrons. These noise terms are

shown as,
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σn,shot =
√
N, (22)

σn,dark =

√
JdAdtd

e
, (23)

σn,johnson =

√
2kTdtd
e2Reff

, (24)

where N is the mean number of photoelectrons collected by the system. The number

of photoelectrons can be estimated by N = (Adtd/hc)
∫
η(λ)Ed(λ)λdλ, where Ad is

the active area of the detector elements, td is the FPA integration time, h is Planck’s

constant, c is the speed of light, η is the detector QE, λ is the wavelength of inter-

est and Ed is the irradiance on the FPA. From the dark current and Johnson noise

calculations, Jd is the dark current density, e is the electron charge, Td is the FPA tem-

perature and Reff is the effective detector material resistance. Shot noise and dark

current noise are functions of detector active area. Note that there many more sources

of noise in need of consideration (1/f , kTC, generation-recombination...) when ana-

lyzing an actual IR system, but these three fundamental noise sources are sufficient

for the purpose of this discussion. The system SNR ratio can then be expressed in

terms of photoelectron level,

SNR =
N

σn

. (25)

Setting SNR equal to one and solving for irradiance, a telling relationship between

NEI and detector active area is shown,

NEI =
hc

λ

σn

Adtdη
, (26)

=
hc

λ

1

Adtdη

√
λ

hc
AdtdηEd +

JdAdtd
e

+
2kTdtd
e2Reff

, (27)
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where Ed is the mean irradiance at the FPA. No matter the dominant noise, it is

apparent that detector active area and sensitivity are inversely related. Fig. 18

shows NEI curves for a nominal imaging system operating in a background-limited

performance (BLIP), meaning the shot noise term, the term dependent on signal

irradiance incident on the FPA, is the dominating noise component.

Although a smaller detector theoretically leads to a higher resolution, it also leads

to a less sensitive overall imaging system. When evaluating potential detector element

sizes, it is vital to consider system resolution, sampling and sensitivity in the decision

process.

Figure 18: Graphical representation of the change in NEI as a function of change in
detector active area width.

2.3 Analytical Laser Speckle Field ACF Development

This section reviews the development of a laser speckle field ACF using RS electric

field propagation, rather than the Fresnel propagation [11] utilized in conventional

speckle-based FPA MTF estimation efforts. This derivation is foundational to both
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the generalized FPA MTF estimation method developed in Chapter IV and the iter-

ative maximum likelihood-based impulse estimation approach introduced in Chapter

V, due to the validity of this ACF approach in nonparaxial test geometries.

Figure 19: Free space propagation geometry for observation plane speckle irradiance
autocorrelation function computation.

Development of an analytical observation plane speckle field function begins with

utilizing the RS diffraction formula to propagate the speckle field at p1 and p2 in the

aperture plane to q1 and q2 in the observation plane,

A(q1) =
1

jλ

∫ ∫ ∞

−∞

a(p1)exp[jkr11]

r11
cos(θ1)dα1dβ1,

A(q2) =
1

jλ

∫ ∫ ∞

−∞

a(p2)exp[jkr22]

r22
cos(θ2)dα2dβ2,

(28)

where a(p1) is the complex amplitude of the speckle field at (α1, β1), A(q1) is the

complex amplitude of the propagated speckle field at (x1, y1), r11 is the distance from

q1 to p1 and θ1 is the angle between r11 and the scattering plane’s normal vector.

The RS propagator is valid so long as r11 ≫ λ.

Following the development detailed in Ref. [11], the ACF of the observation plane

35



electric field, ΓA(q1,q2), is computed via the expected value of the product of the

field amplitude at point q1 and the complex conjugate of the amplitude at point q2

ΓA(q1,q2) = A(q1)A∗(q2). (29)

Inserting Eq. (28) into Eq. (29) results in,

ΓA(q1,q2) =
1

jλ

∫ ∫ ∞

−∞

∫ ∫ ∞

−∞
a(p1)a∗(p2)

exp[jk(r11 − r22)]

r11r22
cos(θ1)cos(θ2)dα1dβ1dα2dβ2.

(30)

Eq. 29 is then applied to the aperture plane speckle field, resulting in the aperture-

to-observation plane relationship,

ΓA((q1,q2) =
1

jλ

∫ ∫ ∞

−∞

∫ ∫ ∞

−∞
Γa(p1,p2)

exp[jk(r11 − r22)]

r11r22
cos(θ1)cos(θ2)dα1dβ1dα2dβ2.

(31)

Next, the assumption is made that the aperture plane speckle field ACF is sufficiently

narrow that it can be represented by a delta function,

Γa(p1,p2) = κI(α1, β1)δ(α1 − α2, β1 − β2), (32)

where I(α1, β1) is the spatial distribution of the speckle irradiance as a function of

the local mean at the aperture and κ is a scalar constant. Making the trigonometric

substitution cos(θ) = z
r
, where z is the on-axis propagation distance, the observation

plane ACF simplifies to,

ΓA(q1,q2) =
κz2

λ2

∫ ∫ ∞

−∞
I(α, β)

exp[jk(r11 − r22)]

(r11r22)2
dαdβ. (33)
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This development of a speckle field ACF is valid on nonparaxial geometries due

to its utilization of the RS diffraction integral and foundational to the development

of the analytical speckle irradiance ACF utilized in the FPA resolution estimation

methodologies introduced in Chapters IV and V.

2.4 Wigner Distribution Function

When analyzing electro-optic subsystems, it is often useful to represent a spatial

signal, X(q), by means of its frequency spectrum in the spatial frequency domain. A

spatial signal’s frequency spectrum can be determined via application of the Fourier

transform,

X̂(f) =

∫ ∞

−∞
X(q)exp[−j2πfq′]dq′, (34)

where X̂ is the Fourier transform of X, q is the spatial coordinate pair (x, y) and f

and is the spatial frequency coordinate pair (ξ, η). The frequency spectrum resulting

from the Eq. (34) transform is a global signal representation as a function of spatial

frequency. However, certain applications require description of a signal in terms of

its local frequency spectrum. The WDF [53, 54] is a mathematical function which

describes the local frequency spectrum of a signal.

2.4.1 Wigner Distribution Function: Definition

The WDF, W (q, f), of the signal X(q) is defined as,

W (q, f) =

∫ ∞

−∞
X(q+

q′

2
)X∗(q− q′

2
)exp[−j2πfq′]dq′ (35)

where the asterisk denotes complex conjugation, q′ is a spatial coordinate pair and

q is the coordinate pair of interest. The WDF can alternatively be defined in the
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frequency domain,

W (q, f) =

∫ ∞

−∞
X(f +

f ′

2
)X∗(f − f ′

2
)exp[−j2πf ′q]df ′ (36)

where f and f ′ are spatial frequency pairs. The WDF represents signal in space

and frequency simultaneously, forming an intermediate signal description between

the space representation X(q) and the frequency representation X(f) of the signal of

interest.

Properties of the WDF include:

• It is a real function.

• A space or frequency shift of the signal yields the same shift for its WDF.

• It is limited to the space interval and frequency range of the signal it is being

applied to.

2.4.2 Wigner Distribution Function: Application to Stochastic Signals

The WDF can also be applied to stochastic signals. Suppose a random process,

X is being analyzed. Applying Eq. (29) to the random process X results in an ACF,

ΓX , for the random process,

ΓX(q1,q2) = X(q1)X∗(q2). (37)

The Wigner spectrum [55,56], WS, is the expected value of the WDF and can be used

to analyze the instantaneous spectral content of a non-WSS stochastic process [55,56].

WS(q, f) =

∫ ∞

−∞
ΓX(q+

q′

2
,q− q′

2
)exp[−j2πfq′]dq′, (38)

38



Here, the Wigner spectrum describes the random process in terms of its positional

power spectrum. The basic properties for the WDF are also applicable to the Wigner

spectrum. This application to random signals is utilized in Section 4.3.3.1 to quan-

tify the error associated with making WSS assumptions regarding the laser speckle

random process.

2.5 Introduction to Experimental Detector Architecture and Device Per-

formance Trade-offs

The focus of this research effort is to improve resolution estimation capabilities for

emerging infrared FPA architectures. Experimental and analytical correlations be-

tween detector architecture and device performance are detailed in Appendix C. For

reference, basic descriptions of bulk p-n photodiodes, strained-layer-superlattice (SLS)

nBn III-V detectors and discussions of device differences are included in Appendix

B. Prominent examples of device architecture impact on FPA MTF are highlighted.

Detector design decisions and related device sensitivity effects, focusing mainly on

dark current and QE are also investigated. Design investigations begin with compar-

isons of resolution performance between reticulated and unreticulated L3 bulk InSb

devices [57], including discussion of L3’s latest reticulated high operating tempera-

ture MWIR type-II nBn SLS devices [58] in Section C.1. Additionally, Section C.2

highlights Diagnostic/Retrieval Systems’ (DRS) patented high-density vertically in-

tegrated photodiode (HDVIP) detector design [59,60]. DRS modeling results demon-

strate the need for full pixel reticulation to achieve ideal FPA MTF performance.

Resolution and sensitivity estimation measurements from HRL’s dual band nBn SLS

FPA design [61,62] are also discussed in Section C.3. HRL’s results demonstrate the

feasibility of high resolution nBn SLS detectors with decent sensitivity, if individu-

ally etched pixels are properly passivated with adequate dielectric materials. Finally,
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University of New Mexico’s Professor Krishna and students investigated the effect of

pixel reticulation on nBn SLS device dark current [63] in Section C.4. Results showed

dark current differences between deep and shallow etched devices of an order of mag-

nitude at 77K and a roughly 50% difference in favor of the swallow-etched devices at

150K. Krishna’s results demonstrate the challenges associated with balancing FPA

resolution and sensitivity performance when designing FPAs.

This device overview and related FPA performance challenges are presented to

demonstrate the need for improving FPA resolution estimation capability, specifi-

cally for novel architecture, lambda scale infrared FPA. A majority of reviewed FPA

resolution analysis was performed via modeling or indirect knife-edge estimates. Ad-

ditionally, presented direct FPA MTF estimation attempts would benefit from unbi-

ased validation. The following chapters are devoted to improving direct speckle-based

MTF estimation techniques in support of understanding the resolution capability of

various FPA designs.

2.6 Conclusion

This background supplied critical technical support for the research conducted in

the following chapters. The concept of MTF was introduced, focusing on ideal de-

tector assumptions and characteristics impacting resolution performance, specifically

crosstalk. Next, an extensive set of FPA resolution methods was presented; the advan-

tages and disadvantages of each technique were considered. After that, the analytical

development of a laser speckle electric field ACF using RS diffraction integrals was

described. Then, the WDF was introduced and presented with respect to stochastic

processes. Finally, various IR detector designs were introduced, focusing on detector

architecture and associated impact on device resolution. Subsequent chapters focus

on the development of FPA MTF estimation methods, with the goal of accurately
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characterizing novel FPA devices like those presented in Section 2.5 and detailed in

Appendix C.
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III. Investigation of Speckle Imagery Spectral Estimation
Challenges for Modulation Transfer Function Measurements

In order to apply adaptations of speckle-based focal plane array (FPA) modula-

tion transfer function (MTF) estimation techniques introduced in Section 2.2.2.1 to

infrared (IR) detector designs described in Section 2.5 and detailed in Appendix C, the

speckle image power spectral density (PSD) estimation process must be optimized.

The spectral estimation chapter explores various factors influencing the focal plane

array (FPA) speckle imagery power spectral density (PSD) estimation process. This

chapter is based on both a Society of Photo-Optical Instrumentation Engineers (SPIE)

Defense and Commercial Sensing (DCS) Proceedings paper [64] and an SPIE Optical

Engineering journal article [65] that was peer reviewed and published. This analy-

sis influences key speckle testbed hardware decisions such as aperture size, aperture

shape and microscanning hardware selection in Chapters IV and V. This estimation

study also examines important periodogram estimation parameters, such as number

of speckle images, periodogram window type and window size. These observations

are incorporated into subsequent experimental FPA analysis efforts in Chapter IV.

3.1 Introduction

Laser speckle-based MTF methods have been utilized to determine resolution

performance of FPAs since the mid-1980’s [10, 27], as discussed in Section 2.2.2.1.

MTF estimation success is dependent on accurately estimating the speckle image

spectral content, in terms of PSD. Section 2.2.2.1 details numerous PSD estimation

variations that have been attempted, such as one-dimensional fast-Fourier-transforms

(FFTs) [6, 66], full image two-dimensional FFTs [12], use of various diffraction aper-

tures [36,38,67] and segmenting and windowing of the image data [11]. The purpose

of this chapter is to explore the benefits and disadvantages of these techniques using
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simulated random process inputs and actual infrared (IR) focal plane imagery. Addi-

tionally, the importance of signal-to-noise ratio (SNR) with regard to PSD estimation

accuracy is also explored. MTF estimation is utilized to highlight the effectiveness

of each investigated PSD estimation technique. The results will provide utility with

regards to improving current and future estimation efforts.

3.2 Number of Image Realizations and Estimation Accuracy

PSD estimation accuracy is highly dependent on the number of independent mea-

surement realizations available [68]. This section quantifies this idea using simulated

laser speckle imagery and discusses the practical challenges encountered when at-

tempting to increase the number of independent speckle instances in a particular

measurement.

3.2.1 Simulation

Figure 20: Block diagram outlining the process for simulating laser speckle and its
transition through the FPA MTF estimation testbed. This analysis is reliant on
conventional linear systems analysis

Simulation of speckle field generation, propagation and collection by a focal plane

was accomplished by using an idealized linear systems approach. A block diagram

illustrating the simulation’s linear system chain is shown in Fig. 20. Delta-correlated

random speckle was simulated as a random white noise exponentially distributed ir-

radiance incident on a particular aperture. A free space propagation transfer function

was chosen to generate speckle, X, with the appropriate second-order statistics at the
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focal plane, assuming valid Fresnel diffraction conditions. For the case of a square

aperture, as shown in Fig. 21, the propagation transfer function is a product of

triangle functions,

Hp(ξ, η) =

√
tri

(
ξ
/( L

λz

))
tri

(
η
/( L

λz

))
, (39)

where L is the aperture width, λ is the wavelength of interest, ξ is the x-direction

spatial frequency coordinate, η is the y-direction spatial frequency coordinate and z

is the distance between the aperture and focal plane. Next, an additional transfer

function describing an ideal FPA as an integral sampler of the input speckle irradiance,

as introduced in Section 2.1.4, is displayed in Fig. 22,

HFPA(ξ, η) =

∣∣∣∣sin(πξwx)

πξwx

sin(πηwy)

πηwy

∣∣∣∣ , (40)

where wx and wy are the vertical and horizontal dimensions of the individual active

detector elements. The scenario is established such that the input speckle irradiance

is bandlimited and properly sampled by the FPA to avoid aliasing issues. The total

combined system transfer function, HT (ξ, η),

HT (ξ, η) = Hp(ξ, η)Hdet(ξ, η), (41)

which then leads to the relationship between the ideal measured speckle PSD and the

input speckle PSD,

Gout(ξ, η) = Gin(ξ, η)|HT (ξ, η)|2. (42)

When this transfer function is applied to the delta-correlated input speckle, the sim-

ulation outcome is the generation of laser speckle image realizations, Y , with the

appropriate statistics for the simulated speckle testbed. Note this process linear sys-
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tems relationship is only valid when the input random process is wide-sense-stationary

(WSS). The development of Eq. (42) was completed in the continuous domain for

reader ease. The simulation scenario is established such that Gin is bandlimited and

properly sampled such that no aliasing occurs.

Figure 21: Image representing the square diffraction aperture and the associated one-
dimensional transfer function, Hp(ξ, η).

Figure 22: One-dimensional FPA modulation transfer function, |HFPA(ξ)|. This MTF
is representative an FPA with 100% fill factor ideal square detector elements.

In order to simulate the effects of various PSD estimation techniques, a number

of speckle image irradiance realizations was generated and used as input to the linear

system in Fig. 20. Simulated speckle images as measured by the ideal focal plane

were then used to estimate PSDs similar to those measured in the laboratory setup

described in Appendix A. This technique allows for a more streamlined approach than
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applying computationally complex field propagation integrals.

A mean square error metric, shown in Eq. (43), was chosen as a measure of

performance for estimating the PSD of the simulated detected speckle irradiance,

Gerror =

ξmax∑
ξmin

ηmax∑
ηmin

[Gout(ξi, ηi)− Ĝout(ξi, ηi)]
2

N
, (43)

where Gout(ξ, η) is the actual expected PSD and Ĝout(ξ, η) is the estimated PSD and

N is the total number of points in the PSDs. Using a standard periodogram averaging

method for estimating the PSD, it is anticipated the variance, or error of the estimate,

should decrease as a function of the number of periodograms averaged in the estimate.

This is reflected in the mean square error as a function of the number of realizations

used in the periodogram averaging, as demonstrated in Table 1.

Table 1: Number of realizations versus mean squared error, Gerror, comparison. In-
creasing the number of independent realizations in an estimation effort decreases the
estimate variance.

Number of Realizations Mean Squared Error

10 0.02864

100 0.00165

1000 0.00020

10000 0.00003

The PSD estimates for these specific cases are shown in Fig. 23, illustrating the

error impact compared to the actual expected PSD. The results reveal a high variance

estimator when an insufficient number of realizations is utilized.

3.2.2 Number of Speckle Realizations Versus Estimation Approaches

The number and size of individual speckle realization images used to perform PSD

estimations has varied dependent on the researcher’s specific approach for speckle-
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Figure 23: 1-D Slice of simulation of output PSD estimations, Gout(ξ), with varying
realizations. Increasing the number of independent realizations in an estimation effort
decreases the estimate variance.

based FPA MTF estimation. Ducharme [12](100 images) and Chen [37](25 images)

based their PSD estimation on full image, two dimensional techniques. This leads

to high spatial frequency resolution PSD estimates, but a relatively low number of

independent realizations [68]. Alternatively Barnard [11] used Welch’s procedure [69],

which involves dividing individual speckle images into overlapping segments, applying

a window to each segment, calculating a periodogram from each windowed segment

and finally ensemble averaging these periodograms to develop an output PSD esti-

mate. Utilizing smaller windows reduces the spectral resolution and results in a biased

estimate, however it significantly increases the number of realizations available per

speckle image, reducing estimation variance. Both of these techniques were applied

to the same 100 noise images, producing the output PSD estimates shown in Fig. 24.

Mean squared errors between these estimates and the truth PSD were calculated and

are displayed in Table 2, showing an eight-fold error decrease moving from the full

image estimation technique to the segmented and windowed technique. Although the
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mean square error metric gives a general indication of estimate accuracy, it fails to

capture the excessive estimate variance remaining when the standard periodogram

averaging technique is used. It is important to mention that while both PSD estima-

tion techniques were applied to a scenario featuring square aperture in this example,

Ducharme [12] utilized a cross aperture in some measurement efforts to extend es-

timations beyond the FPA’s Nyquist folding frequency. Section 3.5 investigates the

application of these estimation techniques to other apertures.

Figure 24: Visual comparison of output PSD, Gout(ξ), estimation techniques. Welch’s
spectral estimation method used by Barnard produces a more accurate estimation
than the full-image periodogram technique employed by Ducharme and Chen.

Table 2: Comparison of output PSD, Gout(ξ), estimation techniques. Welch’s spec-
tral estimation method used by Barnard produces an estimation that is eight times
more accurate than the full-image periodogram technique employed by Ducharme
and Chen.

Estimation Type Mean Squared Error

Barnard [11] 0.00058

Ducharme [12]/Chen [37] 0.00471
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3.2.3 Practical Limitations of Increasing Independent Realizations

The simulation results in the previous sections highlight the importance of max-

imizing the number of independent speckle realizations when attempting to obtain

accurate PSD estimates. A recent MTF estimation testbed configuration [11] syn-

chronized a scanning mirror with image captures [11], attempting to capture indepen-

dent speckle image realizations. Correlation analysis of this technique revealed high

similarity between adjacent frames despite mirror scanning efforts [70]. These corre-

lations are demonstrated in Fig. 25, where the horizontal and vertical axes represent

the angular displacement of the mirror between image collections, each dot represents

an image collection, and the dot color represents the correlation between the initial

collected frame (bottom left dot) and the remaining frames in the image set. Due

to the small angular displacement between samples, the adjacent frames are highly

correlated. This correlation decreases as the angular displacement between mirror

scans increases. Limitations in piezo-electric transducer (PZT) travel range constrain

the overall angular spread that can be achieved on a per frame basis.

An obvious solution to the lack of independent realizations is simply to increase

the number of independent frames used in the analysis. An earlier mid-wave IR

(MWIR) testbed configuration [11] utilized an early MWIR quantum cascade laser

(QCL). For these measurements, the coherence length of the laser was increased by

incorporating an external grating in the optical path. Due to temperature fluctua-

tions, this setup exhibited instabilities on the order of a tenth a second, thus limiting

collection time lengths. Current QCL technology includes internal distributed feed-

back (DFB) systems, significantly increasing laser stability. This advancement allows

for the potential of increasing the number of independent speckle images that can be

collected for any MTF measurement given the extended length of time available for

data collection.
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Figure 25: Correlation between images in a speckle set. Notice the high correlation be-
tween images collected at adjacent mirror positions. Significant angular displacement
(200µ rad or greater) is required for the collection of independent image realizations.

Another practical limitation to increasing the number of speckle realizations col-

lected with cryogenically cooled IR systems is the cold stop within the dewar re-

stricting the number of usable image pixels. In a typical pour-filled dewar, the cold

stop physically limits the spatial extent of the speckle field reaching the FPA, even

though apertures as large as F/2 are typically used. In a typical high-definition (HD)

format FPA (1280 × 720), an approximately 500 × 500 pixel image center is usable

for analysis, as can be seen in Fig. 26 (b). Typical thermoelectric-cooled short-wave

IR (SWIR) FPAs are mounted in less restrictive packages, leaving the entire array

available for analysis, as shown in Fig. 26 (a). IR dewars add challenges to PSD esti-

mations since smaller image sizes lead to fewer independent realizations, contributing

to higher estimation variance.
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Figure 26: (a) Full SWIR speckle image compared to (b) full MWIR speckle image.
The cold filter and shield limit the speckle field from impinging on the full MWIR focal
plane. This limits the number of pixels available for analysis, lowering the number of
realizations utilized on a per image basis when using Welch’s estimation method.

3.3 Window Type

Windowing of speckle data segments is another output PSD estimation alternative

with which researchers have experimented. Boreman [10], Sensiper [67], Ducharme

[12] and Chen [37] opted to calculate their periodograms on full images without

windowing, which in the spatial domain is essentially multiplying their speckle image

with a rectangle function due to limitations of the focal plane size and shape. In the

spatial frequency domain, this is the same as convolving the speckle’s spectral content

by the magnitude squared of a sinc function [69]. Barnard [11] utilizes a Hamming

window in a effort to smooth out output PSD estimates and increase the independence

of overlapping image segment realizations. The spatial and spectral representations

of these filter options are shown in Figs. 27 and 28. Although the sinc filter offers a

more desirable narrow mainlobe, leading to higher spectral resolution, it also suffers

from significantly higher sidelobes, which can contaminate the measurement of the

frequencies within the mainlobe.
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To compare the rectangular and Hamming windowing techniques, PSD estimates

were made on the same 100 noise images using conventional estimation techniques that

utilize both types of windows. The first technique considered is Barlett’s method [71],

in which an image is split into non-overlapping segments, a periodogram is calculated

from each non-windowed image segment and the periodograms are averaged, resulting

in a PSD estimate. Welch’s method, described in Section 3.2.2, was also used in this

analysis. The results of this simulation, shown in Fig. 29, demonstrate the use of the

Hamming window allows for a better overall match to the truth spectrum, especially

at high spatial frequencies.

Figure 27: Frequency domain compar-
ison of Hamming window and rect-
angular window-based image filtering
techniques. The sinc-squared function
has a more desirable narrow mainlobe,
however its sidelobes are on the order
of 105 times larger, greatly increasing
the opportunity for spectral leakage.

Figure 28: Comparison of the Hamming
window and the rectangular window in the
spatial domain. The Hamming window is
a intentional estimation decision made by
the user, whereas the rectangular window
is a natural occurrence due to the physical
limitation of the size of the focal plane un-
der test.
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Figure 29: Output PSD, Gout(ξ), simulation results: Hamming window versus no
window. The use of the Hamming window produces more accurate PSD estimation
results especially at vital high spatial frequencies.

3.4 Window sizes

Variation of realization segment size is another parameter in the spectral estima-

tion trade space. Boreman’s early speckle research [10, 27] involved one-dimensional

periodogram estimations of 63× 31 element FPAs. Sensiper [67] performed the same

analysis on a 192× 165 element FPA. Ducharme [12] and Chen [37] utilized full vis-

ible FPAs as their realization segments, both using single-digit megapixel sensors.

Barnard [11] initially used a 1000 × 1000 sensor and split each image into smaller

realization segments.

The obvious trade when considering which realization segment size to use for pe-

riodogram creation is balancing between resolution and number of total periodgrams.

Larger segments lead to higher resolution estimates, but the use of more periodograms

decreases the overall variance. If an unlimited number of realizations were available,

a higher resolution estimate would be optimal. However, as demonstrated by Fig. 25,

collecting large numbers of independent images can be challenging. Additionally, Fig.
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26 shows that due to dewar and cold stops restricting light in MWIR and long-wave

IR (LWIR) systems, full FPAs are not usable in the analysis, also limiting the number

of available realizations.

Small non-uniformities in speckle image fields also add challenges, effecting the

selection of realization segment size for analysis. Although an integrating sphere is uti-

lized in most laser speckle testbeds as an attempt to generate uniform intensity laser

speckle, spatial non-uniformities still exist. These non-uniformities are less apparent

on a small image segment scale. However, on a full image scale, they introduce large

DC offsets into the output PSD estimation. These large DC offset errors are apparent

in output PSD estimations made from real MWIR speckle imagery shown in Fig. 30.

Although higher resolution estimations are theoretically optimal, smaller realization

segments are more robust to slight image non-uniformities, producing more accurate

results. Note, although different window sizes were utilized for the estimations in Fig.

30, zero padding was applied to the FFT calculations to ensure a common spectral

estimation size, allowing results to be easily plotted on the same graph. Considering

that MTF curves are slowly varying and smooth in nature, making lower resolution

estimates is appropriate for this particular application.
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Figure 30: Output PSD, Gout(ξ), estimation results with varying realization segment
size. As the segment size increases, non-uniformities in the speckle image lead to
erroneous output PSD estimations with significant increases in spectral content at
DC.

3.5 Input Aperture Shape and Estimation Technique

Researchers have experimented with various apertures to propagate the laser

speckle field to the FPA. The PSD of the laser speckle impinging on the surface of

the FPA is the scaled autocorrelation of the diffracting aperture [32]. Ducharme [12]

attempted to exploit the constant magnitude of the cross aperture’s power spectral

density over a broad range of spatial frequencies, shown in Fig. 31, to estimate the

MTF of FPAs beyond their Nyquist folding frequency. Ducharme utilized a brute-

force full image periodogram estimating technique to approximate the speckle image

PSD. To explore whether Welch’s method could improve spectral estimation accuracy

of a speckle measurement featuring a cross aperture, a simulation was completed using

100 noise images. The square aperture propagation transfer function was replaced by

a cross aperture and both Welch’s method and brute-force periodogram estimations

were attempted.
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Figure 31: Images of a cross aperture function, left, and its associated one dimen-
sional power spectral density G2(ξ), right. The power spectral density is the scaled
autocorrelation of the aperture function.

The results of applying these estimation techniques, shown in Fig. 32 and Table 3,

demonstrate that due to the sharp features of the PSD for a testbed featuring a cross

aperture, Welch’s procedure is not the optimal spectral estimator for this particular

scenario. The windowing feature of Welch’s procedure lends the technique towards

being a better estimator for a smooth PSD, rather than one with abrupt changes.

While the cross aperture seems potentially useful for high spatial frequency PSD

estimations, the low input PSD magnitude at high frequencies coupled with the low

speckle irradiance at the FPA’s surface due to the narrow slits make PSD estimations

challenging, especially in the presence of focal plane noise.

Table 3: Comparison of output PSD, Gout(ξ), estimation techniques while using a
cross-shaped diffracting aperture. The brute-force periodogram averaging technique
is sixteen times more accurate in this given scenario.

PSD Estimation Technique Mean Squared Error

Welch’s Method 0.00897

Periodogram Averaging 0.00054
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Figure 32: Comparison of output PSD, Gout(ξ), estimation techniques using the cross
aperture. Autocorrelation of the cross aperture generates a speckle input PSD, G2(ξ),
with sharp features which are difficult to estimate when using Welch’s procedure.

3.6 Testbed Noise Investigation

During the MTF estimation process, various noise sources impact measurement

accuracy, including shot noise, dark current, Johnson noise, quantization noise and

ROIC noise. This section explores the effect of noise sources on the PSD estimation

process.

3.6.1 Laser Speckle SNR

Previous speckle contrast research [32,72] defines SNR as SNR = µ/σ, where µ is

the mean digital image count and σ represents the image’s digital count standard de-

viation, which yields a constant when considering laser speckle images. The strength

of the average intensity and intensity fluctuations are essentially equivalent in laser

speckle imagery, with slight variation given the specific scenario geometry.

This conventional SNR definition treats laser speckle variance as the noise com-

ponent in the SNR parameter, whereas in this specific testbed application, the laser
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speckle is actually the signal of interest. Since laser speckle irradiance on the FPA is

a random process, its variance can be considered the signal AC power component [73]

and its standard deviation can be utilized as the numerator in a more situation-

appropriate SNR definition,

SNR = σsig/σnoise, (44)

where, σsig is the laser speckle signal standard deviation and σnoise is the digital count

standard deviation generated from non-signal-related sources, such as dark-current,

analog-to-digital conversion, read-out electronics and Johnson noise. Goodman found

the average number of photoevents generated per detector element can be represented

as a negative binomial random variable in a free-space speckle propagation testbed

[72]. An example propagation scenario is depicted in Fig. 33. This is due to the

negative exponential distribution of the laser speckle intensity being conditional on

the Poisson nature of the photon arrival process. The standard deviation of the

average number of photoevents is,

σK = K̂

√
(
1

K̂
+

1

M
), (45)

where K̂ is the mean number of photoevents that occur on a detector element and

M is the number of spatial degrees of freedom,

M =

[
1

A2
d

∫ ∫ ∞

−∞
KD(∆x,∆y)|µ(∆x,∆y)|2

]−1

, (46)

where Ad is the area of a single detector element, |µ|2 is the spatial coherence function

of the speckle field and KD is the deterministic autocorrelation function of a detector

element. Note σsig and σK are equivalent for this effort. Essentially, the impact of

Poisson photon noise is masked by the negative exponential distribution of the laser
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speckle input.

A radiometric analysis of the speckle propagation scenario depicted in Fig. 33

begins with the calculation of the photon flux incident on the detector element,

Φd = LsAsΩd, (47)

where Ls is the speckle field radiance passing through the diffracting aperture, As.

Additionally, Ωd is the solid angle subtended by the detector element. Paraxial ap-

proximations are appropriate in this scenario. The mean number of photoevents

generated per detector element, K̂, equals the photon flux incident on the detector

element, Φd, multiplied by the detector quantum efficiency (QE), ηd. Utilizing the

radiometric propagation scenario in Eq. (47) and combining all testbed geometry

constants into one term, β, leads to the mean number of photoevents represented as,

K̂ = ηdΦd,

K̂ = ηdLsAsΩd = βAs, (48)

highlighting its dependence on diffracting aperture area, As. Applying Eq. (48) to

the signal standard deviation demonstrates the dependence of SNR on aperture area,

σsig = βAs

√
(

1

βAs

+
1

M
). (49)

3.6.2 Estimation Dependence on SNR

To investigate the effect of SNR and aperture area on PSD estimation, a nominal

experimental testbed SNR was calculated as a simulation reference point. First,

σnoise was estimated by inserting an opaque cold stop in front of a representative
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Figure 33: Geometry of laser speckle free-space propagation through a given diffract-
ing aperture, As, to the detector element surface. The detector element active area,
Ad, has been proportionally enlarged for clarity.

focal plane and measuring the digital counts collected with the system. Next, σsig

was estimated using the variance of the central region of a speckle image similar to the

one shown in Fig. 26, then subtracting σnoise calculated in the previous step. These

standard deviation parameters were then applied to Eq. (44), yielding a testbed SNR

estimation of 180, which was used as a reference point for the following simulations.

Utilizing a square and cross aperture designed to have the same cutoff frequen-

cies, a testbed-representative level of residual system noise, σnoise, of 2.07 counts was

added to each simulation and PSD estimations were made, as can be seen in Figs.

34-37. Note the cross aperture, demonstrated in Fig. 31, has approximately five

times less aperture area than a rectangular aperture shown in Fig. 21, meaning the

testbed SNR is approximately
√
5 times lower with the cross aperture than with the

square aperture. Figs. 34-37 illustrate the PSD estimation results for square and

cross apertures. As can be seen from the images, PSD estimations using testbeds

with SNRs on the order of 100 are relatively unaffected by noise. However, the cross

aperture measurement will be more susceptible to noise corruption due to its area dis-

advantage. Figs. 34 and 35 demonstrate Welch’s procedure is a more accurate PSD

estimation option when using the square aperture. In contrast, the sharp features

of the cross aperture autocorrelation are unfavorable when used in combination with
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Welch’s spectral estimation procedure due to smoothing resulting from data window-

ing, as shown in Fig. 37. The brute-force periodogram estimation technique is a

more accurate option for estimating the PSD of a testbed with a cross propagation

aperture as Fig. 36 demonstrates. Table 4 lists the mean square errors of the above

measurements, showing that when making output PSD estimations with a square

aperture, Welch’s spectral estimation technique delivers the most accurate results;

however, brute-force periodogram averaging is the more accurate technique when a

cross aperture is used.

Ultimately, the end goal of estimating output PSD, Gout(ξ), is to estimate the

corresponding MTF, or resolution performance, of the FPA under test. Eq. (50) is

utilized to estimate the system MTF,

Gout(ξ) = Gin(ξ)|HFPA(ξ)|2, (50)

where Gin(ξ) is the PSD input into the system, Gout(ξ) is the output PSD estimation

from the speckle imagery and HFPA(ξ) is transfer function describing the focal plane.

For simplicity, this analysis is completed in one dimension. Analysis is performed

assuming a WSS input random process and a paraxial propagation geometry. There-

fore, the assumption of the PSD being separable in Cartesian coordinates is valid.

Utilizing the output PSDs, Gout(ξ), estimated in Figs. 34-37 and appropriate theo-

retical input PSDs, Gin(ξ), displayed in Figs. 21 and 31, FPA MTF estimations were

made for each of the given scenarios. The resulting MTF estimates are displayed

in Figs. 38-41. Given the testbed limitations of 100 speckle images per analysis,

Figs. 38 and 40 demonstrate that brute-force periodogram averaging results in high

variance MTF estimates. There are simply not enough speckle realizations available

to produce dependable MTF estimations using the periodogram averaging spectral

estimation technique. Fig. 41 highlights the discord between the sharp features of the
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Figure 34: Estimation of laser speckle image’s output PSD, Gout(ξ), using a square
propagation aperture, testbed-representative 100 noise images, brute-force peri-
odogram averaging estimation technique and inputting representative sensor noise.
The high variance due to the low number of periodogram realizations used. The min-
imal impact of added residual noise due to the high SNR scenario.

Figure 35: Estimation of laser speckle image’s output PSD, Gout(ξ), using a square
propagation aperture, testbed-representative 100 noise images, Welch’s spectral esti-
mation technique and inputting representative sensor noise. The PSD overestimation
near the zero spatial frequency due to a nonphysical condition related to the biased
Welch’s PSD estimation procedure. The minimal impact of added residual noise due
to the high SNR scenario.
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Figure 36: Estimation of laser speckle image’s output PSD, Gout(ξ), using a cross
propagation aperture, testbed-representative 100 noise images, brute-force peri-
odogram averaging estimation technique and inputting representative sensor noise.
The periodogram estimation technique appears to accurately estimate the truth out-
put PSD. The minimal impact of added residual noise due to the high SNR scenario.

Figure 37: Estimation of laser speckle image’s output PSD, Gout(ξ), using a cross
propagation aperture, testbed-representative 100 noise images, Welch’s spectral es-
timation technique and inputting representative sensor noise. The sharp features of
cross aperture autocorrelation are unfavorable when used in combination with Welch’s
spectral estimation procedure due to smoothing resulting from data windowing.
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Table 4: Comparison of output PSD, Gout(ξ), mean square errors using different
spectral estimation techniques and propagation apertures. Results show that when
making output PSD estimations with a square aperture, Welch’s spectral estimation
technique delivers the most accurate results, however brute-force periodogram aver-
aging is the more accurate technique when the laser speckle is propagated with a
cross aperture.

PSD Estimation Technique Aperture Type Mean Squared Error

Periodogram Averaging Square 0.00883

Welch’s Method Square 0.00036

Periodogram Averaging Cross 0.00029

Welch’s Method Cross 0.00686

cross aperture’s autocorrelation and the data windowing and subsequent smoothing

of Welch’s spectral estimation procedure. This combination results in an inaccu-

rate FPA MTF estimation. The most accurate MTF estimation given the testbed

limitations is a combination of the square propagation aperture and Welch’s spec-

tral estimation technique, as demonstrated in Fig. 39. Notice the estimated MTF

matches to within one percent of the truth MTF aside from an initial mismatch at

DC due to a nonphysical condition related to the biased Welch’s PSD estimation pro-

cedure [11]. Additionally the high spatial frequency mismatch results from a divide

by zero condition induced by the use of Eq. (50) for estimation.
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Figure 38: Modulation transfer function estimation of a simulated FPA using a square
propagation aperture and brute-force periodogram averaging for output PSD, Gout(ξ),
estimation. The lack of realizations results in a high variance MTF estimate.

Figure 39: Modulation transfer function estimation of a simulated FPA using a square
propagation aperture and Welch’s method for output PSD, Gout(ξ), estimation. The
estimated MTF matches to within one percent of the truth MTF aside of an initial
mismatch at DC due to a nonphysical condition related to the biased Welch’s PSD
estimation procedure. Additionally the high spatial frequency mismatch results from
a divide by zero condition induced by the use of Eq. (50) for estimation.
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Figure 40: Modulation transfer function estimation of a simulated detector using a
cross propagation aperture and brute-force periodogram averaging for output PSD,
Gout(ξ), estimation. The lack of realizations results in a high variance MTF estimate.

Figure 41: Modulation transfer function estimation of a simulated FPA using a cross
propagation aperture and Welch’s method for output PSD, Gout(ξ), estimation. Fig.
37 demonstrates the overestimation of the sharp features of this particular input
PSD due the data windowing and subsequent smoothing included in Welch’s spectral
estimation procedure. The final result is an inaccurate FPA MTF estimation.
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3.7 Conclusion

Results of this analysis demonstrate the importance of utilizing as many indepen-

dent realizations as possible when estimating speckle statistics such as PSDs, while

at the same time emphasizing the real-world challenges associated with collecting in-

dependent realizations. This effort demonstrated that when estimating the spectral

content of speckle images, making the tradeoff of increasing speckle image realiza-

tions via utilizing smaller image segments despite driving down estimation resolution

is a fair compromise; this trade results in PSD estimations with lower variances and

results that are more robust to image non-uniformities. The general slowly varying

nature of an MTF curve allows for a lower resolution estimate.

Additionally, this effort investigated the impact of signal-independent noise and

the utilization of different apertures have on spectral estimation accuracy. Theoretical

results showed a larger area aperture allows more signal to reach the focal plane,

leading to higher SNR measurements and more accurate PSD estimations. This

is specifically important in thermal IR applications, where component expense and

maturity make achieving high system SNRs more challenging.

Finally, the quality of the output PSD estimations were examined utilizing the

resultant MTF estimation. Results show that given the testbed limitations of 100

speckle images per analysis, brute-force periodogram averaging results in high vari-

ance MTF estimates. In addition, the disconnect between the sharp features of the

cross aperture’s autocorrelation and the data windowing and subsequent smoothing

of Welch’s spectral estimation procedure result in inaccurate MTF estimations. The

most accurate MTF estimation given the testbed limitations is a combination of the

square propagation aperture and Welch’s spectral estimation technique. The refine-

ment of PSD estimation techniques accomplished in this chapter were applied to the

Chapter IV experimental MTF estimation efforts.
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IV. Generalized Focal Plane Array Modulation Transfer
Function Estimation Approach for Non-Stationary Laser

Speckle Random Processes

The generalized focal plane array (FPA) modulation transfer function (MTF) es-

timation approach chapter introduces a methodology for FPA MTF estimation for

test geometries violating Fresnel approximation assumptions. This chapter is based

on Society of Photo-Optical Instrumentation Engineers (SPIE) Optical Engineering

paper currently in review for publication in Spring 2022. This paper presents a

generalized approach for determining the FPA system input power spectral density

(PSD), utilizing numerical evaluation of Rayleigh-Sommerfeld (RS) speckle irradi-

ance autocorrelation functions (ACFs), speckle irradiance spectral analysis using the

Wigner distribution function (WDF) and experimental error quantification incurred

from making wide-sense-stationary (WSS) assumptions regarding the associated laser

speckle random process. The effort’s final result is an experimental demonstration

of FPA resolution estimation technique in a non-paraxial test scenarios, using the

generalized input PSD approach developed in this chapter, along with the output

speckle image PSD estimation techniques optimized via the Chapter III analysis.

4.1 Introduction

Infrared (IR) detector technology continues to trend towards larger format FPA

and smaller pixel pitch devices to support a broader span of increasingly demand-

ing operational missions. Smaller pitch devices increase the potential for greater

lateral carrier diffusion effects and subsequent device resolution performance degra-

dation [74]. Strained-layer-superlattice (SLS) detectors, described in Appendix B, are

an emerging IR device technology which have many potential advantages over historic

IR detector materials and designs including: higher operability, better yield, theoret-

68



ically lower dark current and lower manufacturing costs. However, SLS devices are

a less mature technology than conventional IR detector materials with much higher

horizontal-to-vertical carrier mobility ratios due to their structure [75], increasing the

potential for lateral carrier diffusion issues. Pixel reticulation and passivation are

options to maintain optimal resolution performance. However, minimizing these pro-

cesses when possible is preferred considering their significant impact on device yield,

which increases overall imaging system cost. The ability to directly measure the res-

olution of these small pitch SLS devices is vital to the design of high-performance,

yet cost-effective imaging systems.

Laser speckle-based MTF estimation is an established direct FPA estimation tech-

nique [10, 36, 76]. More recently, this technique has been applied to measurement of

the MTF of large format mid-wave IR (MWIR) FPAs [11, 70]. Implementation has

relied on using Fresnel propagation to quantify the PSD of the speckle incident on

the FPA, satisfying the small-angle approximation required to compute a closed-form

solution. The inherent diffraction limitations in this methodology prevent utiliza-

tion of this speckle-based approach for lambda scale FPAs, meaning the detector

pixel pitch is approximately equal to the desired detection wavelength. This chapter

presents a generalized approach for estimating the MTF of FPAs by utilizing scalar

RS propagation and numerical computation of the incident speckle irradiance ACF

on the FPA, which must be considered when the Fresnel approximation is violated.

Spectral analysis based on applying the WDF [54] allows quantification of errors in-

curred from applying the conventional input-output PSD linear systems relationship

requiring wide-sense stationarity of the laser speckle random process. Ultimately, this

technique provides a method for determining the MTF for cases that would violate

paraxial limitations imposed by the Fresnel approximation.

Section 4.2 introduces the numerical evaluation of the RS and Fresnel speckle irra-
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diance ACF, which are used as the basis for the exploration of speckle ACF invariance

within various test geometries. Next, the conventional Fresnel approximation con-

straints are discussed within the confines of a speckle FPA MTF estimation testbed.

Then, the ACF numerical evaluation process is explained. Section 4.3 begins with

a verification of the ACF computations. Next, the numerically evaluated RS and

Fresnel ACFs are quantitatively compared for various propagation geometries. Then,

the error due to the WSS assumption is quantified based on comparisons between

the computed input PSD and the spectrum evaluated using the WDF. After that,

the generalized FPA MTF estimation methodology is demonstrated experimentally

on an optical testbed. Finally, Section 4.4 summarizes the physical regions where the

demonstrated MTF estimation techniques are theoretically valid.

4.2 Theoretical Development

4.2.1 Speckle-based MTF Estimation/ACF Development

As described in Section 2.2.2.1, the conventional approach to speckle-based MTF

estimation of FPAs assumes the detector and its associated read-out electronics to

be a linear time invariant and spatially shift invariant system. Speckle is utilized

as a wide sense stationary random process input into the FPA to characterize the

system’s transfer function [27], as shown in Eq. (15). In this analysis, Gin is typically

determined analytically via a Fresnel diffraction-based development of the free space

propagation geometry under analysis [32]. Section 2.3 describes Barnard’s approach

[11] to developing an analytical observation plane speckle field correlation function

utilizing the RS diffraction integral. This theoretical development takes place in the

continous domain for ease of reader understanding. Applying the Siegert relation [77]

to Eq. (33), an analytical expression for the speckle observation plane irradiance ACF

is developed as,

70



ΓI(q1,q2) = I
2
[1 +

∣∣∣∣ΓA(q1,q2

ΓA(0, 0)

∣∣∣∣2]. (51)

where I is the expected value of the speckle irradiance determined from the first-order

speckle statistics. This formulation is valid so long as r ≫ λ and the delta correlated

speckle assumption holds. Computation of Eq. (51) allows for investigation of the

validity of ACFs computed with Fresnel approximations in non-paraxial geometries.

Development of a spatially invariant speckle field ACF involves applying the small-

angle approximation [78] in Eq. (52) for the distance between aperture-observation-

plane positions to Eq. (33),

r = z

[
1 +

1

2

(
x− α

z

)2

+
1

2

(
y − β

z

)2
]
, (52)

where z is the propagation distance, (α, β) are aperture plane coordinates (Fig. 19

for reference) and (x, y) are observation plane coordinates. Application of this ap-

proximation results in the following speckle field ACF,

ΓA(∆x,∆y) =
κ

λ2z2

∫ ∫ ∞

−∞
I(α, β)exp[−j

2π

λz
(α∆x+ β∆y)]dαdβ, (53)

and subsequent speckle irradiance ACF,

ΓI(∆x,∆y) = I
2
[1 +

∣∣∣∣ΓA(∆x,∆y)

ΓA(0, 0)

∣∣∣∣2], (54)

where ∆x = x1 − x2 and ∆y = y1 − y2. The function conversion from individual

points in the observation plane to a generic x − y separation distance demonstrates

the function’s spatial invariance. Since the ACF function is spatially invariant, the

Wiener-Khinthine theorem is applicable and the speckle irradiance has a valid PSD,

Gin, which can be used in Eq. (15) to evaluate the transfer function of the FPA under

test.
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4.2.2 Conventional Fresnel Approximation Constraints

To maintain the validity of Eq. (52)’s small angle approximation applied in Eq.

(54), the propagation angle has typically been restricted to less than 10 degrees

[11]. The propagation geometry is shown in Fig. 42, where L is the diffracting

aperture width, D is the width of the FPA region of interest (ROI) and Θmax is the

maximum propagation half angle (MHA). Ref. 11 demonstrates the MHA can be

derived via the relationship between the aperture width, FPA ROI and propagation

distance. The width of the FPA ROI can be represented as D = Ndp, where N is the

number of detector elements in a single dimension and dp is the FPA’s detector pitch.

Given ξspec =
L
λz

is the spatial frequency cutoff of laser speckle and ξNy = 1
2dp

is the

FPA Nyquist sampling frequency, setting ξspec = ξNy and performing some algebraic

simplifications results in the MHA representation,

Θmax = tan−1(
1

4
(
λ

dp
+

Nλ

L
)), (55)

where MHA is now dependent on wavelength. This λ-MHA comparison demonstrates

how paraxial constraints limit applicability of the Fresnel approximation when lambda

scale FPAs are the devices of interest. When lambda scale devices are considered un-

der the presented speckle propagation geometry, the MHA is larger than the standard

accepted 10◦ cutoff, as shown in Fig. 43. However, this angle limitation is subjective

in nature and largely dependent on the application. To determine Eq. (15)’s applica-

bility to lambda scale FPA resolution analysis, a quantitative analysis of the validity

of ACFs computed with Fresnel approximations in the proposed scenario is required.
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Figure 42: Simplified speckle propagation geometry highlighting the maximum prop-
agation angle, Θmax, between the aperture plane and observation plane.

Figure 43: Maximum propagation angle versus wavelength for a 512 × 512 detector
element observation plane, Ndp, and a 32mm aperture width, L. Analysis of lambda
scale FPA devices violates the conventional 10◦ limitation for Fresnel propagation.
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4.2.3 Analytical ACF Computation

A numerical evaluation and comparison of speckle irradiance ACF functions com-

puted with RS and Fresnel integrals was completed utilizing the Air Force Research

Laboratory’s High Performance Computing resources. High capability nodes featur-

ing Intel Xeon Platinum 8168 cores with 384GB of memory and NVIDIA Tesla P100

GPUs were utilized to accelerate the calculations. Despite significant computational

loads, a direct Huygens-Fresnel propagation [78] approach was chosen over alternative

fast Fourier transform (FFT)-based propagation techniques to maximize accuracy.

To consider a realistic use case, a propagation geometry based on an actual speckle-

MTF measurement testbed featuring a square diffracting aperture of length (L) 32.3

mm was simulated. The wavelength (λ) was set to 9.45µm to match an available

quantum cascade laser (QCL). Propagation distances of interest ranged from 80mm

to 200mm and were chosen to match specific detector active area widths, FPA ROIs

and desired angular geometries. Since the ACF is spatially shift variant, on-axis ob-

servation plane ACFs were computed, along with off-axis observation plane ACFs

ranging from 0.2L to 0.6L away from the on-axis location. The aperture and ob-

servation planes were sampled on a sub-λ grid to maximize ACF resolution. ACF

computations via Eq. (51) involved selecting a central spatial coordinate pair, q1,

then varying q2 to create a two-dimensional ACF. The typical run time for genera-

tion of a singular ACF was approximately three hours.

The ACF development in Section 4.2.1 was completed strictly with scalar diffrac-

tion theory, which decreases in accuracy when applied in off-axis geometries. Com-

parisons between scalar and vector diffraction theory [79, 80] demonstrate negligible

differences between the two approaches with numerical apertures (NAs) less than or

equal to 0.4. However, significant inaccuracies become apparent as scalar diffraction

approaches are applied to scenarios where NA is equal to or greater than 0.5. The ge-
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ometries analyzed here conform to scalar diffraction theory; other ACF development

methods would need to be utilized if vector diffraction theory were required.

Shorter propagation distances were not considered due to the validity of Eq. (51)

and Eq. (54). Specific to the ACF computed with the Fresnel integral, at propagation

distances shorter than roughly two aperture widths, an empirically observed regime

exists where speckle size is independent of diffracting aperture size [32]. In this region,

the propagated speckle ACF becomes fixed in size, reaching a minimum size equivalent

to the initial ACF function derived from the scattering surface’s characteristics. Eq.

(54) is no longer valid at these shorter propagation distances.

Additionally, the delta-correlated initial speckle field ACF assumption is invalid

in both Eq. (51) and Eq. (54) at shorter propagation distances. The laser speckle

ACF at the aperture is dependent on the surface characteristics used to generate

it. The validity of a delta-correlated ACF assumption is dependent on the propaga-

tion geometry. An initial ACF function, representing laser speckle generated from

an integrating sphere, was estimated using Infragold® profilometer data [81] and a

simplified ACF model in Ref. 32,

µa(∆α,∆β) =
exp[(−σ2

ϕ)(1− µh(∆α,∆β))]− exp(−σ2
ϕ)

1− exp(−σ2
ϕ)

, (56)

σ2
ϕ = (

4π

λ
)2σ2

h, (57)

where σ2
ϕ is the phase shift variance, σ2

h is the surface height fluctuation variance

and µh is the surface height ACF. The actual relationship between a surface micro-

structure and the statistics of its scattered wave is extremely complicated; it is in-

fluenced by surface slope and multiple scattering, among other variables. For the

purposes of this analysis, this simplified model is utilized. A plot of this initial

ACF function is shown in Fig. 44, demonstrating a width of approximately 10µm.
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This estimate is in agreement with typical initial ACF observations [32]. The ini-

tial ACF is the speckle ACF at the aperture due to the IS and is fixed; propagated

ACF widths vary with propagation distance from the aperture. Ref. 82’s established

a delta-correlated function assumption guideline for linear systems analysis, requir-

ing a five times width difference between the output (propagated ACF) and input

(initial ACF). For comparison, ACF computed at a propagation distance of 41mm

was approximately 22µm wide; therefore the initial ACF in Figure 44 was deemed

comparatively too wide for the delta-correlated assumption to hold. Similar com-

parisons were made at the propagation distances described above and presented in

the forthcoming analysis. At these ranges, ACF function comparisons were in gen-

eral agreement with Ref. 82’s guideline. Therefore, the delta-correlated assumptions

made in the following analysis were deemed valid and their associated error negligible.

Figure 44: Simplified estimation of initial speckle field ACF width, demonstrating
approximately a 10µm width. This initial ACF assumption is compared to propa-
gated ACF computations to determine the delta-correlated assumption validity for
the initial speckle field at various propagation distances.
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4.3 Results

4.3.1 Validity of ACF Computation

The irradiance ACF computed via numerical evaluation of the Fresnel integral

matches the analytical solution [32] of the Fresnel approximation to within 5× 10−4

as displayed in Fig. 45(a). The ACF developed via numerical evaluation of the RS

integral in Fig. 45(b) agrees to within 0.03 with the approximate Ref. 1 solution.

Chu’s approximate ACF solution is,

ΓA ∼ J1(α)

α
, (58)

α = kLcos(θ)
∆θ

2
, (59)

where J1 is the Bessel function of the first order, k is the wave number and θ is the

angle between the observation plane’s normal and the aperture plane center (θ in

Fig. 19 on-axis). Chu demonstrates accuracy in comparison to similar speckle field

ACF calculations in off-axis scenarios. Ward et al. [83] concluded that a straightfor-

ward analytical formulation for the off-axis ACF using the RS propagator cannot be

derived. Comparison of Eq. (58) to the numerically evaluated ACF using the RS

integral is shown in Fig. 45(b) to demonstrate the accuracy of the RS computation

described in Sec. 4.2.3.

4.3.2 Fresnel-RS ACF Comparison

Two-dimensional ACFs generated from the numerical evaluation of the RS inte-

gral are shown in Figs. 46(a)-(d). Later results will be presented in one-dimension,

specifically in the more informative off-axis direction, as it is easier for reader in-

terpretation. These plots display the dependence of speckle size on λz/L; the ACF
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(a) (b)

Figure 45: Absolute error comparisons (a) analytical Fresnel ACF computation versus
the numerical evaluation of the Fresnel integral, L

r
= 4, on-axis. (b) Chu [1] approx-

imation versus the numerical evaluation of the RS integral, L
r
= 4, MHA = 20◦.

Numerically-evaluated results agree with analytical Fresnel ACF results and previ-
ously presented off-axis approximations.

width increases proportional to propagation distance.

One-dimensional ACFs at various propagation distances are presented in Figs.

47(a)-(d). Each plot features an on-axis ACF computed via evaluation of the Fresnel

integral and a number of corresponding ACFs computed via evaluation of the RS inte-

gral, calculated at increasingly larger MHAs. Variation in on-axis and off-axis Fresnel

ACFs are visibly negligible over the given geometries; only on-axis Fresnel results are

plotted. Off-axis (y-direction) analysis distances were held constant per on-axis (z-

direction) distance; variation in MHA is due to propagation geometry. Fresnel and

RS ACF calculations converge at longer propagation distances, in geometries where

small-angle approximations are commonly accepted as valid. More obvious ACF de-

viations are apparent at shorter propagation distances. For each graph, the first RS

ACF plotted (for instance, the function labeled ”R-S/13.2◦” in Figure 47(a)) corre-

sponds to the on-axis calculation for the particular propagation distance. Variation

between the on-axis RS and Fresnel ACFs at short propagation distances is primar-

ily due to the non-paraxial wave propagation between the diffraction aperture outer
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(a) (b)

(c) (d)

Figure 46: Two-dimensional ACFs developed via numerical evaluation of the
Rayleigh-Sommerfeld integral (a)82mm, (b)100mm, (c)130mm, (d)200mm. These
plots demonstrate the proportional relationship between the propagation distance
and the ACF width.
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(a) (b)

(c) (d)

Figure 47: 1-D ACF plots at propagation distances (a)82mm, (b)100mm, (c)130mm,
(d)200mm and maximum half angles of interest. These plots highlight the convergence
of Fresnel and Rayleigh-Sommerfeld ACFs at larger distances and the divergence of
the techniques closer to the aperture.
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region and the observation plane center.

Figure 48: Mean square error between Fresnel and Rayleigh-Sommerfeld ACFs. No
clear geometrical boundary delineates spatially shift variant from spatially shift in-
variant ACF data.

To quantify the difference between Fresnel and RS ACFs, a mean square error

(MSE) was calculated at each off-axis location. The MSE versus the MHA is shown in

Fig. 48, directly demonstrating the difference between the two propagation methods

as a function of off-axis angle. As the MHA decreases, the deviation between the RS

and Fresnel ACFs decreases as well. However, most significant takeaway from the

comparison in Fig. 48 is there is no physical region, e.g., less than 10◦, where a clear

geometrical scenario boundary delineates spatially shift variant from spatially shift

invariant ACF data or WSS conditions. This answer is dependent on the associated

application’s acceptable estimation error.
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4.3.3 Spectral Estimation and Comparison

4.3.3.1 Methodology

As shown in the Section 4.3.2 ACF comparisons, some spatial variation exists at

all propagation distances; therefore, any assumption of a true PSD will contain error.

Random laser speckle cannot be considered WSS given this spatial shift variance;

making such an approximation induces analysis error. To quantify this error, the

Wigner spectrum [55, 56], WS, which is the expected value of the WDF, is utilized

to estimate the positional power spectrum [54] of the observation plane speckle ir-

radiance. The Wigner spectrum [55, 56] provides a representation of the stochastic

speckle irradiance in both space and spatial frequencies simultaneously,

WS(q, f) =

∫ ∞

−∞
ΓI(q+

q′

2
,q− q′

2
)exp[−j2πfq′]dq′, (60)

where WS is the Wigner spectrum, f = (ξ, η), and q′ is a spatial coordinate pair and

q is the central coordinate pair of interest. For the nonstationary speckle random

process, the PSD is defined as the Fourier transform of the spatially averaged ACF

[84,85]. The calculation of the PSD, G, via the aforementioned relationship is shown,

G(f) =

∫ ∞

−∞
ΓI(q′)exp[−j2πfq′]dq′, (61)

where ΓI(q) is the spatially-averaged ACF over the observation plane ROI. The max-

imum error induced by assuming G is from a WSS random process is quantified

via comparison to the Wigner spectrum at the observation region limit, qmax =

(xmax, ymax). The Wigner spectrum computed at this spatial coordinate pair demon-

strates the maximum possible spectral deviation from G throughout the ROI. Strict

adherence to random process theory requires the input PSD to be from a WSS ran-

dom process for the Eq. (15) linear system relationship to be valid. A relative PSD
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percentage error, ϵWSS(f), is computed to compare these functions,

ϵWSS(f) =
|G(f)−W (qmax, f)|

G(f)
∗ 100, (62)

Note the equivalence of Eqs. 60 and 61 if the ACF centered about qmax is identical

to the spatially averaged ACF, ΓI(q). Both the WDF, W and the PSD computed

via Fourier transform of the spatially-averaged ACF, G, converge to a PSD from a

WSS process when calculated using a spatially shift invariant ACF.

The PSD computation approach outlined here is a generalization of the previous

closed-form input PSD solution based on the approximate analytical Fresnel calcula-

tion [11, 76]. As the propagation distance increases and the MHA decreases, both G

and W converge towards the PSD computed via the approximated analytical Fresnel

solution, i.e. a PSD of an WSS random process. Additionally, the proposed approach

can be applied to any free-space laser speckle propagation scenario of interest to char-

acterize the error associated with assuming G equivalent to a WSS-based PSD. An

important outcome of this analysis is that even in paraxial conditions, there is always

some deviation between G and the WSS-based PSD. This error is typically negligible

in an experimental context as other errors, such as estimation error or windowing

error, are more dominant.

4.3.3.2 Results

The methodology detailed in Section 4.3.3.1 was applied to ACF data computed

at a propagation distance of 82mm. An observation region equivalent to a 512× 512

ROI was utilized in this analysis. This scenario was chosen as it violates conventional

paraxial approximation constraints and the laser speckle band pass cutoff spatial

frequency approximately matches the Nyquist spatial frequency of available IR FPAs.

To calculate Eq. (61), a sample of ACFs centered within the observation region was
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computed via discrete computation of Eq. (51). These ACFs were then averaged,

generating ΓI(q) for the observation region. The spatially-averaged ACF was then

Fourier transformed to produce G. Next, the WDF, W (qmax), was calculated via the

Fourier transform of the ACF centered on the observation region’s furthest extent,

(xmax, ymax). The PSD and WDF were compared via Eq. (62), producing the contour

plot in Fig. 49. This error plot represents the maximum PSD deviation across

the observation ROI. Excellent agreement between the computed WDF and PSD is

visible; less than 3% on-axis deviation in spectral frequency is apparent across the

observation ROI out to approximately 0.93 of the FPA Nyquist frequency. An on-

axis percentage relative error slice, G and WDF centered about qmax are shown in

Fig. 50. A critical analysis result is the application of G as Gin in the Eq. (15)’s

linear systems analysis will have a minimal and quantifiable effect on the experimental

outcome. Despite G being from a non-stationary random process, its utilization is not

the dominant experimental error source, as results in Section 4.3.4 will demonstrate.

Figure 49: 2-D percentage relative error, ϵWSS(f), between the Wigner spectrum at
the observation ROI edge and PSD computed via spatially averaged ACFs. Less than
3% on-axis deviation in spectral frequency is apparent across the observation ROI out
to approximately 0.93 of the FPA Nyquist frequency.

84



Figure 50: 1-D percentage relative error between the WDF at the observation ROI
edge and PSD computed via spatially averaged ACFs. Less than a 3% relative error
percentage between WDF at the observation ROI edge and the Eq. 61 PSD out to
approximately 0.93 of the FPA Nyquist frequency, is displayed.

4.3.4 Experimental Analysis

The generalized methodology and theoretical calculations were experimentally

demonstrated on an optical testbed. A more detailed description of the speckle

testbed, data collection and processing procedures is included in Appendix A. This

testbed featured an Adtech 9.45µm distributed feedback QCL source. The laser beam

was input into a Labsphere 8” Infragold® integrating sphere (IS). The IS’s rough

surface generates the laser speckle and the IS’s structure creates a uniform speckle

irradiance distribution across its output port. A chemically etched, 32.3mm square

diffracting aperture was placed at the IS’s output port. The laser was mounted on a

Thorlabs NRT-150 motorized lateral translation stage and a Zaber X-VSR20A motor-

ized vertical translation stage. The motion provided by these stages was synchronized

with the frame captures to generate independent speckle realizations required for ac-

curate statistics. A long-wave linear polarizer was placed just past the diffracting
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aperture to generate the polarized speckle required for the experiment [32]. The

FPA was mounted in a pour-filled dewar with a 1” diameter Spectragon narrow band

(∼240nm full width half maximum) filter, centered at the laser wavelength, as the cold

stop in an F/2 configuration. This specific filter was chosen to minimize experiment

noise due to significant background radiation. The dewar was placed such that the

propagation distance between the diffracting aperture and FPA was 87mm, allowing

demonstration of the generalized methodology in a non-paraxial test geometry. Addi-

tionally, laser speckle data was collected at propagation distance of 110mm, creating

a test geometry (10◦ MHA) where Fresnel assumptions are valid and the closed-form

input PSD solution based on the approximate analytical Fresnel calculations can be

utilized.

4.3.4.1 Output PSD Estimation and Input PSD Computation

PSD estimations using the generalized methodology described in Sec. 4.3.3.1 and

the Fresnel approximation methodology [11] are shown in Figs. 51(a) and 51(b). 1-D

output PSD slices in the x- and y-directions are shown for propagation distances of

110mm (Fig. 51(a)) and 87mm (Fig. 51(b)). The estimation of output PSDs con-

sisted of collecting 16 independent speckle images. The central 512× 512 pixel ROI

of each image was utilized in calculations. Two dimensional PSD estimations were

made via Welch’s procedure [69], specifically utilizing a 50% overlap between adjacent

realizations and a 31-element Hamming window to reduce the estimate variance. A

block diagram of teh output PSD estimation procedure is presented in Fig. 66 Also

shown in Fig. 51(a) is a 1-D slice of the PSD input into the FPA, determined by the

appropriate approximate analytical Fresnel calculation based on the test geometry.

A 1-D slice of G, calculated following the process detailed in Section 4.3.3.1, is also

demonstrated in Fig. 51(b). The cause for the output PSD residual noise floor at
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spatial frequencies greater than the input PSD cutoff is a combination of experimen-

tal noise sources (ROIC, dark current, system test electronics, etc.) which are not

fully investigated in this effort. Notice the PSD cutoff differences between the two

methodologies, with the Fresnel approximation method cutting off at 0.72 Nyquist

and the generalized methodology cutting off at 0.9 Nyquist. These PSD cutoff differ-

ences are a primary cause of the spatial frequency range differences between the two

MTF estimation methodologies.

(a) (b)

Figure 51: (a) 1-D slices of estimated output PSDs and an input PSD calculated via
closed form solution based on approximate analytical Fresnel solution, (b) 1-D slices
of estimated output PSDs and an input PSD calculated via application of generalized
PSD methodology described in Section 4.3.3.1

4.3.4.2 Output PSD Estimation Window Bias

As detailed in Section A.3.2, output PSDs are estimated using Welch’s procedure.

This estimation effort involves applying a Hamming window to each independent

speckle image segment prior to periodogram estimation. The Hamming window en-

ables a smooth output PSD estimate, but also induces an estimation bias. The impact

of this bias on output PSD estimation was studied in [70], using a theoretical input

PSD, ideal FPA MTF and a Hamming window. The MTF error due to the windowing

bias was determined by calculating the relative error between the true ideal output
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PSD, Gout−ideal(f), which is calculated via application of Eq. (15) and the expected

value of the biased PSD,

E[ĜW−out(f)] =
1

(2π)2

∣∣∣WHam(f)
∣∣∣2 ∗ ∗Gout−ideal(f), (63)

ϵwindow(f) =

∣∣∣√ 1
(2π)2

∣∣∣WHam(f)
∣∣∣2 ∗ ∗Gout−ideal(f)−

√
Gout−ideal(f)

∣∣∣√
Gout−ideal(f)

, (64)

where E is the expected value operator, ĜW−out(f) is the average windowed peri-

odogram PSD estimate of the ensemble of windowed segments, WHam(f) is the Ham-

ming window in the frequency domain, Gout−ideal(f) is the desired true PSD measured

by the FPA and ϵwindow(f) is MTF error due to the window bias. A normalized fre-

quency domain representation of the Hamming window is shown in Fig. 27. The

Eq. (64) error is calculated in terms of the square root of both the truth and biased

PSDs, allowing for error representation in terms of MTF. This error calculation was

applied to both of the aforementioned test geometries, using the appropriate input

PSDs computed for each scenario.

Figure 52 displays the percentage MTF error due to window bias for both the

Fresnel and nonparaxial generalized geometeries as a function of spatial frequency.

Additionally, a 3% MTF error threshold is plotted. This error threshold was deter-

mined via empirical measurements. Generally, MTF error threshold is application

and scenario specific. For the purpose of this analysis, a 3% MTF error threshold

was utilized. The difference in MTF errors between the Fresnel test geometry and

nonparaxial test geometry attributed to the analytical PSD shapes displayed in Figs.

51(a)-51(b), especially the spatial frequency cutoff. This 3% error threhold due to

the estimation window bias was computed and incorporated into the MTF estimation

results displayed in Figs. 53(a)-53(b).
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Figure 52: 1-D slice percentage relative error due to PSD output estimation window
bias. A 3% MTF error threshold is reached at 0.67 Nyquist for the Fresnel analysis
geometry and 0.85 Nyquist for the nonparaxial generalized analysis geometry. This
3% error threshold due to the estimation window bias is incorporated into the MTF
estimation results displayed in Figs. 53(a)-53(b).

4.3.4.3 MTF Estimations with Experimental Errors

MTF estimations using the generalized methodology and the Fresnel approxima-

tion methodology are shown in Figs. 53(a) and 53(b). X-direction slices are shown in

Fig.53(a) and y-direction slices are shown in Fig.53(b). Three MTF curves are shown

in each figure. The solid line is an ideal sinc MTF for a 100% fill factor pixel with

the same pitch as the device under test. The dash-dotted line is the MTF estimate

using the generalized method, derived from the application of the input and output

PSDs in Fig. 51(b) to the linear systems relationship in Eq. (15). The dotted line is

the MTF estimation using the Fresnel approximation method, which is derived from

the application of the input and output PSDs in Fig. 51(a) to the linear systems

relationship in Eq. (15).

Additionally plotted in Figs. 53(a) and 53(b) is a series of vertical error lines,

which serve as MTF estimation validity limits based off critical experiment details.
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The line located at 0.67 Nyquist represents the 3% error threshold for the Fresnel

approximation method based on the error induced via application of a Hamming

window in the output PSD estimation process, as described in Section 4.3.4.2. The

vertical line at 0.85 Nyquist represents the 3% error threshold for the generalized

method also due to the aforementioned window error. The line at 0.9 Nyquist is the

3% MTF error threshold due to the WSS assumption of G, specific to the generalized

methodology. The WSS assumption error is calculated via the same process as Eq.

(62), but using the square root of the PSD and the WDF, expressing the result in

terms of an MTF error. Using the demonstrated 3% error lines as boundaries for

MTF estimation validity, the results show a 27% (0.67 Nyquist to 0.85 Nyquist)

improvement in MTF spatial frequency range between using the generalized and

Fresnel approximation methodology for this test scenario.

(a) (b)

Figure 53: (a) 1-D x-direction slices of estimated MTFs via the generalized method
and the Fresnel approximation method, along with an ideal MTF of an FPA with
100% fill factor square detector elements and various vertical lines representing MTF
estimation validity limits based off critical experiment details and (b) 1-D y-direction
slices of estimated MTFs via the generalized method and the Fresnel approximation
method, along with an ideal MTF of an FPA with 100% fill factor square detector
elements and various vertical lines representing MTF estimation validity limits based
off critical experiment details.
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4.3.4.4 One-Factor Analysis of Variance (ANOVA) Random Model

A one-factor ANOVA model was developed to investigate the output PSD estima-

tion variance. The Figure 66 diagram describes the PSD estimation process in detail.

A matrix of the periodogram data used to estimate the output PSD is shown in Ta-

ble 5, where I is the number of speckle images, J is the number of periodograms per

speckle image and GIJ is the J th periodogram realization of the I th image. All I pe-

riodograms per image are averaged, generating an image sample mean periodogram,

ĜI·. These image sample mean periodograms are then averaged together, generating

Ĝ··, a mean PSD estimate for the full speckle data set.

Table 5: Matrix of windowed periodogram data for a one-factor ANOVA analysis.

Speckle Image Periodogram Observations Averages

1 G11 G12 . . . G1J Ĝ1·

2 G21 G22 . . . G2J Ĝ2·
...

...
... . . .

...
...

I GI1 GI2 . . . GIJ ĜI·

Ĝ··

The ANOVA approach validity requires three assumptions: (1) periodogram ob-

servation independence, (2) normally distributed periodogram observations, and (3)

an equal standard deviation for all periodogram observations [86]. Reference [70]

demonstrates the validity of these assumptions, which hold for the presented ex-

perimental scenario. Based on an ANOVA analysis, the confidence interval for the

underlying true mean of the PSD can be found as,

LB = Ĝ·· − t(
α

2
)

√∑I
i=0(Ĝi· − Ĝ··)2√
I(I − 1)

, (65)
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UB = Ĝ·· + t(
α

2
)

√∑I
i=0(Ĝi· − Ĝ··)2√
I(I − 1)

, (66)

where LB and UB are the lower and upper bounds for the output PSD estimation,

and t(α
2
) is the student t-distribution for a (1−α) confidence level with I − 1 degrees

of freedom [87]. Assuming a confidence level of 0.95, the upper and lower bounds were

computed for the generalized method’s output PSD estimation. For the demonstrated

scenario, the data set consisted of 16 independent speckle images and roughly 1000

periodograms where computed per image. The PSD bounds can be expressed as

MTF bounds using the PSD-MTF relationship in Eq. (15). This ANOVA analysis

generated generalized method MTF estimation confidence intervals with a maximum

deviation of 1.7× 10−3 from the estimated MTF within the estimation’s valid spatial

frequency range. This result indicates estimation variance had a negligible impact on

the MTF estimation results; an adequate number of independent speckle realizations

was utilized in the analysis. Differences between the MTF curves at valid spatial

frequencies can be attributed to a variety of sources, including system noise and z-

distance error. Differences between the x- and y-direction MTF estimations may be

caused by the read-out electronics; these discrepancies are not investigated further in

this research.

4.4 Regions of MTF Estimation Method Validity

A summary of the presented MTF estimation methods’ validity regions is shown

in Fig. 54. When possible, parameters are presented generically to allow for broader

result application. In the figure, L is the aperture width, z is the propagation dis-

tance and x is the transverse distance. A 2-D figure of the x − z plane is adequate

to highlight the validity regions; a depiction of the y− z plane would reveal identical

results. Four regions are presented in the figure. Region 1 shows where the speckle
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irradiance ACFs in Eqs. (51) and (54) are invalid due to the delta-correlated assump-

tion regarding the initial speckle field. The delta-correlated assumption analysis is

detailed in Section 4.3.1. Region 2 denotes the angular limitations of scalar wave

propagation, as investigated by [79, 80]. Determinations were made that with a NA

of 0.4 (MHA of 24◦, Eq. (55)), negligible differences were visible between the scalar

and vector wave equations. Analysis of scenarios with an NA of 0.6 (MHA of 38◦),

differences on the order of 10% were experienced. Development and implementation

of ACFs via vector field propagation methods are required for a more concrete un-

derstanding of this angular limitation. However, current understanding is adequate

to realize region 2 is not a limiting factor for practical analysis of FPAs. None of the

presented speckle-based MTF estimation methods are valid in regions 1 or 2.

Region 3 denotes the region of validity of both the generalized MTF estimation

method and the impulse response estimation method introduced in Chapter V. Both

of these methods are restricted solely by the limitations associated with regions 1

and 2. Finally, region 4 denotes the validity of the conventional speckle-based FPA

MTF estimation approach [11, 76] demonstrated in Section 4.3.4. This limitation is

due to the non-stationarity of the speckle field in nonparaxial scenarios. Implemen-

tation of the conventional approach requires a WSS speckle field in order for the

input PSD to be valid. Although the analysis in Section 4.3.2 demonstrates that

even in paraxial conditions, there is always some deviation in the speckle ACF, em-

pirical analysis has demonstrated this error is negligible in an experimental context.

Therefore, the conventional MTF estimation method utilizing Fresnel propagation is

valid for MHA ≤ 10◦. Note region 4 is included as a valid region for the estimation

methodologies introduced in this research.
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Figure 54: Depiction of validity regions for MTF estimation methodologies. The
graphic represents an overview of the propagation scenario. The primary speckle
propagation direction is z, through a aperture, L. The lateral direction, x, is also
shown. Region 1 shows where the speckle irradiance autocorrelation functions Eqs.
(51) and (54) are invalid due to the delta-correlated assumption regarding the initial
speckle field. The angular limit beyond which scalar wave propagation is no longer
accurate, as described by [79, 80], is shown as the boundary between Regions 2 and
3. The validity of both the generalized MTF estimation method and the impulse
response estimation method, introduced in Chapter V, are demonstrated by Region
3. Region 4 shows the conventional speckle-based MTF estimation method limitations
due to the validity of Fresnel electric field propagation.

4.5 Conclusion

This chapter addresses the challenge of estimating the MTF of FPAs using ran-

dom laser speckle under conditions where the detector pitch and wavelength lead to

test geometries where the Fresnel approximation is no longer valid. Advantages of de-

veloping the input PSD of speckle indirectly using numerical RS propagation to first
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compute the ACF are investigated. While the ACF is shown to be non-stationary, the

error associated with making stationary assumptions and employing linear systems

analysis is quantified for the first time and determined to be negligible relative to win-

dow bias error introduced through the previously established output PSD estimation

process. An experimental application of the approach shows a 27% spatial frequency

range increase relative to an estimation made assuming the closed-form solution of

the input PSD based on the Fresnel assumption. Finally, a summary of the regions

where the conventional and generalized MTF estimation techniques are theoretically

valid is presented. These results demonstrate FPA MTF estimation can be extended

to scenarios where paraxial approximations are invalid.
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V. Iterative Maximum Likelihood Approach to Focal Plane
Array Impulse Response Estimation Using Random Laser

Speckle

This chapter introduces a novel methodology, alternative to Chapter IV’s gener-

alized method, for focal plane array (FPA) resolution estimation using random laser

speckle in nonparaxial geometeries. The method introduced in Chapter V focuses on

estimating the FPA’s impulse response via use of the analytical and estimated laser

speckle irradiance autocorrelation functions (ACFs). This chapter is based on an

Society of Photo-Optical Instrumentation Engineers (SPIE) Defense and Commer-

cial Sensing (DCS) proceedings paper which will be presented in April 2022. This

effort outlines an iterative maximum likelihood function-based approach proposed for

impulse response estimation, demonstrates the proposed technique’s effectiveness via

simulation and discusses the challenges associated with implementing the technique

experimentally.

5.1 Introduction

Infrared (IR) FPAs are vital sub-components to military and civilian imaging

systems. Increasingly challenging performance, size, weight and power (SWaP) re-

quirements have spurred development of smaller pixel pitch devices [88]. It can be

practically assumed in these small devices that lateral carrier diffusion challenges will

increase [74] compared to larger pitch devices. Accurate and direct resolution perfor-

mance analysis is vital for IR detectors, especially with regards to smaller devices.

Laser speckle-based MTF estimation techniques are well-established non-destructive

methods for direct FPA resolution analysis that do not require the use of interven-

ing optics [11, 12, 76]. Conventional technique implementation utilizes input power

spectral densities (PSDs) reliant on Fresnel electric field propagation and its implied
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small angle approximations [32]. As the pixel pitch of FPAs decrease, the testbed

diffracting aperture and FPA must be positioned at a distance equal to a few aper-

ture lengths apart to generate sufficiently high spatial frequencies. Because of this,

Fresnel propagation assumptions are violated due to the geometry which requires an-

gles exceeding the paraxial limit. In addition, violation of the Fresnel assumption

leads to non-wide sense stationary (WSS) random speckle impinging on the FPA,

making the standard PSD methods utilizing the Wiener-Khintchine theorem [32] for

directly evaluating the MTF invalid. Here, a novel approach is introduced where the

FPA impulse response is estimated by exploiting the ACF input-output relationship

of random processes to a linear system. This formulation does not require a WSS

input process and the input ACF of the speckle irradiance is computed numerically

using Rayleigh-Sommerfeld (RS) propagation, making it valid in geometries violat-

ing conventional Fresnel assumptions. An iterative maximum likelihood approach is

presented for estimating the FPA impulse response based on the linear system re-

lationship of the random speckle ACFs. The approach is then demonstrated in a

realistic scenario using simulated random laser speckle

In the following sections, the maximum likelihood estimation (MLE) is formu-

lated, beginning with a linear system development of the FPA assuming a random

laser speckle input. An assumed estimation error resulting from estimating the out-

put ACF from speckle images generated by the FPA allows the MLE for the FPA

impulse response to be determined. Additional regularization terms are added to sta-

bilize convergence and a conjugate gradient technique is implemented to iteratively

solve for the impulse response. The impulse response estimation approach is demon-

strated using data generated by simulating a large number of random laser speckle

realizations impinging on a realistic, but notional FPA. Data is presented regarding

the number of independent random speckle realizations required for convergence to
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an accurate impulse response. Finally, theoretical limitations and practical challenges

are discussed.

5.2 Methodology

5.2.1 Development of a maximum likelihood estimator for the impulse

response function

The standard linear systems approach for random speckle-based MTF FPA mea-

surement leverages the Wiener-Khintchine theorem, which allows the problem to be

framed in terms of a simple input-output PSD relationship for linear systems. For

scenarios where the measurement dictates geometries that violate the Fresnel approx-

imation, the random speckle cannot be considered WSS and the PSD approach is no

longer valid. In nonparaxial geometries, an approach to evaluate the MTF indirectly

can be derived alternatively by first estimating the impulse response of the FPA using

the input-output ACF relationship for linear systems. The ACF relationship is not

restricted by WSS requirements. Additionally, RS propagation can be utilized rather

than Fresnel propagation to obtain a valid solution. Maximum likelihood estimation

provides a suitable iterative approach for estimating the impulse response based on

a large number of random speckle observations.

This methodology begins with a standard linear system convolution relationship

[89],

Y [m,n] = h[m,n] ∗ ∗X[m,n] + η[m,n], (67)

where the random process, X, is input into a linear system, h. The resulting linear

system output is Y , the noise term associated with the linear system is η, [m,n] is

a spatial coordinate pair and ∗∗ represents a two dimensional convolution. Develop-

ment of this approach is completed in the discrete domain, as FPA imagery is discrete.

98



Additionally, the resulting negative log-likelihood estimator will be minimized via an

iterative estimation process, which is better suited for the discrete domain. Devel-

opment of this estimator in the continuous domain is straightforward, but not as

applicable to this solution process. Rewriting this convolution in summation form,

Y [m1, n1] =
N−1∑
i=0

N−1∑
j=0

h[i, j]X[m1 − i, n1 − j] + η[m1, n1],

Y [m2, n2] =
N−1∑
p=0

N−1∑
q=0

h[p, q]X[m2 − p, n2 − q] + η[m2, n2],

(68)

where the linear system outputs, Y , are annotated at specific coordinate pairs, [m1, n1]

and [m2, n2]. The ACF of the output Y, RY Y , is given in terms of an expected value,

where E[.] is the expected value operator. Expanding the expected value,

RY Y [m1, n1;m2, n2] := E[Y [m1, n1]Y [m2, n2]],

RY Y [m1, n1;m2, n2] = E[(
N−1∑
i=0

N−1∑
j=0

h[i, j]X[m1 − i, n1 − j] + η[m1, n1])

(
N−1∑
p=0

N−1∑
q=0

h[p, q]X[m2 − p, n2 − q] + η[m2, n2])],

(69)

and simplifying by applying the ACF definition to the random process inputs results

in the following linear system association,

RY Y [m1, n1;m2, n2] =
N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

h[i, j]h[p, q]RXX [m1− i, n1−j;m2−p, n2−q]

+Rηη[m1, n1;m2, n2]. (70)

This is the fundamental ACF input-output relationship for linear systems with a

random input and does not require the random process to be WSS. The complete
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model describing the linear system for the output ACF is given in Eq. (71). An

estimation error, v, associated with estimating the RY Y from the system output Y

as an additive noise term is included,

RY Y [m1, n1;m2, n2] =
N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

h[i, j]h[p, q]RXX [m1−i, n1−j;m2−p, n2−q]+

Rηη[m1, n1;m2, n2] + v[m1, n1;m2, n2]. (71)

The estimation error, v, is a zero mean, normally distributed error associated with

estimating RY Y , described by N(0, σ2
v), where the random variable at each location is

independent and identically distributed. The joint probability density function (pdf)

of v can be written as,

fv(v) =
1

(2π)
M4

2 σM4

v

exp

[
−1

2σ2
v

M−1∑
m1=0

M−1∑
n1=0

M−1∑
m2=0

M−1∑
n2=0

v[m1, n1;m2, n2]
2

]
, (72)

where v represents the vector notation. M is the length of the observation region

of interest (ROI). The likelihood function of RY Y , L, with respect to the unknown,

but deterministic parameter h can be found by computing the conditional joint pdf

of RY Y using a transformation of random variables such that,

L(RY Y ;h) = fRY Y
(RY Y |h) = fv(v = T ), (73)

where h represents vector notation and T is defined as,
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T [m1, n1;m2, n2] = (RY Y [m1, n1;m2, n2]−
N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

h[i, j]h[p, q]RXX [m1−i, n1−j;m2−p, n2−q]+Rηη[m1, n1;m2, n2])
2.

(74)

Using Eq. (73), the likelihood function can now be written as,

L(RY Y ;h) =
1

(2π)
N4

2 σN4

v

exp

[
−1

2σ2
v

M−1∑
m1=0

M−1∑
n1=0

M−1∑
m2=0

M−1∑
n2=0

T [m1, n1;m2, n2]

]
. (75)

Taking the log of the impulse response pdf, removing the constant terms and negative

sign produces a negative log-likelihood function for impulse response estimation,

LL(RY Y ;h) =
1

2σ2
v

M−1∑
m1=0

M−1∑
n1=0

M−1∑
m2=0

M−1∑
n2=0

(RY Y [m1, n1;m2, n2]−

N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

h[i, j]h[p, q]RXX [m1− i, n1− j;m2−p, n2− q]+Rηη[m1, n1;m2, n2])
2.

(76)

The maximum likelihood estimator of h is the value of h that maximizes the log-

likelihood function or minimizes the negative log-likelihood function in Eq. (76),

which indicates the impulse response that achieves a minimum error in the linear

system model in Eq. (71). However, direct minimization of Eq. (76) can lead to

excessive noise due to conventional challenges involved with solving inverse problems.
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To mitigate these issues, a ridge regression regularization operator is added to the

negative log-likelihood function, enforcing a smooth impulse response estimate. The

updated negative log-likelihood function is,

LT (RY Y ;h) =
1

2σ2
v

M−1∑
m1=0

M−1∑
n1=0

M−1∑
m2=0

M−1∑
n2=0

(RY Y [m1, n1;m2, n2]−

N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

h[i, j]h[p, q]RXX [m1− i, n1− j;m2− p, n2− q] +Rηη[m1, n1;m2, n2])
2

+
1

2γ
||h||22, (77)

where ||.||2 is the L2 norm and γ scales the regularization term’s contribution. A

Laplacian regularization kernel [90] was considered, but due to the impulse response’s

finite support, edge smearing and ringing effects were experienced. The weight of the

regularization term, γ, needs to be on the order of the effective linear weighting term,

σ2
v , to counter the relative size difference between the ACFs (45×45) and the impulse

response (9× 9) [91]. Table 6 describes the linear systems parameters corresponding

to an FPA impulse response measurement.

Given the log-likelihood function is quadratic; an iterative gradient descent ap-

proach is used to minimize the negative log-likelihood function to estimate the impulse

response. In order to determine the gradients, the coordinate pair (m1, n2) is first

fixed to constant values (c1, c2). Without a WSS assumption, the ACF is spatially

shift variant and the functional form of the ACF can vary as a function of position,

as it depends on two coordinate pairs. By fixing one coordinate pair, the location

of the center ACF is fixed, which allows the negative log-likelihood function to be

evaluated at one position at a time,
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Table 6: Linear systems parameters corresponding to an FPA impulse response mea-
surement.

Parameter Physical Descr. Mathematical Descr.

h FPA impulse response unknown, deterministic

N,M length of observation ROI deterministic

X speckle irradiance data input onto FPA random process

RXX ACF of speckle irradiance input deterministic

Y speckle irradiance data output random process

RY Y ACF of speckle irradiance output random

ν RY Y estimation error random, N(0, σ2
ν)

η FPA system noise random, N(0, σ2
η)

Rηη ACF of FPA system noise deterministic

LT (RY Y ;h) =
1

2σ2
v

M−1∑
m2=0

M−1∑
n2=0

(RY Y [c1, c2;m2, n2]−

N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

h[i, j]h[p, q]RXX [c1 − i, c2 − j;m2 − p, n2 − q] +Rηη[c1, c2;m2, n2])
2

+
1

2γ
||h[i, j]||22.

(78)

Next, in order to make the problem more tractable, the impulse response is assumed

to be separable. Since typical FPA MTF measurements are evaluated in orthogonal

directions aligned with the detector axes, this is a reasonable assumption. Further

efforts could investigate removing this assumption. Imposing the separability con-

straint, the gradient of the negative log-likelihood function is calculated with respect

to h separately for each location in the x-direction and y-direction of the impulse

response,
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gk(hx) =
∂LT (RY Y ;h)

∂hx[k]
=

−1

σ2
v

M−1∑
m2=0

M−1∑
n2=0

(
N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

hy[j]hx[p]hy[q]RXX [c1 − k, c2 − j;m2 − p, n2 − q]+

N−1∑
i=0

N−1∑
j=0

N−1∑
q=0

hx[i]hy[j]hy[q]RXX [c1 − i, c2 − j;m2 − k, n2 − q])

(RY Y [c1, c2;m2, n2]−
N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

hx[i]hy[j]hx[p]hy[q]RXX [c1−i, c2−j;m2−p, n2−q]

+Rηη[c1, c2;m2, n2]) +
1

γ

N−1∑
i=0

N−1∑
j=0

hx[i]hy[j]
2, (79)

gk(hy) =
∂LT (RY Y ;h)

∂hy[k]
=

−1

σ2
v

M−1∑
m2=0

M−1∑
n2=0

(
N−1∑
i=0

N−1∑
p=0

N−1∑
q=0

hx[i]hx[p]hy[q]RXX [c1 − i, c2 − k;m2 − p, n2 − q]+

N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

hx[i]hy[j]hx[p]RXX [c1 − i, c2 − j;m2 − p, n2 − k])

(RY Y [c1, c2;m2, n2]−
N−1∑
i=0

N−1∑
j=0

N−1∑
p=0

N−1∑
q=0

hx[i]hy[j]hx[p]hy[q]RXX [c1−i, c2−j;m2−p, n2−q]

+Rηη[c1, c2;m2, n2]) +
1

γ

N−1∑
i=0

N−1∑
j=0

hy[j]hx[i]
2. (80)

5.2.2 Rayleigh-Sommerfeld speckle autocorrelation function develop-

ment

The speckle irradiance ACF input to the FPA is derived via a scalar wave-based

development of the free space propagation geometry under analysis. The scenario of
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interest is shown in Fig. 19, where a diffracting aperture is located in the (α, β) plane

and the speckle field is propagated to the (x, y), or observation plane. The analytical

observation plane speckle field correlation function was developed in Section 2.3 and

the speckle irradiance correlation function is described in Section 4.2.1. Discrete im-

plementation and computation of Eq. (51) produces RXX for use in impulse response

estimation process outlined in Section 5.2.1.

5.2.3 Conjugate Gradient Algorithm

The process of determining the impulse response through MLE involves first es-

timating RY Y located at the coordinates (c1, c2) from the image data acquired by

the FPA using a large number of speckle sample function realizations. In theory,

more sample functions could be obtained by varying the observation location of RY Y ,

(c1, c2), throughout the FPA ROI. However, the small variation observed in RY Y

throughout the observation plane in typical measurement geometries was insufficient

to generate independent observations and led to a poor, inaccurate estimate of RY Y .

The variation in RY Y produced by using many speckle sample functions was suffi-

cient to generate a likelihood function having enough curvature to allow a maximum

solution through an iterative gradient descent approach. Once an estimate of RY Y is

computed, a conjugate gradient algorithm can be implemented to iteratively deter-

mine the impulse response.

A block diagram of the implemented conjugate gradient algorithm is shown in

Fig. 55. The first step is parameter initialization, which includes making an initial

informed guess for the impulse response, ho, and an initial step size estimation, αo.

The relative magnitudes of the estimation error variance associated with RY Y and

regularization term weighting factor are adjusted to provide reasonable estimated

impulse response convergence. Choosing an appropriate initial impulse response nar-
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Figure 55: Block diagram describing conjugate gradient algorithm used to estimate
focal plane array impulse response.
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rows the iterative optimizer solution space. Next, the gradient, go, of the negative

log-likelihood function is computed and an impulse response estimate, hk, is made.

Then, an appropriate support constraint mask, sw, is applied to the impulse response

estimate. After these initial steps, the iterative portion of the optimizer commences,

beginning with a computation of the negative log-likelihood function’s gradient, gk,

using the latest impulse response estimate. Then, the step size, βk, is updated via the

Polak-Ribiere method [92], where rk is the negative gradient of the kth log-likelihood

function iteration. A new orthogonal search direction, pk+1, is then determined using

the previous search direction, the latest step size and computed gradient. Next, the

step parameter, ak, is selected via a line search effort based on the minimization of the

negative log-likelihood function. Then, another impulse response estimate is made

and the resulting estimate parameters are compared to the established convergence

criteria. The convergence criteria includes: number of iterations, gradient tolerance,

step size tolerance and likelihood function tolerance. The algorithm continues to

iterate until one of the convergence criteria is met.

5.3 Results

5.3.1 Speckle Simulation

Simulation of speckle irradiance generation, propagation, and collection by a fo-

cal plane was accomplished by using the idealized linear systems approach [65] de-

scribed in Section 3.2.1. When the process outlined in Fig. 20 is applied to the

delta-correlated input speckle, the outcome is the generation of laser speckle image

realizations, Y , with the appropriate statistics for the simulated speckle testbed. In

this particular scenario, the free space propagation transfer function development in-

volved calculating a PSD for the speckle irradiance impinging on the FPA. The PSD

is computed via exploiting the Fourier transform relationship between the spatially
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averaged ACF and PSD. The spatially averaged ACF is computed via numerical eval-

uation of Eq. (51) centered at multiple coordinate locations distributed within the

observation region of interest (ROI). These ACFs were then averaged, resulting in

the spatially averaged ACF for the ROI. This spatially averaged ACF was Fourier

transformed, generating the appropriate PSD of interest for the given test geometery.

With this PSD, the appropriate propagation transfer function is developed. When this

transfer function is applied to the simulation’s ideal random speckle input, speckle

irradiance data, X, is generated with the proper PSD at the aperture. Note that

the speckle irradiance at the FPA will be WSS when generated using this method.

This technique allows for a more streamlined approach than applying computation-

ally complex field propagation integrals to generate non-WSS speckle. The PSD of

the speckle data generated from this approach is representative of non-WSS random

speckle, but the actual speckle irradiance is not. However, the input-output PSD

relationship utilizing a modeled FPA MTF, or impulse response, is used to generate

RY Y for the simulation, which is not strictly valid. Despite these limitations, the

simulation does demonstrate the various requirements and challenges for estimating

the FPA impulse response using ACF-based methods.

The numerical evaluation of Eq. (51) was performed on the Air Force Research

Laboratory’s High Performance Computer system. Simulation propagation geome-

try was chosen to mirror the testbed geometry detailed in Appendix A. A 32.3mm

propagation aperture (L) was simulated. The wavelength, λ, was set to 9.45µm to

match an available quantum cascade laser (QCL). The chosen propagation distance

was 82mm. An on-axis ACF was computed. The aperture and observation planes

were sampled on sub-λ grid to maximize ACF resolution. A conservative testbed

simulation SNR of 90 was chosen using the process outlined in Section 3.6.1. The

typical run time for generation of a singular ACF was approximately three hours.
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(a) (b)

(c)

Figure 56: Notable autocorrelation function and impulse response functions related
to the laser speckle simulation. (a) 2-D spatially-averaged autocorrelation function
of speckle irradiance input into focal plane array, (b) 2-D autocorrelation function of
speckle imagery post-focal plane array (c) 2-D focal plane array impulse response.

Figs. 56(a)-(c) are contour plots of the analytical ACFs and modeled impulse

response from the speckle simulation. Fig. 56(a) demonstrates the spatially averaged

ACF of the laser speckle impinging on the FPA surface. RY Y in Fig. 56(b) is the

analytical convolution between the impulse response in Fig. 56(c) and the ACF in Fig.

56(a) as demonstrated in Ref. 93. The representative FPA impulse response is shown

in Fig. 56(c). This modeled impulse response adheres to established optical impulse

response criteria: its elements sum to 1; it is a monotonically decreasing function; and

it contains only non-negative components. Future analytical and simulation results

will be presented in 1-D for ease of understanding.
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5.3.2 Number of Speckle Realizations

The goal of this analysis is to determine the number of independent speckle re-

alizations required to accurate estimate the impulse response of the simulated FPA

under test. RY Y accuracy is critical to impulse response estimation. Increasing the

independent speckle realizations directly leads to increased RY Y accuracy. There are

challenges with generating independent speckle realizations as outlined in Chapter III

Ref. 65 and described in further detail in Section 5.4. For comparison, three sets of

speckle realizations containing 10000, 5000 and 1000 images were generated; the as-

sociated ACFs were estimated from the image sets. In this section, RY Y estimations

were generated to match computed RXX sampling, simulating the effect of apply-

ing microscan super-resolution techniques and negating any interpolation impacts on

RY Y estimation accuracy. Figs. 57(a)-(c) demonstrate the comparison between the

analytical RY Y in Fig. 56(b) and the estimated RY Y using the simulated images. The

calculated MSE between the analytical and estimated ACFs is shown in each figure.

The figures demonstrate that increased independent speckle image realizations lead

to increased ACF estimation accuracy.

5.3.2.1 Conjugate gradient implementation: 10000 realizations

To explore the effect of RY Y accuracy on impulse response estimation accuracy,

the estimated ACFs, along with the corresponding analytical RXX , were input into

the conjugate gradient MLE process outlined in Section 5.2.3. The results of the

model impulse response estimation using the RY Y generated with 10000 independent

speckle realizations are shown in Figs. 58(a)-(c). For this scenario, γ = 3σ2
ν due to

the relatively low estimation error between the analytical and estimated RY Y . A 1-D

plot of the estimated impulse response, the actual modeled system impulse response

and the initial impulse response estimate for the analysis, are shown in Fig. 58(a).
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(a) (b)

(c)

Figure 57: One-dimensional RY Y ACF estimation and analytical comparison using
(a) 10000 independent speckle image realizations, (b) 5000 independent speckle image
realizations, (c) 1000 independent speckle image realizations. The RY Y accuracy
increases as the number of realizations increase.

For this scenario, an established convergence criterion was met after 192 iterations.

Fig. 58(b) demonstrates the negative log-likelihood function value at each algorithm

iteration. The general trend is the negative log-likelihood function decreases with

each iteration, as expected. Initial inspection of the negative log-likelihood func-

tion plot may lead to a convergence criteria tolerance reduction recommendation due

to diminishing negative log-likelihood function returns. Despite the relatively mini-

mum negative log-likelihood function reduction after the 175th iteration, the impulse

response mean square error (MSE), shown in Figure 58(c), continues to decline signif-

icantly until roughly iteration 190, demonstrating the importance of continuing the
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MLE iterations.

Since FPA resolution analysis is conventionally performed in the spatial frequency

domain via analysis of MTF curves, these impulse response estimates are Fourier-

transformed to their spatial frequency counterparts for further comparison. Fig. 58(d)

shows the derived MTF error between the truth MTF and the estimated MTF after

the final algorithm iteration. Ref. 70 established a criterion for acceptable MTF esti-

mation, 2% or less error between the true MTF and estimated MTF on a per spatial

frequency basis, which was utilized as a threshold for this analysis. In Fig. 58(d),

the MTF error reaches its maximum of 1.2% at the FPA Nyquist sampling frequency,

showing excellent impulse response estimation, and therefore MTF estimation, with

10000 independent speckle image realizations.

5.3.2.2 Conjugate gradient implementation: 5000 realizations

The number of required speckle realizations analysis was continued using an RY Y

estimation generated from 5000 speckle images. The results are shown in Figs. 59(a)-

(c). For this scenario, γ = σ2
ν due to the increased relative estimation error between

the analytical and estimated RY Y compared to the previous analysis. A 1-D plot of

the final estimated impulse response, the actual modeled system impulse response

and the initial impulse response estimation are shown in Fig. 59(a). In this analysis,

an established convergence criterion was met after 95 iterations. Fig. 59(b) shows the

negative log-likelihood function value at each algorithm iteration. The MSE between

the truth impulse response and the final iteration impulse response estimation is

shown in Fig. 59(c); an MSE of 8 × 10−6 occurs at the 95th iteration. Fig. 59(d)

shows the derived MTF error between the truth MTF and the estimated MTF after

the final iteration. The MTF error reaches its maximum of 1.25% at 0.9 of the FPA

Nyquist sampling frequency, showing good agreement between MTF estimation and
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(a) (b)

(c) (d)

Figure 58: Iterative maximum likelihood estimation results with RY Y estimations
generated with 10000 independent speckle image realizations, (a) truth, initial and
final estimated focal plane array impulse responses (b) negative log-likelihood func-
tion calculations, (c) impulse response mean square error and (d) modulation transfer
function estimation and relative percentage error. Convergence to a impulse response
estimation with an associated modulation transfer function error that meets the es-
tablished 2% accuracy threshold was achieved after 192 iterations.

truth when using 5000 independent speckle image realizations.

5.3.2.3 Conjugate gradient implementation: 1000 realizations

The number of required realizations analysis was continued using the RY Y esti-

mation generated from 1000 independent speckle images. The results are shown in

Figs. 60(a)-(c). For this scenario, γ = σ2
ν/4, increasing the regularization term weight

due to the increased estimation error between the analytical and estimated RY Y com-
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(a) (b)

(c) (d)

Figure 59: Iterative maximum likelihood estimation results with RY Y estimations
generated with 5000 independent speckle image realizations, (a) truth, initial and
final estimated focal plane array impulse responses (b) negative log-likelihood func-
tion calculations, (c) impulse response mean square error and (d) modulation transfer
function estimation and relative percentage error. Convergence to a impulse response
estimation with an associated modulation transfer function error that meets the es-
tablished 2% accuracy threshold was achieved after 95 iterations.

pared to the previous analysis. A 1-D plot of the final impulse response estimation,

the analytical impulse response and the initial impulse response estimation are shown

in Fig. 60(a). The implemented scenario converges after 55 iterations. The increased

regularization weight caused a convergence to be met at a lower iteration number than

in the previous analysis. Estimation attempts were made with lower regularization

weights, but these efforts resulted in impulse response estimations with significantly

greater error.
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The negative log-likelihood function value at each iteration is shown in Fig. 60(b).

The negative log-likelihood function decreases as the number of iterations increases,

as experienced in the previous analysis. The MSE between the truth impulse response

and the current iteration impulse response is shown in Fig. 60(c); an MSE of 2×10−4

occurs at the 55th iteration. Fig. 60(d) shows the derived MTF error between the

truth MTF and the estimated MTF after the final iteration. The MTF error reaches

its maximum of 11% at 0.9 of the FPA Nyquist sampling frequency, showing the 2%

MTF error threshold is violated over a majority of the estimated MTF curve. This

analysis demonstrates that 1000 independent speckle realizations are not adequate to

accurately estimate the system under test’s MTF based off of previously established

success criterion.

5.3.3 RY Y Spatial Sampling

A critical aspect of the impulse response estimation approach is related to the

spatial sampling of the RY Y estimate. If RY Y is not properly sampled, aliasing will

occur and estimation of the impulse response will not be possible. Fig. 56(b) demon-

strates the width of the analytical RY Y function from the speckle simulation, which

is roughly 60 microns wide. The FPA samples the propagated speckle irradiance via

finite width detector elements, which impacts the spatial sampling at which RY Y may

be estimated. RXX is computed analytically; its spatial sampling can be arbitrarily

chosen to prevent aliasing and is not limited by the FPA detector sampling. Since

RY Y will be aliased, microscan super-resolution techniques [94] can be implemented

to match or exceed the spatial sampling of RXX in order to allow the likelihood es-

timator of the impulse response to produce a valid solution. The impact of aliasing

can be demonstrated by simulating microscan super-resolution and comparing those

results with upsampling via interpolation. Interpolation will induce additional RY Y
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(a) (b)

(c) (d)

Figure 60: Iterative maximum likelihood estimation results with RY Y estimations
generated with 1000 independent speckle image realizations, (a) truth, initial and
final estimated focal plane array impulse responses (b) negative log-likelihood function
calculations, (c) impulse response mean square error and (d) modulation transfer
function estimation and relative percentage error. Due to estimation error associated
with RY Y , the impulse response estimation, specifically the associated modulation
transfer function error does not meet the established 2% accuracy threshold.

error to the estimation error discussed in Section 5.3.2.

To explore the impact RY Y sampling has on impulse response estimation, three

analysis scenarios were considered. For each scenario, 5000 independent speckle re-

alizations were utilized in the impulse response estimation process, as this number

was demonstrated as sufficient to accurately estimate the model impulse response in

Section 5.3.2.2. Then RY Y estimations were generated assuming 6× microscanning

of the FPA under test (RY Y sampling will match computed RXX sampling, so no
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interpolation is required), 2× microscanning and no microscanning. RY Y estimations

for the 2× and no microscanning cases were upsampled to match the input RXX

sampling. The resulting RY Y estimations and their comparisons to the analytical

RY Y are demonstrated in Figs. 61(a)-(c). There does not appear to be a visible

MSE difference between the 6× and 2× cases; closer inspection of the actual data

reveals a negligible difference. A minor RY Y estimation difference is visible between

the 2× and 1× cases, specifically at the ACF edges. The impulse response estimation

results for the 6× microscanning scenario were previously demonstrated as part of

the Section 5.3.2.2 study; this analysis demonstrated excellent impulse response and

MTF estimation accuracy.

5.3.3.1 RY Y 2× Sampling Rate Increase

The analysis continues with the application of the 2× microscan RY Y estimate

to the analysis approach. The impulse response estimation results via application of

this RY Y estimate are shown in Figs. 62(a)-(c). A regularization weight of γ = σ2
ν

was chosen for this scenario. A 1-D plot of the final estimated impulse response,

the analytical system impulse response and the initial impulse response estimate are

shown in Fig. 62(a). An established convergence criterion was met after 93 iterations

for this scenario. Fig. 62(b) demonstrates the negative log-likelihood function value

at each iteration of the iterative impulse response estimation process. As expected,

the negative log-likelihood function decreases with each iteration. The MSE between

the truth impulse response and the current iteration impulse response is shown in

Fig. 62(c); an MSE of 9.5 × 10−6 occurs at the 93th iteration. Fig. 62(d) shows

the derived MTF error between the truth MTF and the estimated MTF after the

final iteration. The MTF error reaches its maximum of 1% at FPA Nyquist sampling

frequency, showing the 2% MTF error threshold is met throughout the entire MTF
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(a) (b)

(c)

Figure 61: One-dimensional RY Y ACF estimation and analytical comparison using
5000 independent speckle realizations and (a) 6× FPA RY Y sampling enhancement,
(b) 2× FPA RY Y sampling enhancement, (c) 1× FPA RY Y sampling. The RY Y

accuracy increases slightly as the estimation’s spatial sampling rate increases.

curve. Completion of this analysis shows that a 2× FPA microscan is adequate to

accurately estimate the system under test’s MTF based off the previously established

criterion.

5.3.3.2 RY Y Native 1× Sampling Rate

Finally, the analysis was completed using the RY Y estimation generated from

5000 independent speckle images and no FPA microscanning. The results are shown

in Figs. 63(a)-(c). For this scenario, γ = σ2
ν/2, increasing the regularization term

weight due to the increased estimation error compared to the previous analysis. A
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1-D plot of the final estimated impulse response, the actual modeled system impulse

response and the initial impulse response estimate are shown in Fig. 63(a). For

this analysis, an established convergence criterion was met after 65 iterations. Fig.

63(b) shows the negative log-likelihood function value at each iteration. The general

trend is the negative log-likelihood function decreases as the number of iterations

increases, as experienced in the previous tests. The MSE between the truth impulse

response and the current iteration impulse response is shown in Fig. 63(c); an MSE

of 2 × 10−4 occurs at the 65th iteration. Fig. 63(d) shows the derived MTF error

between the truth MTF and the estimated MTF after the final iteration. The MTF

error reaches its maximum of 9.5% at 0.92 of the FPA Nyquist sampling frequency.

The 2% MTF error threshold is violated throughout at all spatial frequencies past

0.3 Nyquist. Completion of this analysis shows that at least 2× microscanning is

required to accurately estimate the system under test’s MTF based off the accuracy

criterion established in Ref. 70.
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(a) (b)

(c) (d)

Figure 62: Iterative maximum likelihood estimation results with RY Y estimations gen-
erated with 5000 independent speckle image realizations and 2× FPA microscanning
resolution. (a) truth, initial and final estimated focal plane array impulse responses
(b) negative log-likelihood function calculations, (c) impulse response mean square
error and (d) modulation transfer function estimation and relative percentage error.
Convergence to a impulse response estimation with an associated modulation transfer
function error that meets the established 2% accuracy threshold was achieved after
93 iterations.
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(a) (b)

(c) (d)

Figure 63: Iterative maximum likelihood estimation results with RY Y estimations
generated with 5000 independent speckle image realizations and no microscanning.
(a) truth, initial and final estimated focal plane array impulse responses (b) negative
log-likelihood function calculations, (c) impulse response mean square error (d) mod-
ulation transfer function estimation and relative percentage error. Due to estimation
error associated with RY Y , the impulse response estimation, specifically the associ-
ated modulation transfer function error does not meet the established 2% accuracy
threshold.

121



5.4 Implementation Challenges

5.4.1 Theoretical Limitation: Delta-Correlated Speckle Assumption

Validity

At shorter propagation distances than were explored in this analysis, the prop-

agated RS ACF in Eq. (51) violates the delta-correlated initial speckle field ACF

assumption [32], which is dependent on the surface characteristics used to generate

it and the experiment’s propagation geometry. Section 4.2.3 details the theoretical

limitations of the delta-correlated initial speckle field ACF assumption.

5.4.2 Practical Experimental Challenges

Due to the ACF variation across the observation ROI, only a single realization

is generated per speckle image. As shown in the Section 5.3.2, a minimum of 5000

independent speckle images is required to accurately estimate the ACF, RY Y , which

is challenging to generate practically. Attempts have been made in the speckle

MTF testbed to generate independent realizations using piezoelectric transducer-

driven scanning mirrors [11] and microscanning stages. However, limited access to

the Infragold® integrating sphere inner surface via the entrance port limits the po-

tential for creating new images. Additionally, careful attention must be paid to the

resulting effect on output speckle uniformity as well as the location of primary and

secondary laser reflections within the integrating sphere. Due to the WSS assumption

and quantification of the associated error, the Chapter IV generalized MTF estimation

method is able to utilize multiple realizations (on the order of 100-1000 per image, de-

pending on speckle image and window size choice) per image, significantly minimizing

the estimation variance experienced when practically applying the impulse response

estimation method. The Hamming window application in the generalized method’s

output PSD estimation process also significantly contributes to the estimation error
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minimization.

Section 5.3.3 demonstrated at least a 2× microscan is required to produce accu-

rate RY Y estimations. This requirement not only increases the number of required

recorded frames to 20,000, but also incorporates the additional experimental challenge

of implementing accurate microscan super-resolution techniques. Current testbed

challenges regarding aforementioned implementations include microscanning stage

inaccuracies, laser stability and room vibrations. Techniques have been developed

previously to correct for scanning inaccuracies [95] and uncontrolled vibrations [96];

however, such challenges increase experimental complexity. Assuming collection of

the necessary number of independent speckle realizations and implementation of ac-

curate super-resolution techniques is possible, collection of the required analysis data

is taxing with regards to time and memory resources. A number of challenging,

but surmountable, implementation hurdles are required to accurately experimentally

implement the impulse response method. Overall estimated MTF spatial frequency

range will be limited by validity of Eq. (51) with respect to propagation distance and

system spatial frequency input.

5.5 Conclusion

This effort introduces a novel MLE approach to solving for the impulse response

of an FPA. The advantage of this technique over conventional speckle-based FPA

resolution techniques is its validity beyond conventional paraxial constraints of Fres-

nel propagation and its applicability to non-WSS random processes. The technique

theory is developed and tested experimentally with simulated laser speckle images.

Experimental tests demonstrate at least 5000 independent speckle realizations are

required to accurately estimate the output speckle ACF, and subsequently the FPA

impulse response. Additionally, the sampling rate at the FPA must be at least 2×
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the native FPA to accurately estimate the speckle output ACF, and therefore the

FPA’s impulse response. In addition, the theoretical limitation of the validity for

the delta-correlated input ACF with respect to the propagated speckle ACF is dis-

cussed. Finally, the practical experimental challenges associated with generation of

large numbers of independent speckle image realizations and the difficulties associ-

ated with implementing the required microscanning super-resolution of the speckle

images were investigated.
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VI. Conclusions

As introduced in Chapter I, the primary research problem is to extend the ca-

pability of infrared (IR) speckle-based focal plane array (FPA) modulation transfer

function (MTF) estimation beyond the paraxial limitations of currently established

estimation methods, with the goal of estimating the MTF of lambda-scale FPA de-

vices, where the detector pixel pitch is approximately equal to the desired detection

wavelength, at higher spatial frequencies. This chapter begins with a summary and

associated results of the major efforts undertaken to improve the resolution estima-

tion capability of state-of-the-art IR FPAs. Next, the major technical contributions

of the research to the field of IR FPA evaluation are explicitly identified. Finally,

suggestions for future work are discussed.

6.1 Summary of Key Results

Critical factors impacting speckle imagery power spectral density (PSD) estima-

tion were investigated in Chapter III, including number of independent realizations,

window type, window size and aperture shape. The importance of maximizing inde-

pendent realizations when attempting to accurately estimate second-order statistics

of laser speckle was demonstrated, emphasizing the inverse relationship between num-

ber of independent realizations and PSD estimation variance. Furthermore, practical

challenges associated with collecting independent realizations are discussed, including

piezo-electric transducer (PZT) travel range limitations and the impact on sequen-

tially collected speckle image correlation, laser stabilization and the effect on available

collection time and dewar window shielding and the impact on useable analysis pix-

els. Additionally, the PSD estimation variance versus resolution trade-off was fully

investigated, ultimately demonstrating that specific to the speckle testbed scenario,
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sacrificing spatial frequency resolution in order to increase speckle realizations and

improve robustness to image non-uniformities is logical due to the slowly varying and

generally smooth nature of MTF curves. Investigation of signal-independent noise

in Section 3.6 showed larger area apertures lead to increased FPA signal, generating

higher signal-to-noise (SNR) measurements and increased PSD estimation accuracy.

Application of output PSD estimations to resultant MTF estimations in Section 3.6.2

demonstrated high MTF variance from brute-force periodogram estimation methods

and inaccurate MTF estimations from the combination of input PSDs with sharp

features and smooth output PSD estimates. Ultimately, the most accurate MTF es-

timations where produced from the combination of large area propagation apertures

and Welch’s spectral estimation technique.

A generalized MTF estimation technique was developed in Chapter IV, designed

to address the challenge of lambda-scale FPA MTF estimation in nonparaxial test

geometries. This nonparaxial test geometry is created via matching the lambda-

scale detector’s Nyquist sampling frequency with the laser speckle cutoff frequency.

This technique utilized numerical Rayleigh-Sommerfeld (RS) propagation to compute

speckle autocorrelation functions (ACFs), then indirectly developed speckle PSDs

input upon the FPA. Despite the speckle process being non-wide-sense-stationary

(WSS), the error associated with making stationary assumptions and employing lin-

ear systems analysis was quantified and determined negligible relative to window bias

error introduced through Welch’s spectral estimation technique utilized to estimate

the output PSD from the speckle imagery. Experimental demonstration of this esti-

mation approach in Figs. 53(a)-(b), showed a 27% spatial frequency range increase

relative to an estimation made via the conventional closed-form input PSD solution

reliant on Fresnel propagation assumptions.

Chapter V introduced an iterative maximum likelihood estimation (MLE) ap-
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proach for FPA impulse response estimation valid beyond conventional paraxial con-

straints of Fresnel propagation and applicable to non-WSS random processes. De-

termination of method feasibility using simulated speckle images is demonstrated in

Section 5.3; these efforts determined at least 5000 independent speckle realizations

are required to accurately estimate the output speckle irradiance ACF, and therefore

the FPA impulse response and MTF. Additionally, to accurately estimate the output

speckle irradiance ACF, a sampling rate of at least 2× the rate associated with the

native detector pixel pitch was required. After that, practical limitations associated

with independent speckle image realization generation, such as limited integrating

sphere surface accessibility were explained. Finally, speckle image microscanning

super-resolution implementation challenges, like scanning stage inaccuracies, laser

stability and room vibrations were described in Section 5.4.

6.2 Summary of Key Contributions

An original FPA resolution evaluation technique, coined the generalized FPAMTF

estimation method, is established in Chapter IV. The experimentally-demonstrated

spatial frequency range improvement of MTF estimations made via the generalized

method compared to state-of-the-practice estimation procedures reliant on Fresnel

propagation approximations is the key technical contribution provided by this re-

search effort. Additionally, determining the error impact of random process WSS

assumptions via utilization of the WDF and indirect determination of the speckle ir-

radiance PSD via spatial averaging of applicable ACFs uncovered previously unexam-

ined errors in conventional Fresnel regime speckle-based MTF estimation techniques.

The maximum likelihood approach to FPA impulse response estimation, intro-

duced in Chapter V, is also a novel approach to IR detector resolution analysis. This

technique is unique with respect to other detector analysis methods reliant on linear
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system theory as it is performed in the spatial domain and applicable to non-WSS

random processes. Simulation results show the technique’s potential for evaluating

FPAs in geometries where Fresnel approximations are invalid.

The extensive output PSD estimation exploration in Chapter III, which was ben-

eficial for FPA MTF estimation procedure optimization, is also an original compre-

hensive reference for any effort involving PSD estimation. Exploration of individual

parameter impacts on PSD estimation is not unique, but the compilation of all ana-

lyzed factors and optimization for this specific measurement is novel.

6.3 Future Work

One area of future work involves developing the required experimental processes

to generate a large number of independent speckle realizations, which will lead to

the reduction of of estimation variance and windowing error bias. A general concept

would involve incorporation of a smaller Infragold® integrating sphere (IS) at the

primary IS entrance post, which would assist in generation of a uniform speckle field.

Additionally, a combination of PZT-driven scanning mirrors and microscanning stages

could be coupled to generate a large number of independent realizations.

Accurately implementing speckle image microscan super-resolution is another area

of future effort. This would allow for experimental validation of the impulse response

estimation technique and extension of MTF spatial frequency range estimation, as-

suming adequate independent speckle realization generation and window bias reduc-

tion. Current impediments to microscan super-resolution efforts include building

vibrations and microscanning inaccuracies, which need to be quantified, minimized

and/or mitigated. A functional interleaving interpolation technique [15,95] has been

identified and initially experimented with.

Although results compare favorably to expected detector resolution performance,
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verification of MTF results via comparison to other analysis techniques, such as FPA

modeling programs [97], would provide robustness to the estimation technique and

is another future area of research. Initial exploration of the presented technique cer-

tainly demonstrates the capability to effectively compare the resolution performance

of several FPAs, investigating vital IR industry challenges such as determining the

minimum device reticulation and passivization needed to achieve optimal device res-

olution performance.

Conducting a Design of Experiments (DoE) analysis of MTF estimation testbed

would be another beneficial future effort, supporting further understanding and con-

trol of system errors. There are many factors involved in the process of estimating

the MTF of an IR FPA using random laser speckle; having a better understanding

of how these significant contributors affect output PSD estimations would increase

the testbed robustness. Significant testbed error contributors include speckle field

uniformity, propagation distance mismatch and experiment SNR. A DoE study may

include completing a full factorial experiment of these components and performing

an analysis of variance (ANOVA) on output PSD estimations. The effort may con-

clude with a regression analysis being performed on all significant variance factors to

understand their impact on output PSD estimations.

Investigation of extending both the generalized and impulse response estimation

techniques to geometries valid beyond the delta correlated initial speckle field ACF

assumption limitations is a final area of potential future work. This would involve a

more robust development of the initial speckle field ACF than has been previously

investigated in the literature. This effort would most likely require vector wave prop-

agation techniques and potentially the development of a detailed IS model, increasing

the computational complexity of the estimation effort.
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Appendix A. Speckle Testbed, Data Collection and
Processing Description

The purpose of this appendix is to provide a more complete description of the

speckle-based focal plane array (FPA) modulation transfer function (MTF) estimation

testbed and analysis process for reader reference.

A.1 Testbed Description

The following is a detailed description of the speckle testbed and its components

as specifically constructed for the experimental effort in Section 4.3.4. Figs. 64(a)-

(b) identify important testbed sub-components. The light source is an Adtech Optics

quantum cascade laser. The laser is operated at at 9.45 µm (15C) with a maxi-

mum output power of 48mW. The laser is temperature stabilized via utilization of

a Peltier thermoelectric cooler, heat sink and air cooling. An 8-inch diameter Lab-

sphere Infragold®-coated integrating sphere (IS) is used to generate the speckle field.

A chemically etched, 32.3mm square diffracting aperture was placed at the IS’s out-

put port. A long-wave infrared (LWIR) linear polarizer with an extinction ratio of

approximately 300:1 was placed just past the diffracting aperture to generate the

polarized speckle required for the experiment [32]. The FPA was mounted in a pour-

filled dewar with a 1” diameter Spectragon narrow band (∼240nm full width half

maximum) filter, centered at the laser wavelength, as the cold stop in an F/2 configu-

ration. This specific filter was chosen to minimize experiment noise due to significant

background radiation. The laser was mounted on a Thorlabs NRT-150 motorized

lateral translation stage and a Zaber X-VSR20A motorized vertical translation stage.

The motion provided by these stages was synchronized with the frame captures to

generate independent speckle realizations required for accurate statistics.
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(a)

(b)

Figure 64: (a)Image of the speckle FPAMTFmeasurement setup. (b)Image of speckle
FPA MTF measurement setup, alternative angle. Testbed components are numbered:
1) integrating sphere 2) mount holding diffracting aperture and wire-grid polarizer 3)
pour-filled dewer containing narrowband cold filter and test FPA 4) LWIR quantum
cascade laser 5) scanning stages.
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A.2 Data Collection

A.2.1 Speckle Uniformity

A requirement for numerical evaluation and implementation of the speckle irra-

diance autocorrelation functions in Eqs. 51 and 54 is that the speckle irradiance at

the IS output port must be uniform. Speckle uniformity is defined as NU = σ̂/µ̂,

the ratio between the speckle estimated standard deviation, σ̂, and its mean, µ̂. A

FLIR T1020 mircobolometer camera with a 36mm focal length lens was utilized to

image the speckle at the output port. Fig. 65(a) shows an IS output port speckle

image. A speckle image after low-pass filtering is shown in Fig. 65(b), highlighting

any nonuniformity. Figure 65(c) shows a cross section of the low pass filtered speckle

image in Fig. 65(b), demonstrating the speckle uniformity.

Using the data in Fig.65(a), the speckle nonuniformity was estimated to be 2.2%.

Empirical demonstration of accurate FPA estimation with speckle nonuniformity of

2.4% was shown using prior speckle testbed iterations [11]. A testbed structure update

focused on improving speckle uniformity would include incorporation of a second

smaller IS at the primary IS input port. This implementation would require use of

higher power laser sources.

A.2.2 Data Collection Process

Frame integration is synchronized with stage movements, with the goal of each

collected frame being an independent laser speckle realization. Correction of speckle

data is accomplished via application of piecewise linear nonuniformity correction using

100 blackbody frames per temperature collected over an appropriate blackbody range

determined by inspection of speckle irradiance range.
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(a) (b)

(c)

Figure 65: (a) Unpolarized speckle image at integrating sphere output. (b) Unpolar-
ized speckle image at integrating sphere output after low pass filtering to accentuate
any nonuniformity. (c) Low pass filtered speckle image cross section in Fig. 65(b)
showing the speckle uniformity.

A.3 Data Processing

A.3.1 Input PSD Determination

Computation of the input power spectral density (PSD) for the generalized FPA

MTF estimation process is detailed in Section 4.3.3.1. For the conventional speckle-

based method [76] that utilizes Fresnel electric field propagation equations, the input

PSD upon the FPA is equivalent to the scaled autocorrelation function (ACF) of the

diffraction aperture [32].
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A.3.2 Output PSD Estimation

The output PSD estimation process utilized in the Section 4.3.3.2 is shown in Fig-

ure 66. First, a central region of interest (ROI) was utilized from each speckle image

to minimize the impact of vignetting due to the infrared dewar configuration. Next,

each image is demeaned to remove DC bias in the PSD estimation. Then, a segment

is selected from each image and multiplied by a Hamming window, smoothing the

PSD estimate. The trade-off between segment size, window bias and speckle image

nonnuniformity is explored in Section 3.4. For this analysis, 31× 31 image segments

and Hamming windows were utilized. After that, a 2-D fast Fourier transform (FFT)

is applied to each image segment and the magnitude squared of the segment FFT is

computed, providing a periodogram for the PSD estimation. This process is repeated

for entirety of the current image ROI and available image stack. The resulting pe-

riodograms are averaged and normalized, resulting in an output PSD estimation for

the given test. This output PSD estimation along with the appropriate input PSD

are then utilized in Eq. (44) to estimate the system MTF.

This output PSD estimation process was optimized via the analysis conducted in

Chapter III. For the analysis in Section 4.3.3.2, the combination of a 512×512 image

ROI, 50% window overlap and 16 speckle images provided adequate realizations to

minimize the impact of estimation variance on the output PSD estimation effort, per

the realization analysis conducted in Section 3.2.1.
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Figure 66: Block diagram of Welch’s procedure, which is applied to non-uniformity
corrected speckle imagery to generate output PSD estimations.
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Appendix B. Detector Physics

There are several different architectures used to develop infrared (IR) detectors.

Two prominent structures, p-n photodiodes and nBn strained-layer-superlattice (SLS)

devices are investigated here. Basic device similarities and differences are addressed.

B.1 Bulk p-n Photodiodes

The bulk p-n photodiode is the most popular IR photodetector architecture cur-

rently utilized. This section gives a basic description of its typical band structure

and introduces a device cross-section to facilitate understanding of basic detector

operation.

B.1.1 Band Structure

A basic band diagram of a homogeneous p-n junction photodiode is shown in

Fig. 67. In the IR, this structure is typically made out of homogeneous compound

material, such as HgCdTe or InSb. One side of the device is an electron donor (n-type)

and the other side of the device is an electron acceptor (p-type), where holes are the

majority carriers. Due to free-carrier concentration gradient, the diffusion of electrons

from the n-type region to the p-type region and the diffusion of holes from the p-type

region to the n-type region develops a built-in potential across the junction. The

inter-diffusion of electrons and holes between the n and p regions across the junction

results in a region with no free carriers, called the depletion region. When a reverse

bias is applied to the p-n junction, it expands the size of the depletion region and

increases the potential. This is labeled the “space-charge” region in Fig. 67. Photons

absorbed in the depletion region create electron-hole pairs, which are separated by

the potential and contribute to the signal.
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Figure 67: Diagram of conventional reverse-biased p-n photodiode. Image taken from
source with permission [98].

B.1.2 Physical Diagram

The cross-section of a conventional p-n junction photodiode array is shown in Fig.

68. Notice the large n-type absorber region is the majority of the detector device.

The p-type portion of the InSb device is used to define the pixels. Indium bumps are

utilized to join the Si read-out integrated circuit (ROIC) device and InSb detector.

Designing and developing the FPA and ROIC separately is a necessity in order to

individually optimize each component.

Figure 68: Conventional reverse-biased p-n photodiode. Image taken from source
with permission [99].
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B.2 SLS nBn III-V Detectors

SLS nBn (a barrier layer between two n-type semiconductors) III-V detectors are

promising IR detector architectures, theoretically capable of high sensitivity perfor-

mance at a low cost relative to conventional IR photodetectors [98,100]. A description

of its basic band structure is presented below, along with a device cross-section to

assist with explanation of typical detector operation.

B.2.1 Band Structure

The band diagram in Fig. 69 shows a typical nBn SLS stucture. This device

consists of a photon-absorbing layer with a thickness on the order of the device’s

diffusion length; an n-type contact layer and a majority carrier barrier. The barrier is

located near the minority carrier contact and away from the region of optical absorp-

tion. This barrier arrangement allows photogenerated holes to flow to the contact

while surface current and the bulk of the majority carrier dark current are blocked.

Homogenous doping type across all layers is key to maintaining low, diffusion-limited

dark current [98].

B.2.2 Physical Diagram

The typical physical cross-section, as seen in Fig. 70, features a thick GaSb or

GaAs substrate upon which the detector material is deposited on, an n-type absorber

layer, an electron-blocking barrier layer and an n-type contact layer, reticulated to

define each individual pixel. Indium bumps are once again utilized, physically bonding

the SLS nBn detector and Si ROIC. Notice how each pixel is semi-reticulated to only

the device barrier, in an attempt to maintain low dark current and overall device

structural integrity.
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Figure 69: Diagram of reverse-biased nBn detector. Image taken from source with
permission [98].

Figure 70: Example nBn detector array architecture. Image taken from source with
permission [74].

139



B.2.3 Theoretical Device Performance Considerations

The theoretical noise advantage nBn SLS devices have over standard photodiodes

is shown in Fig. 71. The red line represents diffusion dominated dark current; the

blue slope depicts generation-recombination (GR) dominated dark current, caused

by Shockley-Read-Hall traps in the depletion region. Since there is no depletion

region in an nBn device, the GR noise contribution to the dark current is greatly

suppressed. At temperatures below Tc, the cross-over temperature between diffusion

current and GR current, an nBn device will have lower dark current than a p-n

junction photodetector. As shown in Fig. 71, an nBn device can be run at the same

temperature as a p-n device and receive a boost in noise performance. Alternatively,

an nBn SLS device can be run at higher operating temperatures and have the same

noise performance as a colder p-n device [98,101].

Although this theoretical performance capability has yet to be achieved due to

manufacturing challenges, this information points to the obvious reasons for investing

in nBn SLS IR detector technology.

B.2.4 Absorption Coefficient

Absorption coefficient describes a detector material’s ability to absorb incoming

photons. Due to the unique design of a type-II SLS device structure, portions of the

absorber are unable to collect electrons or holes. In Fig. 72, Ariyawansa [102] shows

typical electron and hole accumulation regions within the periodic SLS structure.

Notice the electron-hole overlap only occurs in the hole wells, which are a relatively

small fraction of the entire device thickness. A bulk IR device, such as HgCdTe, is able

to use its entire absorption region to store carriers, giving it a higher overall absorption

coefficient. Therefore, SLS devices have generally lower absorption coefficients then

bulk IR materials such as HgCdTe, as shown in Fig. 73. SLS devices with very
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Figure 71: Arrhenius plot of dark current versus T−1 in a standard p-n detector and
an nBn detector. Image taken from source with permission [98].

small periods, such as the 11/12 Å metamorphic device (pink curve), show similar

absorption coefficient performance to bulk IR devices, such as HgCdTe (green curve)

or InAsSb (purple curve), but they are challenging to produce. In order to match the

quantum efficiency (QE) of a bulk IR device, typical SLS absorbers must be grown

thicker, which increases the opportunity from crosstalk between pixels.

B.2.5 Effective Hole Mass and Diffusion Length

The effective hole mass is roughly an order of magnitude larger in SLS devices

than in bulk IR detector materials [75, 98]. These large hole effective masses help

to decrease current tunneling, but also lead to low hole mobility along the growth

direction [75]. Minority carrier lifetimes are also typically smaller in SLS devices than

bulk devices; however, their effect on diffusion length is smaller than the mobility

effects. Effective hole mass m∗, carrier lifetime τr and collision time τc are related to

lateral diffusion length,
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Figure 72: Example nBn SLS band diagram. Notice the carriers gathering in only
specific areas of the absorber. Image taken from source with permission [102].

Figure 73: Calculated interband absorption coefficients as a function of
photon energy at 80 K for bulk InAs0.60Sb0.4 and Hg0.76Cd0.24Te, and
type-II superlattices: 42ÅInAs/21ÅGaSb, 96ÅInAs/29ÅInAs0.61Sb0.39 and
11ÅInAs0.66Sb0.34/12ÅInAs0.36Sb0.64 metamorphic. Image taken from source with
permission [103].
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Ld =

√
kT

m∗
τrτc =

√
Dτc. (81)

Terms in the carrier diffusion equation can also be simplified down to a diffusivity

term, D, represented in units of m2

s
. Too short of a diffusion length will lead to a low

QE; however, too long of a diffusion length, particularly in the lateral direction, can

negatively affect modulation transfer function (MTF) performance. This is typically

a larger issue in small pixel pitch devices [74].

B.2.6 Mobility Anisotropy

Mobility anisotropy refers to the ratio between vertical carrier mobility and lateral

carrier mobility in a photodetector. Bulk p-n junction devices are typically isotropic,

meaning their vertical and lateral mobility are equal. SLS nBn devices typically

exhibit lateral carrier mobilities significantly greater than typical vertical carrier mo-

bilities in these devices [75]. The superlattice designs, as shown in Fig. 72, decrease

vertical mobility without affecting lateral carrier mobility. Relatively higher lateral

carrier mobility leads to higher crosstalk between pixels.
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Appendix C. Experimental Detector Architecture and
Device Performance Trade-offs: Detailed Information

C.1 Front-side Illuminated, Fully Reticulated Detector

Greiner and Davis [16,57] investigated the relationship between pixel reticulation

and resolution performance. Point spread function (PSF) and MTF data measured

from FPAs with two significantly different InSb detector architectures are represented

in Figs. 76 and 75. The first design is a back-side illuminated array featuring a con-

tinuous bulk absorbing layer covering all the pixels. This is an unreticulated isotropic

device, where carrier diffusion between pixels is as probable laterally as the desired

vertical carrier diffusion. This particular device has a 100% fill factor. The second

device, shown in Fig. 74, is a front-side illuminated, fully reticulated detector con-

struction unique to L-3 Cincinnati Electronics [104, 105]. The basic FPA fabrication

process starts with growing an InSb detector on an InSb substrate. This composite

wafer is then bonded to optical silicon. The substrate is removed and the detectors

are fully reticulated. Afterwards, the detector surface is passivated with dielectric

material. A silicon ROIC is indium bump-bonded to the detector. This construc-

tion results in a thermally matched device. Having the detector sandwiched by two

larger slabs of silicon reduces thermal stresses due to matching thermal coefficients

of expansion.

Due to the full reticulation, lateral carrier diffusion is not possible, leading to a

high resolution device, as shown in Fig. 75. Red lines indicate device MTF up to

the FPA’s Nyquist spatial frequency; Green lines indicate the aliased portion of the

MTF recovered via microscanning. The FPA with the reticulated detector elements

has a much higher overall MTF than the FPA with the unreticulated elements; the

reticulated device has an MTF of 0.5 at 27 cycles/mm, whereas the unreticulated

device has an MTF of 0.5 at 15 cycles/mm. The front-side illuminated device’s
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capability to achieve an ideal sinc MTF can be seen in Fig. 76. Notice how the

reticulated device has a square impulse response PSF, the FFT of which is a sinc

function. The unreticulated device PSF has a Gaussian shape; this is due to the

lateral carrier diffusion between the adjacent pixels. A large difference between these

two devices is the active area of each pixel. The reticulated device has had 50% of

its typical width and length etched away, leading to a 25% fill factor. In comparison,

the unreticulated device has a 100% fill factor, making it a more sensitive device.

These results show the importance of full pixel reticulation for peak device resolution

performance.

Figure 74: L3 detector basic cross section. Image taken from source with permission
[58].

Figure 75: Modulation transfer function comparison between InSb detectors. Images
taken from source with permission [57].

Through Vital Infrared Sensor Technology Acceleration (VISTA) program direc-

tion, this detector design technique has been expanded to high operating temperature
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Figure 76: Point spread function comparison between InSb detectors. Images taken
from source with permission [57].

MWIR type-II nBn SLS devices. Forrai [58] presented device results showing com-

parable performance in bulk InSb devices with regards to operability and turn-on

voltage. Thinner type-two superlattice structures require less etch depth then con-

ventional InSb structures, leading to higher device fill factor, which should help to

increase the sensitivity of a reticulated design. Resolution performance results have

not been published.

C.2 HDVIP Architecture

Diagnostic/Retrieval Systems, Inc. (DRS) extended their unique detector de-

sign [59, 60], shown in Fig. 77, to a 5µm pitch format. The high-density vertically

integrated photodiode (HDVIP) pixel structure consists of a metal via interconnect

passing through a HgCdTe film, down to the bonded ROIC. A cylindrical n-type

region is formed around the via by type-converting the surrounding p-type HgCdTe,

resulting in a n+/n/p diode.

Despite the small pitch, detector modeling suggests lateral carrier diffusion’s effect

on device MTF will be minor, as shown by Monte Carlo simulations in Fig. 78.

Expected MTF results are less than an FPA with ideal 5µm square detector elements,
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but match the MTF performance of an FPA with ideal 6µm square detector elements.

Further carrier diffusion tests shown in Fig. 79, including a point source test using

a square single pixel mask, revealed electrical crosstalk may be a larger issue in

this particular design then originally anticipated. Notice how adjacent pixels receive

as much as 9% of the generated photocarriers. Results from this particular device

architecture point to the need for full pixel reticulation to achieve ideal FPA resolution

performance.

Figure 77: HDVIP top view and cross section. Images taken from source with per-
mission [59].
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Figure 78: HDVIP MTF modeling versus theoretical comparison. Image taken from
source with permission [59].

Figure 79: HDVIP lateral carrier test diffusion results. Images taken from source
with permission [59].
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C.3 Full Dry-Etch and Dielectric Passivation Technique

HRL researchers have recently published results showing greater than 90% of an

ideal sinc MTF, introduced in Eq. (11), and relatively low dark current noise for nBn

SLS devices [61, 62]. HRL’s devices are constructed using a refined deep dry etch

process; it features high aspect angles of greater than 80%, as seen in Fig. 80, leading

to devices with fill factors above 75%. This high fill factor helps to increase device

QE. HRL’s devices also feature a dielectric-based passivation technique, significantly

suppressing leakage current and lowering dark current. Dark current values of roughly

an order of magnitude greater than Tennant’s “Rule 07” [2] have been reported for

MWIR devices with 5.11µm cutoff wavelengths operating at 150K. These devices

show operability and reliability numbers on par with their bulk InSb counterparts.

Estimated device MTFs were also presented for the dual-band versions of these

devices [61]. MTF was measured using a technique very similar to Estribeau’s method

mentioned in Sec. 2.2.2.2, where patterned metal, shown in Fig. 81, is deposited on

the detector array surface. A typical knife edge calculation, described in Sec. 2.2.1.2,

is performed, resulting in MTF estimations for both device bands. MTF plots in Fig.

82 show detector MTF estimations greater than 90% of an ideal detector for both

bands, with the long-wave infrared (LWIR) band performing slightly better most

likely due to the full reticulation of its elements. The MWIR detectors were only

reticulated halfway to help maintain the structural stability of the device. These

results point to the potential of a high resolution nBn SLS detector with decent sen-

sitivity, if individually etched pixels are properly passivated with adequate dielectric

materials.
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Figure 80: Scanning electron microscope images of high aspect angle pixel etches.
Images taken from source with permission [61].

Figure 81: Masking for direct estimate of MTF. Images taken from source with
permission [61].
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Figure 82: HRL’s nBn SLS dual-band measured results. Images taken from source
with permission [61].

C.4 Detector Architecture and Sensitivity Trade-offs

This section shows how detector pixel reticulation impacts device sensitivity. Re-

search from multiple detector fabricators is presented, showing how full pixel reticu-

lation can lead to dramatic increase in device dark current.

University of New Mexico’s Professor Krishna and students investigated the effect

pixel reticulation has on nBn SLS device dark current [63]. The device structure under

consideration, shown in Fig. 83, consists of a 0.36µm thick n-type bottom contact

layer made of SLS InAs:Si (8 monolayers [MLs]) / GaSb (8 MLs), followed by an non-

intentionally doped (residually n-doped) 1.4µm thick absorbing layer consisting of SLS

InAs (8 MLs) / GaSb (8 MLs), followed by a 100nm thick Al0.2Ga0.8Sb barrier layer

and a 0.09µm n-type top contact layer made of the same SLS as the bottom contact

layer. The doping concentration in silicon-doped InAs layers was set to 4× 1018cm−3

to ensure good ohmic contacts.

Two separate devices of this structure were tested. One was deep-etched past the

absorbing layer, down to the bottom contact layer, shown in Fig. 83.b. The other

was a baseline device, etched in a classical manner, only down to the device barrier,

as shown in Fig. 83.a.

Dark current was measured for both devices as a function of temperature, shown
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in Fig. 84. Results from the deep-etched device are shown by the black dots; results

for the baseline shallow-etched device are shown with the red dots. Dark current

differences between the devices is an order of magnitude at 77K. The shallow-etched

device has half the dark current as the deep-etched device at 150K. This is most

likely caused by the increased surface leakage in the device due to the creation of

large etched mesas.

Nolde completed a similar test using a LWIR p-type SLS device [106], showing two

orders of magnitude dark current increase in the deep-etched device 80K operating

temperature and bias. These examples highlight the important trade-off between res-

olution and sensitivity in nBn SLS IR detectors. In an attempt to improve resolution

via pixel reticulation, device sensitivity was degraded.

Figure 83: Schematic of nBn detector with (a shallow wet etching and b) deep etching.
Image taken from source with permission [63] ©[2007] IEEE.
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Figure 84: Dark current density comparison of two nBn detectors depending on
temperature. Image taken from source with permission [63] ©[2007] IEEE.
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This method is demonstrated on a lambda-scale longwave infared FPA, showing at 27% spatial frequency range
improvement over the established methodology. A resolution estimation approach, which utilizes employs a maximum
likelihood estimation approach to solve for a system impulse response, is demonstrated with simulated imagery.
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