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1. Introduction 
Soil is a critical factor for successful agriculture. Soil and crop health is supported by a good soil structure, which 

allows water and air to flow freely to and through the soil profile. Soil holds water for agricultural growth and 
facilitates the movement of machines and animals. There are several components that are required for plant growth, 
most of which are obtained by root uptake from the soil [1]. Agriculture is considered as the main and the foremost 
cultural practices since the ancient period. Because of soil is such a vital facet of agriculture, it’s crucial to grasp what 
kind of soil to use for agricultural cultivation to possess the most effective crop yield. A range of methods, including 
traditional methods, expertise, and technology can be used to determine the soil type [2]. Understanding soil 
categorization aids in predicting soil behavior. Soil behavior can be used to forecast how well a soil would perform 
when growing agricultural crops. Soil classification is a technique used for determining the kind of soil [3][4].   

In Peninsular Malaysia, the soil classification system is based on the USDA Soil Taxonomy, which has been 
updated to account for local characteristics. Soils expressed in lowlands, for example, are not the same as highlands. 
Temperature, humidity, pH, rainfall, and other factors often differ from each other. The type of trees available and the 
way they are planted are often determined by the suitability of the soil. Currently, there are no specific data simulations 
that can make a classification of available soil types. It should be emphasized that the current method of determining 
soil type takes time and is highly dependent on agricultural experts in the Malaysian Agriculture Office. For example, 
Institut Agro Usahawan, or iGROW, is a private skills training center that offers short-term and long-term farming 
workshops. For soil knowledge on which soils are suitable for which plantations and crops, the iGROW organization 
relies on Malaysian Department of Agriculture. 

Abstract: A system for classifying and arranging information about soil is known as soil classification. This 
category of soil was formed in response to a need for a simple, consistent, and easy-to-understand way to classify 
lands, which is especially important for plantation and agricultural decision-making. However, the current method 
of assessing soil type is time consuming and heavily relied on agricultural experts. The implementation of machine 
learning is expected for better soil classification to suggest the crop. The three algorithms are tested, which is 
Random Forest, Naïve Bayes, and k-Nearest Neighbor (k-NN). Classification techniques are being chosen as a data 
mining task to produce a classify model. Random Forest has the best accuracy (97.23 percent), Naïve Bayes has 
the second highest accuracy (96.82 percent), and k-Nearest Neighbor (k-NN) has the lowest accuracy (92.92 
percent). 
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Determination of soil type is highly dependent on this specialist. Sometimes, experts and iGROW must physically 
visit the land area to inspect and determine the type of soil. Then the appropriate plant suggestions are given. The key 
issue here is the reliance on human specialists for soil type knowledge information. While the different soil types found 
in each area make it difficult for specialists like iGROW to remember them. Soils expressed in lowlands, for example, 
are not the same as highlands. Temperature, humidity, pH, rainfall, and other factors often differ from each other. The 
type of trees available and the way they are planted are often determined by the suitability of the soil. Currently, there 
are no specific data simulations that can classify the available soil types although these data are very important for the 
agricultural sector. 

The results of this soil type classification are very important to be used as a reference for deciding on the 
appropriate crop type. Therefore, soil classification using machine learning is proposed in research because of its ability 
to review large volumes of data and identify patterns and trends that may not be clear or take a long time to be 
identified by humans. For this study, three algorithms were employed to classify the soil for crop suggestion: Naïve 
Bayes, Random Forest, and k-Nearest-Neighbours (k-NN). The acquired soil data will be used to train and test these 
three algorithms for soil classification. The results of these three algorithms will be compared to determine which 
machine learning model is better for crop prediction. Finally, the suggested research will assist the iGROW community 
in classifying soil to make the best crop recommendations for optimum yields. 

There are five sections in this article. The first section describes the research context, namely soil classification 
with machine learning algorithms. Related work is described in the second section. Research methodology and solution 
methods are discussed in the third section. The fourth section discusses the results and its analysis. Conclusions are 
presented in the final section. 
 
2. Related Work 
2.1 Soil Classification 

Soil is the loose surface material that covers most of the earths [5]. It consists of organic matter and inorganic 
particles that together support life. The soil structurally supports the agriculturally plants because it is one of the 
important functions as soil which is as a medium for plant growth [6]. It also is their source of water and nutrients. 
Soils differ greatly their physical and chemical properties. Processes such as weathering, leaching and microbial 
activity combine to form a whole range of different soil types, each with distinct characteristics that provide growing 
benefits and limitations for agricultural production [7]. Identifying the kind of soil needed for a project is paramount to 
support the healthy growth of plant life. 

Soil classification is the separation of soil groups or classes, each of which potentially similar behavior and having 
similar characteristic which can be geo-referenced and mapped [8]. Soil classification is based on the measurement and 
description of various characteristics of representative soil profiles that are indicative soil formation processes [9]. 
However, these characteristics can also be used singly or in combination to create soil datasets or maps the classify 
soils according to the specific needs of an end user.  

It is important to note that the existing process of assessing soil type is time-consuming and heavily reliant on 
agricultural experts at the Malaysian Agriculture Office. This specialist's ability to determine soil type is crucial. 
Because iGROW relies primarily on the expertise of experts at the Malaysian Department of Agriculture to acquire soil 
and type information, decisions have been sluggish. This is because human expert classification can be delayed and 
unreliable at times. The outcomes of human specialists also can differ from one to the next. As a result, the 
information's accuracy is inconsistent. 

iGROW also identifies soil types based on their experienced trainees, in addition to experts from the Department of 
Agriculture. Trainer must visit trainee land to assess the soil's condition. Then, based on their previous experience, they 
determine which crops can be planted. Similar problems occur, with the accuracy and outcomes of these expert trainees 
being inconsistent and perhaps conflicting at times. To overcome the issues, the application of data mining algorithms 
to the classification of soil type data is critical. This study should be able to provide precise soil categorization 
information as well as accuracy in crop forecasting. At the same time, this research could help iGROW trainees apply 
smart farming in a more efficient manner. 

 
2.2 Classification Method 

Machine learning is an Artificial Intelligence (AI) technique and computer science which focuses on the 
employment of data and algorithms to imitate the way that human learns and gradually improving its accuracy [10]. 
Machine learning algorithm is an evaluation of the regular algorithm and generally defined as supervised, unsupervised, 
and reinforcement [11]. There are a few types of the machine learning algorithms, for instance linear regression, 
decision tree, random forest, naïve bayes, artificial neural network, and more.  

Classification is a supervised machine learning approach, within which the algorithm learns from the data input 
provided thereto, then uses this learning to classify new observations [12]. This method used to determine what data 
should be recognized to provide a set of sample data that has its classes. It consists of two phases when constructing a 
classifier. In the training phase, the training set needs to decide how the parameter should be a focus on and combine 
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the separate type of data into one type of data. As for the testing, the set will be tested by applying to the test data with 
a known target and comparing the training set with selected data. For additional information in the testing set the result 
that will be produced on how long it takes to shows the result on each data with the accuracy the data interpret either it 
has high accuracy or not. Three algorithms in classification method in discussion are Random Forest, Naïve Bayes, and 
k-Nearest-Neighbor (k-NN). 
 
2.2.1 Random Forest 

Random forest is a type of ensemble method used to predict the average of several independent base models was 
introduced for the purpose in classification and regression method for random forest framework [13]. Ensemble 
methods stand where it is using multiple learning algorithms to   obtain better predictive performance in classification 
and regression.  One of the ensemble methods use in Random Forest is Bagging (Bootstrap Aggregation). Bagging is 
one of the techniques that perform in a decision tree that used to reduce the variance of a decision tree.  
In terms of classification, the Random Forest model is structured similarly to a decision tree model. Because each 
decision tree is generated using a random subset of the training data, this method was introduced. The predicted 
Information, Entropy, and Information Gain decision tree can be seen in Equations (1), (2), and (3). 
 

Expected Information 
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where:  
i. pi is a true and positive value of data. 
ii. ni is a false and negative value of data. 
iii. I(pi, ni) is a value in data. 
iv. Info(D) is an expected information value from pi and ni of the data. 

 
Entropy 

 
𝐸𝐸(𝐴𝐴) = 𝐴𝐴1(𝑝𝑝𝑖𝑖+𝑛𝑛𝑖𝑖)

𝑝𝑝𝑖𝑖+𝑛𝑛𝑖𝑖
𝐼𝐼�𝐴𝐴1(𝑝𝑝𝑖𝑖 + 𝐼𝐼𝑖𝑖)�+ ⋯+ 𝐴𝐴𝐴𝐴(𝑝𝑝𝑖𝑖+𝑛𝑛𝑖𝑖)

𝑝𝑝𝑖𝑖+𝑛𝑛𝑖𝑖
𝐼𝐼�𝑥𝑥(𝑝𝑝𝑖𝑖 + 𝐼𝐼𝑖𝑖)�   (2) 

 
where:  

i. 𝐸𝐸(𝐴𝐴) is a value of Entropy that act as a root of the decision tree. 
ii. 𝐴𝐴1(𝑝𝑝𝑖𝑖 + 𝐼𝐼𝑖𝑖) is a value of data from feature or attribute of the data. 

 
Information gain. 

 
Gain(A) = Info(D) − InfoA(D)       (3) 

 
In random forest, the data sampling utilized in data training and subset is random. The randomization of the 

random forest approach cannot be applied without the independent decision tree. To use a random forest strategy, first 
create a decision tree using the expected information, entropy, and information gain equation, known as decision tree 
(CART). Data can have both true and false random values. Gini Impurity is one of the random forest's measurements. 
The Gini Impurity equations for the first and second layers of the random forest model are shown in Equations (4) and 
(5). The first layer of Gini Impurity: 
 

                                                        IG(n) = 1 −� (Pi)2
J
i=1       (4) 

 
The second layer of Gini Impurity: 
 

Isecond layer = nleft
nparent

∗ Ileft node + nright
nparent

∗ Iright node    (5) 

 
Random forest has the advantage of being able to manage missing data values while maintaining the accuracy of 

the missing data. The random forest uses a combination of random and numerous learning approaches to improve the 
performance and accuracy of the decision tree method.  

 
 



Mohd Azmin et al, Journal of Soft Computing and Data Mining Vol. 3 No. 2 (2022) p. 79-91 
 

 

 82 

2.2.2 Naïve Bayes 
Based on Thomas Bayes Theorem, which was introduced in 1702, Naïve Bayes is a probabilistic machine learning 

technique that may be used for a range of classification applications [14]. The Bayes theorem is based on the premise 
that a feature or predictor is independent of others in the dataset. Equation (6) gives the Bayes Theorem:  
 

                                                                      P(A|B) = P(B|A)(P|A)
P(B)

      (6) 

 
Multinomial Naïve, Bernoulli Naïve, and Gaussian Naïve Bayes are the three forms of Naïve Bayes. For document 

classification problems, the multinomial Naïve was the most commonly employed method. Meanwhile, Boolean values 
such as true and false, as well as 0 and 1, are commonly used by Bernoulli Naïve in prediction. The Gaussian Naïve 
also used prediction by using continuous value data sets.  Using Naïve Bayes has both advantages and disadvantages. If 
the prediction is correct, for example, the performance improves when compared to other methods, such as logistic 
regression with less training data. It's also straightforward to set up, but there's a good probability it'll reduce data 
accuracy. Naïve Bayes is a supervised machine learning approach to classification that can infer the presence of a 
specific feature in a class without regard to the presence of other characteristics. 

 
2.2.3 k-Nearest Neighbor (k-NN) 

The supervised classification method k-Nearest-Neighbor (k-NN) can classify non-attributes by assigning them to 
a similar attribute in the class [15]. Based on the articles and journal that related to (k-NN), The Bayes minimum 
probability of error is better for making the most impact article in pattern recognition because the probability of error of 
simple classification rule is bounded with the Bayes minimum probability of error [16]. 

This model consists of a few of the equations that estimated the distance between the variable of the data set. In 
addition, there is another distance measure where it uses to Normalize distance. When a training set has a combination 
of variables, such as numerical and categorical, this standardized distance occurs. Equation (7) shows the equation of 
standardized distance.  

 
MinMax = (v−Min x)

Max x−Min x
(newMax− newMin) + newMin    (7) 

 
where: 

i. Min is referring to the minimum value of the attribute soil data set. 
ii .Max is referring to the maximum value of the attribute soil data set. 
iii. v is the pick value of the row on each attribute of the soil data set. 
iv. newMax is set the maximum value as 1. 
v. 𝐼𝐼𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝐼𝐼 is the minimum value as 0. 

 
Because the k-NN model is simple to construct and understand, it has both advantages and disadvantages. The k-

NN model does not require any training, and this makes it known as the Lazy Leaner. This model algorithm 
outperforms other models like linear regression and Support Vector Machine in terms of training speed (SVM). 
However, when dealing with large data sets, this paradigm has a significant drawback, namely slow performance. 
Another issue with k-NN is that it is prone to noisy data and missing values, which must be filled in manually. 

In this project, these three algorithms were included in the experiments namely Random Forest, Naïve Bayes, and 
k-Nearest Neighbor (k-NN) to identify the better performing models. 

 
2.3 Comparative Study 

Three relevant research papers were reviewed and summarized as follows. The Machine learning is used in the 
study of [17] to forecast mustard crop output based on soil analysis. k-Nearest Neighbor (k-NN), Nave Bayes, 
Multinomial Logistic Regression, Artificial Neural Network (ANN), and Random Forest are five supervised machine 
learning methods used in this study to estimate Mustard Crop yield from soil data. Based on the results of the 
experiment, they concluded that machine learning techniques may be successfully applied for yield prediction. k-NN 
and Random Forest predicted the highest accuracy (88.67 percent and 94.13 percent, respectively), while Nave Bayes 
predicted the lowest accuracy (72.33 percent), ANN predicted 76.86 percent, and Multinomial Logistic Regression 
predicted 80.24 percent, according to the results of this study's experiment. 

To assess soil type, [18] used k-Nearest Neighbor (k-NN), Random Forest, Decision Tree, and Nave Bayes [18]. 
These algorithms collect information from soil data using classifier techniques. The main purpose of these four 
classifiers is to discover the best machine learning for soil categorization. When compared to Naïve Bayes (69.23 %), 
Decision Tree, and Random Forest, k-NN has the highest accuracy of 84 %, according to the testing data (53.85 %). 
Therefore, it outperforms other classification algorithms. The data suggest that k-NN could be effective in agricultural 
soil type classification. 
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Using a publicly available agricultural soil dataset, [19] examined the performance of three well-known 
classification models: k-Nearest-Neighbor (k-NN), Nave Bayes, and Decision Tree. The investigation helps to get the 
domain knowledge of soil science and machine learning techniques to solve the various soil research problem. Each 
classifier model is implemented and evaluated with the same dataset for the performance evaluation and calculation of 
accuracy. From the experiments, the Naïve Bayes algorithm had the lowest accuracy of 72.90% and for the k-NN the 
accuracy result is 73.56%. Meanwhile, Decision Tree had the most outstanding accuracy of 80.84%. When the fused or 
suggested technique is applied to the same dataset, it achieves a greater accuracy of 84.14% than the remaining three 
classifiers. According to the findings of the study, it concluded that the suggested ensemble classifier outperformed the 
popular three classifiers in terms of accuracy. The accuracy of the algorithms in three research papers that used the soil 
data set to identify the soil for crop recommendations are compared in Table 1. This accuracy will be compared to the 
algorithm utilized in this suggested research at the end of the research undertaking. 

Table 1 - Comparison of the accuracy among the algorithm in three research paper 
Paper Algorithm (s) Accuracy (%) 

[17] 
 
 
 

Naïve Bayes 72.33 
k-Nearest-Neighbor (k-NN) 88.67 
Multinomial Logistic Regression 80.24 
Random Forest 94.13 
Artificial Neural Network (ANN) 76.86 

[18] Naïve Bayes 69.23 
Decision Tree 53.84 
Random Forest 53.84 
k-Nearest-Neighbor (k-NN) 84.61 

[19] Decision Tree 80.84 
k-Nearest-Neighbor (k-NN) 73.56 
Naïve Bayes 72.90 
Ensemble Classifier  84.14 

 
3. Methodology 

The Cross Industry Standard Process for Data Mining (CRISP-DM) [20] was employed in this study. There are 
five steps in this procedure. Figure 1 shows the CRISP-DM process model. 

 

 
Fig. 1 - CRISP-DM process model [20] 

 
3.1 Research Framework 

The research framework is described in Figure 2, which begins with data selection, data pre-processing, data 
transformation, and feature selection, after which it will be trained and tested using classification algorithms.  
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Fig. 2 - Research framework 
 

3.2 Data Selection 
This study will use two types of data that will be combined both. First one, the Crop Recommendation dataset from 

Kaggle (https://www.kaggle.com/atharvaingle/crop-recommendation-dataset). This dataset was built by augmenting 
datasets of rainfall, climate and fertilizer data that classify the soil for a total of 22 different crops. With 22 crops, this 
dataset has a total of 2200 data with 7 data fields and one class label. Second, the real-world data or the raw data from 

https://www.kaggle.com/atharvaingle/crop-recommendation-dataset


Mohd Azmin et al. Journal of Soft Computing and Data Mining Vol. 3 No. 2 (2022) p. 79-91 
 

 85 

iGROW with 6 data 6 fields and one class label. The context of the data fields is N, P, K which means the ratio of 
Nitrogen, Phosphorous and Potassium content in soil. Next is temperature in degree Celsius, humidity in percent, pH 
value of the soil and the last one is the rainfall in mm, but the raw data doesn’t have the rainfall attributes. This data 
was in numerical form in continuous value that was suitable by using a classification in the classifying the accuracy of 
each method. 

 
3.3 Data Pre-processing 

Some of the approaches will be applied on the crop recommendation dataset in the data pre-processing phase 
before data simulation using the selected algorithm, which includes Random Forest, Naïve Bayes, and k-NN. Data 
cleaning, normalization, and reduction are the most common data processing methods. It will be used to clean data in 
the crop recommendation dataset if there are any missing values that need to be fixed. However, in this research, the 
crop suggestion dataset had no missing values. As a result, there will be no data cleanup. However, the real-world data 
from iGROW necessitates the pre-processing phase in order to obtain better data with fewer missing values. 

Data reduction, on the other hand, is a procedure in which a large dataset is reduced in order to speed up the 
process of obtaining results. After all, the fewer datasets used, the more precise the data produced. 

 
3.4 Parameter Selection 

The process of determining the selected parameter for each technique algorithm that will be employed during the 
training of each of the data is known as parameter selection. Each strategy will be chosen based on how manipulating a 
particular parameter affects that parameter. For Random Forest techniques the parameter used was ntree. For the k-NN, 
k will use as a parameter, and Naïve Bayes will use the feature as a chosen parameter for tuning in every technique to 
increase the performance of the accuracy. Tables 2 and 3 show the selected parameter of each technique with the 
description of each parameter. 

Table 2 - Parameter setting for each technique in crop dataset 
N

o.  
Techniques  Default 

Parameter 
Parameter selected (testing) 

1 Random Forest ntree: 500 ntree: range (200-2570) 
2 Naïve Bayes feature: feature: All feature 
3 k-NN k=5 k=1-50 

 

Table 3 - The description of each selected parameter of each technique 
N

o.  
Techniques  Parame

ter 
Parameter Description 

1 Random Forest ntree ntree: The number tree to grow. 
2 Naïve Bayes feature feature: The attribute of the data set. 
3 k-NN k k: the number of nearest neighbors of the model will be 

consider based on length of the data.  
 

3.5 Experimental Setting  
The experimental setup that will be employed in this research project is described in this section. The Random 

Forest, Naïve Bayes, and k-NN as a training and testing model were utilized. The training and testing model are 
required in this experiment to generate these two models for each method. The reason for using these two models is that 
in the training model, each algorithm will be used to ensure that the algorithm can be trained using the crop data set 
because each algorithm cannot be applied directly due to data and algorithm incompatibility, so the algorithm must be 
trained first before being put to the real test. 

The crop recommendation dataset will be divided into two parts: data training and data testing. For each 
categorization technique, the training and testing ratios will be used in the same context. So, to carry out this 
experiment, testbed will be needed, often known as a platform. Microsoft Azure, MATLAB, RapidMiner, and RStudio 
are just few of the platforms available. RapidMiner Studio will be used as a platform for this test. The expected 
outcome of the result is to meet or not meet what was proposed in this research project at the end of each algorithm's 
result validation and evaluation. 

 
3.6 Research Activities 

There are total of five phases will be used from CRISP-DM model. Table 4 shows the research activities or 
milestone in each phase to be conduct and followed during the entire research. 
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Table 4 - Research activities 
Phase Task Output 

Data 
understanding 

Collect initial data (acquire the data listed in 
the project resources for soil classification 
such as humidity, soil pH, soil nutrient) 
Describe data (examine the properties of the 
acquired data and report on the results) 
Explore data by querying, visualization, and 
reporting techniques. 
Verify data quality (examine the data quality, 
correct, or contain any error) 

Initial data collection report consists of list of 
the dataset acquired, the method used to 
acquire it and any problems encountered. 
Data description report evaluate whether the 
data acquired satisfied the relevant 
requirements. 
Data exploration report (including first 
findings or initial hypothesis and impact on 
the remainder of the project) 
Data quality report (list of the results of the 
quality verification) 

Data 
preparation 

Select data (deciding the dataset to be used)  
Clean data 
Construct data 
Integrate data 
Format data 

Dataset description 
Data cleaning report 
Derived attributes and generate records.  
Merged data 
Reformatted data 

Modeling Select the modeling techniques (machine 
learning algorithms) 
Generate test design 
Build model by running the modeling tool on 
the prepared dataset to create models 
Assess the model 

Modeling techniques (Random Forest, Naïve 
Bayes, k-Nearest-Neighbor (k-NN)). 
Test design. 
Parameter settings, model and model 
description. 
Model assessment, revised parameter settings. 
All the revisions and assessment were 
documented. 

Evaluation Evaluate the results. 
Review process also covers quality assurance 
issues. 
Determine the next step, decide how to 
proceed. 

Assessment of data mining results and 
approved model. 
Summarize the process review. 
List of possible further actions and decision 
making. 

Deployment Plan deployment and strategy for deployment. 
Plan monitoring and maintenance. 
Produce the final report. 
Review the report 

Summarize the deployment strategy. 
Summarize the monitoring and maintenance 
strategy. 
Final report and final presentation. 
Experience documentation 

 
3.7 Testbed (RapidMiner Studio) 

This research project necessitates the use of a testbed, also known as a platform, to conduct experiments. Microsoft 
Azure, MATLAB, RapidMiner Studio, and RStudio are a few examples of platforms. RapidMiner Studio is used to 
complete this project and Figure 3 shows the tool’s user interface. 

 



Mohd Azmin et al. Journal of Soft Computing and Data Mining Vol. 3 No. 2 (2022) p. 79-91 
 

 87 

 
 

Fig. 3 - Interface of RapidMiner Studio 
 

3.8 Simulation Setup 
The dataset needs to be imported to the RapidMiner Studio before starting the experiment. Table 5 shows the data 

information of the dataset for the experiment. Meanwhile, the splitting ratio of the processed dataset for training data 
and testing data is shown in table 6. 

 

Table 5 - Data information 

No. Data Number of 
Data 

Number of the 
Attribute 

Class 
Label Column Row 

1. Crop dataset 2570 6 1 7 2571 
 

Table 6 - Data split for training and testing 
No. Data Splitting Crop Recommendation Dataset 

Random Forest Naïve Bayes k-NN 
1. 50-50 Training (0.5) 1-1285 (1285) 1-1285 (1285) 1-1285 (1285) 

Testing (0.5) 1285-2570 (1285) 1-1285 (1285) 1-1285 (1285) 
2. 60-40 Training (0.6) 1-1542 (1542) 1-1542 (1542) 1-1542 (1542) 

Testing (0.4) 1543-2570 (1028) 1543-2570 (1028) 1543-2570 (1028) 
3. 70-30 Training (0.7) 1-1799 (1799) 1-1799 (1799) 1-1799 (1799) 

Testing (0.3) 1780-2570 (771) 1780-2570 (771) 1780-2570 (771) 
4. 80-20 Training (0.8) 1-2056 (2056) 1-2056 (2056) 1-2056 (2056) 

Testing (0.2) 2057-2570 (514) 2057-2570 (514) 2057-2570 (514) 
 
3.9 Parameter and Testing Methods 

A parameter is a model that is used to produce a prediction, and it refers to the classification strategy that will be 
utilised, which will be Random Forest, Naïve Bayes, and k-Nearest Neighbour (k-NN). Testing methods refer to the 
tools that the assessment uses to back up the results of each methodology, whether true or untrue. 

The method used is a confusion matrix that can indicate technique accuracy, performance, and experimental errors. 
Accuracy is calculated by dividing the total quantity of data in the data set by the number of correct predictions. 
Cohen’s Kappa Statistic is a very useful, but under-utilised, metric. In machine learning, we may encounter a multi-
class classification issue. In certain circumstances, measurements like accuracy or precision/recall do not offer a whole 
view of our classifier's performance. That’s why kappa was used as performance measures because crop 
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recommendation dataset has a multi-class classification which are 23 types of class. kappa can be calculated using both 
the observed (total) accuracy and the random accuracy. 

Mostly the best value for kappa and accuracy were 1.0 or 100%, the worst value was 0.0 or 0% [21]. This equation 
will be used during the training and testing model to find the accuracy of each algorithm used. The main measure of 
performance is evaluated in terms of accuracy and kappa from the confusion matrix of classification. The measures and 
experimental errors are computed by using equations that are described in the following: 

 
Accuracy: 
 

Accuracy = TN+TN
TP+TN+FN+FP

= TP+TN
P+N

       (8) 
 
kappa:  

𝒦𝒦 = po− pe
1−pe

      (9) 
 
Errors: 

     Errors = 1 − accuracy                                           (10) 
 

4. Results and Discussion 
The goal of the experiments is to compare the results of Random Forest, Naïve Bayes, and k-Nearest Neighbour 

(k-NN) for crop recommendation datasets. The study's outcomes are evaluated using two performance measures: 
accuracy and kappa, using four different types of cross validation: 50-50, 60-40, 70-30, and 80-20. The findings of 
three algorithms from this experiment, which were evaluated using two performance measures, and experimental errors 
are shown in Table 7. 

Table 7 - Performances measures result 
No. Cross Validation (%) Machine Learning Error (%) Accuracy (%) kappa 

1. 50-50 
Random Forest 0.0358 0.9642 0.962 

Naïve Bayes 0.0382 0.9618 0.960 
k-NN 0.0787 0.9213 0.917 

2. 60-40 
Random Forest 0.0302 0.9698 0.968 

Naïve Bayes 0.0340 0.9660 0.964 
k-NN 0.0710 0.9290 0.925 

3. 70-30 
Random Forest 0.0233 0.9767 0.975 

Naïve Bayes 0.0298 0.9702 0.968 
k-NN 0.0674 0.9326 0.929 

4. 80-20 
Random Forest 0.0214 0.9786 0.977 

Naïve Bayes 0.0253 0.9747 0.973 
k-NN 0.0610 0.9339 0.930 

 
Table 8 shows the results of performance measures mean of both evaluation metrics; accuracy and kappa of soil 

classification. 

Table 8 - Performances measures mean 
Machine Learning Mean Accuracy (%) Mean kappa 

Random Forest 97.23 0.971 
Naïve Bayes 96.82 0.966 

k-Nearest Neighbour (k-NN) 92.92 0.925 
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Fig. 3 - Performances measures mean of three machine learning 

 
According to the data shown in Figure 3, Random Forest has the highest mean accuracy of 97.23% and the highest 

mean kappa of 0.971. Meanwhile, among these two algorithms, k-NN had the lowest accuracy and kappa, with 92.92 
percent and 0.925, respectively. With 96.82 percent accuracy and 0.966 kappa, Nave Bayes comes in second. 
According to the results of the study, Random Forest surpassed the other two algorithms in classifying crop 
recommendations across all evaluation parameters, including accuracy and kappa. Table 9 tabulates the comparison 
among the algorithm used in this paper with the algorithm that used in the previous work. 

Table 9 - Comparison of proposed work results with those of prior studies 
Paper Data Size Algorithm (s) Accuracy (%) 
[17] 5000 Naïve Bayes 72.33 

k-Nearest-Neighbor (k-NN) 88.67 
Multinomial Logistic Regression 80.24 

Random Forest 94.13 
Artificial Neural Network (ANN) 76.86 

[18] 400 Naïve Bayes 69.23 
Decision Tree 53.84 

Random Forest 53.84 
k-Nearest-Neighbor (k-NN) 84.61 

[19] 60 Decision Tree 80.84 
k-Nearest-Neighbor (k-NN) 73.56 

Naïve Bayes 72.90 
Ensemble Classifier  84.14 

Proposed Work 2570 Random Forest 97.23 
Naïve Bayes 96.82 

k-Nearest-Neighbor (k-NN)  92.92 
 
This study used 2570 data size and found that Random Forest has the highest accuracy of 97.23 percent among 

Naïve Bayes and k-Nearest Neighbour (96.82 percent and 92.92 percent), as shown in Table 9. Based on a comparison 
with the results of a study from [17] that used 5000 data sizes, it also shows that Random Forest is proven to 
outperform other algorithms with an accuracy of 94.13%. But in this study, the experimental results show that Naïve 
Bayes has less accuracy with 72.33%. Meanwhile, k-NN is in second place with an accuracy of 88.67%.  Random 
Forest came in bottom with 53.84 percent accuracy, followed by Naïve Bayes with 69.23 percent in the study [18]. 
With an accuracy of 84.61, k-NN outperforms both of these methods.  

Despite this, the data set used by [18] is smaller than that employed by this study and [17]. Random Forest, based 
on the comparison findings, provides improved accuracy when the data size employed is larger, and it is also used to 
categorise large datasets in many applications [22]. Machine learning is an efficient approach for soil categorization, 
according to the study, discussion, and analysis of the data presented in this paper. In comparison to the other two 
classifiers, Nave Bayes and k-NN, Random Forest was the best performer in terms of accuracy when the findings and 
performance were analysed. Random Forest is quite capable and may be the best choice for investigations involving 
agricultural soils. 
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5. Conclusion 
This study examines crop suggestions based on soil categorization utilizing the Random Forest, Nave Bayes, and 

k-Nearest Neighbor classification methods (k-NN). Each algorithm's total accuracy results are compared. This study 
looks into the techniques that can provide the best results in terms of recommending the best crop for a specific soil. 
The following is a suggestion that can be used with the proposed algorithm: (i) A comparison of the various techniques 
can lead to a more thoroughly analyzed outcome. (ii) Use the most recent dataset. (iii) At least one dataset should 
contain three different algorithms, or one algorithm should contain three different datasets.  
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