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A B S T R A C T

Non-coding RNAs are gaining prominence in biology and medicine, as they play major roles in cel-
lular homeostasis among which the circRNA-miRNA-mRNA axes are involved in a series of disease-
related pathways, such as apoptosis, cell invasion and metastasis. Recently, many computational
methods have been developed for the prediction of the relationship between ncRNAs and diseases,
which can alleviate the time-consuming and labor-intensive exploration involved with biological ex-
periments. However, these methods handle ncRNAs separately, ignoring the impact of the interactions
among ncRNAs on the diseases. In this paper we present a novel approach to discovering disease-
related circRNA-miRNA-mRNA axes from the disease-RNA information network. Our method, us-
ing graph convolutional network, learns the characteristic representation of each biological entity by
propagating and aggregating local neighbor information based on the global structure of the network.
The approach is evaluated using the real-world datasets and the results show that it outperforms other
state-of-the-art baselines on most of the metrics.

1. Introduction
At present, gene-targeted therapy for various diseases

has been extensively studied, which is a great potential treat-
ment [1, 2]. Therefore, to discover disease-related ribonu-
cleic acids (RNAs, for short), including coding RNAs and
non-coding RNAs, as well as their interactions is a cru-
cial task for understanding complex human diseases at the
molecular level, which could help researchers to focus fur-
ther efforts on the most promising biomarkers. In this way,
it can facilitate disease diagnosis, monitoring, therapy and
prognosis.

Meanwhile, with technological breakthroughs at multi-
ple levels of biology, multifarious convenient methods have
been developed for the discovery of disease biomarkers. The
past few decades have witnessed a rapid growth of researches
on the relevance of RNAs and human disease pathogenesis,
among which non-coding RNAs (ncRNAs) have attracted
much attention for their crucial role in translational regula-
tion and involvement in several biological processes [3–5].

The straightforward way to identify new disease-related
ncRNAs is through biology or high-throughput experi-
ments, but such experiments are expensive as well as time-
consuming, and the number of discovered associations is
still small. Fortunately, as researchers have strived to de-
velop various databases to produce ever-increasing amounts
of biomedical data, which has provided a better opportunity
to explore the relationships between ncRNAs and human dis-
eases by computational methods. Consequentially, compre-
hensive and time-efficient methods are increasingly needed
as more and more biological data have become available.

∗Corresponding author. Email address: leiduan@scu.edu.cn

Recently, many computational approaches have been de-
veloped for predicting the interactions between ncRNAs and
diseases. The results may be validated by further biology ex-
periments, which narrows the search space of experiment for
researchers and provides them with decision support from
the data level. Generally, most of the current studies on
the ncRNAs-diseases association prediction can be divided
into three main categories: disease-related miRNA [6–17],
lncRNA [18–27], and circRNA [28–38].

However, there are still limitations to the aforemen-
tioned studies. Most methods handle ncRNAs separately,
that is, only focused on exploring the relationship between
diseases and a certain type of ncRNA, ignoring the regu-
latory relationships among different ncRNAs and the influ-
ence of this inherent interaction on disease. Existing evi-
dence indicated that associations between divers ncRNAs
play a significant role in transcriptional control, which in-
volves a series of disease-related pathways such as apop-
tosis, vascularization, invasion and metastasis [39]. Some
of in-depth studies revealed that some circRNAs may regu-
late miRNA function like “miRNA sponge”, which can de-
crease the cytoplasmic levels of target miRNAs by absorb-
ing miRNAs and thus liberate mRNA transcripts that are
targeted by the miRNAs [40]. For example, circTP63 can
sponge miR-873-3p and upregulates CENPA and CENPB
which may facilitate cell cycle progression [41]. Another
research found hsa_circ_0091570 can sponge miR-1307 to
regulate ISM1 expression which is associated with hepato-
cellular cancer (HCC) progression [42]. These all suggested
that the circRNA-miRNA-mRNA axes play a crucial role in
cancer-related or other disease-related pathways.

So far, there are few computational methods for identi-
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fying the circRNA-miRNA-mRNA axes related to diseases,
which motivates us to develop a novel approach to infer such
associations.

First of all, there are three questions which need to
be carefully considered for exploring the circRNA-miRNA-
mRNA axes associated with diseases:

• How to handle with the imbalance issues? Among the
existing bioinformatic data resources, the number of
relationships between mRNA (i.e., gene) and disease
have far exceeded the number of associations between
disease and miRNA or circRNA.

• How to reasonably capture the internal associations?
The relationships between circRNA, miRNA, mRNA
and disease have derived from different data sources.
It is necessary to organize these scattered relations and
infer the circRNA-miRNA-mRNA axes related to the
disease.

• How to distinguish such relationships with heteroge-
neous strengths? These link formation from different
sources could result in various connection strengths
(e.g., strong and weak connections are mixed to-
gether). Considering these relations equally could
lead to the indistinguishability of the predicted results.

To address the above challenges, we proposed a
novel approach, entitled DRAMA (short for disease-related
circRNA-miRNA-mRNA axes), for detecting disease-
related circRNA-miRNA-mRNA axes [43]. The characteris-
tics of DRAMA include: (1) it explores the potential informa-
tion among disease, mRNA, miRNA and circRNA through
graph convolution; (2) it captures the inherent associations
between various biological entities by training towards the
path of “circRNA-miRNA-mRNA-disease” as the goal; and
(3) it designs a measurement to infer the set of circRNA-
miRNA-mRNA axes related to a given disease. Further-
more, we have utilized additional annotation information to
classify and tag the predicted axes to further analyze the ef-
fectiveness of DRAMA.

The main contributions of our work include:

• We proposed a novel approach that is to explore the
circRNA-miRNA-mRNA axis related to diseases in-
stead of just considering the relationship between the
disease and a single entity.

• We designed a framework, DRAMA, to acquire the
features representation of disease, mRNA, miRNA
and circRNA based on the graph convolutional net-
work, and used a reasonable measurement to infer the
relationship between them.

• We evaluated DRAMA on real-world datasets, and
compared it with other state-of-the-art baselines to
demonstrate its effectiveness.

A preliminary version of this work has been published
in the proceedings of BIBM 2020 conference [43]. Com-
pared with our previous work, we made several major im-
provements. Firstly, we enrich the related work of disease
and ncRNA association prediction and further summarize

it. Secondly, we add the work of classifying and tagging the
axes predicted by DRAMA, which could assist researchers
in follow-up biological experiment analysis. At the same
time, the classification and tagged results of the prediction
axes can further demonstrate the effectiveness of DRAMA.
Finally, we conduct more extensive empirical evaluations:
(1) comparing more baselines in effectiveness experiment;
(2) adding detailed analysis of DRAMA variants; (3) provid-
ing an extra case study; and (4) testing parameter sensitivity.

The rest of the paper is organized as follows. The re-
lated work is reviewed in Section 2 and Section 3 presents
the mathematical formalization of the problem. Section 4
depicts the overall framework in detail, followed by experi-
mental settings and results discussed in Section 5. The paper
is concluded by summary and future work in Section 6.

2. Related Work
2.1. Disease and ncRNA Association Prediction

The use of computational methods to predict biological
entities associated with diseases has always been a research
hotspot in the field of bioinformatics. In recent years, var-
ious computational models have been proposed to predict
potential disease-related ncRNAs and also achieved decent
performance. These methods mainly focus on targeting three
kinds of ncRNA, which are miRNA, lncRNA and circRNA.

To detect novel disease-associated miRNA, from the
technical perspective, current methods can be roughly di-
vided into three categories: decomposition-based, random
walk-based and machine learning-based. For example, Ding
et al. [6] decomposed the constructed disease-miRNA-
target heterogeneous network into two bipartite graphs, and
employed the principle of resource-allocation to infer the re-
lations between disease and miRNA. Chen et al. [7] pro-
posed the RLSMDA model to capture the relationship be-
tween diseases and miRNAs by decomposing the similarity
matrix of disease and miRNA respectively. In addition, in
order to make full use of the attributes of the nodes in the
constructed network, Xuan et al. [8] adopted non-negative
matrix factorization to predict disease-related miRNA.

Most prediction approaches rely on the guilt-by-
association paradigm. Therefore, the idea based on random
walk is widely used in these work. RWRMDA [9] model in-
ferred potential miRNA-disease interactions by implement-
ing random walk on the miRNA-miRNA functional simi-
larity network. Based on this, Xuan et al. [10] added the
semantic and functional similarity of diseases and Shi et al.
[11] introduced protein-protein interactions to further iden-
tify miRNA-disease associations. Some approaches have
also been developed for predicting miRNA-disease associa-
tions by random walking on constructing heterogeneous bi-
ological networks [12–14].

Multiple machine learning algorithms have been applied
to the prediction of miRNA-disease associations, such as ag-
glomerative hierarchical clustering [15], deep auto-encoder
neural network [16] and manifold learning [17].

Similarly, computational approaches about inferring
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disease-related lncRNA and circRNA also adopted the ideas
of these aforementioned methods to implement prediction.

Chen et al. [18] and Liu et al. [19] ranked candi-
date disease-lncRNA pairs by integrating the information
of known disease-lncRNA associations and lncRNA-related
expression profiles, respectively. And Ding et al. [20]
also proposed a framework, namely TPGLDA, to predict
lncRNA-disease associations via lncRNA-disease-gene tri-
partite graph, which integrated gene-disease associations
with lncRNA-disease associations. Moreover, most meth-
ods employed single random walk or with restart on diverse
constructed networks to identify the interaction between dis-
ease and lncRNA, such as RWRlncD [21], KRWRH [22],
LncDisAP [23] and the work of Zhang et al [24]. There are
also some novel prediction methods. For example, Lu et al.
[25] proposed a method (named SIMCLDA) for predicting
potential lncRNA-disease associations based on inductive
matrix completion. Cui et al. [26] developed a novel model
based on bipartite local model with nearest profile-based as-
sociation inferring for inferring this association. Yuan et al.
[27] designed a framework to measure the strength of poten-
tial lncRNA-disease associations by calculating cluster asso-
ciation scores to evaluate the strength of inner relationships
between disease and gene.

To predict circRNA-disease associations, most methods
introduced the sequence information of circRNA and the
computed Gaussian interaction profile kernel similarity to
achieve, such as PWCDA [28], MRLDC [29], SIMCCDA
[30] and iCDA-CGR [31]. Besides, Deng et al. [32] pro-
posed a method named KATZCPDA based on the KATZ
[44] method and the integrations among circRNAs, pro-
teins, and diseases to predict circRNA-disease associations.
Zhao et al. [33] integrated the bipartite network projec-
tion algorithm and KATZ measure for predicting potential
circRNA-disease associations. Lei et al. [34] also designed
a framework named RWRKNN, which integrated the ran-
dom walk with restart and k-nearest neighbors to predict the
associations between circRNAs and diseases. Similar to this
method also are DWNCPCDA [35] and RWLR [36]. Many
other methods have also been developed for identifying po-
tential circRNA-disease associations by using matrix factor-
ization [37] or decision tree [38].

2.2. Graph Neural Network
Recently, deep neural network models had a great im-

pact on various artificial intelligence and machine learning
tasks, such as speech recognition, computer vision (CV), and
natural language processing (NLP). The powerful advantage
of deep learning is that it can be extended to accommodate
graph-level applications (e.g., graph neural network), so that
it can extract potential information from complex data, espe-
cially irregular graph data.

Graph neural network (GNN), based on the deep learn-
ing models, has become increasingly popular in addressing
many graph-based applications, including semi-supervised
node classification [45], link prediction [46] and recom-
mender systems [47]. Based on GNN to extend the convolu-

tion operator to non-Euclidean structured data, resulting in
the so-called graph convolutional network (GCN). It can nat-
urally integrate node information and topological structure,
have shown their power in learning meaningful representa-
tions for graph data. The advantages of GCN provide great
potential for extracting latent factors in complex and hetero-
geneous biomedical data.

3. Preliminaries
In this section, we introduce some basic concepts and

formalize the task of discovering disease-related circRNA-
miRNA-mRNA axes.

Definition 1 (Disease-RNA Information Network). A
disease-RNA information network is defined as an undi-
rected graph  = (𝑉 ,𝐸, 𝜙, 𝜓), in which 𝑉 and 𝐸 are the
sets of entities and links, respectively. Each entity and
link are respectively associated with their type mapping
functions 𝜙 ∶ 𝑉 →  and 𝜓 ∶ 𝐸 → , where  refers
to the set of biomedical entity types, including disease and
disease-related RNA, and  denotes the set of relations
between these entities. Each entity 𝑣 ∈ 𝑉 and link 𝑒 ∈ 𝐸
respectively belongs to an entity type 𝜙(𝑣) ∈  and a
relation 𝜓(𝑒) ∈ , where  + > 2.

Definition 1 indicates that a disease-RNA information
network is easy to expand. Considering that our aim
is to detect disease-related circRNA-miRNA-mRNA axes,
the disease-RNA information network we constructed in-
cludes four types of biomedical entities i.e., disease, mRNA,
miRNA and circRNA. We use𝐷,𝐺,𝑂, 𝐶 to denote the set of
diseases, mRNAs, miRNAs and circRNAs entities, respec-
tively. As a result, 𝑉 = 𝐷 ∪ 𝐺 ∪ 𝑂 ∪ 𝐶 and 𝐸 is the five
relations formed by these four biomedical entity types in the
disease-RNA information network we constructed. The de-
tailed information of these five relations and the specific pro-
cess of building a disease-RNA information network from
given data sources will be discussed in Section 4.1.

Definition 2 (Biomedical Entity Feature). For a biomedi-
cal entity 𝑣 ∈ 𝑉 , the biological feature information it carries
can be represented by a vector and defined as a biomedical
entity feature ℝ𝑁 , where 𝑁 is the dimension of the biomed-
ical entity feature.

Take the biomedical entity type, mRNA, as an example,
its sequence information can be encoded by the “one-hot”
way to form the biomedical entity feature of mRNA, and the
dimension of the biomedical entity feature is the sequence
length. In this work, we use similarity information among
the same type biomedical entities as their biomedical en-
tity feature. The specific details will be discussed in Sec-
tion 4.2.1.

For a disease-RNA information network , in order to
facilitate the organization of the features of all its biomedical
entities, we use 𝑋 ∈ ℝ|𝑉 |×𝑁 to present the feature matrix
corresponding to these biomedical entities where |𝑉 | is the
number of entities in .
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Definition 3 (Biomedical Entity Embedding). Given a
disease-RNA information network  and the feature matrix
𝑋 of entities in the network, the goal of biomedical entity
embedding is to project entities in the network into a latent
low-dimensional representation space while preserving the
network structure and semantic properties. Formally, we
aim to develop a mapping function 𝑓 ∶ (, 𝑋) → 𝑍 to
obtain an embedding table 𝑍 ∈ ℝ|𝑉 |×𝐹 for all biomedical
entities in  as follows:

𝑍 = [ ⋯ , 𝑧𝑑 ,⋯
⏟⏞⏞⏟⏞⏞⏟

𝐷−𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠

, ⋯ , 𝑧𝑔 ,⋯
⏟⏞⏞⏟⏞⏞⏟

𝐺−𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠

, ⋯ , 𝑧𝑜,⋯
⏟⏞⏟⏞⏟

𝑂−𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠

, ⋯ , 𝑧𝑐 ,⋯
⏟⏞⏟⏞⏟

𝐶−𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔𝑠

]

(1)

where 𝑧(⋅) is a low-dimensional vector and its size 𝐹 (𝐹 ≪|𝑉 |) is the predefined embedding dimension.

The focus of this paper is to explore disease-related
circRNA-miRNA-mRNA axes via the constructed disease-
RNA information network. Based on the above definitions,
we formulate this task as follows:

Let a triple ⟨𝑐, 𝑜, 𝑔⟩ denote a circRNA-miRNA-mRNA
axis, where 𝑐 ∈ 𝐶 , 𝑜 ∈ 𝑂 and 𝑔 ∈ 𝐺. And we use  ⟨𝑐, 𝑜, 𝑔⟩
to represent the set of the circRNA-miRNA-mRNA axes.
Given a disease 𝑑 ∈ 𝐷, the embedding table 𝑍 can be ob-
tained from the disease-RNA information network  and the
input feature matrix 𝑋 to infer the set of circRNA-miRNA-
mRNA axes  ⟨𝑐, 𝑜, 𝑔⟩ related to 𝑑.

4. Methodologies
In this section, we discuss the proposed DRAMA frame-

work in detail. Then we present how to classify and tag the
axes produced by DRAMA.

4.1. Construct Disease-RNA Information Network
For the task of exploring disease-related circRNA-

miRNA-mRNA axes, where we have both the attributes
of these biomedical entities (i.e., disease, mRNA, miRNA
and circRNA) and some of interactive information between
them, it is challenging to explicitly capture the disease-
related circRNA-miRNA-mRNA axes since not only need to
consider the association between the disease and the other
three types of biomedical entities but also need to ana-
lyze the impact of the interactions between mRNA, miRNA
and circRNA on the disease. In other words, a disease-
related circRNA-miRNA-mRNA axis is build upon the tran-
sitive relation of circRNA-to-miRNA, miRNA-to-mRNA
and mRNA-to-disease. To address this challenge, the pri-
mary step of DRAMA is to construct the disease-RNA infor-
mation network for clearly organizing the associations be-
tween diseases and RNAs.

In this work, we extract data from the following data
sources to construct the disease-RNA information network
by connecting five relations via shared biomedical entities
and removing duplicate entities and relations. The detailed
access way of these data sources are listed in Table 1.

Table 1
The detailed access ways of databases used in the disease-RNA
information network we constructed.
Data Sources URL

DisGeNET https://www.disgenet.org/
HMDD http://www.cuilab.cn/hmdd/
dbDEMC https://www.picb.ac.cn/dbDEMC/
CircR2Disease http://bioinfo.snnu.edu.cn/CircR2Disease/
circRNADisease http://cgga.org.cn:9091/circRNADisease/
Circ2Disease http://bioinformatics.zju.edu.cn/Circ2Disease/
miRTarBase http://mirtarbase.cuhk.edu.cn/
CircBank http://www.circbank.cn/

• Disease-mRNA relation. Disease-mRNA associations are
collected from the DisGeNET [48] database. DisGeNET
is a discovery platform containing one of the largest pub-
licly available collections of genes and variants associ-
ated with human diseases (including disorders, traits, and
clinical or abnormal human phenotypes). The database
integrates data from expert curated repositories, GWAS
catalogues, animal models and the scientific literature.
DisGeNET data are homogeneously annotated with con-
trolled vocabularies and community-driven ontologies.

• Disease-microRNA relation. The disease-microRNA data
we used are from the merging two well-known databases:
HMDD [49] and dbDEMC [50]. These databases that
curated experiment-supported evidence for human mi-
croRNA (miRNA) and disease associations. HMDD (Hu-
man MicroRNA Disease Database) represents the first
miRNA disease database in the world according to litera-
ture record and presents detailed and comprehensive an-
notations to the human miRNA-disease association data,
including miRNA-disease association data from the evi-
dence of genetics, epigenetics, circulating miRNAs, and
miRNA-target interactions. dbDEMC (A Database of
Differentially Expressed MiRNAs in Human Cancers) is
an integrated database that designed to store and display
differentially expressed microRNAs (miRNAs) in human
cancers detected by high-throughput methods.

• Disease-circRNA relation. Disease-circRNA associa-
tions are downloaded from the CircR2Disease [51], cir-
cRNADisease [52] and Circ2Disease [53]. Also, these
are manually curated databases of experimentally sup-
ported circRNA and disease associations. CircR2Disease
is a platform for investigating mechanism of the disease-
related circRNAs. circRNADisease records detailed in-
formation on a circRNA-disease association, including
circRNA and disease name, the circRNA expression pat-
tern, a brief functional description about circRNA and so
on. Circ2Disease provides a comprehensive associations
between of circRNA and human diseases and also inte-
grates experimentally verified miRNAs and miRNA tar-
gets from several known databases.

• microRNA-mRNA relation. We select microRNA-mRNA
associations from the miRTarBase [54] database, which
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Figure 1: The main steps of the graph embedding model. Firstly, the input features of diseases, mRNAs, miRNAs, and circRNAs
are extracted through the feature initialization layer. Then the embeddings of such biological entities are derived through the
graph convolution layer to propagate and aggregate messages based on the disease-RNA information network constructed. Next,
the optimization layer is used to refine embeddings by minimizing the objective function.

serves as more comprehensively annotated, experimen-
tally validated miRNA-target interactions databases in the
field of miRNA related research. It has accumulated more
than three hundred and sixty thousand miRNA-target in-
teractions (MTIs), which are collected by manually sur-
veying pertinent literature after NLP of the text systemat-
ically to filter research articles related to functional studies
of miRNAs.

• circRNA-microRNA relation. CircRNA-microRNA asso-
ciations are from the CircBank [55]. This database is a
novel nomenclature system based on the host gene name,
start position and end position was applied for the nam-
ing of circRNA. In addition to the basic information of
circRNA such as chromosome location and host gene, it
adds multiple new feature of circRNA including binding
miRNA, circRNA conservation, circRNA mutation and
circRNA methylation.

4.2. Design Graph Embedding Model
Based on the constructed disease-RNA information net-

work, the key step of DRAMA is to obtain biomedical entity
embeddings in the network by the designed graph embed-
ding model. To complete this task, it mainly consists of three
components: (1) the feature initialization layer; (2) the graph
convolution layer; and (3) the optimization layer. Figure 1
illustrates the main steps of the graph embedding model.

4.2.1. Feature initialization layer
Considering that the relationships between biomedical

entities in the disease-RNA information network are scat-
tered, we adopt GCN to capture the intrinsic associations
among these entities. The core idea of GCN is to use
graph structure to propagate the characteristics of entities to
neighbors and reflect the implicit relationship between en-
tities. However, specifying the complex relationships be-
tween biomedical entities requires sufficient domain knowl-
edge. Thus, in order to avoid the strong requirements for the
graph, we explore potential relationships by providing addi-

tional features for the biomedical entity and employing GCN
to gather information about the entity’s neighbors.

For the four different types of biomedical entities in the
network, in order to characterize the differences between en-
tities of the same type, we carry out principal component
analysis (PCA) for similarity between the same type enti-
ties to initialize the biomedical entity features. Specifically,
these messages are collected from: MimMiner [56], which
organizes the disease similarity information from the pheno-
type network; HumanNet [57] is a functional gene network
dataset, which collects 21 sources to measure the functional
associations between genes; MISIM [58] offers the human
microRNA functional similarity; and obtains circRNA sim-
ilarity matrix from the work of Peng et al. [59]. And these
generated PCA vectors are unified into the same dimension
𝑁 , which are used as the initial features 𝑋 for input.

4.2.2. Graph convolution layer
In this layer, there are two operations, propagate entity’s

messages and aggregate neighbor’s information, to capture
the explicit and implicit signals of entities in the disease-
RNA information network. Specifically, let 𝑍(𝑙) be the out-
put embeddings of 𝑙-th convolutional layer and given the
graph adjacency matrix 𝐴 corresponding to the disease-
RNA information network , the updating rule of the graph
convolution layer as:

𝑍(𝑙+1) = ReLU(�̃�− 1
2𝐴�̃�− 1

2𝑍(𝑙)𝑊 (𝑙)) (2)

where 𝑊 (𝑙) ∈ ℝ𝑁×𝐹 is the learnable weight matrix of 𝑙-th
layer in the graph convolution layer, �̃� is the degree matrix
of 𝐴 and 𝐴 = 𝐴 + 𝐼 . In particular, 𝑍(0) = 𝑋.

According to the structural characteristics of the network
that we build, for any type of node to gather information on
the other types of nodes, we set the layer of the graph convo-
lution 𝑙 to 2. Finally, 𝑓 ∶ (, 𝑋) → 𝑍 = 𝑍(2). By this way,
it could produce the embeddings of diseases 𝑧𝑑 , mRNAs 𝑧𝑔 ,
miRNAs 𝑧𝑜 and circRNAs 𝑧𝑐 .
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4.2.3. Optimization layer
To determine the model parameters, we adopt the pair-

wise bayesian personalized ranking (BPR) [60] loss to op-
timize the objective function. BPR assumes that, com-
pared with the unobserved ones, the observed interaction has
higher scores. As our task is to infer the circRNA-miRNA-
mRNA axis related to the disease, we assume that the inter-
actions formed on the axis are more likely to be observed in
the disease-RNA information network. At the same time, we
also consider that, in actual biological processes, circRNA
is mostly associated with miRNA and then influences the
interaction of miRNA with mRNA, which may cause dis-
ease. In this process, circRNA does not directly interact
with mRNA, so we design the objective function by con-
sidering circRNA-miRNA-mRNA as a whole with a fixed
order. Furthermore, the linkage between this whole and dis-
ease is constituted through the entity “mRNA” as a bridge,
and circRNA and miRNA have no direct interaction with dis-
ease. Thus, the design of the objective function is oriented
to the axis-related interaction, which consists of three parts.
The objective function is defined as follows:

Loss = argmin
Θ

∑
(𝑢,𝑖,𝑗)∈

𝐷𝐺 + 𝐺𝑂 + 𝑂𝐶 + 𝜆 ‖Θ‖22 (3)

𝐷𝐺 = − ln𝜇(𝑧𝖳𝑑𝑢𝑧𝑔𝑖 − 𝑧
𝖳
𝑑𝑢
𝑧𝑔𝑗 ) (4)

𝐺𝑂 = − ln𝜇(𝑧𝖳𝑔𝑢𝑧𝑜𝑖 − 𝑧
𝖳
𝑔𝑢
𝑧𝑜𝑗 ) (5)

𝑂𝐶 = − ln𝜇(𝑧𝖳𝑜𝑢𝑧𝑐𝑖 − 𝑧
𝖳
𝑜𝑢
𝑧𝑐𝑗 ) (6)

where  =
{
(𝑢, 𝑖, 𝑗)|(𝑢, 𝑖) ∈ 𝐸+, (𝑢, 𝑗) ∈ 𝐸−} denotes the

pairwise training data, 𝐸+ indicates the observed interac-
tions in the network, and 𝐸− is the unobserved interactions;
𝜇(⋅) is the sigmoid function; Θ is the set of model param-
eters, and 𝜆 controls the L2 regularization strength to pre-
vent overfitting. And then we use the Adam optimization
method [61] to optimize the model and update the model
parameters.

4.3. Query over Embeddings
After deriving the optimal mapping function 𝑓 through

the graph embedding model, we can obtain the embeddings
𝑍 of all entities in the disease-RNA information network.
Since each entity is now represented by a vector, all entities
are in the same latent space, the correlation between mRNA
𝑔, miRNA 𝑜 and circRNA 𝑐 as well as the association of
the three types of entities and their combinations with the
given disease 𝑑 can be easily calculated through a favorable
measurement.

Here, we design a measurement to calculate the cor-
relation score of candidate mRNA-miRNA-circRNA axis

⟨𝑐, 𝑜, 𝑔⟩ related to a given disease 𝑑 ∈ 𝐷, as follows:

𝑆𝑐𝑜𝑟𝑒
𝑍

(𝑑, ⟨𝑐, 𝑜, 𝑔⟩) = (𝑧𝑐 ⋅ 𝑧𝑜) + (𝑧𝑜 ⋅ 𝑧𝑔)|||(𝑧𝑐 ⋅ 𝑧𝑜) ∗ (𝑧𝑜 ⋅ 𝑧𝑔)
|||

+ 3
√

(𝑧𝑐 ⋅ 𝑧𝑑) ∗ (𝑧𝑜 ⋅ 𝑧𝑑) ∗ (𝑧𝑔 ⋅ 𝑧𝑑)

(7)

where the left part of the plus sign reflects the possibility of
forming a circRNA-miRNA-mRNA axis and the right side
selects the most relevant 𝑐, 𝑜 and 𝑔 to 𝑑 to form the axis. The
candidate axes can be sorted based on this score to generate
a set of circRNA-miRNA-mRNA axes  ⟨𝑐, 𝑜, 𝑔⟩ in relation
with a given disease 𝑑, the size of which can be predefined
according to the requirements. It is assumed that the axis
with a higher ranking is more likely to be related to the dis-
ease query.

4.4. Classification and Tagging Axes
Given a query disease, DRAMA can get user-defined

top-𝑘 axes associated with this disease. In order for re-
searchers to conduct further biological experimental analysis
and exploration of these predicted axes, we use the annota-
tion information of the biomedical entities in the circRNA-
miRNA-mRNA axes to classify and tag these axes.

First, for the predicted top-𝑘 axes, we use the three
databases GOA [62], HMDD [49] and CircBank [55] to add
annotation information to the mRNA, miRNA, and circRNA
entities on each axis, respectively. Then the annotation in-
formation of each axis of the top-𝑘 axes is spliced together,
and we use 𝑘 to represent the annotation corpus obtained
after splicing. With each annotation in 𝑘 as the minimum
word segmentation unit, the number of keywords that need
to be extracted is set to 𝐾 through the TF-IDF algorithm,
so as to obtain 𝐾 classifications for these axes. Finally, the
word2vec method is employed to calculate the most relevant
one of the𝐾 classifications for an axis, and this classification
is used to tag the axis.

5. Experiments
In this section, we present the details of experiments in-

cluding experimental settings and results. First, we intro-
duce the dataset, baselines, metrics and experimental setup.
The performance comparisons are then demonstrated in de-
tail. Finally, we discuss the case study and the influence of
several critical parameters.

5.1. Experimental Settings
5.1.1. Dataset

We construct the disease-RNA information network
based on the four types of biomedical entities and the five
relationships from the eight databases as discussed in the
Section 4.1. In order to maintain the connectivity of the
constructed network, we preprocess these extracted relations
and entities. Table 2 lists the statistics of the entities and
links in the disease-RNA information network. In summary,
there are 175,081 entities and 1,186,908 links.
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Table 2
Statistics of the constructed disease-RNA information network.

Relation Type # Entities # Links

Disease-mRNA relation disease 21775 781622mRNA 20158

Disease-miRNA relation disease 715 16526microRNA 1248

Disease-circRNA relation disease 101 1240circRNA 552

miRNA-mRNA relation microRNA 2604 380650mRNA 150150

circRNA-miRNA relation circRNA 353 6870microRNA 351

5.1.2. Baselines
To demonstrate the effectiveness, we compare DRAMA

with ten popular graph representation learning methods in-
cluding GF, SVD, GAE, LINE, HOPE, GraRep, DeepWalk,
Laplacian, node2vec and struc2vec. The detailed charac-
teristics of these graph embedding methods can be referred
to [63]. In addition, we also compare with the two graph
neural network methods to further verify the effectiveness
of DRAMA. One is graph attention network (GAT) [64],
which integrates attention mechanism into graph neural net-
works. It employs the self-attention strategy, which can self-
adaptively learn the importance of different neighbor nodes
in the process of aggregating neighbor information, to ad-
dress the shortcomings of graph convolutions based on spec-
tral approaches. The other is GraphSAGE [65], which uses
local aggregation functions for embedding computation.

5.1.3. Evaluation metrics
Since the path “circRNA-miRNA-mRNA-disease” we

explored is a novel problem, there are no reliable bench-
mark databases containing large amount of relevant data.
Thus, all these baselines and our method are designed to
predict the interaction of circRNA-miRNA, miRNA-mRNA
and mRNA-disease. These interactions are likely to be parts
of the path we aim to detect. To evaluate the effectiveness of
DRAMA, we employ several performance evaluation metrics
that are widely used, including the area under the receiver
operating characteristic (ROC) curve (AUC-ROC), the area
under the precision-recall (PR) curve (AUC-PR), accuracy
(ACC), precision (PRE), sensitivity, i.e. recall (REC) and
F1-score (F1).

5.1.4. Experimental setup
DRAMA was implemented in PyTorch. The dimension

of biomedical entity feature 𝑁 is set to 500. The reason for
this setting is that the number of circRNA in the dataset used
in this work is the smallest relative to other biomedical en-
tities, so an integer smaller than its amount (552) is selected
as the dimension of all biomedical entity features. For a fair
comparison, the embedding size (i.e. the size of biomedical
entity embedding 𝐹 ) is fixed to 128 for all models. More-
over, for DeepWalk, node2vec and struc2vec based on ran-

dom walk, we set the walk length is 80, the window size
is 10 and the number of walks per node is 10. For DRAMA,
GF, GAE, GAT, LINE and GraphSAGE based on neural net-
work, we set the epoch as 800, the learning rate as 0.01 and
the layer of the graph convolution as 2. Thereafter, the em-
beddings of biomedical entities obtained by these methods
are used for predicting the corresponding links.

All experiments were conducted on a PC with four In-
tel Xeon E5-2698 GHz CPUs, four GeForce RTX 2080 Ti
GPUs and 512 GB memory, running Ubuntu 20.04. The
algorithms were implemented in Python and compiled by
Python 3.7.

5.2. Effectiveness
To the best of our knowledge, currently there is no other

solution to the problem that we address. To evaluate the per-
formance of DRAMA, we design the following experiments
to prove it.

In the experiment compared with graph representation
learning methods, we extract the circRNA-miRNA, miRNA-
mRNA and mRNA-disease interactions from the disease-
RNA information network we constructed as the positive
samples of training set and testing set with a ratio of 8:2. The
negative training set and testing set were generated by ran-
domly selecting the same number of unobserved links as the
positive samples size. Such unobserved links are unlikely to
have interactions, because they are pair-wise combinations
(in the same order) between the entities involved in the afore-
mentioned three types of pairs from the entire dataset and the
known interactions are excluded. To reduce the occasional-
ity and ensure the fairness of the experiments, we iterate 100
times to obtain the average results for the comparison.

The results of DRAMA and other graph embedding-
based baselines are shown in Table 3. Based on such results,
we provide the following analyses.

In general, different graph embedding methods have dif-
ferent performances, but all of them can achieve AUC-
PR scores > 0.60. Therefore, graph representation learn-
ing methods can extract potentially useful information from
the disease-RNA information network, and have different
performances in the “circRNA-miRNA”, “miRNA-mRNA”
and “mRNA-disease” interactions prediction. We also find
that DRAMA has superior performance in this task with the
AUC-PR score of 0.9411, AUC-ROC score of 0.9052, ACC
score of 0.8434 and F1 score of 0.8836. It also achieves
decent scores in the REC and PRE evaluation metrics with
the scores of 0.9093 and 0.8591. This demonstrates the ef-
fectiveness of DRAMA for capturing potential information
about “circRNA-miRNA”, “miRNA-mRNA” and “mRNA-
disease” interactions, which also further indicates the ef-
fectiveness of DRAMA in mining disease-related circRNA-
miRNA-mRNA axes.

5.3. Ablation Study
In our model, for each type of biomedical entity, we

use the similarity property to initialize their features and
then predict the associations between them. In order to
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Table 3
Overall performances of comparison with baselines.

Method category Method name AUC-PR AUC-ROC ACC F1 REC PRE

Matrix factorization-based GraRep 0.6323 0.4982 0.4946 0.5612 0.4910 0.6547
HOPE 0.7233 0.4977 0.4987 0.5713 0.5031 0.6566

Laplacian 0.8874 0.7955 0.7260 0.8032 0.8423 0.7672
SVD 0.9125 0.8141 0.7092 0.7998 0.8753 0.7311

Random walk-based struc2vec 0.7604 0.6412 0.6425 0.7820 0.9688 0.6557
node2vec 0.8186 0.7251 0.6695 0.7986 0.9955 0.6653
DeepWalk 0.8201 0.7312 0.6854 0.8043 0.9882 0.6769

Neural network-based LINE 0.6074 0.4166 0.6376 0.7768 0.9508 0.6557
GAE 0.9122 0.8351 0.6929 0.8007 0.9430 0.6957
GF 0.9206 0.8829 0.6828 0.8046 0.9973∗ 0.6755

Graph neural network-based GAT 0.8998 0.8583 0.7434 0.7823 0.6957 0.8936
GraphSAGE 0.9379 0.8942 0.7705 0.8048 0.7136 0.9226∗

DRAMA 0.9411∗ 0.9052∗ 0.8434∗ 0.8836∗ 0.9093 0.8591

Table 4
Performance evaluation of variants.

Variants AUC-PR AUC-ROC F1

DRAMA-ALL 0.6628 0.5000 0.7972
DRAMA-DGO 0.7615 0.6378 0.7951
DRAMA-DOC 0.9015 0.8274 0.8289
DRAMA-GOC 0.8602 0.7577 0.8132
DRAMA-DG 0.8915 0.7981 0.7818
DRAMA-DO 0.9091 0.8383 0.8191
DRAMA-DC 0.9343 0.8832 0.8198
DRAMA-GO 0.8093 0.6894 0.8138
DRAMA-GC 0.9045 0.8293 0.8003
DRAMA-OC 0.9059 0.8398 0.8415
DRAMA-D 0.9347 0.8838 0.8446
DRAMA-G 0.9171 0.8515 0.8190
DRAMA-O 0.9133 0.8524 0.8402
DRAMA-C 0.9388 0.8985 0.8487

investigate whether conditional and random feature initial-
ization is helpful to the effectiveness of DRAMA, we have
conducted an ablation study by randomly initializing the
partial biomedical entity feature in DRAMA. Specifically,
we tested the performances of variants by randomly ini-
tializing only one type of biomedical entity feature (named
DRAMA-D, DRAMA-G, DRAMA-O and DRAMA-C), two
types of biomedical entity features (named DRAMA-DG,
DRAMA-DO, DRAMA-DC, DRAMA-GO, DRAMA-GC and
DRAMA-OC), three types of biomedical entity features
(named DRAMA-DGO, DRAMA-DOC and DRAMA-GOC)
and all biomedical entity features (named DRAMA-ALL).

Table 4 shows the performance of DRAMA could be
weakened when the biomedical entity types of random ini-
tialization increase. Interestingly, we have observed that
when randomly initializing the same number of biomedical
entity types, as long as the randomly initialized type contains
‘mRNA’, the impact on performance is most distinct.

5.4. Case Study
We select two diseases Cervical Cancer, and Bladder

Cancer as the query objects and analyze for further evalua-
tion of the effectiveness of DRAMA. Through the literature
[66–68], the circRNA-miRNA-mRNA axes related to Cer-
vical Cancer and Bladder Cancer can be obtained and used
as the benchmark data for the query objects.

The axes composed of each mRNA, miRNA and cir-
cRNA entity in the disease-RNA information network all
may be candidates for the query disease, we select 1000 cir-
cRNAs, miRNAs and mRNAs that are most relevant to the
query disease in a ratio of 1:3:6, forming 1.8 ∗ 107(100 ∗
300 ∗ 600) axes as candidates. Obviously, this number is
very large, but DRAMA can narrow the range of candidates
and detect the most relevant ones. We compare DRAMA
with other baselines by conducting the experiment which
is to detect how many of the literature-mentioned circRNA-
miRNA-mRNA axes in the top-𝑘 results. As shown in Ta-
bles 5 and 6, DRAMA can clearly detect more effective
circRNA-miRNA-mRNA axes than other methods.

From the results in Table 5, we see that for the Cervical
Cancer, DRAMA can detect the effective circRNA-miRNA-
mRNA axes related to it when selected top 0.056% , while
none of the other methods can detect it. As the selected top
range increases, DRAMA obviously detects more circRNA-
miRNA-mRNA axes mentioned in the literature. When it
reaches the top of 11.1%, more than 90% of the axes have
been detected, while the best performance of the other meth-
ods has detected 71.64% of the axes. Also, it is observed
from Table 6 that when Bladder Cancer is used as the query
object, DRAMA has a similar performance comparing to
other methods.

5.5. Axes Classification and Tagging Analysis
Based on the analysis results of the case study in the pre-

vious subsection, we select the cervical cancer-related top-
400 circRNA-miRNA-mRNA axes and the bladder cancer-
related top-800 circRNA-miRNA-mRNA axes predicted by
DRAMA for axes classification and tagging. Specifically, we
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Table 5
Case study results of cervical cancer.

Top-k/Top-ratio Method name Num Ratio (%)

10000 / 0.056% DRAMA 6 0.05
others 0 0.00

100000 / 0.56% GAT 18 0.16
DRAMA 12 0.11

LINE 11 0.10
struc2vec 4 0.04

HOPE 1 0.01
others 0 0.00

200000 / 1.11% DRAMA 37 0.34
GAT 29 0.27
LINE 23 0.21

struc2vec 8 0.07
HOPE 1 0.01
others 0 0.00

1500000 / 8.33% DRAMA 9698 88.65
GAT 7007 64.05

node2vec 376 3.44
LINE 77 0.70

GraRep 64 0.59
GAE 22 0.20

struc2vec 14 0.13
GraphSAGE 10 0.09

HOPE 4 0.04
others 0 0.00

2000000 / 11.1% DRAMA 9862 90.15
GAT 7837 71.64

node2vec 733 6.70
GraRep 119 1.09
LINE 99 0.90

GraphSAGE 70 0.64
GAE 42 0.38

struc2vec 14 0.13
HOPE 5 0.05
others 0 0.00

5000000 / 27.8% DRAMA 9914 90.62
GAT 8078 73.84

node2vec 6758 61.77
GraphSAGE 5132 46.91
DeepWalk 334 3.05

GAE 150 1.37
GraRep 137 1.25
LINE 126 1.15

HOPE 107 0.98
struc2vec 65 0.59

GF 28 0.26
others 0 0.00

divide the annotation information of GOA into three cate-
gories, i.e., cellular component, molecular function, and bi-
ological process to classify and tag these axes respectively.
We set the number of classification𝐾 for each category to 5,
and then make statistics on these tagged axes. The analysis
result of cervical cancer is shown in Figure 2 and bladder
cancer is illustrated in Figure 3.

In order to demonstrate the effectiveness of the classifi-
cation and tagging results of these axes, we further make use

Table 6
Case study results of bladder cancer.

Top-k/Top-ratio Method name Num Ratio (%)

100000 / 0.56% DRAMA 19 0.11
LINE 8 0.04
others 0 0.00

200000 / 1.11% DRAMA 55 0.31
LINE 53 0.30

struc2vec 3 0.02
others 0 0.00

1500000 / 8.33% DRAMA 3333 18.73
LINE 933 5.24

GraRep 290 1.63
HOPE 149 0.84

struc2vec 22 0.12
GraphSAGE 3 0.02

node2vec 1 0.01
others 0 0.00

2000000 / 11.1% DRAMA 8367 47.01
LINE 1258 7.07

GraRep 290 1.63
HOPE 280 1.57

struc2vec 50 0.28
GraphSAGE 15 0.08

node2vec 7 0.04
others 0 0.00

5000000 / 27.8% DRAMA 11418 64.16
LINE 2423 13.61

HOPE 2297 12.91
node2vec 495 2.78

GraphSAGE 394 2.21
GraRep 294 1.65

struc2vec 173 0.97
GAE 22 0.12

DeepWalk 1 0.01
others 0 0.00

of the Database for Annotation, Visualization and Integrated
Discovery (DAVID) [69] to analyze Kyoto Encyclopedia
of Gene and Genome (KEGG) [70] pathway on the pre-
dicted cervical cancer and bladder cancer-related circRNA-
miRNA-mRNA axes. Figure 4 depicts the analysis result.

Axes classified by our approach are highly coincident
with pathway enrichment analysis from several aspects. Hu-
man papillomavirus (HPV) is the most well-known risk fac-
tor for the development of cervical cancer. High-risk HPV
types cause almost all cervix malignancy, at the present time,
HPV of types 16, 18, and 45 have been identified as the
most common causes of cancers of the cervix. Oncopro-
teins of HPV, especially E5, E6, and E7, largely changing
the cellular function through a cascade of amplifying signals
among cross-talking pathways. PI3K/Akt, Wnt/𝛽-catenin,
ERK/MAPK, NF-𝜅B, and JAK/STAT signaling pathways
have a significant function in the progression of cervical can-
cer in HPV infected individuals, and further deregulate sev-
eral cellular processes, mostly apoptosis, cell cycle control,
migration, immune evasion, and even induction of genetic
instability [71]. Furthermore, viruses have been shown to
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Figure 2: The classification and tagging results of the predicted top-400 circRNA-miRNA-mRNA axes related to cervical cancer.

Figure 3: The classification and tagging results of the predicted top-800 circRNA-miRNA-mRNA axes related to bladder cancer.

affect miRNA processing through their viral proteins. miR-
NAs are transcriptional products of RNA polymerase II, and
the miRNA processing proteins including Drosha, DGCR8,
Dicer, and AGO2 are deregulated in HPV-induced carci-
noma [72].

Variant molecular sub-types, mutation sub-types, and
epigenetic modification markers predict different prognosis
of bladder cancer. The predicted bladder cancer-related axes
classification demonstrates the sub-types by function enrich-

ment, which consists of the KEGG pathway analysis. Com-
pared with other solid tumors, bladder cancer develops rel-
atively high frequency of somatic mutations, which changes
several signaling pathways, including the PI3K-AKT path-
way, TERT promoter, cell cycle, RAS-RAF-MAPK pathway
[73]. Also, miRNAs aberrantly expressed in bladder cancer.

From a biomedical aspect, DRAMA is an effective al-
gorithm, which provides the circRNA-miRNA-mRNA land-
scape view of specific diseases and predicts potential circR-

Figure 4: Pathway enrichment analysis results of cervical cancer and bladder cancer.
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(a) (b)

(c) (d)

Figure 5: Performance analysis of parameters (a) epoch, (b)
dimension, (c) learning rate and (d) layer from three evaluation
metrics: AUC-ROC, AUC-PR and F1.

NAs and related axes.

5.6. Parameter Sensitivity
Our proposed model contains several hyper-parameters,

which have been tested to evaluate their impacts on DRAMA
measured by AUC-PR, AUC-ROC and F1 scores, including
the dimension of output embeddings, the epoch and learning
rate in the optimization process, and the layer of the graph
convolution layer. In this part, all experiments are performed
on the whole dataset i.e., the disease-RNA information net-
work we built. When comparing a parameter, we keep the
other parameters unchanged. Their performances are pre-
sented in Figure 5.

5.6.1. Effect of epoch
To verify the effect of epoch on DRAMA, we change the

epoch in {500, 600, 700, 800, 900, 1000}. From Figure 5
(a), we see that with the change of epoch, all results un-
der the evaluation metrics of AUC-PR and AUC-ROC have
very trivial differences, and F1 score also becomes stable in
the range from 600 to 900. In general, the three evaluation
scores reach the best performance when the epoch was 800.

5.6.2. Effect of dimension
Similarly, in order to analyze the influence of the dimen-

sions on the DRAMA, we vary the dimension from {32, 64,
128, 256, 512}. It is easily observed from Figure 5 (b) that
the overall performance has become stable as the change
of dimension under the evaluation metrics of AUC-PR and
AUC-ROC, and the three evaluation scores are the best when
the dimension is 128.

From the analysis of the above two parameters, it could
prove the stability of DRAMA, that is, our results would not
fluctuate too much if the dimension and the epoch are se-
lected within an appropriate range.

5.6.3. Effect of learning rate
We also assess the sensitivity of the learning rate when

the learning rate changes in {0.0001, 0.001, 0.01, 0.1}.
As shown in Figure 5 (c), when the learning rate is 0.01,
DRAMA obtains the best performance.

5.6.4. Effect of layer
We further analyze the changes in the performance of

DRAMA as the layers increases and the layer varies from {1,
2, 3, 4}. Figure 5 (d) shows that when the layer of DRAMA
is 2, the model has the best scores.

Also, it can be seen that DRAMA is sensitive to these
two parameters. Reasonable explanations may be that con-
trolling the learning rate is related to the optimal solution
of the algorithm and the choice of the layer is related to the
structure of the constructed network.

6. Conclusion
Discovering disease-ncRNA association is an important

issue in the field of biomedicine. It can assist biologists
and physicians to understand the etiology and pathogenic
mechanism of disease symptoms. Different from previous
work that predicting the relationship between disease and
ncRNA, in this paper, we considered the impact of the inter-
action among ncRNAs on the disease, and thus proposed and
evaluated DRAMA, a general framework to discover disease-
related circRNA-miRNA-mRNA axes with graph convolu-
tional network. By constructing a disease-RNA information
network, DRAMA captured the explicit and implicit connec-
tions among disease, mRNA, miRNA and circRNA utilizing
local neighbors and global structure. Experimental results
have demonstrated that the effectiveness of DRAMA, which
has outperformed baselines in real-world datasets.

For future work, improvements can be made in consider-
ing more abundant and richer domain knowledge to initial-
ize the features of biological entities, introducing the regu-
lation mechanism of ncRNA to construct the disease-RNA
information network for distinguishing edge heterogeneity,
as well as developing a system for updating the results in
real time when new data sources are added.
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