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Summary: In the presence of linear trend, linear systematic sampling (LSS) is less efficient than
stratified random sampling (STR) and more efficient than simple random sampling (SRS). Conse-
quently, some authors have proposed modifications to the LSS design, which have shown to yield
optimal results under certain conditions. In this paper, a further modified design, termed as balanced
modified systematic sampling (BMSS), is proposed. BMSS is compared to various well-known
modified LSS designs as well as LSS, SRS and STR. If half the sample size is an even integer, then
BMSS is optimal. To obtain linear trend free sampling results for the other cases of the sample size,
a BMSS with end corrections (BMSSEC) estimator is constructed. The results in this paper suggest
that the proposed estimator performs better than all other estimators for odd sample sizes and even
sampling intervals. Moreover, the proposed estimator is competitive for all other cases.

1. Introduction

If one wishes to draw a sample of size n from a population of size N, then a simple way to do this
would be to randomly select a unit and then to select subsequent units at equally spaced intervals,
until a sample of size n is achieved. More specifically, if one randomly selects a unit from the first
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k = N/n units and every kth unit thereafter, then this sampling design is known as linear systematic
sampling (LSS), provided that k is an integer (Cochran, 1977). LSS is advantageous over simple
random sampling without replacement (SRS) and stratified random sampling (STR) (based on the
random selection of one unit per stratum from 7 strata, each of size k), owing to its convenience and
operational simplicity when implemented.

Consider a finite population U = (Uy, ..., Uy) of size N and let y, be the value of the study variable
of the gth unit of population U, for g € {1,...,N}. Accordingly, the population mean Y = 22]:1 vq/N
is estimated from the sample mean y. Suppose a population that exhibits linear trend, given by the
model A

Yg=a+bg+ey, qg=1,..,.N )]

where a and b are constants and the e,’s denote the random errors which follows Cochran’s (1946)
super-population model, i.e. if the function & denotes the average of all potential finite populations
that can be drawn from model A, then

& (eq) =0, & (8[21) =02, & (eqe:) =0(q#z).
By using (1), the population mean is given by

b(N+1)

N
7:%23),1 1Za+ Zqu ZeqfaJr 7 +e,
g=1

where € = ):2’:1 eq/N denotes the mean random error of the population. Now, let y; g, Ysrs, and
Ystr» denote the sample means when conducting LSS, SRS and STR, respectively. Thus, when
estimating ¥ under model A, we note that the expected mean square errors (MSEs) of ¥; gg, Ysgrs»
and ygTR, are respectively given by

5 bz(kz—l)

Miss =0, + ———, )
12
PP(N+1)(k—1

Msrs = 2+—( )( ), 3)

12

and

b (k*—1)
Mgrg = 62+ —— 4
STR = O, + TP 4

where 62 = 62(1/n—1/N) represents the minimum expected error variance component, while the
second terms on the right hand side represent the linear trend components (Bellhouse, 1988). By
comparing Equations (2) through to (4), we obtain

Mgstr < Miss < Msgs. (5)

Accordingly, some authors have suggested modified LSS designs to remove the linear trend
component in Equation (2) and thus improve efficiency. Yates (1948) proposed a corrected estima-
tor which uses the LSS design and is termed as the Yates’ end corrections (YEC) estimator. This
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estimate is obtained by applying appropriate weights to the first and the last sampling units. Cen-
tered systematic sampling (CESS) was first discussed by Madow (1953), where the centrally located
linear systematic sample is selected and thus no randomization is required. The centered systematic
sample mean is subject to bias, since certain population units have no chance of being selected for the
sample (Murthy, 1967). A balanced arrangement reverses the order, with respect to the population
unit indices, of every alternative set of k population units. Sethi (1965) considered the application of
LSS on this arrangement and this design was later named as balanced systematic sampling (BSS) by
Murthy (1967, p. 165). Singh, Jindal and Garg (1968) suggested the application of LSS on a mod-
ified arrangement, where a subset of units from the end of the population is reversed, with respect
to their population unit indices. This sampling design is known as modified systematic sampling
(MSS). Denote Yygc, Ycgss Yess» and Yyss» as the sample means associated with YEC, CESS, BSS
and MSS, respectively. When estimating ¥ under model A, the expected MSEs of these sample
means are respectively given by

M 02+62 (1)
Cc= i \2.2)
YE e 6(}’!*1)21{2
(©)
5 e
o if k is odd
Mcess =9 % ’
CESS { o2+ b2 /4, if k is even @
and
o2 if n is even
Mgpss = Myiss =3 4’
BSS MSS { 03+b2(k2—1)/12”2’ if n is odd ®

(Fountain and Pathak, 1989). By referring to Equations (6) to (8), we note that: (i) while there is a
complete removal of the linear trend component in Mygc, there is a larger error variance component,
owing to the uneven weighting of the sampling units; (ii) the linear trend component in Mcgss is
only eliminated when k is odd; and (iii) both Mpss and Myss are equivalent, with the linear trend
components being removed only for the case when n is even. Good reviews for these designs are
provided by Bellhouse and Rao (1975), Cochran (1977), Fountain and Pathak (1989), Singh (2003)
and the corresponding references cited therein.

More recent optimal modified LSS designs for linear trend populations have been suggested
by Subramani (2000, 2009, 2010) and Khan, Shabbir and Gupta (in press), while Mukerjee and
Sengupta (1990) proposed optimal design-unbiased strategies to estimate Y. As in the case of the
earlier designs, these recent solutions are based on certain assumptions and/or are optimal for linear
trend populations under certain conditions.

In the present paper, a modified LSS design, termed as balanced modified systematic sampling
(BMSS), is proposed. In Section 2, a discussion on the methodology of BMSS is provided. For
Section 3, the expected MSE of the BMSS sample mean, is compared to that of My ss, Msrs, MsTR,
Mygc, Mcgss, Mpss and Myss. As a result, BMSS is only optimal for the case when n/2 is an
even integer. A BMSS with end corrections (BMSSEC) estimator is thus constructed, so as to
remove the linear trend component in the corresponding expected MSE for the other cases of n. A
numerical example on a hypothetical population is then considered in Section 4, before carrying out
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a simulation study in Section 5. Note that k is assumed to be an integer throughout this paper, i.e.
assuming that N is an exact multiple of n, so that sampling is conducted linearly.

2. Balanced Modified Systematic Sampling (BMSS)

A modified arrangement used for BMSS is defined as follows: (a) if # is even, then the order of
every alternative set of k population units is reversed, before reversing the order of the first/last n/2
sets of k population units; and (b) if n is odd, then the order of every alternative set of k population
units is reversed, before reversing the order of the last (n — 1)/2 sets of k population units. LSS is
then applied to this modified arrangement, so as to select the required sample. Note that different
arrangements, before applying LSS, will result in different compositions of samples and this paper
deals with a specific arrangement, as explained above. By reversing the order of n/2 (or (n—1)/2)
sets of k population units, a balancing effect is obtained which is optimal for populations exhibiting
linear trend. Note that MSS reverses the order of the last n/2 (or (n — 1)/2) sets of k population
units, without alternating the order of each set, while BSS alternates the order of each set, without
reversing the order of the last n/2 (or (n — 1)/2) sets of k population units. Thus, the ordering of
BMSS is a mixture of both, the MSS and BSS orderings. Moreover, BMSS reduces to LSS when
n = 2 and we will thus assume that n > 2.

The above-mentioned design is equivalent to selecting sampling units according to the following
indices:

(A) if n/2 is an even integer, then
i+2jk, 2(j+ Dk—i+1, forj=0,...,(n—4)/4
and
N+i—k—2jk, N—i—k—2jk+1, forj=0,..,(n—4)/4;
(B) if n/2 is an odd integer, then
i+2jk, N+i—k—2jk, forj=0,..,(n—2)/4
and
2(j+Dk—i+1, N—i—k—2jk+1, forj=0,...,(n—6)/4;
(C) if n =3, then
i 2k—i+1 and N—i+1;
(D) if n# 3 and (n+ 1)/2 is an even integer, then
i+2jk, 2(j+k—i+1, N—i—2jk+1, forj=0,..,(n—3)/4
and

N+i—2(j+ 1)k, forj=0,..,(n—7)/4;
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(E) if (n+1)/2 is an odd integer, then

i+2jk,  2(j+Dk—i+1, N—i—2jk+1, N+i—2(j+ 1)k,
forj=0,..,(n—5)/4 and i+(n—1)k/2.

Note that Cases (A) and (B) are sub-cases of n being even, while Cases (C) to (E) are sub-cases of
n > 1 being odd.

The ith (i € {1,...,k}) sample mean, denoted by ygpss, is Obtained by using the above sampling
unit indices for the respective cases, e.g. if we consider Case (A), then the sample mean is given as

~ 1 (n—4)/4
YBMSS = Z (Vit2jk +Y2(j1)k—it1 +IN+ti-k—2jk + IN—i—k—2jk+1)-
j=0

Note that ygpsg 1s design-unbiased, since BMSS is viewed as an arrangement of units before apply-
ing LSS.

3. Expected Mean Square Error (MSE) Comparisons

To compare the expected MSE of the BMSS estimator, to that of My ss, Msrs, Mstr, MyEc, MCESS,
Mpgss and Myss, we first need to consider the following theorem.

Theorem 1 If we suppose model B, which is related to model A, given by
Yg =a+bq, g=1,...N ©)
such that

b(N+1)

S 1
YB:N;yq:ﬁ[(a—i—b)—i—...—i—(a—i—Nb)]:a—&- >

then by assuming equal weights (1/n) applied to all the sampling units, the expected MSE of any
sample mean, when estimating Y, is given by

MAngSE(yA)é(g’{E[(yA—Y)ZH = 62+ Var (7). (10)

where y denotes a linear unbiased estimator of Y, using the sampling design associated with y,.

Proof. By using Equations (1) and (9), we obtain ¥ =Yg +¢ and y, = Vg +¢;, where &; = Ye;/n
denotes the mean random error of the sample and ), denotes the sum over the sample. Using these
expressions, it follows that

w25 (o5, 77

- é"{E [(yB —Ye) + (@ —?)2} } — &Var (¥g) + & Var (¢;) = Var (¥g) + 62.
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If we let P = 2i — k — 1, then applying Equation (9) to ygpgs results in

Yemss =a+b(N+1)/2, for Case (A)
=a+b[N+1+2P/n]/2, for Case (B)
=a+b[N+1—P/n]/2, for Cases (C) to (E).

Hence, the corresponding variance expression, when using ygyss to estimate Yp, is given by

Var (Ygmss) = 0, for Case (A)
= b (k> —1)/3n°, for Case (B)
=b* (K> —1)/12n2, for Cases (C) to (E), (11)

which follows since

Thus, if we assume model A, then by substituting Equation (11) into Equation (10), we obtain

Mgwmss = o7, for Case (A)
=0, +b* (K —1)/3n, for Case (B)
=2+ b (K> —1)/12n°, for Cases (C) to (E). (12)

By comparing Equations (12) and (4), we note that Mpyss < Mstr for all the cases. Thus, by
using Equation (5), we conclude that BMSS is more efficient than LSS, SRS and STR. Also, by
comparing Equations (12) and (6), we see that Mpymss < Mygc, for (i) Case (A); (ii) Case (B) (if and
only if 62 > 2b%(n— 1)2k? /n?); and (iii) Cases (C) to (E) (if and only if 62 > b*(n — 1)%k? /2n?). In
addition, the comparison of Equations (12) and (7) results in:

(1) Mpmss = Mcgss for Case (A) and if k is odd;
(i) Mpmss < Mcgss for Case (A) and if k is even;
(iii) Mgmss > Mcgss for Cases (B) to (E) and if k is odd;
(iv) Mgmss < Mcgss for Case (B), if k is even and 4k — 4 < 3n?;
(V) Mpumss < Mcgss for Cases (C) to (E), if k is even and k* — 1 < 3n?.

Finally, by comparing Equations (12) and (8), we see that Mpyss > Mpss = Muss for Case (B),
while all other cases result in Mgymss = Mpss = Myiss.

Clearly, we only obtain a complete removal of the linear trend component in Equation (12) for
Case (A). To remove the linear trend component for the other cases, we next consider the appli-
cation of weights to the first and last sampling units. Accordingly, the resulting estimator and the
corresponding expected MSE are respectively given in the next two theorems.
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Theorem 2 The BMSSEC estimator of ¥ with random start i, for i € {1,...,k}, is given as

YBmssec = Yemss T PV — yv+i—k)/[n(N — k)], for Case (B)
= Yamss — PO —yn—iv1)/[2n(N —2i 4+ 1)], for Cases (C) and (D)
= Vgmss + PO —yn—it1)/[2n(N = 2i+1)], for Case (E).
Proof. See Appendix. |

Theorem 3 Under model A, the expected MSE of ygygsic 1S given as

Mgwmssec = 62 +262 (k> —1)/3n*(N — k)2, for Case (B)
k
=0, +Y {P°c?/[2(N—2i+1)’n%k]}, for Cases (C) to (E).
i=1
Proof. See Appendix. |

If we compare Mpymssgc to all previous expected MSE expressions, then we note that simple
theoretical comparisons are difficult to obtain and we will thus resort to some numerical comparisons
in the next two sections. However, one can easily verify that Mgss = Mmss < Memssec < Mygc for
Case (B), while Mcgss < Mpwmssec if & is odd. Furthermore, just as in the case of the YEC estimator
being slightly biased under the assumption of a rough linear trend, owing to the uneven weighting
of the sampling units (Murthy, 1967), we obtain the same result for estimator Ygpssgec-

4. Numerical Example

Consider the hypothetical linear trend population given by Murthy and Rao (1988, p. 161), which
is presented in Table 1. All the possible samples for various values of n when conducting BMSS,
which are obtained by using the sampling unit indices in Section 2 for the corresponding cases, are
presented in Table 2. The associated MSEs for the various sampling designs mentioned in this paper
are given in Table 3. The results suggest that BMSS offers a strict improvement over LSS, SRS
and STR, regardless of the sample size. Moreover, if /2 is not a even integer, then we obtain a
reduction in estimation error by using the BMSSEC estimator, as opposed to the BMSS estimator.
Comparisons amongst the modified LSS designs to either BMSS or the BMSSEC estimator requires
further analysis, since we are only considering a single finite population, whereas our theoretical
results obtained earlier are based on an infinite super-population. However, we note that in most
cases, there is a significant reduction in error when applying any one of the modified LSS designs,
as opposed to LSS, SRS and STR.

5. Empirical Comparisons

Three independent simulation studies are carried out to further evaluate the estimator Ygpyssgpc-
Monte Carlo simulations are used with the statistical software package R, where 10 000 finite
populations are simulated. The expected MSE of each estimator is obtained by averaging the
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Table 1: A population of 40 units exhibiting a steady linear trend in the value of a variable y.

Ug g Ug _ Yq Ug _Yq Ug _ Yq
U 0 U 10 Uy 23 Us1 41
U, 1 U, 11 Uy 25 Uz 43
Us 2 Uz 12 Uy 29 Usz 46
Uy 3 Uy 12 Uy 30 Uss 50
Us 4 Us 13 Uys 32 Uss 52
Us 5 Ueg 14 Uy 33 Usg 53
u; 7 Uy 15 Uy; 35 Us; 57
Ug 7 Uyg 17 Uy 38 Usg 59
Uy 8 Uy 20 Uy 39 Usg 62
Uop 9 Uy 22 Usp 40 Uy 63

Table 2: For various values of n, the k possible samples (for i € {1,...,k}) using BMSS.

Case n k Possible Samples
A 4 10 Si ={Ui,Uz1-i,U31-i, U304}
E 5 38 Si ={Ui,U17—-i,Us1-i,Unayi } U{Ui64i}
A &8 5 Si ={Ui,Ur1-1,U36—i, U351, U10+i, Ua1 -, Ups i, Usg—i }
B 10 4 Si ={Ui,Us6+i,Us+i, Usg1i, Uteris Uao1i, Uo—i, Usr—i, Ui, Uag—i }
A 20 2 8§ ={U;,Us ;,Usg1i,Uso i, Usyi,Uo—i,Usa1i,Uss i, Ug 1, Uz, Uso i}

U{U31-i,U124i,U17-i, Ur6 i, U27—i, Ute i, Ua1 i, Uao i, Uas—i }

Table 3: Mean square errors for a hypothetical population exhibiting a linear trend.

n
4 5 8 10 20
LSS 23.1600 13.6475 6.3288  3.3825  0.4900
SRS 83.2264 64.7316 36.9895 27.7421 9.2474
STR 6.6350  3.1700  0.9625  0.4063  0.0350
YEC 04116  0.1887  0.1140  0.0240 0.0134
CESS 0.6400  0.4225 0.0400 09025 0.4900
BSS 0.4350  2.2475  0.0288  0.0275  0.0025
MSS 24725  0.0575  0.7538  0.2025  0.0400
BMSS 0.1475 05775  0.1788  0.2275  0.0025
BMSSEC N/A 0.0730 N/A 0.0187 N/A

MSEs over the 10000 populations. The relative expected MSEs of each comparative estimator,
with respect to that of estimator Ygysspcs 1S denoted by Ry = 100 x Mpmssec/Ma (%), where
o € {LSS,SRS,STR, YEC,CESS,BSS,MSS,BMSS}. Without loss of generality, we suppose that
the e,’s are iid N(0, 1) random variables and let a = 5.

In the first simulation study, Case (B) is examined and arbitrary values of b = 0.5,1,2 and 4, are
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assigned while varying n and k. The associated relative expected MSEs are presented in Tables 4 to
7. From Tables 4 to 7, we note that only estimators yggg and Yysg, are marginally subjected to less
error than that of estimator Ypygspc. Also, estimator Ygyssec 1S always favourable over estimators
Yiss» Ysrs and Ycgss, With greater discrepancies as n, k and/or b increases. Similarly, we see that
estimator Ygyssec 1S always preferred over estimator ygtr, With greater discrepancies as k and/or b
increases, while results remain constant as # varies. Finally, we note that estimator ygpsspc always
performs better than estimator ygygg, With greater discrepancies as k and/or b increases and smaller
discrepancies as n increases. Thus, Mgmss — MpMmssEc as n — oo, provided that k and b are relatively
small.

Table 4: Simulated relative expected mean square errors for populations exhibiting linear trend
under Case (B) (b =0.5).

n  Riss  Rsgs  Rsrr Rcess  Rpss Ryss  Rpumss
6 57.85 2399 90.73 57.85 101.51 102.63 9240
34 19.08 01.02 8947 19.08 101.07 100.29 98.49
130 0576  00.07 88.25 05.76 102.61 102.51 99.52
258 0299 00.02 8824 0299 99.16 99.05  99.87
6 28.87 07.50 71.57 66.63 100.70 101.63 79.28
34 0660 0026 70.74 26.17 10042 100.33 94.84
130 01.82 00.02 70.87 0853 102.52 99.01 98.84
258 0092 <00.01 70.81 04.45 10031 99.04 99.18
6 10.06  02.01 40.24 70.84 100.66 100.10 50.14
34 0193 00.06 40.08 29.27 99.81 99.85 85.14
130 00.51 <00.01 40.10 09.79 10046 100.15 95.62
258 00.26 <00.01 39.82 05.15 100.27 100.55 9743

e lie ol lie I N - T T \ I \S I \S I ()

For the second simulation study, Cases (C) to (E) (i.e. n is odd) are considered and arbitrary
values of b =0.5,1,2 and 4, are assigned while varying n and k. The corresponding relative expected
MSE:s are presented in Tables 8 to 11. From Tables 8 to 11, we note that estimator ygygspc performs
better than all the estimators considered in this study. In this simulation study, we obtain similar
results as those obtained in the previous study. However, estimator yg\issgc now performs better
than estimators yggg and yy;gg. Moreover, we see that estimators Yggg, Ymss and Ygumss. are relatively
subject to the same amount of error. Thus, Mpss, MMss and Mpmss — MBMsSEC as 1 — oo, provided
that k and b are relatively small.

Comparisons between estimators Ygysspc and yygce are evaluated in the third simulation study.
Because there are no trend components in the expected MSEs of both estimators, an arbitrary value
of b =4 is assigned while varying n and k. Also, only Cases (C) to (E) are explored, as it was
theoretically shown previously that Mgmssec < Mygc for Case (B). The simulated relative expected
MSEs are presented in Table 12. The results suggest that estimator ygpgsgc 1S only preferred when
n and k are small. Otherwise, there are marginal gains when choosing estimator Ygygspc Over esti-
mator yygc.-
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Table 5: Simulated relative expected mean square errors for populations exhibiting linear trend
under Case (B) (b=1).

n Riss  Rsgs  Rstk  Rcess  Rpss Ryss  Rpuss
6 2495 07.16 66.55 2495 99.00 99.53 75.38
34 0559 0025 66.74 05.59 100.84 100.51 94.65
130 01.54 00.02 67.78 01.54 10091 102.35 98.60
258 00.80 <00.01 69.26 00.80 105.18 105.60 99.44
6 09.25 0199 38.14 3349 10093 101.08 48.34
34 01.72 00.06 37.23 08.08 98.99 99.99 83.69
130 0046 <00.01 3746 0225 99.82 101.26 95.29
258 00.23 <00.01 3749 01.15 100.23 101.06 97.11
6 02.70  00.51 14.28 3691 100.38 100.58 19.93
34 0049 00.02 1426 09.31 100.27 100.73 58.78
130 00.13 <00.01 14.16 02.61 99.12 99.41 84.22
258 00.06 <00.01 14.18 01.33 102.09 100.64 91.56

(e cle ol R0 R e T = T L 2 \S I NS \S 3

Table 6: Simulated relative expected mean square errors for populations exhibiting linear trend
under Case (B) (b = 2).

n  Rpss  Rsrs  Rstk Rcess  Rpss  Russ  Rpuss
6 07.68 0190 3333 07.68 99.73 101.68 42.20
34 0144 00.06 3299 0144 99.04 99.59 80.93
130 00.38 <00.01 33.50 00.38 9990 101.72 94.94
258 00.19 <00.01 3354 00.19 101.66 101.58 96.97
6 0243 0050 13.03 11.09 100.52 99.60 18.31
34 0044 00.02 13.21 02.18 100.84 99.90 56.22
130 00.11 <00.01 12.95 00.57 101.01 99.83 83.06
258 00.06 <00.01 13.07 0029 99.54 99.92 90.80
6 00.68 00.13 03.99 1277 99.65 99.86 05.86
34 00.12 <00.01 04.00 02.51 100.08 100.40 25.97
130 00.03 <00.01 04.01 00.67 99.76 99.37  57.89
258 00.02 <00.01 03.99 0034 9941 9941 72.91

(o elNe  Re R0 R T = T L 2N \S T NS S
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Table 7: Simulated relative expected mean square errors for populations exhibiting linear trend
under Case (B) (b =4).

n Riss Rsgs  RstrR  Rcess  Rpss Russ  Rpuss
6 02.08 00.49 11.30 02.08 103.38 102.87 16.23
34 00.36 00.02 11.05 00.36 102.27  99.00 51.55
130 00.10 <00.01 11.16 00.10 101.55 99.06 80.80
258 00.05 <00.01 10.83 00.05 99.02 100.08 88.48
6 00.62 00.12 03.60 03.02 100.68 99.61 05.31
34 00.11 <00.01 03.59 00.54 99.15 99.43 23.98
130 00.03 <00.01 03.61 00.14 98.94 99.51 55.27
258 00.01 <00.01 0359 00.07 99.13 100.16 70.01
6 00.17 00.03 01.03 03.54 100.02 100.92 01.54
34 00.03 <00.01 01.04 00.65 100.75 100.82 08.21
130  00.01 <00.01 01.03 00.17 100.02 10040 25.13
258 <00.01 <00.01 01.03 00.08 100.62 9991 40.06

(o elie  le R R G TG N S I \S T (ST S )

Table 8: Simulated relative expected mean square errors for populations exhibiting linear trend
under Cases (C) to (E) (b =0.5).

S

Rrss  Rsgs  Rstk Rcess  Rpss  Russ  Rpuss
70.39 5354 8852 7039 98.00 98.41 98.72
35 1835 0094 87.75 1835 98.16 98.51 99.57
125 0592 00.08 88.00 0592 99.01 99.66 99.88
255 03.08 00.02 89.77 03.08 99.89 99.99 99.96

3 4540 24.17 72.16 81.30 91.01 89.63 89.99
35 0641 00.24 7049 25.65 98.96 98.54 98.78
125 01.89 00.02 70.82 08.74 9929 99.36 99.59
255 0093 <00.01 70.67 0450 99.84 99.99 99.84

3 18.50 07.55 40.69 8334 6831 67.80 68.28
35 01.86 00.06 39.89 2877 9534 9624 9597
125 00.54 <00.01 4036 1025 98.78 99.47 98.78
255 0026 <00.01 40.13 0526 9940 99.88 99.32

W

[ le e le cle R T = T L "2 N I NS I S 3

6. Conclusion

A modified LSS design (i.e. BMSS) that depends on an arrangement of population units before
applying LSS, which results in the corresponding sample mean being design-unbiased, has been
proposed. Results from Sections 3 to 5 indicate that BMSS is more efficient than LSS, SRS and STR,
in the presence of linear trend. The optimal case of BMSS is when n/2 is an even integer, which
results in linear trend free sampling and minimum expected MSE of the corresponding sample mean.
For the other cases of BMSS, a modified end corrections estimator, i.e. estimator ygpssgc» has been
constructed. Populations exhibiting a rough linear trend result in estimator ygygspc being a slightly
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Table 9: Simulated relative expected mean square errors for populations exhibiting linear trend
under Cases (C) to (E) (b =1).

n Ryss Rsgs  RstrR  Rcess Rpss  Rumss  Rpuss
3 42.66 23.21 70.25 42.66 88.72 88.20 88.28
35 0539 0024 66.54 0539 98.63 98.12 98.60
125 01.57 00.02 6646 01.57 9830 9848 98.60
255 00.78 <00.01 66.48 00.78 99.51 9997 99.79
3 17.03 0728 3828 50.89 6539 6623 65.88
35 01.68 00.06 37.29 07.88 9472 9444 95.06
125 0048 <00.01 37.58 0236 98.88 98.33 98.82
255 0024 <00.01 38.00 01.18 99.99 9897 99.51
3 0542 0202 1471 5498 3436 3426 34.36
35 0048 00.02 1439 0924 8556 8521 85.64
125 00.13 <00.01 14.25 0271 9545 96.21 95.36
255 00.07 <00.01 14.37 01.36 9695 9772 97.57

(o ele e R e T = T L "2 \S T NS \S )

Table 10: Simulated relative expected mean square errors for populations exhibiting linear trend
under Cases (C) to (E) (b = 2).

n  Riss  Rsgs Rsrr Rcess  Rpss  Russ  Rpuss
3 14.66 0679 3426 1466 6190 62.10 61.82
35 0138 0006 3271 0138 9503 9490 94.55
125 00.39 <00.01 32.60 00.39 9822 9837 98.43
255 00.19 <00.01 33.09 00.19 9894 99.75 99.25
3 04.88 0192 13.36 2068 31.62 31.83 31091
35 0042 0002 1299 0208 84.01 83.59 84.05
125 00.12 <00.01 12.98 00.59 94.68 9393 94.98
255 00.06 <00.01 13.05 0029 098.13 97.76 97.46
3 01.40 00.51 04.09 2299 1137 1135 11.34
35 00.12 <00.01 0398 0243 5925 59.13 59.01
125 00.03 <00.01 03.99 00.69 83.52 8349 83.69
255 00.02 <00.01 04.03 0034 91.83 9098 091.54

0 0 00 B BA PR NDDNDNDND

biased estimate of Y as well as exhibiting an inflated error variance component in the corresponding
expected MSE, owing to the uneven weighting of the sampling units.

If n/2 is an odd integer, then estimator ygygsec 1S subject to less error than estimators yy gg,
Ysrs»> YsTR> YyEc and Ygumss. While marginally susceptible to more error than estimators ypgg and
Ymss» as shown in Sections 3 and 5. In addition, if n is odd, then estimator ygpgsgc 1S subject to
less error than all of the above-mentioned estimators. The simulation study in Section 5 indicates
that estimator ygpsspc performs better than estimator Yy if # is odd, provided that n and k are
small. Otherwise, there are marginal gains when opting to use estimator Ygysspc OvVer estimator
Yygc- Under this circumstance, one may opt to use estimator yygc, owing to simplicity.
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Table 11: Simulated relative expected mean square errors for populations exhibiting linear trend
under Cases (C) to (E) (b =4).

k n Ryss Rsrs  Rstr  Rcess Rpss  Russ  Rpuss
2 3 04.06 01.78 11.28 04.06 27.59 27.81 27.72
2 35 00.35 00.02 11.05 00.35 81.58 81.06 81.51
2 125 00.10 <00.01 11.16 00.10 92.83 93.56 93.80
2 255 0005 <00.01 11.13 00.05 96.56 9740 97.06
4 3 01.27 00.49 0371 06.02 1041 1031 10.38
4 35 00.11 <00.01 03.62 0053 5626 56.53 56.25
4
4
8
8
8
8

125 00.03 <00.01 03.63 00.15 8243 82.85 82.33
255 00.01 <00.01 03.64 00.07 90.81 90.58 90.72
3 0036 00.13 01.06 07.02 03.12 03.11 03.11
35 00.03 <0001 01.04 00.62 2693 2693 26.89
125 00.01 <00.01 01.03 00.17 5648 57.07 56.55
255 <00.01 <00.01 01.03 00.09 73.05 73.11 72.63

Table 12: Simulated relative expected mean square errors of the YEC sample mean, with respect to
that of the MBMSSEC sample mean, for populations exhibiting linear trend under Cases C to E.

n

3 5 7 13 15 29 63 125 255
k=2 8656 9263 9553 9749 9783 98.82 99.02 99.59 99.17
k=4 8923 94.03 96.13 97.69 9848 98.97 99.41 99.59 99.82
k=8 90.04 9464 9638 9790 9853 99.16 99.65 99.92 99.95

Finally, we note that estimator ygyssgc performs better than estimator ycggg, provided that & is
even, as seen in the simulation study from Section 5. However, if & is odd, then the theoretical results
in Section 3 suggest that estimator ycggg 1S to be the preferred, as CESS is an optimal sampling
design for this scenario. Nevertheless, we can expect marginal gains when opting to use estimator
YcEss OVer estimator Ygyssgc wWhen k is odd.

Recommendations for the most appropriate design(s) under various conditions are provided in
Table 13. Note that the third column represents a trade-off between estimators yygc and Ygmssecs
where preference is either given to minimum MSE or simplicity.

Note that the end corrections estimators are constructed with the assumption of a perfect linear
trend in the population, i.e. model B in Equation (9). The YEC and BMSSEC estimators are thus
most suitable under the assumption of a population exhibiting linear trend. The onus then lies on the
survey statistician to collect as much information about the population as possible, prior to sampling,
so as to estimate the population structure. This may entail the building of appropriate models, where
he/she can then use the most suitable design and/or estimator. In addition, it is common practice
for a survey statistician to apply auxiliary information for sampling. If the population is arranged in
increasing/decreasing order in accordance with an auxiliary variable, then we obtain an approximate
linear trend in the population, where the higher the degree of correlation between the auxiliary vari-
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able and the characteristic under study, the greater degree of linear trend. Under these circumstances,
the theory and results presented in this paper may then apply.

Table 13: Recommended designs for populations exhibiting linear trend.

Case(s) Condition Preference Recommended Design(s)
A k is even N/A BSS, MSS or BMSS
A k is odd N/A CESS, BSS, MSS or BMSS
B k is even N/A BSS or MSS
B k is odd N/A CESS, BSS or MSS

CtoE k is even; n and k are small Minimum MSE BMSSEC

CtoE k is even; n and k are small Simplicity YEC

CtoE kiseven; nand/or k are not small Minimum MSE YEC or BMSSEC

CtoE kiseven; nand/or k are not small Simplicity YEC

CtoE k is odd N/A CESS
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Appendix

Theorem 2
Proof. An estimate of Y with random start i, for i € {1,...,k}, can be written as

B 1 (n—1)
YBMSSEC = — [llflyxl + Z Yx; + Y2V, | (13)
n =2

where y; and y, are the weights applied to the first and the last sampling units respectively and
X1,...,X, are the sampling unit indices, which are arranged in ascending order. By substituting Equa-
tion (9) into Equation (13) and then equating this result to Y5, we obtain

(n=1)

_ 1 b(N+1
Yemssec = | Y1 (a+bx1)+ ), (a+bx;))+ya(atbr,)| =a+ % (14)
j=2
By equating the coefficients of a in Equation (14), it follows that
Vi =2-ys. (15)
Similarly, by equating the coefficients of b in Equation (14), we obtain
(=) N+1
= [ y1x; + Xj+Yoxy | = ——. (16)
n s 2
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Substituting Equation (15) into Equation (16) results in

(n—1)
2 |2x1 — yox1 + Z Xj+ Yoxp :n(N+1),
j=2
which simplifies to

K—2x
Y= ——, (17)
Xp — X1
where K =n(N+1)/2 -} —x;. The weight applied to the first sampling unit is thus obtained by
substituting Equation (17) into Equation (15), i.e.

2x, — K

= . (18)
Xp — X1

Substituting Equations (17) and (18) into Equation (13) results in

i 1| (2%—K) nl (K —2x1)
YBMSSEC = n [(xn—m) Yx; +j§yx,-+ (X0 — 1) YVin
+1 (2x, — K) (K —2x1)
- yBMSS n (-xn —X1) Yx; (-xn —X1) Yxun = Yx Yxn
- [(%n +x1) — K]
= _— — . 19
YBMmss T 7 (on —x1) (V) =Y, (19)
Now, if we consider Case (B), then x; =i, x, = N+1i—k and
n—1
K —ij
N4 (n=2)/ (n—6)/4
_ v+l +) l Y QitN-Rt R (h-2i24)
=0

(N+1)[n—(n—2))
2

N+1)
:”TH— Z (2i+N—k+k—2i+2—|—N)= —N+1
=

(refer to the sampling unit indices of Case (B) in Section 2). On substituting these values into
Equation (19), we obtain

P
y =Y — (yi— i—k) - 20
YBMSSEC = YBMss T 2(N—K) (Vi = YN+i—k) (20)
We then conclude the proof by finding the values of x1, x,, and K for the other cases, as shown above,
and then substituting these values into Equation (19). |
Theorem 3

Proof. The expected MSE of yg\gsgc can be written as
A = 512
Mpwmssec = & {E ({)’BMSSEC ~Y} )}

25{5[()’BMSSEC Y) ]} llczk;g yBMSSEC_Yf- 21
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If we consider Case (B) for Equation (1), then

1) ] bP _
b(N;_)-f—e] _PP ez (22)
n

3, v b 2P _
Vemssec Y =a+ 5 INF14+—| 42— a+
Moreover,
Yi—YN+i-k=a+bitei—[at+b(N+i—k)+eniik|=—bIN—kl+ei—eniik.  (23)
Using Equations (20), (22) and (23), we obtain

& [(Famssec —Y)?] =& e A(N—K)
o s Plei—entid\
=& (€I—€+ l’l(]Vk)) (24)

Applying Cochran’s (1946) super-population model assumptions, results in

2 1 I 2 c?
¢@) =5 Zcf(ei)+2):éa<e,-ej)] =—, (25)

A i
3 1 [ N N 2
L/= =1j#
S el _no?  o?
(g}(eie)—mzjzzléa(el'ej)—ﬁ—ﬁ, (27)

(n ) e{i+(j1>k}> (e _ei+(nl)k)] =0, (28)

_ 1 ¥
¢ [e(ei—eirmrp)] =& (N ) ef) (€ €i+<n—1>k)] =0 (29)
j=1
and
2
& [(e,- — ei+(n—1)k) } =& {eiz —2ei€i (n—1)k +el.2+(n71)k] =202, (30)
Expanding Equation (24) and then substituting Equations (25) through to (30) into this expression,
results in -
_ — 20°P
& [(Femssec —Y)?] = 0, + 2N—K)? (3D

Finally, by substituting Equation (31) into Equation (21), we obtain
202 ¢ 202(k* - 1)
M, =6’+——— Y P =0cl+—"
BMSSEC e +n2k(N—k)2i; B +3n2(N—k)2

Similarly, we can obtain & [(yBMSSEC - 7)2} for Cases (C) to (E) and then substitute these expres-
sions into Equation (21). |
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