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The Sandia/ETH-Zurich CO/H2/N2 non-premixed unconfined turbulent jet flame (named
‘Flame A’) is numerically simulated by solving the unsteady compressible reactive Navier–
Stokes equations in a three-dimensional axisymmetric formulation, hence, in a formally two-
dimensional domain. The turbulent combustion closure model adopted is the Fractal Model,
FM, developed as a subgrid scale model for Large Eddy Simulation. The fuel is injected from a
straight circular tube and the corresponding Reynolds number is 16 700, while the air coflows.
Since the thickness of the nozzle is 0.88 mm, and the injection velocity high, ∼104 m s−1,
capturing the stabilization mechanism of the actual flame requires high spatial resolution close
to the injector. Results are first obtained on a coarse grid assuming a fast-chemistry approach
for hydrogen oxidation and a single step mechanism for carbon monoxide oxidation. With this
approach the flame is inevitably anchored. Then, to understand the actual flame stabilization
a more complex chemical mechanism, including main radical species, is adopted. Since using
this chemistry and the coarse grid of previous simulation the flame blows off numerically,
attention is focused on understanding the actual flame stabilization mechanism by simulating
a small spatial region close to the injection with a very fine grid. Then, analysing these results,
an artificial anchoring mechanism is developed to be used in simulations of the whole flame
with a coarse grid. Unsteady characteristics are shown and some averaged radial profiles for
temperature and species are compared with experimental data.

Keywords: syngas; flame anchoring; preferential diffusion; unsteady analysis; nonpremixed
combustion

1. Introduction

The study of turbulent combustion requires the analysis of two main issues: turbulence coupled
with chemical kinetics, and the understanding of how they interact. The multiscale interaction
between fluid dynamics and chemistry has been investigated both computationally and experi-
mentally. Large Eddy Simulation (LES) is an attractive numerical tool for the study of turbulence.
Although LES offers great advantages with respect to RANS simulations in terms of physical
content, particular issues may be hidden by commonly used and accepted ‘tricks’. For example,
it is not rare to find simulations of turbulent flames artificially anchored by means of temperature
hot spots or flamelet profiles at inflow boundary [1]. This practice has the advantage of reducing
high spatial resolution requirements in regions of the flow where anchoring is due to very fine
turbulent structures that mix reactants and hot products at scales so fine that they are impossi-
ble to capture on coarse computational grids. On the other hand, this practise inevitably makes it
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impossible to investigate flame anchoring and, at the same time, it changes the dynamic behaviour
of the flame, thus reducing the physical value of LES results.

Experimental databases available in the literature provide data on several flames that can
be simulated numerically to investigate the coupling between fluid dynamics and combustion.
The present work is on the numerical simulation of the so-called ‘Flame A’ included in the
Sandia/ETH-Zurich database [2, 3] and is an introduction to a future Large Eddy Simulation.
The numerical issues previously described about flame anchoring arise for this flame. The test
case chosen is a CO/H2/N2 non-premixed, unconfined, turbulent jet flame. The fuel is injected at
292 K from a straight circular tube with squared-off ends (the inner diameter is 4.58 mm, while
the outer diameter is 6.34 mm). Its injection bulk velocity is 76 m s−1 and the corresponding
Reynolds number is 16 700. It is observed that the effective maximum velocity at the exit of the
injector is about 104 m s−1. The air, at 290 K and wet (molar fraction of water 0.012), coflows at
0.75 m s−1. The percentage syngas composition is 40/30/30 in volume. The fuel tubing length is
sufficient to make the assumption of fully developed turbulent pipe flow appropriate.

This test case, despite its simple geometry, can be useful to test combustion models and
understand turbulence–chemistry interaction. The use of syngas as fuel facilitates validation
because syngas adds only a modest increment in chemical kinetics complexity with respect to
hydrogen combustion, while retaining the ‘simple’ structure of hydrogen jet flames.

Experimental observations show that the squared-off nozzle stabilizes the flame thus avoiding
a pilot [3]. Although not experimentally proved, but shown by the present numerical simulations,
the anchoring is likely to be due to a small recirculation zone produced by the bluff-body.
Simultaneous Raman/Rayleigh/LIF measurements of temperature and concentrations, and three-
component LDV velocity data are provided by the experimentalists. Measurements for both ve-
locity and scalars (including minor species such as OH) of the same flame are also provided: they
are important to understand interactions between fluid dynamics and chemical kinetics. However,
the first measurement station is at 45.8 mm from the injector. Hence, although according to exper-
imentalists the actual flame seems to be continuous and not experiencing any lift off or localized
extinction, nothing can be stated precisely about flame dynamics at shorter distance from the inlet.

In this article, unsteady numerical simulation of the ‘Flame A’ are performed using the Frac-
tal Model (FM) [4–6] as subgrid closure for Large Eddy Simulation. However, it is observed
that for present simulations a three-dimensional axisymmetric formulation, thus formally two-
dimensional, is used; therefore, it is preferable to talk of unsteady simulation rather than LES.
The aim is to analyse the mentioned issue of flame anchoring and the effects of some modelling
parameters, such as boundary conditions and chemical mechanisms. In a nutshell, present sim-
ulations represent two-dimensional preliminary tests aimed at providing some guidelines for a
future fully three-dimensional Large Eddy Simulation of the same burner.

2. Numerical simulation set-up

Numerical simulations are performed by means of the in-house code HeaRT (Heat Release
and Turbulence) using parallel computers available at the ENEA computational grid [7]. For the
present work explicit finite differences (convective and viscous CFL are 0.1 and 0.3, respectively),
second order accurate in space (centred) and third order (Runge–Kutta) in time are used to
solve the fully compressible Navier–Stokes equations in a cylindrical coordinate system. Explicit
(nonlinear) filtering of field variables is adopted to reduce numerical oscillations due to the centred
spatial scheme [8], thus avoiding the requirement for a staggered grid. The perfect gas law is
assumed as state equation. The computational domain is cylindrical and includes two inlet zones
for fuel and air channels extending 5 mm upstream of the inlet sections. The computational grids
are structured.
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2.1. Turbulent combustion closure

The unsteady simulations performed are based on the Fractal Model, FM, for the details of which
the reader is addressed to previous reference works [4–6].

FM is an ‘eddy viscosity’ subgrid model, turning itself off in the laminar regions of the
flow. The self-similar turbulent energy/vortex cascade, from the local filter size � down to the
local dissipative scale η, is modelled in each computational cell by means of a fractal (recursive)
technique, i.e.

E�

τ�

≈ Nη · Eη

τη

−→ u3
�

�
≈ Nη · νη

u2
η

η2
, (1)

where E is the energy per unit mass, τ� the eddy turnover time at scale � (≈ �/U�, U� being
the velocity at scale �), Nη the number of dissipative scales η locally generated, τη the dissipative
time (τη = η2/ν

η
), and νη the kinematic viscosity at scale η. Details about estimating Nη are

given in [5]. Based on this cascade the scale η is estimated as [6]

η = N1/4
η ·
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The subscripts � and η represent the filtered values in the cell and those related to the dissipative
subgrid scales, respectively. It is observed that in reacting zones ν� and νη differ since chemical
reactions are assumed to take place at the scale η, and thus the state of these scales will be different
from the ‘filtered’ state of the cell. The term (νη/ν�)3/4 can be of order 10.

Equation (2) indicates that η grows with increasing temperature. The FM adapts itself to local
flow conditions. In regions where �/η = 1 the local spatial filter � equals the dissipative scale,
which can be resolved without any modelling (the FM turns itself off). This typically happens in
the hottest flow regions.

Wherever �/η > 1, the FM models subgrid turbulent stresses by means of an ‘eddy viscosity’
µt [4],

µt = σFM · π−1 · µ� ·
[(

�

η

)2

− 1

]
, (3)

which yields automatically µt = 0 when �/η = 1 (in laminar regions, and in particular near
walls). In this expression σFM is the sole ‘calibration constant’ of the model; previous comparisons
with subsonic combustion experiments suggest values in the range 0.1–0.6 [4, 5, 9, 10]. This
parameter can also be dynamically adjusted [11].

Combustion chemistry close to dissipation scales is treated by the FM by means of a Perfectly
Stirred Reactor (PSR), with a residence time assumed equal to the local ‘eddy turnover time’ τ ∗

of the dissipative scales (this idea goes back to the Eddy Dissipation Concept [12]). The volume
fraction γ ∗ occupied by the dissipative structures in each computational cell is estimated by
means of the local filter � (i.e. the size of the fractal seed), the local dissipative scale η (i.e. the
fractal measurement unit) and the local fractal dimension D3:

γ ∗ ∝
(

�

η

)D3−3

. (4)
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The fractal dimension is given by D3 = 1 + lnNη/ln (�/η). More details about γ ∗ and D3

estimation are provided in [4, 6].
Once the volume fraction of the reacting ‘fine structures’ is known, the local chemical heat

release is naturally modelled as a subgrid effect founding on the EDC model [12]. The Favre

filtered source terms are ω̃i = γ ∗ω∗
i in the N species equations, and ˜̇Q = ∑Ns

i=1 γ ∗ω∗
i H̃i in the

energy equation where H̃i is the filtered total enthalpy of the i-th species, the sum of the sensible
and formation enthalpies. The instantaneous production/destruction rate of the species i inside
the reactor, ω∗

i , is given by the Arrhenius expressions of the particular chemical mechanism
adopted. ω∗

i depends on the state of the reactor, defined by its concentrations Y ∗
i , temperature T ∗

and pressure p∗. These are estimated assuming that during each time step:

i the pressure p∗ is constant and equal to the filtered pressure p in the cell;
ii the reactants are perfectly mixed inside the reactor, whose mass is constant;

iii the local ‘fine structures’ are modelled as a steady and adiabatic Perfectly Stirred Reactor;
iv the characteristic time of the subgrid reactor is equal to the ‘eddy turnover time’ of the

dissipative vortices η [5].

With the previous assumptions, species and energy balance equations written for this subgrid
PSR reactor are solved at each computational cell to obtain T ∗ and Y ∗

i .
Where �/η ≤ 1 the local scale � is dissipative; no modelling is required, γ ∗ = 1 and the

local filtered and subgrid quantities coincide.
Subgrid turbulent thermal conductivity is estimated as Kt = (µt/µ) K; subgrid turbulent

diffusivity by means of an assumed constant turbulent Schmidt number, i.e. as Dt = νt/Sct (with
Sct = 0.7). These subgrid quantities are added to the molecular ones.

2.2. Molecular properties

Molecular transport mechanisms not taken into account in the resolved equations are: the Dufour
and Soret effects, cross-diffusion, pressure gradient diffusion, and diffusion by means of the body
force. Preferential diffusion is considered and the species diffusive mass flux is modelled by
means of the Hirschfelder–Curtiss law.

All molecular properties for individual chemical species, except their binary mass diffusiv-
ities, are calculated a priori by using the software library provided by A. Ern (EGlib) [13, 14].
In particular, kinetic theory is used for dynamic viscosity [15, p. 23–29] and thermal conduc-
tivity [15, p. 274–278]. The calculated values are stored in a look-up table from 200 to 5000 K
every 100 K. Values for intermediate temperatures are calculated at run-time by linear interpo-
lation. Binary mass diffusion coefficients are calculated by means of kinetic theory expressions
[15, p. 525–528] at run-time.

The mixture-average properties are estimated at run-time. In particular, the simulations used
in this work for comparison with experimental data implement a simple and crude mass-weighted
mixing law for both viscosity and thermal conductivity (e.g. µ = ∑Ns

i=1 Yiµi). The Hirschfelder–
Curtiss approximation is instead adopted for the effective diffusion coefficient, Di,mix, of species i

into the rest of mixture [15, p. 258] [16, 17]. In this way, as discussed in Section 4.1.1, preferential
diffusion of individual species is taken into account. A review of the calculation of molecular
properties, especially focused on diffusion coefficients, can be found in [18].

Mass-weighted average expressions for mixture molecular properties (such as the ones used
in the present work for viscosity and thermal conductivity) are commonly adopted in CFD
calculations due to their simplicity and low cost. More accurate and computationally expensive
formulations exist and they may strongly affect results. For example, it is known that incorrect
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diffusivities imply incorrect estimation of the peak dissipation rate and the maximum reaction
rate. In fact, in [19, p. 88–89], numerical results show that accurate treatment of differential
diffusion can be just as important as accurate modelling of chemical kinetics. Hence, future
three-dimensional LES simulations of the same flame will be done by using more accurate
expressions for viscosity and thermal conductivity.

2.3. Chemical kinetics

From the point of view of chemistry, two different types of chemical mechanisms are considered.
In the first one, named FAST, a hybrid fast-chemistry-single-step approach is assumed. In the
second one, named RED, a finite rate approach is used.

In the simplified FAST case, only two reactions are considered:

H2 + 1

2
O2 → H2O (5)

CO + 1

2
O2 ↔ CO2. (6)

Comparing the oxidation kinetics of H2 and CO [20, pp. 133–137], [21, Ch. 4], [22, pp. 72–76],
it is observed that CO has slower kinetics. This issue is taken into account by using two different
approaches for the two reactions: a fast-chemistry approach for the first one, and a single-step
reversible mechanism for the second one. Based on previous experience [23, pp. 64–77], it is
observed that assuming a fast-chemistry approach for both reactions generally produce worse
predictions.

Hence, the reaction rate of the first reaction is modelled according to the fast-chemistry
approach of the Eddy Dissipation Concept [12], i.e.

ω∗
H2

= − ρ∗

τ ∗ (1 − γ ∗)
min

[
Y ∗

H2
,
Y ∗

O2

8

]
, (7)

where γ ∗ and τ ∗ are the fraction of reacting volume and a characteristic residence time, respec-
tively, and Y ∗

i are mass fractions. These quantities are specified within the subgrid model FM used
in present simulations. Instead, the reaction rate of the second reaction is modelled according
to a single-step reversible mechanism [24] derived from that of Dryer and Glassman [25]. In
particular, the forward and backward rates are given by (in terms of molar concentrations)

ω∗
CO = −kf [CO]∗ [H2O]∗ 0.5 [O2]∗ 0.25 (8)

ω∗
CO2

= −kb [CO2]∗ . (9)

The reaction constants are in the Arrhenius form, kf,b = Af,b exp [−Ea/ (	uT)], with the con-
stants reported in Table 1. From Equation (8) it is noted that the CO reaction does not start
without an initial H2O concentration. However, the complete scheme adopted in the FAST case
is self-starting, because the oxidation of H2 is infinitely fast and generates the H2O needed to
oxidize CO.

It is observed that making use of a fast-chemistry approach is an easy way to numerically
ignite a mixture and produce an initial flame, thus avoiding problems relative to the choice of the
right location of artificial ‘hot spots’. However, it is well known that a fast-chemistry approach,
or a single step mechanism, predicts generally well the flame speed in a wide range of operative
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Table 1. CO oxidation parameters associated to Equations (8) and
(9), as proposed in [24, 25]. Units are in m3, kmol, s, K, kcal.

Parameter T ∗ < 1150 K T ∗ > 1150 K

Af 2.61 · 1012 6.52 · 106

Eaf
45 566 15 968

Ab 5.00 · 108 5.00 · 108

Eab
39 990 39 990

conditions, but has also many defects, critical in certain applications. For instance, assuming
that the only products are CO2 and H2O, temperatures are typically overestimated. At adiabatic
flame temperature conditions typical of hydrocarbon/air combustion, ∼ 2000 K, a non-negligible
quantity of CO and H2 exists in equilibrium with CO2 and H2O. Moreover, this is true also for
other (radical) species, such as H, O and OH, even if their concentrations are much smaller. These
radicals are formed by endothermic reactions, lowering the local temperature below that predicted
by a single step mechanism. Hence, once a reacting flowfield has been obtained with this simple
chemistry, it is suggested to improve results by using a more complex chemical mechanism taking
the previous flowfield as initial condition.

In the RED cases instead, a finite-rate chemistry is adopted. In particular, the six-step-ten-
species reduced mechanism of Chen [2] (based on a skeletal mechanism of 70 reactions with five
species assumed in partial equilibrium), including main radical species, is assumed:

O2 + H ↔ OH + O (10)

H2 + O ↔ H + OH (11)

H2 + OH ↔ H + H2O (12)

H2 ↔ 2H (13)

CO + OH ↔ H + CO2 (14)

N2 + O2 ↔ 2NO. (15)

The reaction rates of this reduced mechanism are defined as linear combinations of reaction rates
of the skeletal mechanism. Chemical data and details of this reduced mechanism are not reported
in this work for brevity: the whole mechanism of Chen can be freely downloaded from [2, in the
‘Computational Submodels’, ‘Chemical Mechanisms’, ‘Chemistry’, ‘CO/H2/N2’ section]. It is
observed that the Chen chemical mechanism is not self-starting, i.e. high temperature alone is
not sufficient to activate reactions; also a non-zero distribution of some radical species must be
prescribed to ignite the mixture.

With the hydrogen fast-chemistry assumption the flame is obviously anchored. Instead, in
the finite-rate case, if the spatial resolution in the near-nozzle region is not so high to reveal the
fluid dynamic and chemical details of anchoring, the flame blows-off. Since the computational
grid is structured, the number of grid nodes needed to simulate the whole flame becomes high,
especially looking to future three-dimensional LES simulations. Therefore, to simulate this flame
on a coarse grid (to keep the computational cost low) with realistic kinetics it is necessary to
develop an artificial stabilization mechanism that produces effects similar to the actual one. This
is done by analysing results obtained in a small computational domain close to injection and with
a very fine grid (REDZOOM case in the following).
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2.4. Boundary conditions

When no explicit boundary conditions fix the dependent variables, but the numerical implemen-
tation requires us to specify something, the conservation equations themselves can be used to
provide physical boundary conditions.

It is well known that the Navier–Stokes equations are not hyperbolic since the viscous terms
increase the order of the system and change its mathematical nature. However, Navier–Stokes
equations propagate waves like Euler equations do. Hence, Euler boundary conditions appear
as first-order candidates to treat Navier–Stokes boundary conditions. In a first approximation, it
is logical to associate the waves involved in the Navier–Stokes equations only to the hyperbolic
part of them. In a nutshell, these waves can be identified by the same procedure as for Euler
equations, thus neglecting waves associated to diffusion processes. It was demonstrated that
this assumption is justified for high Reynolds number flows as well as for very viscous flows
[26]. Once these waves have been analytically calculated in terms of their amplitude Li and
characteristic velocities, the Navier–Stokes equations can be recast in terms of these quantities
and used at boundaries to specify physical boundary conditions for some dependent variables.
The waves moving towards the boundary from inside the calculation domain (named ‘outgoing
waves’) can be computed using information about the inner field. Instead, waves coming from the
space outside the computational domain (named ‘incoming waves’) must be specified. Especially
when acoustic waves are involved in the simulations, it is very important to avoid or at least reduce
numerical reflections of outgoing waves at open boundaries to avoid unphysical oscillations in the
flowfield. To this end, non-reflecting and partially non-reflecting boundary conditions are used
[26, 27].

According to characteristics analysis the amplitude of waves involved in the Navier–Stokes
system (here specialized at a generic boundary normal to the z-direction) can be written as:

L1 = (Uz − a)

(
∂p

∂z
− ρa

∂Uz

∂z

)
L2 = Uz

(
a2 ∂ρ

∂z
− ∂p

∂z

)
L3 = Uz

∂Ur

∂z
(16)

L4 = Uz

∂Uϑ

∂z

L5 = (Uz + a)

(
∂p

∂z
+ ρa

∂Uz

∂z

)
.

In particular, the outflow plane normal to the jet flow is assumed non-reflecting: therefore,
the amplitude of the incoming wave into the computational domain is forced to be nil, i.e.
L1 = 0, while the amplitude of the outgoing waves is estimated from the computational field. All
variables are obtained from their transport equations written in their characteristics form, except
for chemical species, for which a nil gradient condition is applied. Pressure comes out from the
equation of state.

At the inlet, species are specified. Density, velocity and temperature are computed by solving
continuity, momentum and energy equations in their characteristics form; the amplitudes of the
incoming waves associated to velocity components and temperature are modelled by means of a
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relaxation method [27]:

L2 = Uz

(
γ − 1

γ
a2 ∂ρ

∂z
− ρRg

∂T

∂z

)
→ (17)

L2 = −σINLETUzρRg

T − T∞
Lin

L3 = σINLETUz

Ur − Ur∞

Lin
(18)

L4 = σINLETUz

Uθ − Uθ∞
Lin

(19)

L5 = σINLETρa2 Uz − Uz∞

Lin
. (20)

Here, T∞ = 292 K, Uz∞ = 76 m s−1 and Ur∞ = Uθ∞ = 0 are the quantities upstream of the fuel
inlet boundary towards which the calculated quantities at the fuel inlet relax and σINLET is
a relaxation constant. This means that inlet boundary conditions are partially non-reflecting.
Pressure is obtained by means of the perfect gas law.

On the lateral surface (here called CLOAK and located at rmax) of the cylindrical domain
species are obtained by means of a simple nil gradient condition. Density, velocity and temperature
are calculated by solving continuity, momentum and energy equations in their characteristics form.
Pressure is obtained by means of the perfect gas law. A pressure relaxation model, i.e.

L1 = (Uz − a)

(
∂p

∂z
− ρa

∂Uz

∂z

)
→ L1 = σCLOAK

(
1 − M2

)
a
p − p∞

rmax
(21)

is assumed for the amplitude of the incoming acoustic wave. Furthermore, in simulations involving
the reduced chemical mechanism of Chen (REDA,B,C in the following), a linear distribution of
target pressures along the ‘CLOAK’ is assumed. In particular, p∞ = 1 atm is imposed at the
exit with a difference of 100 Pa between the inlet and the outlet target values; this gap ‘anchors’
the motion of the coaxial air jet in the appropriate direction. The pressure difference of 100 Pa
was determined empirically based on preliminary tests and checking that it did not produce
an acceleration of the coaxial air not present in the actual flow. It is noted that this ‘trick’ to
stabilize the boundary conditions on the CLOAK boundary could be avoided by widening the
computational domain to include more of the surrounding atmosphere, but inevitably increasing
the computational cost.

It is not trivial to observe that partially non-reflecting boundary conditions are needed instead
of purely non-reflecting ones to impose boundary conditions to variables in terms of their values
(pressure at the open boundary, velocity and temperature at the inlet). The value of the constants
σCLOAK and σINLET used in the relaxation models should be close to zero to ‘avoid’ numerical
reflections, but not so much to avoid drift of the associated variables during the computation. In
particular, it is well known that if the relaxation constant for the pressure at the CLOAK boundary
was nil or very small, pressure would decrease during simulations. This is not critical for short
runs but leads to numerical problems and unphysical results over long runs, especially for reacting
flows.
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3. Strategy of the present study

Different simulations, whose characteristics are reported in Table 2, are performed to check
the effects of some modelling constants on results and, especially, the effects of grid spatial
resolution and chemistry on the flame stabilization mechanism. This issue is the main concern
for the numerical simulation of the present flame. In fact, it is likely anchored by means of a
small recirculation zone due to the wall of the nozzle tubing, thus avoiding the use of a pilot
flame. This experimental convenience may lead to computational inconvenience, in particular
when structured grids are used, as in present simulations. The thickness of the tubing is 0.88 mm
and the spatial resolution required to capture the details of the near-nozzle flow is very high. This
work shows that these details are important to stabilize the flame.

With respect to spatial resolution, two types of simulations are performed: one to investigate
the whole flame (cases FAST, REDA, REDB , REDC) and the other (case REDZOOM), on a smaller
computational domain with a much finer grid, to focus on the stabilization mechanism close to
the injection region. Concerning chemical kinetics, two types of simulations are conducted: one
with a very simplified chemistry (case FAST), and the other with a reduced mechanism including
main radical species (cases RED).

The influence on the results of some modelling constants, i.e. the relaxation constant σCLOAK

and the subgrid model constant σFM, is also checked.
It was observed [27] that relaxation constants in partially non-reflecting boundary conditions

control the cut-off frequency of the outgoing wave below which numerical reflection takes place.
In fact, a boundary relaxation time can be defined, e.g. as τCLOAK = 2rmax/ (σCLOAK a), a being
the sound speed (340 m/s for air and 524 m/s for syngas, at their inlet temperature). Values of
relaxation constants, the associated times and cut-off frequencies used in the present simulations,
are listed in Table 2. In particular, σCLOAK for the REDA,B,C simulations are chosen to have the
same cut-off frequency. Since the REDZOOM simulation is focused on the stabilization and the
convective time is small, a smaller σCLOAK is assumed to reduce numerical reflection; pressure
drift is negligible in the small time window simulated. The pressure difference of 100 Pa between
the inlet and outlet target pressures on the lateral boundary (CLOAK), imposed for the RED
cases, is not adopted for the REDZOOM simulation.

Considering the REDA and REDB cases it is possible to check the effect of the subgrid model
constant σFM. It is observed that increasing σFM the diffusion, and in particular the radial diffusion,
increases. Hence, the flame in case REDB is expected to be closer to the lateral open boundary
(as also confirmed by numerical results) and the ‘numerical’ interaction between the boundary
condition and the inner flow dynamics is expected to increase. To check possible effects of this
interaction, i.e. to check the effect of the lateral boundary condition (CLOAK) distance (rmax)
from the axis of the burner, rmax is increased in the REDC simulation.

4. Results

Results are first obtained with a coarse grid and assuming a fast-chemistry approach for hydrogen
oxidation and a single step mechanism for carbon monoxide oxidation (FAST case). The main
aim of this simulation is to provide an initial flowfield for the RED simulations that adopt a
more complex chemical mechanism (six-step-ten-species), including main radical species. The
fast-chemistry approach makes ignition of reactants easier to realize than using artificial ‘hot
spots’, that must be opportunely located and that can be sources of numerical instabilities during
the ignition transient.

However, with the six-step mechanism and the same computational grid as the FAST case, the
flame blows off. This means that the fluid dynamic details of flame anchoring in the bluff-body
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Table 2. Computational nodes in the cases simulated and values assumed for the constants of the SGS
model and for the relaxation models at partially non-reflecting boundary conditions. Note that the compu-
tational domain has three zones, two for the inlets of fuel and air, extending 5 mm upstream of the nozzle
exit, and the third one (referred to as FZ, i.e. Flame Zone) for the main combusting zone.

CASE FAST REDZOOM REDA REDB REDC

rmax [cm] 10 1.5 4.58 4.58 10
zmax[cm] in FZ 38 2 78.45 78.45 78.45
r nodes in FZ 76 461 71 71 95
z nodes in FZ 302 291 648 648 648
Total nodes 24047 206349 47900 47900 63452

σFM 0.35 0.1 0.2 0.35 0.35
σINLET − 0.1 0.1 0.1 0.1
τINLET [ms] − 0.19 0.19 0.19 0.19
fINLET [Hz] − 5240 5240 5240 5240
σCLOAK 0.3 0.01 0.08 0.08 0.175
τCLOAK [ms] 1.96 8.82 3.37 3.37 3.37
fCLOAK [Hz] 510 113 297 297 297

region are not captured at all. This quite unexpected result suggests we analyse the anchoring
mechanism for this flame in more detail. Hence, a simulation is performed with increased
spatial resolution onto a small region close to the injector (REDZOOM case) with the aim of
investigating the physical phenomena that cause a stable and continuous ignition of the reactants
as in the experiment. These results are also used to develop an artificial stabilization mechanism
to simulate the whole flame with a coarser computational grid (REDA,B,C cases).

The REDC numerical results will be shown to have the best agreement with experimental
data. For this reason, after the analysis of the REDZOOM results, only the REDC simulation, among
the REDA,B,C cases, will be used to describe the flame characteristics.

4.1. Analysis of the flame anchoring

To understand the actual flame stabilization only a small region, 25 × 15 mm (axial and radial
sizes, respectively), is simulated with a very fine grid (10−5 m spatial resolution close to the
nozzle) in the REDZOOM case. Since �, the local characteristic size of the filter, is very small,
the ratio �/η is small too (∼3.2, η being the dissipative scale estimated by means of the fuel jet
Reynolds number and its diameter assumed as the integral macroscale). It is stressed that this ratio
is even smaller in the hot regions due to the increase of viscosity, but is far from DNS resolution
in the high speed cold regions (it is observed that the maximum velocity of the fuel jet at its exit
is much higher than its bulk velocity, i.e. ∼104 m s−1 versus 76 m s−1). Hence, the SGS eddy
viscosity is supposed to vanish or at least to have an order of magnitude comparable to or less
than that of the molecular viscosity in the low velocity or high temperature regions. This issue
was checked and verified: the eddy viscosity is a maximum of the order of 10−4 kg m−1 s−1 in the
high speed regions of the cold fuel jet, and reaches lower values in the other zones, down to order
10−7 kg m−1 s−1 in the recirculation immediately downstream of the bluff-body. Consequently,
the REDZOOM simulation is a ‘rough DNS’ performed with a centred second order accurate spatial
scheme. If the centred second order DNS (even though this simulation does not claim to be a
DNS) could arise some perplexity due to the low numerical accuracy of the spatial integration,
it is observed that the second order centred scheme was proved to be sufficiently accurate to
perform DNS in turbulent channel flows [28, 29] and in turbulent non-premixed flames [30].
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Figure 1. Temperature contours, details of the shedding and flame anchoring predicted in the REDZOOM

simulation. The delay time between each frame is ∼30 µs.

Results show a well anchored flame front and seem to confirm what was expected by ex-
perimentalists, i.e. that the flame is stabilized by a small recirculation zone due to the fuel pipe
wall thickness. In fact, as shown in Figure 1, the end of the injection pipe works as a bluff-body
to anchor the flame. In particular, the flame is continuously attached at the inner edge, despite
the alternate shedding of vortices from the inner and outer edges at ∼11 kHz that cause roll-up
of the flame front more downstream. These vortices enhance mixing and anchor the flame. The
time-averaged flowfield reported in Figure 2(a) shows a recirculation skewed towards the outer
edge. This is due to the longer residence time of the outer vortex that brings some coaxial air
towards the fuel jet and produce an averaged flame front attached to the inner edge. The strong
stability of this ‘hot spot’ close to the injector is also confirmed by the low rms temperature
fluctuations in that region (see Figure 2b).

In this work an adiabatic condition was applied at the walls. This type of thermal condition
may have negative effects on ‘numerical’ flame anchoring. In fact, if the temperature decreases
quickly at some flow-points adjacent to the walls, also the wall-points close to those flow-points
will experience the same temperature decrease instantaneously. The inertia of the solid wall in
maintaining its heat is practically nil; hence, the wall is unable to heat reactants and to favour
flame stability. In difficult anchoring conditions, such as the present one, this can be critical.
Despite this potential problem, the flame is well anchored on the inner edge of the fuel pipe in
numerical simulations.
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Figure 2. Averaged (a) and rms (b) temperature contour map predicted in the REDZOOM simulation. The
averaged streamlines are also shown in both pictures, showing an averaged recirculation zone skewed towards
the outer edge of the bluff-body.

To better understand the actual flame stabilization and discover the physical mechanisms
mainly responsible for the anchoring, the characteristic times of the physics involved in the simu-
lation are analysed. Assuming the local filter size � (given by the cube root of the computational
cell volume) as the characteristic length, the following times are defined and calculated:

� convective time of fluid motion, τconv = �/U , U being the local filtered velocity module;
� momentum diffusion time, τν = �2/ν, ν being the local filtered kinematic viscosity;
� acoustic time, τa = �/a, a being the local filtered sound speed;
� heat diffusion time, τα = �2/α, α being the local filtered thermal diffusivity;
� preferential H2 mass diffusion time, τDH2

= �2/DH2 , DH2 being the H2 diffusion coefficient;
� chemical production time of radicals H, O, OH, and of H2O, τi = ρYi/ωi , ρ, Yi and ωi

being the local filtered density, mass fraction of the chemical species considered, and their
production rate, respectively.

� heat release time, τ�HR
= �HR/ (ρhsens), �HR = ∑Ns

i=1 ωiHi being the heat of reaction,
and Hi the total enthalpy, sum of sensible, hsensi

, and formation enthalpies.

It is observed that the turbulent transport properties are used in calculating these times, but they
are very close to their molecular value since the eddy viscosity is negligible due to the high spatial
resolution. These characteristic times are calculated in two small regions marked in Figure 3(a)
with yellow (closer to the bluff-body) and purple boxes at the two different instantaneous fields
shown in Figure 1(a) and (c), that correspond to opposite phases of the vortex shedding (denoted
as instants 1 and 2 in the following). The size of the lower box is chosen in order to include the
maximum extension of the recirculation in Figure 1(c).

Looking at the characteristic times versus temperature distributions in Figure 3 it is first noted
that acoustic time scales (of the order of 10−7 s) are well separated from other physical time
scales. Hence, the interaction between acoustics, fluid dynamics and combustion is not present
in this flame (at least in this computational domain). The dissipative time scales (important in
determining eddy lifetime) in the region close to the injection does not change significantly
switching from instant 1 to instant 2 (see Figures 3b and 3c), while it changes moving towards
shorter time scales in the higher subregion (see Figure 3d); this is in agreement with temperature
dynamics (average and rms fluctuation) shown in Figure 2, since kinematic viscosity strongly
depends on temperature.
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Figure 3. Characteristic times versus temperature distributions obtained in the REDZOOM simulation by
considering the two subzones shown in (a) using the instantaneous field shown in Figure 1(a) just as an
example. The characteristic times, whose definitions are given in the text, are associated to the following
phenomena: convection (heaven), viscous dissipation (dark blue), acoustics (light blue), heat diffusion (light
green), preferential H2 mass diffusion (dark green), and heat release (red). The distributions associated to
the lower (marked yellow) zone of the instantaneous fields shown in Figures 1(a) and (c) are in (b) and (c),
respectively; those associated to the higher (marked purple) zone of the instantaneous field shown in Figure
1(a) are in (d).

Comparing Figures 3(b) and (c), it is possible to see the effects of opposite phases of the
vortex shedding on distributions inside the box closer to the injector (the yellow one). The main
effect is that the distribution of the convective times of fluid motion (heaven) is shifted towards
slower time scales in the high temperature region of the instant 2 with respect to instant 1. This
is due to the presence of the vortex where the flame is located in instant 2 (see Figure 1c).
Especially in this configuration the flame anchoring is supposed to be favoured by the shorter
time scales associated to preferential H2 mass diffusion and to heat diffusion that enhance mixing
and preheating of reactants.

Comparing Figures 3(b) and (d), which refer to the lower and upper boxes, respectively, of the
same instantaneous field shown in Figures 1(a) and 3(a), it is observed that when recirculation
is not present (upper box, Figure 3d) convective time scales become shorter and compete with
stabilizing mechanisms, such as the preferential H2 mass diffusion.

Hence, from these distributions it can be deduced that the competing phenomena in the flame
anchoring mechanism for the REDZOOM simulation are convection of fluid motion, heat diffusion
and H2 preferential diffusion. The fact that the heat release time is slower than the convective time
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Figure 4. Chemical production times versus temperature distributions obtained in the REDZOOM simulation
by considering the subzone closer to the injection region, shown in Figure 3(a), and using the instantaneous
fields shown in Figure 1(a), (a), and Figure 1(c), (b). The characteristic times, whose definitions are
given in the text, are associated to the following species: H (purple), OH (blue), O (green), and H2O
(orange).

seems not to be so important in anchoring. This issue, curious at first glance, can be explained
by considering the flame propagation speed that can be locally defined (since where the flame
develops there is a reacting mixture) even though the flame is macroscopically non-premixed. It
is known that the laminar flame speed depends not only on the reaction heat �HR , but also on
the thermal diffusivity, α, and diffusion coefficients, Di [32, pp. 164–170]. Based on the chain
branching theory [32, p. 170], the local laminar flame speed can be estimated with good accuracy
taking into account the slower radical dynamics in terms of its diffusion, production rate and
concentration, i.e. SL = 2Diωi/ (ρYi). The validity of this expression was verified by simulating
stoichiometric freely propagating syngas–air flames by means of the CHEMKIN code. Analysing
chemical production time distributions of some species shown in Figure 4, it is observed that
time scales of radical species are shorter than stable products, such as water. Furthermore, it is

Figure 5. Characteristic times versus temperature distributions for convection of fluid motion, τconv (blue),
and flame propagation, τSL

(green). Data refer to the REDZOOM instantaneous fields shown in Figure 1(a),
(a), and Figure 1(c), (b), and are extracted from the subzone closer to the injection region, shown in
Figure 3(a).
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Figure 6. The competing phenomena in the flame anchoring mechanism as deduced from for the REDZOOM

simulation are fluid dynamic convection (black, lower curve), heat diffusion (red, upper curve) and hydrogen
preferential diffusion (pink, middle curve). Their characteristic times are here reported for the instantaneous
field shown in Figure 1(a). In particular, these times are sampled along the stoichiometric Bilger mixture
fraction [31] iso-line (drawn in black in the flowfield on the left), FBLGR = 0.295, and plotted versus the
axial coordinate, z.

noted that the radical H is generally the fastest among the radical species involved in the present
study. Distributions of convective time scales of fluid motion, τconv, and of flame propagation time
scales, τSL

= �/SL, extracted from the subzone closer to the injection region where the flame
is anchored are shown in Figure 5 for instants 1 and 2. These time scales being comparable in
the high temperature region, the existence of a stably anchored flame can be easily deduced. In a
nutshell, the local flame propagation speed can be used as a synthetic quantity of flame anchoring
since it shows the global effect of heat and mass diffusion, and of heat release.

The competition between the previous mechanisms is clearer when looking at the axial profiles
in Figure 6 sampled along the stoichiometric Bilger mixture fraction [31]. Up to 1 mm downstream
of the bluff-body both heat diffusion and H2 preferential mass diffusion control the stabilization
by enhancing preheating and mixing of reactants. Downstream and up to about 2 mm the H2

diffusion is still faster than convection. Further downstream convective transport dominates. In
the same Figure 6, it is also possible to note the roll-up produced at instant 1 by vortex shedding
at about 5 mm from injection.

4.1.1. Importance of preferential diffusion

In simulations of the present work, each chemical species has its own diffusion coefficient, Di ,
into the rest of mixture. In this way the preferential diffusion effect is taken into account. The
diffusion coefficient Di is estimated by means of the simplified expression

Di = 1 − Yi∑Ns

j=1, j �=i

Xj

Dji

, (22)
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first proposed by Stefan [33] and then used by Hirschfelder and Curtiss in their diffusion model
[16]. In this expression, Yi and Xj are the mass and molar fractions of the i-th and j -th chemical
species, respectively, Ns is the number of species and Dji are the binary mass diffusivities for all
pairs of species in the mixture. The Dij are explicitly predicted by kinetic theory [15, p. 525–528],
[34, p. 168].

The diffusive fluxes are modelled according to the Hirschfelder–Curtiss law (23),

J i = −ρYiDi

∇Xi

Xi

, (23)

neglecting the Soret contribution to mass diffusive fluxes.
It is observed that the diffusion coefficient Di is an effective diffusion coefficient of the

i-th species into the mixture (mixture-average assumption). Since this is a zeroth-order model
[35], it neglects some physics in the diffusion process (in particular, cross-diffusion, the Soret
and Dufour effects); hence, adding up all species diffusion fluxes does not yield zero, and mass
conservation is no longer automatically ensured. This problem requires a particular treatment of
diffusive fluxes described in [18].

Preferential diffusion in turbulent flows is usually negligible in the major part of the field with
respect to turbulent stirring which is sufficiently strong to make the effective turbulent diffusivity
nearly equal for all scalars. However, it can’t usually be neglected close to injection, as reported
in [36] for nitrogen-diluted H2 flames and in [37] for CH4/H2/N2 flames. Furthermore, recent
results show that thermo-diffusive mechanisms (associated to preferential diffusion) could be the
source of additional wrinkling in turbulent flames [38].

The importance of preferential diffusion of molecular hydrogen in the anchoring of the flame
studied in this work was stressed in Section 4.1 looking at characteristic times. The relevance
of preferential diffusion in the flow can also be shown with a different analysis. The degree of
differential diffusion may be quantified by looking at elemental mixture fractions. For example,
for the syngas–air non-premixed flame simulated here with accurate calculation of diffusion
coefficients by means of kinetic theory, two mixture fractions for hydrogen and carbon can be
defined:

FH = YH − YH,1

YH,2 − YH,1
and FC = YC − YC,1

YC,2 − YC,1
, (24)

where subscripts 1 and 2 refer to fuel and air streams, respectively. A differential diffusion
parameter can then be defined as the difference of these elemental mixture fractions, ZPref . Diff . =
FH − FC , shown in Figure 7. This picture shows a small portion of the averaged flowfield
(REDZOOM case) close to the nozzle and shows that preferential diffusion cannot be neglected in
this region.

Preferential diffusion can lead to thermo-diffusive instability depending on the ratio between
the thermal and mass diffusivity of reactants, i.e. the so-called Lewis number, Lei = α/Di [18].
When Lei < 1, as in the case of hydrogen, some thermo-diffusive instabilities [39, p. 357–365],
[40] may grow and increase the flame surface and global burning rate [41, p. 56–59], [42, 43], up
to the formation of cellular flames when the flow is laminar [39, p. 349–365]. It is observed that
laminar flame instabilities are enhanced by lower Lewis numbers and by increasing pressure [44];
a complete discussion about instability mechanisms in laminar flames can be found in [39, 45].
Recently it has been observed that the effect of the Lewis number on the reaction rate and flame
propagation is present not only in laminar flames but also in turbulent flames [38]. In fact, since
the leading edges of the flame brush have mostly positive curvature (convex to fresh reactants),
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Figure 7. Degree of preferential diffusion close to the injection predicted in the REDZOOM simulation.
The black line is the stoichiometric Bilger mixture fraction [31] line for this flame. Spatial coordinates are
non-dimensionalized by means of the nozzle diameter, d .

they can reveal the effects of the differences among the molecular transport properties of fuel,
oxidizer, and heat, in high turbulent flows. Also DNS studies showed similar results on flame
propagation [40].

It was observed that the very tight wall of the nozzle tubing (the thickness is 0.88 mm) is
sufficient to stably anchor the actual flame in the experiment. Numerical REDZOOM simulation
shows that very small vortices downstream of the tubing contribute to flame stabilization. Fur-
thermore, also hydrogen preferential diffusion (LeH2 < 1) plays an important role in anchoring
this flame by enhancing mixing of hydrogen and hot products. No thermo-diffusive instabilities
develop, probably controlled by the sufficiently high jet Reynolds number.

4.2. Analysis of the whole flame dynamics

To simulate the whole flame with a coarser computational grid, an artificial stabilization mecha-
nism is needed. It is developed based on results of the REDZOOM case. Since the Chen chemical
mechanism is not self-starting, i.e. high temperature alone is not sufficient to activate reactions,
also a non-zero distribution of some radical species must be prescribed to ignite the mixture.
In particular, since H radical formation is found to be critical for the activation of the Chen
mechanism, and since its characteristic production time scales are generally shorter than the
other radical species considered in these simulations (O and OH), as shown in Figure 4, the time
averaged H production rate is modelled and taken constant in time over a small region (∼2 mm
long and ∼ 0.15 mm radially wide) immediately downstream of the bluff-body. It is observed that
the axial extension of this region is nearly the extension of the region where the H2 mass diffusion
time scales are shorter than convective time scales (see Figure 6). The value of the averaged H
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Figure 8. Detail of the average H source rate, ω̇H, predicted by the REDZOOM simulation.

production rate as calculated in the REDZOOM simulation and shown in Figure 8 is scaled on the
coarser grid to maintain the local Damköhler number: ωH,coarse ∼ ωH,fine · �fine/�coarse (� being
the local size of the grid), which decreases ωH,fine by a factor of 10.

The stabilization mechanism assumed was derived from the REDZOOM results close to the
injector. Despite this, it remains an artificial stabilization mechanism and it is coupled with a
lower spatial resolution grid in the other RED simulations. Hence, the flame dynamics close to
the injector is expected to be different. In fact, while the flame in the REDZOOM simulation is
anchored at the inner edge of the bluff-body (see Figure 1), in the REDC simulation the flame
anchors at the outer edge (see Figures 9 and 10). This is supposed to be related to the loss
of fluid dynamic details in the injection region, that in particular results in shedding of larger
coherent structures, roughly double-sized in the REDC case with respect to the REDZOOM case.
Both Figures 9 and 10 show that a stable flame, ∼5 mm long and well attached to the bluff-body,
seems to act as a pilot, thus providing continuous ignition of reactants. This results in an average
continuous and attached flame (see Figure 10, on the right).

Figure 9 reports a time sequence of temperature fields, with a delay time �τ = 1.2 ms between
each frame, and shows that the numerical flame experiences some localized extinctions and re-
ignitions. Hot pockets of products are released from the anchoring region, accelerate driven by
buoyancy, and then ignite the unburnt mixture downstream. These isolated ‘tongues’ are marked
as A, B, C, A′, . . . , and collapse to a unique flame front at ∼10 cm from the injection. It can
be noted that similar structures reach the same axial location after a delay time of ∼2–3 �τ .
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Figure 9. Sequence of instantaneous temperature fields for the REDC simulation, with �τ = 1.2 ms. Recall
that the flame is vertically posed, although horizontally shown in this picture.

This delay time is in agreement with the fundamental frequency (∼330 Hz) revealed by the
temperature spectrum sampled at point m4, located in a region influenced by the flame tongues
motion (see Figure 10), and reported in Figure 11(a). The motion of these flame tongues, in terms
of frequency peaks, is also revealed but with smaller amplitude by the temperature spectrum at
point m5, located on the axis of symmetry and more downstream of point m4.

These periodic oscillations and flame tongues are due to the velocity fluctuations close to the
injection region, i.e. the vortex shedding. The characteristic frequencies of these fluctuations are
given by the kinetic energy spectrum peaks at point m12 (the closest to the bluff-body among the
three points chosen for sampling) in Figure 11(b). The main peak reveals that vortex shedding
takes place at ∼9 kHz, which is of the same order of magnitude as that obtained in the REDZOOM

simulation, although the coherent structures released are larger. The same kinetic energy spectrum
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Figure 10. REDC simulation results. A zoomed-in view of an instantaneous temperature field (on the left)
and of the averaged temperature field (on the right) is shown. The white points indicate the sampling points
to which the spectra of Figure 11 refer. Spatial coordinates are non-dimensionalized by means of the nozzle
diameter, d = 4.58 mm.

at point m12 shows also a minor peak at ∼18 kHz, likely related to acoustic fluctuations induced by
the vortex shedding. These two peaks are also present with smaller amplitudes in the temperature
spectrum at point m12. This shedding rapidly affects the local velocity and acoustic dynamics,
but not the local temperature dynamics. In fact, the ∼9 and ∼18 kHz peaks in the temperature
spectrum have a reduced amplitude. Moreover, reacting ‘tongues’ appear more downstream at
a frequency of ∼330 Hz, which is much lower than that of the alternate vortex shedding from
the edges of the bluff-body, ∼9 kHz. It is observed that this 330 Hz frequency of the flame
‘tongues’ is in agreement with their axial convective velocity and their ‘spatial wavelength’, λ,
given by the average distance between two consecutive ‘tongues’ passing over the point m4. From
Figures 9 and 10 it is found that λ ∼4 · 10−2 m. Hence, since f = Uc/λ and f ∼330 Hz, then
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Figure 11. Temperature (Figure 11a) and kinetic energy (Figure 11b) normalized spectra obtained at certain
locations (shown in Figure 10) in the REDC simulation. The amplitude of the Fourier components Tk and
Ek were normalized by means of the associated peak values shown in the figures. The upper horizontal axis
shows the Strohual number, St = f t/Um, f being the frequency, t = 0.88 mm the thickness of the fuel
pipe, and Um the average of the bulk velocities of the two coaxial jets.

Uc ∼13 m s−1. This average convective velocity of flame ‘tongues’ is in close agreement with a
rough estimation from Figure 9: in fact, the spatial distance between the head of ‘tongue B’ in the
third frame and the same head in the fourth frame is ∼1.8 · 10−2 m, and considering that the delay
time between the two frames is 1.2 · 10−3 s, the convective velocity of ‘tongue B’ is ∼15 m s−1.

Figure 11 shows temperature and kinetic energy spectra at points m4, m5 and m12 also in
terms of the non-dimensional Strohual number, St = f t/Um, where f is the frequency, t is
the thickness of the fuel pipe (0.88 · 10−3 m) separating the two coaxial fuel and air jets, and
Um the average of the bulk velocities of the two jets (76 and 0.75 m s−1, respectively). The
∼9 kHz frequency peak associated to the vortex shedding corresponds to St ∼0.21, which is
close to St = 0.24 commonly found experimentally for vortex shedding in axisymmetric pipes
[46]. According to [46], a non-reacting coaxial jet configuration experiences vortex shedding
from the inner duct wall for Ui/Uo ≥ 0.44, with a frequency f defined by constant St = 0.24:
Ui and Uo are the inner and outer velocities and St the Strouhal number defined as above. The
present configuration is characterized by Ui/Uo ∼101. If St = 0.24 was assumed also at this
velocity ratio, the resulting shedding frequency would be ∼10 466 Hz which is closer to the
∼11 kHz predicted by the REDZOOM simulation, not influenced by any artificial flame anchoring
mechanism.

4.2.1. Averaged results

All the simulations of the whole flame predict a continuous and well attached averaged flame,
as shown in Figures 10 and 12 for the REDC case as an example. The black line in Figure 12
is the stoichiometric Bilger mixture fraction (F st

BLGR = 0.295) [31] that is used to measure the
stoichiometric flame length, Lstoich. According to experiments, Lstoich = 47 d, d being the fuel jet
diameter. Considering that systematic errors in the detection of chemical species ranges from 3 to
15 %, with an error of 10%, then Lstoich ∼42.3–51.7 d. The stoichiometric flame length predicted
in the REDC case is Lstoich = 42.5 d, in reasonable agreement with measurements.

In the FAST case the agreement with measurements in terms of average quantities is good
only for temperatures at experimental stations close to the nozzle exit (the first two, ‘a’ and ‘b’, of
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Figure 12. REDC simulation results in terms of the averaged temperature field and the stoichiometric
Bilger mixture fraction (F st

BLGR = 0.295) [31]. Spatial coordinates are non-dimensionalized by means of the
nozzle diameter, d = 4.58 mm.

Figure 13), where, however, H2O is overpredicted (see Figure 14) and CO2 largely underpredicted
(see Figure 15). This is expected due to the assumptions about the two chemical mechanisms
of the FAST case. In fact, hydrogen consumption is overpredicted since there is no activation
energy to control it; the only limiting factor is the fluid dynamic mixing imposed via Equation (7).
Consequently, oxygen consumption is mainly due to this reaction and thus the CO oxidation is
underpredicted. The CO2 underprediction might also be due to an underestimation of the turbulent
mixing due to the lack of three-dimensional effects; in fact, the predicted rms fluctuations are
much lower than experimental data (hence, they are not reported in this work which is preliminary
to a fully three-dimensional LES). The underprediction of turbulent mixing would apply also to
the RED cases. Downstream, the average temperature is underpredicted; H2O is overpredicted,
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Figure 13. Comparison of numerical temperature radial profiles predicted in the present simulations with
experimental data at different axial locations.

especially close to the axis; this overestimation decreases at last two stations (‘e’ and ‘f’); CO
oxidation remains strongly underestimated.

The REDA and REDB cases differ only in the FM constant, σFM, which is 0.2 and 0.35,
respectively. Comparing the REDA and REDB radial profiles in Figures 13–15, it can be deduced
that combustion is more efficient in the REDA case, due to the higher temperature and product
(especially H2O) concentrations. These results are justified by the lower σFM, which decreases
the damping of turbulent fluctuations and enhances turbulent mixing. The increased diffusion in
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Figure 14. Comparison of numerical H2O mass fraction radial profiles with experimental data at different
axial locations.

the REDB case is also shown by the increased radial penetration of the scalars shown in Figures
13–15.

The REDB and REDC cases have the same σFM = 0.35, but different maximum radial ex-
tension of the computational domain. In particular, the REDC domain is ∼2.18 times larger than
REDB . It is observed that in the REDC case the flame reaches higher temperatures and is longer
than the REDB case. The ‘numerical’ interaction between the flame and the lateral boundary con-
dition (CLOAK) is expected to decrease with increasing the radial extension of the computational
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Figure 15. Comparison of numerical CO2 mass fraction radial profiles with experimental data at different
axial locations.

domain, i.e. in the REDC case. In fact, comparing the profiles in Figures 13–15 it seems that the
REDB flame suffers from a confinement-like effect that shortens it.

5. Conclusions

The Sandia/ETH-Zurich CO/H2/N2 non-premixed unconfined turbulent jet flame (named ‘Flame
A’) is numerically simulated by solving the unsteady compressible reactive Navier–Stokes equa-
tions in a three-dimensional axisymmetric formulation, hence, in a formally two-dimensional
domain. Chemical kinetics implemented range from very simple to complex, including the main



1150 E. Giacomazzi et al.

radical species required to capture non-equilibrium phenomena like localized extinctions and
re-ignitions.

The actual flame is well anchored in the experiments without requiring a pilot, although
the nozzle thickness acting as a bluff-body is very tight. The present simulations confirm the
expectations of experimentalists about the existence of a small recirculation zone producing
the anchoring of the flame. In particular, results show that the flow experiences high frequency
alternate vortex shedding from the squared-off ends of the nozzle. It is observed that this is
critical to stabilizing the flame in numerical simulations with realistic chemistry. This stresses the
strong interaction between turbulence and combustion in the injection region. Results also show
the importance of preferential diffusion in enhancing mixing between reactants especially in the
zone where vortex shedding takes place.

The study of the anchoring of this flame shows that syngas may easily result in attached
flames. From a practical point of view, this is a warning for designers and for people converting
old plants, before fed with different fuels, to use syngas.

Since the computational code used for the present simulations works with structured grids, an
artificial stabilization mechanism was developed based on results close to the injection obtained
on a small domain with a very fine grid. This mechanism was then used to simulate the whole
flame on coarser grids.

Different simulations were performed to check the effects of boundary conditions. Averaged
results were compared with experimental data and unsteady results described for the most repre-
sentative case. In particular, a well stabilized flame, acting as a pilot, is found to be attached to
the bluff-body, from which alternate vortex shedding takes place at ∼9 kHz. In this region prefer-
ential diffusion is also found to be important, hence, it may play a critical role in the anchoring.
From the stabilization region some hot spots are released at ∼330 Hz, and these react downstream
resulting in ‘tongues’ collapsing to a unique flame front at a certain axial distance from the
injector.

Having tested the effects of spatial resolution, chemistry and boundary conditions, the present
results will be used as a starting point for a fully three-dimensional LES computation, to better
investigate and understand the turbulence–combustion interaction, especially close to the injection
region. In particular, the present results suggest we compute dynamically the constant σFM, thus
avoiding its empirical choice, and to widen the radial computational domain to reduce the
influences of lateral (CLOAK) boundary conditions on the flame.
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