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Abstract

To guarantee quality of service (QoS) in future integrated service networks, traffic sources must be characterized to capture the traffic
characteristics relevant to network performance. Recent studies reveal that multimedia traffic shows burstiness over multiple time scales and
long range dependence (LRD). While researchers agree on the importance of traffic correlation, there is no agreement on how much
correlation should be incorporated into a traffic model for performance estimation and dimensioning of networks.

In this article, we present an approach for defining a relevant time scale for the characterization of VBR video traffic in the sense of
queueing delay. We first consider the Reich formula and characterize traffic by thePiecewise Linear Arrival Envelope Function(PLAEF).
We then define thecutoff intervalabove which the correlation does not affect the queue buildup. The cutoff interval is the upper bound of the
time scale which is required for the estimation of queue size and thus the characterization of VBR video traffic. We also give a procedure to
approximate the empirical PLAEF with a concave function; this significantly simplifies the calculation in the estimation of the cutoff interval
and delay bound with little estimation loss.

We quantify the relationship between the time scale in the correlation of video traffic and the queue buildup using a set of experiments with
traces of MPEG/JPEG-compressed video. We show that the critical interval, i.e. the range for the correlation relevant to the queueing delay,
depends on the traffic load: as the traffic load increases, the range of the time scale required for estimation for queueing delay also increases.
These results offer further insights into the implication of LRD in VBR video traffic.q 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

Resource allocation is necessary for a network that guar-
antees quality of service (QoS). To achieve this QoS guar-
antee, we must characterize traffic sources so that we can
predict the QoS and allocate network resources efficiently.
In general, the focus of traffic characterization and modeling
lies not in precise modeling of traffic statistics, but rather in
capturing the relevant characteristics so as to allow predic-
tion and efficient management.

Variable bit-rate (VBR) compressed video traffic is
expected to be a significant component of the traffic mix
in integrated service networks. However, the burstiness
and delay sensitivity of VBR video poses a severe
challenge.

Recent research has demonstrated that a compressed

video source shows burstiness over multiple time scales
[1–3,35]. VBR video traffic shows burstiness not only
over a period of milliseconds to seconds, corresponding to
variations within a scene, but also over a period of tens of
seconds to minutes, corresponding to scenes with differing
information contents.

Recently, it has been reported that VBR video traffic
exhibits long range dependence or asymptotically second-
order self-similarity [1,4,5], in the sense that the autocorre-
lation function r�k� �k � 1; 2;…� has an infinite sumP

k r�k� � ∞: The relevance of LRD properties with cell
loss and delay was studied in Refs. [6,7], and it was argued
that there is a critical time scale that has a significant impact
on queueing behavior.

A rich set of literature exists on characterizing VBR video
traffic with a stochastic process, for example Poisson,
Markov modulated, autoregressive, TES, and self-similar
(see Ref. [8], and references therein; more recently, see
Refs. [2,9]). Such stochastic models of sources have the
advantage that they may be used to achieve potentially
higher network utilization by exploiting the statistical
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properties of the sources. First- and second-order statistics,
i.e. rate distribution and autocorrelation (equivalently, the
power spectrum) are considered to be the most important
characteristics [8,10,11]. However, for network perfor-
mance estimation, approaches on two extreme conditions
are now available. One is based on the bufferless multi-
plexor model, where the tail distribution of the aggregate
rate of multiplexed input is crucial to cell loss probability.
The Chernoff bound is one of the most effective methods for
call admission control (CAC) under this assumption [8,12].
The other approach, the effective bandwidth (EB) theory,
assumes a very large buffer condition, although it considers
the fluctuation of traffic in time scales [8]. However, traffic
characterization and CAC for a moderate buffer size is not
yet developed. Moreover, it is difficult to implement a poli-
cing mechanism based on stochastic characterization and
give significant bounds of performance measures in the
network.

For these reasons, in this work we considerdeterministic
traffic characterization and its relationship with network
performance. Recently, traffic control based on regulated
sources has begun to receive increased attention [8,13–
24]. Thus, ITU-T and ATM Forum [25,26] define the
rule-based and deterministic traffic contract descriptors:
peak cell rate (PCR), cell delay variation tolerance
(CDVT), sustainable cell rate (SCR), and maximum burst
size (MBS). Further, they define the generic cell rate algo-
rithm (GCRA) for conformance testing of these parameters.
An exhuastive survey and comparison of previous studies
on guaranteed performance service disciplines with
constrained burstiness sources is found in Ref. [27]. Espe-
cially in Refs. [19,22,23], traffic sources are regulated
according to the leaky bucket constraint. Generalizations
of this approach have recently been defined in Refs.
[14,15,17,18]. By constraining the burstiness of input
sources, the network can provide performance guarantees
such as buffer backlog and delay bounds. In Refs. [28,29], a
set of specific traffic characterization methods for VBR
video sources are presented and compared with previous
methods.

In this article, we concentrate on the time-scale problem
in characterization of VBR video traffic: over what range
does the traffic correlation have to be considered for estima-
tion of queueing behavior? We first consider the Reich
formula and characterize traffic by the piecewise linear arri-
val envelope function (PLAEF). We then introduce the
concept of thecutoff intervalabove which the correlation
of input traffic does not affect queue buildup. Since the
results are based on deterministic characterization, the
cutoff interval provides a fundamental bound of the time
scale relevant to the estimation of queue size in the sense
that it is free from the possible ambiguity in stochastic
approaches for the same issue. The results can be used to
determine the meaningful range of correlation for the char-
acterization of VBR video traffic. We quantify the relation-
ship using a set of experiments with compressed video

traces by approximating the actual traffic profile with the
PLAEF. From mathematical results and simulations, we
show that the critical interval depends on the traffic load:
as the traffic load increases, the range of interval required for
estimation of queueing delay also increases.

The study on the time scale relevant to queueing behavior
is motivated by the frequently asked question whether LRD
in VBR video traffic is crucial for traffic engineering. Our
results also offer another insight into the implication of LRD
in VBR video traffic.

In addition, we propose an algorithm that approximates
the empirical PLAEF to a concave PLAEF, which signifi-
cantly simplifies the parameter measurement and estimation
of cutoff interval and delay bound with little estimation loss.

The rest of this article is organized as follows. In Section
2, we introduce the PLAEF. In Section 3, we investigate the
calculation of delay bound and cutoff interval for a source
characterized by the PLAEF. In Section 4, we present
numerical results of the application of the cutoff interval
concept, with reference to VBR video traffic sequence. In
Section 5, we present an algorithm that approximates the
empirical PLAEF to a corresponding concave function. In
Section 6, we conclude our work and suggest further studies.

2. The PLAEF: a deterministic traffic characterization

Consider a multiplexer with an output link capacityC and
an infinite buffer, loaded byN virtual connections (VC). Let
vi�s; t� denote the number of cell arrivals ofith VC in time
�s; t�; i � 1;2;…;N and v�s; t� the overall number of cells
arrived at the multiplexer input in the same time interval.
By the Reich formula [30]

Q�t� � sup
s#t

{ v�s; t�2 C�t 2 s�} ; �1�

whereQ(t) denotes the multiplexor buffer occupancy at time
t. If there exists a bounding functionf(u) such that for anyt
and anys # t, it can be writtenv�s; t� # f �t 2 s�; then it
follows that

Q�t� # sup
s#t

{ f �t 2 s�2 C�t 2 s�} � sup
u$0

{ f �u�2 Cu} : �2�

Inequality 2 implies that the delay bound is determined by
the worst case arrival profile, which may be either for a
single traffic fi�u� or a multiplexed input trafficf(u). The
bounding function f(u) can be derived from either
constraints imposed on the traffic source at the network
ingress or real traffic traces. We resort to the second
approach and choosef(u) in the family of piecewise linear
functions (i.e. first order splines), hence the name the Piece-
wise Linear Arrival Envelope Function (PLAEF). The aim
in the construction of the PLAEF is using Eq. (2) to under-
stand the relationship between queueing performance of
video traffic multiplexing and the relevant time scale char-
acterization of video traffic source models.

A few deterministic characterizations of VBR video
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traffic were proposed in Ref. [28]. Some of them are equiva-
lent to each other and each model has its advantages in
accuracy, policing, easiness for parametrization, or simpli-
city. The PLAEF directly models the rate profile curves so
that it is very accurate in delay estimation and easy to obtain
from the real traces. Furthermore, it has explicit parameters
for the time scale of burstiness and correlation of input
traffic and thus it is suitable for explaining the effect of
the time scale. In the PLAEF,f(u) is obtained as follows.
First, we defineP interval-arrival pairs (IAPs)

{ �ti ; ai�jti , ti11; ai , ai11; �t0;a0� � �0;0�; i

� 0; 1;2;P 2 1} ; �3�
where ai is the maximum amount of data over any time
interval of durationti. The PLAEF is defined by the IAPs
as the arrival envelope functionf(u) such that

v�s; t� # f �t 2 s� � ai 1
ai11 2 ai

ti11 2 ti
�t 2 s2 ti�; ti # t 2 s

, ti11; i � 0; 1;2;…;P 2 1:

�4�
For numerical results, we use two differently codedStar

Wars traces [1] and 5 MPEG-coded traces [31]. We

summarize only the salient characteristics of the traces in
Table 1.

We call the intraframe codedStar Warstrace theJPEG
trace, even though its coding is not compatible with the
JPEG standards. The JPEG algorithm also uses only the
intraframe redundancy, and thus we expect that the JPEG
trace show characteristics and results similar to a JPEG-
coded trace. The other traces are coded according to the
MPEG-1 video compression standards with the GOP struc-
ture IBBPBBPBBPBBP, where: (i) I denotes an intra-frame
coded frame (i.e. without motion compensation); (ii) P
denotes a predictive frame, where only the prediction
error is coded and prediction is based on adjacent I or P
frames; (iii) B denotes Interpolative frames, whose coding
is based on interpolation between adjacent I and P frames.

Let X�i�; i � 1; 2;… be the amount of bits generated in
the ith frame. Because we have the data in units of bit per
frame, we assume that the sources generate the data evenly
over the frame intervalT.1 For numerical results, we assume
all T � 1=25 s. The arrival function for a video tracev�s; t� is
given by

v�s; t� � s
T

� �
2

s
T

� �
X

s
T

� �� �
1

Xt=Tb c

i� s=Td e1 1

X�i�

1
t
T

2
t
T

� �� �
X

t
T

� �� �
�5�

wheredxe denotes the ceiling ofx, i.e. the least integer not
less thanx and bxc stands for the floor function ofx, i.e. the
largest integer not greater thanx. The values of the IAPs for
the PLAEF are obtained by

ti � iT ; ai � max
s$0

v�s; s1 ti�; i � 1;2;3;…: �6�

This is a first order spline approximation of the minimal
arrival curve defined in Ref. [14], i.e. the function

g�t� � sup
s$0

v�s; s1 t�: �7�

In Ref. [14] it is shown thatg (t) is the least function that
upper boundsv�s; t� for anys belonging to the interval [0,t]
and for anyt $ 0.
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Table 1
Summary of the VBR traces used in the study

Name Video source Length (frames) Compression algorithm Peak bit rate (bits/frame) Mean bit rate (bits/frame)

JPEG Star Wars movie [1] 174,000 Intra-frame 627,672 27,791
MPEG Star Wars movie [1] 174,000 MPEG-1 185,267 15,601
ATP Tennis game [31] 40,000 MPEG-1 190,856 21,890
MTV2 Video clips [31] 40,000 MPEG-1 251,408 19,780
Talk1 Talk show [31] 40,000 MPEG-1 106,768 14,537
Simpsons Cartoon [31] 40,000 MPEG-1 240,376 18,576
Settop Video phone type [31] 5000 MPEG-1 46,200 6031

Fig. 1. The PLEAF, mean arrival, peak arrival functions for the MPEG
trace.

1 We have the amount of bits in the unit of the slice for the JPEG trace,
but not for the MPEG traces.



The fact that the maximum value in Eq. (6) is obtained at
points of the types� jT for the video traffic can make the
computation easier. If we letm(i) be the index such that the
maximum ofv�s; s1 ti� is achieved ats� m�i�T; then

ai �
Xm�i�1 i

k�m�i�1 1

X�k�; i � 1;2;…;P: �8�

Figs. 1 and 2 show the PLAEFs for the MPEG trace and
the JPEG trace, respectively. The PLAEF for the MPEG
trace without any smoothing algorithm shows a periodic
pattern due to the GOP structure of its coding algorithm
and thus the PLAEF is not a concave function. In contrast,
the PLAEF for the JPEG trace looks like a concave function
(in fact, it is not a concave function, either). The concavity
of the PLAEF makes the calculation of the delay bound and
cutoff interval easy. We will consider this in Section 5.

3. Range of correlation relevant to delay bound
estimation

We now consider the relationship between the PLAEF
and delay bound estimation. We here assume first-come-
first-served (FCFS).

Fig. 3 shows clearly how the PLAEF can be used to assess
the worst-case backlog of a multiplexer fed by the corre-
sponding arrival pattern over any given time scale. LetCH

and CL denote the output link rates�CH , CL�: The
subscript H and L mean heavy load and light load,
respectively. Although in a practical situation, the link
rate is fixed, here we change the link rateC equivalently
for simplicity of explanation. In Fig. 3, we use the MPEG
coded Star Wars trace, and one third and a half of the peak
rate of the trace forCH, and CL, respectively. This also
confirms the intuition that a backlog can be found only up
to a critical time scale beyond which no further overload is
to be expected. This leads to the following definition of the
cutoff interval.

Definition. Let f(t) be an arrival envelope curve of the
traffic flow feeding a multiplexer with output capacityC;
the cutoff intervalt � t�f ;C� is given by

t�f ;C� � sup{uju $ 0 andf �u� $ Cu} : �9�
The existence of a finite value oft can be proved as

follows. It can be assumed thatf(t) is subadditive andf �0� �
0: If this were not the case,f(t) could be replaced with
another arrival envelope curve,g(t), namely the subadditive
closure off(t), such thatg�t� # f �t� for any t $ 0 and such
thatg(t) is subadditive andg�0� � 0 [14,17]. In Ref. [16] it
is shown that for the stability of a queue whose input is
bounded byf(t), it must be

lim
t!∞

f �t�
t
� a , C; �10�

provided thatf(t) is subadditive and wide-sense increas-
ing. By the definition of limit, it follows that there
exists a finite t0 such that f �t� , Ct for any t . t0:
This implies that the cutoff intervalt�f ;C� is finite, as
long as the considered multiplexer is stable. In the special
case of the PLAEF as defined in Section 2,f(t) is actually
wide-sense increasing and subadditive and there exists a
finite value for thecutoff intervalor equivalently acutoff
index rsuch that

tr21 , t�PLAEF;C� # tr : �11�
The cutoff indexr can also be defined as the maximum
index r $ 1 such that

ar

r
# CT ,

ar21

r 2 1
: �12�

We give a few properties of the cutoff interval here:
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Fig. 2. The PLAEF, mean arrival, peak arrival functions for the JPEG trace.

Fig. 3. The illustration of the cut off time, comparing heavy load and light
load condition�CH , CL �:



Property 1. The queueing delay does not depend on the
values of the PLAEF forti . t�PLAEF;C�:

Proof. Property 1 comes directly from the definition of the
cutoff interval. A

Property 2. The cutoff interval is a decreasing function of
C.

Proof. Property 2 comes from the fact that the PLAEF is a
non-decreasing function:

{ tjf �t� $ CHt} . { tjf �t� $ CLt} for CH , CL: �13�

A

Property 3. The queueing delay is a decreasing function
of C.

Proof. The proof is also straightforward from the non-
increasing property of the cutoff interval with respect toC:

sup
0#t#t�f ;CH �

�f �t�2 CHt� $ sup
0#t#t�f ;CH �

�f �t�2 CLt�

$ sup
0#t#t�f ;CL�

�f �t�2 CLt�: �14�

A

Property 1 means that the range that is related to the delay
of the queue is hard limited by the critical pointt�f ;C� and
thus a correlation structure longer than this time interval is
of no importance at least in the estimation of queueing
performance. Property 2 means the range of important
correlation decreases as the link utilization increases.

The cutoff interval is in essence the largest value of the
time scale for which the backlog in a queue receiving an
input flow bounded by a functionf(u) and emptied with a
capacity ofC can be non-negative. Then, if one considers
such a queue and assumes that it is empty at timet, the worst
case arrival pattern is such that the queue is empty again no
later thant 1 t�f ;C�: Hence, the cutoff intervalt�f ;C� is an
upper boundfor the duration of the queue busy period. As
such, it also represents the upper bound of delay experi-
enced by any packet fed into the queue, regardless of the
serving discipline. Chang [16] noticed such a thing: Here we
develop a consistent framework that gives new insight to the
remark in Ref. [16], by defining the concept of the cutoff
interval and investigating its properties and applications.

4. Application of cutoff interval to VBR video traffic

This Section presents numerical results of the application
of the cufoff interval concept, with reference to VBR video
traffic sequences. Figs. 4 and 5 show cutoff intervals and
link utilizations against the allowed maximum delay bound
for a connection,D. The cutoff interval and the link utiliza-
tion are obtained by calculating the minimum link capacity
Cmin that guarantees the maximum delay boundD. The mini-
mum link capacityCmin is given by

Cmin � sup
u$0

f �u�
u 1 D

� �
; �15�

and again the supreme value for the PLAEF is achieved at
points of the typeu� jT ; j � 0;1; 2;…: The simulation
results show that the possible link utilizations are rather
low for the deterministic QoS guarantee: utilizations turn
out to be 0.2 for the MPEG trace and 0.4 for the JPEG trace
for a delay bound of 100 ms. The reason the utilization for
the MPEG trace is lower than that for the JPEG trace is that
the MPEG is more bursty than the JPEG. However, noting
that the link rate is scaled by the input average, the number
of MPEG connections admissible for the same link rate is
larger than that of the JPEG connections. In addition, the
cutoff interval curve shows a step-wise increase for a low
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Fig. 4. The cutoff interval variation for the MPEG trace against the maxi-
mum delay bound.

Fig. 5. The cutoff interval variation for the JPEG trace against the maxi-
mum delay bound.



delay bound value. This is also due to the periodic burstiness
of the GOP structure. The cutoff interval increases as the
traffic intensity increases. Even with deterministic QoS, the
cutoff interval is less than 50 frames for traffic loads of 0.5
(the JPEG trace) and 0.3 (the MPEG trace).

Fig. 6 shows the cutoff intervals derived from the PLAEF
as a function of mean load for a multiplexer loaded with: (i)
an MPEG-1 coded video trace representing video clips
(MTV2), (ii) the superposition of 20 different MPEG-1
coded video traces with phased GOP, (iii) the superposition
of the same 20 MPEG-1 coded video traces as in (ii) with
random phasing. The 20 traces employed here are available
and described in Ref. [31]. This figure shows clearly that the
cutoff interval beyond which correlations do not matter for
queueing performance can be very small (less than
10 frames, i.e. 400 ms) even for mean loads of 0.6, if the
superposition of independently phased MPEG-coded video
streams is considered.

Recently, LRD has been accepted as an inherent charac-
teristic in VBR video traffic, and it has been reported that the
LRD characteristic may impact queueing behavior signifi-
cantly [32,33]. However, several studies have argued that
LRD is not crucial in determining the queueing behavior of
VBR video sources [5,7,12].

Our observations reflect these seemingly contradictory
arguments: the LRD is also a characteristic in the large
lag region, and the correlation in the large region is crucial
for queueing performances under heavy loads but not for
those under a light or moderate load condition.

The interpretation of the cutoff interval as an upper bound of
the multiplexer busy period explains why the significance of
LRD depends on the input traffic load. Since video traffic, as a
component of multimedia stream within an interactive service,
has real time constraints, the maximum delay allowed through
the network (hence through any multiplexer of the network)
must not exceed a quite limited quantityD (i.e. it might be a

few video frames, at most a few hundred ms). Since the cutoff
interval is one (possibly rough) bound of the maximum delay
through a queue, it follows that the cutoff interval cannot be
very large. In contrast, this means that the correlations that
matter for queueing performance under the cited delay
constraint are rather limited and hence LRD could be of
no importance, depending on the delay constraints.

We can infer that with probabilistic QoS in low and
moderate utilization (i.e. a mean load of 0.4 to 0.5 or even
0.6 in the case of superposition of many independent video
sources), Markovian models, such as the discrete auto-
regressive DAR [12,34] and the circulant Markovian modu-
lated Poisson process (CMMPP) [6,10], will be enough for
the estimation of buffer occupancy if they can model the
correlation up to about 100 frames lag.

5. Approximation of PLAEF by a concave function

In this section, we consider a concave approximation
algorithm of the original PLAEF and its advantages in
calculation of performance estimation. Let

mi � ai11 2 ai

ti11 2 ti
; i � 0;1;2;…;P 2 1: �16�

Then the PLAEF, defined by a set of IAPs�ti ;ai�; i �
0; 1;2;…;P; is a concave function if the sequence of the
slope coefficients of the linear piecesmi ; i � 0;1;2;…;P 2
1; is a non-increasing sequence. If each source has a rate
profile that is a concave function, we can simplify the calcu-
lation significantly as follows.

Property 4. If the rate profile functionf(u) is a concave
function, (i) the largest backlogQmax is obtained byf �tk�2
Ctk � ak 2 Ctk; wherek is the unique index such that

mk21 $ C andmk , C: �17�
And (ii) the cutoff intervalt�f ;C� and the cutoff indexr are
uniquely determined by

t�f ;C� � ar21tr 2 ar tr21

C�tr 2 tr21�2 �ar 2 ar21� ; �18�

and

ar21 2 Ctr21 . 0 andar 2 Ctr # 0: �19�
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Fig. 6. The cutoff intervals versus the mean load of the multiplexer, for
various input traffic mixes.

Fig. 7. The approximation algorithm of an original PLAEF to a concave
one.



Proof. The location of the maximum backlog is easily
obtained if we consider thatf(u)–Cu is also piecewise linear
so that it attains its maximum value at the break pointtk from
which the function begins to decrease. The cutoff interval is
uniquely obtained by solvingf �t� � Ct because of the
concavity of f(u). In other words, the critical interval is
wheref �t�2 Ct changes the sign from positive to negative.
Noting tr21 , t # tr and the linearity in�tr21; tr �; the equa-
tion for the cutoff interval is obtained.A

Property 4 means that for sources with a concave PLAEF,
to obtain the largest backlog, we need only the arrival infor-
mationar up to values less thanCtr and the link rateC.

When the PLAEF is not a concave function, the backlogs
at all time intervalsti have to be compared to obtain the
maximum backlog. However, as shown in Section 3, the
experimental PLAEF is not necessarily a concave function
but just a non-decreasing function, especially in the MPEG
trace. Therefore, in this section we define an algorithm to

derive a concave PLAEF that approximates the empirical
PLAEF and examine the difference of the cutoff interval
estimation and the utilization resulting from the two func-
tions. The algorithm is described in Fig. 7.

The concavity of the new PLAEF comes from

�aj11 2 �aj

�tj11 2 �tj
,

�aj11 2 �aj21

�tj11 2 �tj21
,

�aj 2 �aj21

�tj 2 �tj21
: �20�

Note also that the new concave PLAEF is an upper bound of
the corresponding PLAEF since

ai 2 �aj21

ti 2 �tj21
#

�aj 2 �aj21

�tj 2 �tj21
for �tj21 , ti # �tj �21�

and thus

ai # �aj21 1
�aj 2 �aj21

�tj 2 �tj21
�ti 2 �tj21� for �tj21 , ti # �tj : �22�

In Figs. 8 and 9, we compare the results obtained by the
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Fig. 8. The concave PLAEF and original PLAEF for the MPEG trace.

Fig. 9. The concave PLAEF and original PLAEF for the JPEG trace.

Fig. 10. The changes of cutoff intervals due to the concave approximation
for the MPEG trace against the maximum delay bound.

Fig. 11. The changes of cutoff intervals due to the concave approximation
for the JPEG trace against the maximum delay bound.



concave PLAEF to those by the original PLAEF. For the
JPEG trace, the original PLAEF is already nearly a concave
function so that the concave PLAEF only slightly differs
from the original one. However, for the MPEG trace the
regions of the concave hull are interpolated by a new
concave function.

We examine the change in cutoff intervals (see Figs. 10
and 11) caused by the concave approximation. As we can
expect, in the JPEG trace the cutoff interval for the concave
PLAEF is almost the same as the cutoff interval for the
original PLEAF, especially in the small delay bound region.
In the MPEG trace, the concave PLAEF is an upper bound
of the original PLAEF, and thus the resulting cutoff interval

is an upper bound of the original one as well. We observe
that the cutoff interval does not show a stepwise increase
which is due to the GOP structure of the MPEG video
coding algorithm.

To examine the variation and efficiency of the proposed
concave algorithm, we show extensive results in Table 2.
First, we define the gainG as the ratio of peak bandwidth to
allocated bandwidth, i.e.G� maxi�X�i��=CT; whereT is the
video frame time. We find that the JPEG trace has a poorer
multiplexing gain than all the MPEG-coded traces for the
same delay bounds. Among the MPEG coded traces, Settop
and Simpson show a little higher gain than others. Again, we
observed that the PLAEF by the concave approximation

H. Ahn et al. / Computer Communications 22 (1999) 1382–1391 1389

Table 2
Simulation results for various video traces: cutoff intervals,tr ; �tr (frames), and link utilization

Maximum delay (ms) JPEG MPEG MTV2 ATP Simpsons Talk1 Settop

tr 7 2 2 2 2 2 2
1 �tr 7 2 2 2 2 2 2

G 1.014 1.027 1.032 1.027 1.027 1.032 1.027
tr 12 2 2 2 2 2 2

10 �tr 12 2 2 2 2 2 2
G 1.052 1.260 1.258 1.252 1.253 1.253 1.260
tr 16 2 3 2 3 2 2

20 �tr 17 3 4 3 3 3 2
G 1.093 1.504 1.518 1.504 1.502 1.518 1.502
tr 21 5 4 3 3 3 2

30 �tr 21 5 4 4 3 4 3
G 1.093 1.751 1.553 1.770 1.758 1.767 1.776
tr 22 8 15 5 3 5 3

40 �tr 23 10 19 6 4 5 4
G 1.136 2.024 1.938 2.008 2.004 2.016 2.020
tr 23 14 24 11 4 6 4

50 �tr 26 16 28 11 5 8 4
G 1.166 2.217 2.028 2.273 2.242 2.262 2.252
tr 24 20 27 13 4 17 5

60 �tr 31 20 32 15 6 19 6
G 1.190 2.304 2.062 2.513 2.538 2.532 2.551
tr 25 21 36 15 6 50 6

70 �tr 35 21 36 20 8 51 6
G 1.209 2.398 2.092 2.681 2.725 2.747 2.793
tr 35 21 37 15 6 57 8

80 �tr 41 22 38 22 9 62 10
G 1.229 2.451 2.128 2.747 2.933 2.755 3.012
tr 39 22 38 16 9 65 14

90 �tr 45 23 39 25 11 73 14
G 1.2422 2.506 2.160 2.809 3.086 2.809 3.257
tr 43 23 39 17 11 86 17

100 �tr 52 24 41 30 14 88 19
G 1.256 2.558 2.232 2.874 3.268 2.865 3.559
tr 202 27 41 163 67 93 51

200 �tr 202 32 51 194 72 116 53
G 1.379 2.950 2.353 3.356 4.405 3.003 4.525
tr 211 32 47 223 71 134 78

300 �tr 212 43 67 226 81 147 88
G 1.397 3.279 2.532 3.460 4.587 3.077 4.902
tr 220 35 56 229 77 179 203

400 �tr 229 56 87 231 92 179 267
G 1.423 3.584 2.688 3.509 4.785 3.145 5.348
tr 232 81 71 235 82 196 247

500 �tr 242 82 126 237 107 214 366
G 1.441 3.937 2.865 3.559 4.975 3.226 5.618



estimates the cutoff interval accurately. For the delay bound
of less than 100 ms, the cutoff interval is less than 50 frames
and very accurate. Even for the delay bound of 500 ms, the
error of the cutoff interval is less than 25%. Note that the
cutoff index values for the original PLAEF and the concave
PLAEF can be much different even though the correspond-
ing cutoff intervals are almost same.

In Table 3, we show the size of the IAP setsr for the
original and concave PLAEFs required to cover the correla-
tion range up to the cutoff intervals for a delay requirement
of 10, 50, 100, 500 ms, respectively. We again observe that
the concave approximation substantially reduces the
number of IAPs for the cutoff interval. The IAP set sizes
for the MPEG traces are significantly smaller than those of
the JPEG traces. Especially, the number of IAPs required for
characterizing the relevant time scale region is less than 10
for up to 100 ms but it increases steeply above that point.
This is the effect of the GOP structure of MPEG traces.
However, the number of 10 even for the concave PLAEF
is still large for practical traffic control. Although the focus
of this work lies in the charterization problem, in a future
work we will examine the effect of matching the original
PLEAF to two IAPs, which is equivalent to the present
standards, (PCR, CDVT), and (SCR, MBS).

6. Conclusions

In traffic theory, rate distribution and time-correlation for
input traffic have been considered of first importance for the
estimation of network performance. Whether LRD in VBR
video traffic is crucial for queueing behavior is also a
frequently asked question.

In this article, to investigate the relevance between the
correlation range and queueing performance, we character-
ized VBR video traffic by PLAEF function which is the
worst arrival pattern for input traffic. The deterministic char-
acterization, unlike in previous stochastic approaches, can
give a fundamental bound of the correlation interval rele-
vant to the network delay. We then defined cutoff interval
above which the correlation does not affect the queue
buildup. The cutoff interval is the clear bound of the time
scale relevant to the estimation of queue size and thus of the
meaningful range of correlation for the characterization of
VBR video traffic. We quantified the relationship using a set
of experiments with traces of MPEG/JPEG-compressed
video. We showed that the range for important time scales

depends on the traffic load; as traffic load increases, the
range of time scale required for estimation of queueing
delay also increases. These results offer another insight
into the implication of LRD in VBR video traffic.

As found in this work and related literature, traffic utili-
zation for deterministic QoS is rather low. For this draw-
back, a probabilistic approach is taken in Refs. [10,12].
Especially, Chong and Li [10] generalized the deterministic
bounded sources to a probabilistic bounded curve (PBC).
Thus, extension to the probabilistic bounded source is
considered as a future work.
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