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A B S T R A C T   

The study of future energy scenarios with high shares of variable renewable energy sources (VRES) requires an 
accurate representation of VRES variability and storage capacity. However, long-term optimal expansion models, 
which are typically used to prescribe the evolution of energy systems, make use of coarse time series to limit 
computational effort. This weakness can entail an incorrect sizing of VRES plants and storage facilities. In this 
work, a novel method is proposed to mitigate the current limitations and enable accurate long-term planning of 
high-VRES decarbonisation pathways. Clustering methods are applied to time series, preserving the possibility of 
having inter-day and intra-day energy storage. To this end, the temporal framework of an open-source energy 
system model, OSeMOSYS, is modified to allow the implementation of interconnected, clustered representative 
days. Traditional and novel approaches are compared and benchmarked for a reference case study, i.e., a remote 
island. The results show that time series clustering can significantly improve the evaluation of the overall system 
cost, leading to a relative error of − 5% (novel approach) instead of − 35% (traditional approach) when 24 
representative days are considered. Similarly, the new approach improves the sizing of VRES and storage fa
cilities. The new technique is found to require three orders of magnitude less computation time than the 
traditional technique to achieve a comparable level of accuracy.   

1. Introduction 

The Glasgow Climate Pact (2019) stressed the need for a worldwide 
carbon–neutral economy by the middle of this century [1]. Energy 
system decarbonisation and renewable energy source (RES) exploitation 
are the cornerstones for the achievement of such target [2]. Pathways 
that should be followed to achieve global energy sustainability have 
been identified, and they should include the power, heat, transport and 
desalination sectors [3]. In addition, it has been demonstrated that 
decarbonisation can lead to significant cross-cutting benefits: primarily 
the reduction of air pollution-related mortality, the stabilisation of en
ergy supply costs, and the creation of permanent new jobs [4]. 

In this context, a considerable deployment of variable renewable 
energy sources (VRES) can be expected, with wind and solar photovol
taic (PV) power sources representing around 50 % of the global power 
mix forecast for 2050 [5]. Storage and power-to-X systems will thus play 

a key support function to ensure a secure energy supply and cross- 
sectorial integration [6]. Consequently, long-term planning (consid
ering one or several decades) of the evolution of energy systems is 
required to identify the most suitable decarbonisation pathway and 
ensure that carbon neutrality is accomplished in a cost-effective and 
reliable way [7]. 

Long-term optimal expansion planning is often addressed by means 
of linear programming (LP) or mixed-integer linear programming 
(MILP) techniques. Some of the best-known tools are the well- 
established MESSAGE [8] and TIMES [9] modeling frameworks, or the 
more recent open-source Balmorel [10], TEMOA [11], Calliope [12] and 
OSeMOSYS [13] tools. Increasing attention has recently been paid to 
high-RES penetration scenarios from a long-term perspective. Kato and 
Kurosawa [14] explored ambitious decarbonisation scenarios in Japan, 
considering a VRES penetration of up to 65 %, through a TIMES-based 
model. Xiufeng et al. [15] described a possible 100 % renewable en
ergy scenario in Ireland by 2050, with over 85 % of the electricity 
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coming from solar, wind and ocean energy sources. Moreover, through a 
Swiss TIMES model, Panos et al. [14] studied a 2050 net-zero emission 
scenario, with a VRES contribution in the power mix of over 40 %. 
Tróndheim et al. [16] used a Balmorel model to develop energy sce
narios for 2030 for the Faroe Islands, with a power mix of wind and solar 
energy of up to 85 %. Laha and Chakraborty [17] implemented a 
Calliope-based Indian multi-regional model to examine RES shares of up 
to 75 %, supported by batteries, hydrogen storage and pumped hydro 
power. Rady et al. [18] used an OSeMOSYS model to analyse the evo
lution of the optimal power generation mix in Egypt under different 
constraints on the availability of natural gas, and obtained a feasible 
VRES penetration of around 65 % by 2040. English et al. [19], in order to 
highlight the importance of inter-regional coordination when dealing 
with large shares of VRES, studied a ~ 95 % RES share (56 % wind) in 
the power mix of British Columbia and Alberta by 2060. Therefore, it 
can be seen that LP/MILP-based models have been widely used to study 
future scenarios that consider significant contributions from VRES. 

The correct sizing of storage systems, when dealing with high-RES 
penetration, is crucial: their price can affect the final cost of the en
ergy supply to a great extent, and the optimal configurations to be 
pursued. Moreover, storage facilities are needed to guarantee the secu
rity of the supply. McPherson and Tahseen [20] developed a production 
cost dispatch model for the Ontario region of Canada. In the absence of 
adequate utility-scale storage, they remarked that VRES curtailment 
could reach 24 % when the total share of wind and solar energy 
amounted to 80 %. This value would be 37 % when the wind share alone 
amounted to 80 %. Dowling et al. [7] studied the U.S. energy system. 
They found that the introduction of long-duration (>10 h) storage (e.g., 
power-to-power) can reduce the cost of the system by ~ 15 % in a 100 % 
VRES penetration scenario, compared to a configuration with only 
power-intensive storage. Colbertaldo et al. [21] studied the California 
power system and reported that a 100 % VRES supply was feasible. They 
observed that large energy-intensive storage – with a power capacity of 
half of the RES installed capacity - is needed to ensure acceptable solar 
and wind power plant curtailment levels. Cebulla et al. [22] conducted a 
review of the existing studies on electricity storage in the U.S., Europe 
and Germany. They found that, as the VRES shares grow, the demand for 
storage increases linearly in terms of power capacity, but exponentially 
in terms of energy capacity. 

The accurate description of VRES variability is a key challenge in 
energy system models. In the literature review by Lopion et al. [23], an 
increasing trend towards a higher temporal resolution, to better 

represent the variability of renewables, was shown for energy system 
modelling. Rinkjøb et al. [24] found that coarse time-steps in energy 
system models can lead to unfavourable investments, overestimation of 
the VRES and underestimation of the costs. Multi-year LP/MILP energy 
modelling frameworks require the use of sample periods to limit the 
computational burden [25]. Such frameworks are usually characterised 
by a rigid representation of time series, which are based on typical pe
riods (time slices) obtained by considering the recurrence of seasons (e. 
g., the summer season), day types (e.g., weekdays) and daily brackets (e. 
g., mornings). However, the resulting time framework can prevent a 
detailed modelling of VRES and storage technologies [26], and thus the 
identification of feasible configurations, and this can lead to an under
estimation of the necessary investment [27]. This weakness becomes 
more evident as the time series gain importance in the system modelling, 
which takes place when the required share of VRES increases [28]. In 
such a context, Wyrwa et al. [29] suggested combining long- and short- 
term energy system models to validate the results of expansion planning 
with an hourly dispatch model, and eventually acting on the reserve 
capacity options with a feedback mechanism. Pavičević et al. [30] 
studied the benefits of sector coupling for future European energy sys
tems by soft-linking a TIMES-based model with a unit commitment and 
optimal dispatch model. However, the solutions proposed so far require 
different modelling tools and, thus, the need for further modelling and 
greater computational efforts. 

Time series clustering has also been shown to improve the accuracy 
of the modelling of energy storage systems and VRES variability. 
Gabrielli et al. [31] proposed an MILP formulation, based on the clus
tering and subsequent coupling of representative days, to improve the 
modelling of high-capacity storage components. This methodology 
allowed them to simulate a year-long time horizon with an hourly res
olution, while reducing the number of binary variables, and thus the 
complexity of the optimisation problem. Kotzur et al. [32] derived a 
two-layer state methodology by linking a sequence of clustered repre
sentative days over the year, and showed benefits when dealing with 
seasonal storage. Welder et al. [33] then applied this concept and carried 
out a spatiotemporal optimisation of energy systems for power-to- 
hydrogen applications, considering a 1-year time horizon. Further
more, Limpens et al. [34] compared different clustering methods for the 
EnergyScope TD (Typical Days) framework, but their model considers a 
single target year. Nahmmacher et al. [35], on a long-term modelling 
scale, applied a hierarchical clustering algorithm to the LIMES (Long- 
term Investment Model for the Electricity Sector)-EU [36] model; 
however, their approach does not enable the modelling of storage for 
consecutive clustered days or groups of days. 

From this summary, it can be seen that time series clustering is not 
common in multi-year capacity expansion models. Moreover, to the best 
of the authors’ knowledge, no studies have been conducted that discuss 
time series clustering while considering inter-period storage in long- 
term energy system models. 

This work seeks to address this lack of long-term energy modelling 
frameworks for the representation of VRES variability and the simula
tion of storage technologies. Interconnected clustered representative 
days (RDs) have here been implemented in an existing open-source 
modelling tool. The novel methodology is then applied to a reference 
case study that includes energy storage technologies with high-RES 
penetration levels. The obtained results are then compared with those 
obtained from a traditional method to show the advantages that may be 
derived from the implementation of interconnected clustered RDs, in 
terms of identifying the best decarbonisation pathway. 

This work is structured as follows: the proposed changes to the 
temporal framework of long-term energy models are described in Sec
tion 2; the model validation strategy, which consists of a reference case 
study and a sensitivity analysis, is presented in Section 3; the obtained 
results are shown and discussed in Section 4 in relation to the existing 
literature; finally, conclusions are drawn and future developments are 
identified in Section 5. 

Nomenclature 

BATT batteries 
conf configuration 
DSL diesel 
DSL_PP diesel power plant 
ELC electricity 
IMP_DSL diesel import 
LP linear programming 
MILP mixed integer linear programming 
NEW novel method 
OF objective function 
OSeMOSYS Open Source Energy Modelling System 
PV photovoltaic 
RDs representative days 
RES renewable energy sources 
SOC state-of-charge 
TRAD traditional method 
VRES variable renewable energy sources 
WT wind turbines  
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2. Methodology 

This section introduces the key features of OSeMOSYS, i.e., the en
ergy system modelling tool that has here been used, focusing on its time 
representation. Then, the novel approach, which consists of the retro
fitting of OSeMOSYS, is introduced. 

2.1. Long-term modelling approach 

OSeMOSYS is an open-source and transparent tool that was devel
oped and is maintained by a professional scientific community [37]. The 
key elements of OSeMOSYS – and which are common to all LP/MILP 
problems – are the following: sets, which are used to define the physical 
structure of the model; parameters, which represent the inputs of the 
model and which can be used to build different scenarios; variables, i.e., 
the outputs of the model. 

The energy system structure of OSeMOSYS is based on regions 
(bounded areas in which the supply–demand balance is ensured), fuels 
(i.e., energy vectors), technologies (which transform, extract, import or 
export energy vectors), and storages (which allow fuels to be accumu
lated over different time periods). The objective function (OF) is the 
minimisation of the net present cost of the energy system [38]:  

where TotalDiscutedCostByTechnology[r,t,y] is the total discounted cost 
of each technology (t) in each region (r) and year (y), and Total
DiscountedStorageCost[r,s,y] is the total discounted cost of each storage 
(s) in each region (r) and year (y). The main parameters used to calculate 
discounted costs are the capital, variable, and fixed costs. 

The key decision variables in OSeMOSYS are the following: technol
ogy and storage installed capacity for each year (i.e., the system config
uration evolves year by year along with the considered time 
framework); the rate of activity of each technology; and the rate of 
charge/discharge of each storage for each typical time interval. The main 
boundary conditions are as follows: the supply of energy or of energy 
services to meet the specified demands and their profiles over the year; 
the production capability of each technology, which in part depends on 
the RES availability over time; the limitations imposed by the modeller, 
in terms of minimum and maximum capacity; and the minimum and 
maximum activity of each technology and storage system. 

From the time representation point of view, OSeMOSYS uses five sets 
that are shown in Table 1. The sequence of seasons, daytypes and daily
timebrackets is displayed in Fig. 1: each year is made up of m seasons (ls); 

n daytypes (ld) occur recursively in each season; and p subsequent dai
lytimebrackets (lh) occur in each daytype. The time-related parameters (e. 
g., power load profile, VRES capacity factors) are obtained by averaging 
original time series according to the recurrence of seasons, daytypes and 
dailytimebrackets over the year. This approach was developed to follow 
energy consumption patterns, but may be inadequate when other time 
series (e.g., VRES) are also considered. The use of timeslices – which are 
typical time intervals identified by a season, a daytype and a dailytime
bracket – reduces the complexity of the problem and allows multi-year 
optimal planning problems to be solved. 

The allocation of each timeslice to a season, a daytype and a dailyti
mebracket is needed to obtain a timeline, which is essential to ensure the 
correct operation of storage systems. Although the energy balance is 
made at the timeslice level, the state-of-charge (SOC) of storage systems 
is only verified at certain moments: as a matter of fact, extreme SOC 
values of storage systems can only occur during the first and last week of 
a specific season, and during the first and last occurrence of a particular 
daytype [39]. 

In this work, the authors have made use of the Python-Pyomo 
implementation of OSeMOSYS [40]. The next section provides details 
about the changes made to the modelling framework. 

2.2. Novel time framework 

The novel framework introduced herein consists of a clustering 
method, which is used for the clustering of the original time series, and a 
revised long-term energy modelling approach. A schematic of the 
overall methodology is depicted in Fig. 2. In contrast to the traditional 
OSeMOSYS approach where a sequential averaging of time series is 
carried out, in the novel approach representative days are defined 
through a clustering process based on a set of attributes, namely the time 

Table 1 
List of the time-related sets in OSeMOSYS and their description [38].  

SET Description 

Year (y) All the years that have to be considered in the model. 
Season (ls) Seasons (e.g., winter, spring, summer, autumn → season: 

[1,4]) that are accounted for in the model. 
Daytype (ld) Day types (e.g., weekdays, weekend → daytype: [1,2]) 

that are accounted for in the model. 
Dailytimebracket (lh) Sections of the day (e.g., morning, afternoon, night → 

dailytimebracket: [1,3]) that are accounted for in the 
model. 

Timeslice (l) Typical time intervals that have to be used in the model. 
Their number is equal to the product of the number of 
seasons, daytypes and dailytimebrackets (e.g., with the 
above examples → timeslice: [1,24]).  Fig. 1. Temporal sequence of timeslices (l) obtained from the combination of 

seasons (ls), daytypes (ld) and dailytimebrackets (lh). 

OF = min

(
∑

r

∑

y

(
∑

t
TotalDiscountedCostByTechnology[r, t, y] +

∑

s
TotalDiscountedStorageCost[r, s, y]

))

(1)   
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series of specific fuel demands and of the productivity from renewable 
technologies. 

2.2.1. Clustering method 
Clustering has here been used for the identification of the repre

sentative days. The goal is to combine all the days of the year into a 
predetermined number of groups (representative days) so that the group 
members are as similar as possible. 

Increasing attention has recently been paid to clustering approaches 
such as k-means [31], k-medoids [41] and hierarchical clustering [35]. 
The grouping of time series is generally based on a distance measure of 
the attributes between each group member [42]. In this work, the k- 
means technique was employed, because of its proven effectiveness 
when applied to energy systems [31]. K-means clustering is a parti
tioning method that creates clusters by minimising the squared error 
between the empirical mean of a cluster and all the candidates in the 
cluster. The main characteristic of this technique is that the total value of 
the original time series is preserved for each attribute since the repre
sentative days are computed as the mean profile of the cluster they 
represent. Each representative day consists of u time intervals, as also 
depicted in Fig. 2. 

The present work uses VRES (solar PV and wind) capacity factors and 
electrical load profiles as attributes for the clustering process. In the 
"Results and discussion" Section, the number of clusters (i.e., number of 
representative days) was varied by performing a sensitivity analysis to 
determine when an accurate approximation of the full-scale solution (i. 
e., 365 representative days) is achieved. 

2.2.2. Revised long-term approach 
The modifications to the temporal framework of the OSeMOSYS tool 

are reported hereafter. The OSeMOSYS framework was revised to 
implement clustered interconnected representative days, therefore 
maintaining their chronological order. Such an approach is aimed at 
enhancing the representation of VRES variability. The preservation of 
the RDs chronological order is also essential to improve the modelling of 
high-capacity energy storage systems [31]. 

The new time-related sets are presented in Table 2. The year and 
timeslice sets appear as before. However, the latter is no longer related to 
the season, daytype or dailytimebracket sets, which have been deleted. 
Instead, the timeperiod set, which represents the chronological sequence 
of time intervals over the year, has been added. Fig. 2 (bottom) shows 
the univocal, but not bijective, relationship between timeperiods and 
timeslices: one timeslice is assigned to each timeperiod, but each timeslice 
occurs as many times as the number of days associated to its RDs cluster. 
The new timeperiod set is needed to calculate the SOC of storage systems 
after each occurrence of each timeslice. The SOC variation is unique for 
each timeslice, i.e., the energy balance in the storage, and thus its SOC 
variation, is always the same when a certain timeslice occurs over the 
year. Nevertheless, as displayed in Fig. 2, the initial SOC of a timeperiod 
tp is equal to sum of the initial SOC of the previous timeperiod tp-1 and 
the SOC variation in the timeslice associated to the timeperiod tp-1, as also 
reported in Eq. (4). Each timeperiod is thus interconnected with the 
subsequent timeperiod for an accurate modelling of the storage facilities. 

The lists of the time-related parameters and storage variables in the 

Fig. 2. The implemented methodology consists of two parts: (a) a clustering method, which is applied to the original time series in order to generate inputs for the 
long-term energy model (the image represents a basic case with two attributes and two clusters; each representative day consists of u timeslices); (b) a revised long- 
term approach, based on OSeMOSYS, in which timeslices are decoupled from seasons and daytypes; to do so, the new timeperiod set is introduced, while the season, 
daytype and dailytimebracket sets are no longer needed. 

Table 2 
List of the time-related sets for the revised OSeMOSYS.  

SET Description 

Year (y) All the years that have to be considered in the model. 
Timeslice (l) Typical time intervals obtained by means of the clustering 

method (e.g., 5 representative day clusters, each day with 24 
time intervals → timeslice: [1,120]). 

Timeperiod (tp) The chronological sequence of time intervals over the year (e.g., 
hourly time series → timeperiods: [1,8760]).  

Table 3 
List of the time-related parameters for the revised version of OSeMOSYS.  

Parameter Description 

TimeSliceSplit[l] The length of one timeslice as a fraction of the whole year (e.g., 
6 h timeslice → TimeSliceSplit = 6/(24•365)). 

Conversiontpl[tp,l] A binary parameter that associates each timeperiod to a specific 
timeslice. 

YearSplit[l] The overall duration of a modelled timeslice in a year (e.g., 6 h 
timeslice that occurs 100 times a year → YearSplit = 6•100/ 
(24•365)).  

R. Novo et al.                                                                                                                                                                                                                                    
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revised OSeMOSYS version are presented in Table 3 and Table 4, 
respectively. A key role is given to Conversiontpl, a new binary parameter 
that specifies the timeslice-timeperiod association mentioned above: it is 1 
if the timeperiod is associated to that timeslice, 0 otherwise. 

The NetChargeWithinTimeSlice variable (see Table 4) is calculated as: 

NetChargeWithinTimeSlice[r, s, l, y]
= (RateOfStorageCharge[r, s, l, y] − RateOfStorageDischarge[r, s, l, y] )

*TimeSliceSplit[l]
(2)  

where RateOfStorageCharge and RateOfStorageDischarge are, respec
tively, the commodity that would be charged to or discharged from 
storage facility s in one timeslice, if it lasted a whole year [38]. 

The StorageLevelTimePeriodStart, for the first timeperiod of the year, is 
expressed as: 

StorageLevelTimePeriodStart[r, s, tp, y] = StorageLevelYearStart[r, s, y] (3) 

For all the other timeperiods, the expression becomes:   

Furthermore, in each timeperiod, it should be: 

StorageLevelTimePeriodStart[r, s, tp, y] ≥ StorageLowerLimit[r, s, y] (5)  

and: 

StorageLevelTimePeriodStart[r, s, tp, y] ≤ StorageUpperLimit[r, s, y] (6) 

Eqs. (5) and (6) impose that the level of the stored commodity must 
always lie between a lower and an upper limit, which are calculated as 
functions of the invested energy capacity of the storage system and its 
maximum discharge depth. 

All the revised storage equations can be consulted in the supple
mentary material. Moreover, the full revised code has been made pub
licly available in [43]. 

3. Validation strategy 

The validation of the novel method and its benchmarking, with 
respect to the traditional method, has been done by analysing the evo
lution of an isolated energy system from 2021 up to 2040, and by per
forming a sensitivity analysis on the number of timeslices used in the two 
approaches. 

3.1. Case study 

The proposed methodology has been applied to a case study of 
Pantelleria, an island in the south of Italy that is not electrically con
nected to the mainland. The energy planning of isolated areas is 
necessary to decarbonise islands and remote areas, which are highly 
dependent on an external supply of fossil fuels [44]. Moreover, the 
methodologies and supporting schemes applied to isolated energy sys
tems can also contribute to the local energy autonomy of interconnected 
areas, which is a scientific topic of relevant interest [45]. The Pantelleria 
energy system was selected because of the availability of a large number 
of data [46] and because of the presence of previous work developed by 
the authors concerning the decarbonisation process of the island [47]. 

The implemented reference energy system is shown in Fig. 3. It 
consists of two fuels, four technologies and one storage system. The fuels 
are diesel (DSL), which is used for power production, and electricity 

(ELC), which has an associated final demand. The technologies are diesel 
import (IMP_DSL), which supplies DSL; diesel power plant (DSL_PP), 
which has DSL as the input and provides ELC; photovoltaic systems (PV) 
and wind turbines (WT), which supply ELC. Electrochemical batteries 
(BATT) are considered to store the ELC fuel. 

The main techno-economic input parameters of the components 
were taken from [47]. The capital and variable costs of the technologies 
and storages, as well as their operational life are listed in Table 5. The 
adopted annual discount rate is 4 %. Technology learning curves were 
used to account for any cost reductions over the model period. The cost 
of the storage systems was divided between the power and energy 
contributions, as proposed by Cole et al. [48]; this makes it possible to 
optimise the rated power and rated energy of the electrochemical stor
age separately. The BATT is characterised by a charging and discharging 
efficiency of 95 %, while the DSL_PP has a conversion efficiency of 39 %. 

As far as the renewables are concerned, annual PV productivity 
amounts to 1610 kWh/kW, with monthly peaks in summer; annual WT 
productivity amounts to 3780 kWh/kW, with monthly peaks in the 
January-March period, and troughs between June and September. 
Although the PV and BATT capacities were assumed to be continuous 
variables thanks to their modularity, the WT and DSL_PP capacities were 
treated as integer variables by setting a unit capacity of 1 MW for both. 

The annual ELC demand, which was around 27.3 GWh in 2021, was 
assumed to undergo a yearly increase of 1.5 %, mainly related to the 

Table 4 
List of the time-related storage variables for the revised version of OSeMOSYS.  

Variable Description 

NetChargeWithinTimeSlice[r,s,l,y] Absolute variation in the level of a stored 
commodity for a certain timeslice. 

StorageLevelTimePeriodStart[r,s,tp,y] The absolute level of a stored commodity 
at the start of a timeperiod. 

NetChargeWithinYear[r,s,y] The absolute variation in the level of a 
stored commodity for a certain year. 

StorageLevelYearFinish[r,s,y] The absolute level of a stored commodity 
at the end of a year. 

StorageLevelYearStart[r,s,y] The absolute level of a stored commodity 
at the start of a year.  

Fig. 3. Reference energy system used as a case study.  

StorageLevelTimePeriodStart[r, s, tp, y] = StorageLevelTimePeriodStart[r, s, tp − 1, y] +
∑TIMESLICE

l
NetChargeWithinTimeSlice[r, s, l, y]*Conversiontpl[tp − 1, l]

(4)   
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diffusion of electric vehicles [47]. The ELC demand profile shows very 
pronounced monthly peaks in summer, from 10.5 MW in 2021 up to 
13.9 MW in 2040, due to the presence of a large number of tourists on 
the island. 

A greenfield approach was implemented to ensure a transparent 
validation of the new technique. Therefore, no constraints on the total 
capacity and newly added capacity of the technologies and storage 
systems were considered. The identification of the best possible 
configuration is enabled from the first year onwards. The evolution of 
the foreseen system is related to the increase in the total energy demand 
and the learning curves of the technologies. 

3.2. Sensitivity analysis and time representation 

The novel method (NEW) and the traditional one (TRAD) have been 
compared by analysing the performance of the two techniques for an 
increasing number of representative days (RDs) per year. The following 
RDs were used: 6, 12, 24, 36, 48, 72, 144, 365, and the different con
figurations were called NEWRDs/TRADRDs, depending on the method 
and the number of RDs. The validation of the results was performed over 
TRAD365, which represents the “full-scale” configuration (i.e., tradi
tional method with 365 RDs). In the TRAD method, the required number 
of RDs was obtained by varying the number of seasons and using a single 
daytype for each season. In the NEW method, the selected RD number 
was instead derived by applying the k-means clustering algorithm. It 
should be observed that the same number of RDs for TRAD and NEW 
also results in the same number of timeslices. 

Furthermore, to ensure the handling and solvability of larger prob
lems, 5 timeslices per day (u equal to 5) were considered for both TRAD 
and NEW, according to the daily subdivision shown in Table 6. This 
detail of the daily variation is in line with long-term energy expansion 
models from the literature [26,52,53]. 

An Intel® Xeon® CPU E3-1245 v5 @ 3.50 GHz CPU with 32 GB RAM 
was used for the calculations. The analysis and pre-processing of the 
input data were conducted via specifically developed Python codes. IBM 
ILOG® CPLEX® Optimization Studio software was used as the solver of 
the MILP models, with a relative MIP gap tolerance of 0.01 %. 

4. Results and discussion 

4.1. Full-scale model 

The full-scale energy system optimisation, considering no constraints 

on the installed capacity, led to the outcomes presented in Table 7. The 
table shows the capacity of the considered technologies and storage 
systems, and the production of ELC from such technologies and their 
share, for the 2021, 2030 and 2040 reference years. 

From the very beginning, the identified energy system is mainly 
based on VRES, with an overall penetration of solar and wind technol
ogies of over 88 %. The optimal evolution of the system over the model 
period envisages a progressive increase in the PV capacity, while the size 
of the WT remains the same. Both the rated power and the rated energy 
of the BATT increase over the model period. Overall, the share of DSL_PP 
progressively decreases to 3 % by 2040, due to the decrease in the cost of 
the VRES plants and storage system. 

The obtained results are coherent with the outcomes of [47]: the high 
costs related to the supply of diesel on the remote Island of Pantelleria 
and, more generally, the high costs due to power generation with diesel 
make VRES considerably more convenient. Moreover, despite the need 
for power storage facilities and the high curtailment levels that may 
characterise such an island energy system [54], a very high penetration 
of VRES is economically preferable. 

It is worth mentioning that the implemented model does not consider 
the congestions of networks and the grid stability. However, the ex
pected impact on the results for TRAD and NEW would be the same, and 
the simplification does not affect the validation of the novel approach. 
Overall, grid-related issues would be better addressed through the use of 
operational power models [24]. 

4.2. Validation and benchmarking 

The performance of the NEW and TRAD methods for different con
figurations (i.e., different number of RDs) has been compared consid
ering the total system cost, the capacity of the VRES plants, the rated 
power and rated energy of the storage systems, as well as the compu
tational burden necessary to solve the generated MILP problems. 

The relative error of the total system cost (i.e., the objective function) 
with respect to that of the full-scale model is calculated, for each 
configuration, as: 

∀ conf in [TRAD6,⋯, TRAD365,NEW6,⋯,NEW365] :

Rel.err.±OF,conf =
OFconf − OFTRAD365

OFTRAD365

(7) 

Positive values of Rel.err.±OF,conf suggest that the OF evaluation in conf 
is overestimated, while negative values indicate that it has been 
underestimated. The value of Rel.err.±OF,conf for the different configura
tions is represented in Fig. 4. First, it can be observed that, for the 
studied model, the cost of the total system is consistently under
estimated when representative days are used instead of the full time 
series (with all 365 days). The OF estimation converges for both the 
TRAD and NEW approaches, when the RDs are increased. As expected, 
the two methods are equivalent when considering 365 days: this 
outcome represents the first evidence for the validation of NEW. 

NEW always guarantees a lower error than TRAD when it is used to 

Table 5 
Cost of the technologies and storage systems.  

Technology / 
Storage 

Source of the costs and elaboration Capital cost 
(2021) 

Capital cost 
(2030) 

Capital cost 
(2040) 

Variable cost 
(2021–2040) 

Operational 
life 

IMP_DSL [47], value for the Pantelleria island – – – 98 k€/MWh – 
DSL_PP [49], assumed as constant over the model 

period 
1024 k€/MW 1024 k€/MW 1024 k€/MW – 20 y 

PV [50], values interpolated between 2020 
and 2050 

1022 k€/MW 523 k€/MW 405 k€/MW – 25 y 

WT [51], values interpolated between 2020 
and 2050 

1300 k€/MW 957 k€/MW 845 k€/MW – 25 y 

BATT [48] 500 k€/MW 332 k€/MW 304 k€/MW – 10 y 
154 k€/MWh 102 k€/MWh 89 k€/MWh –  

Table 6 
Daily brackets for each representative day.  

Daily brackets Start hour End hour 

1 0 6 
2 6 10 
3 10 14 
4 14 18 
5 18 24  

R. Novo et al.                                                                                                                                                                                                                                    



Energy Conversion and Management: X 15 (2022) 100274

7

estimate the total system cost considering the same number of repre
sentative days. TRAD demonstrates an inadequate performance for low 
RDs: TRAD6 and TRAD12 show underestimations of the costs of more 
than 40 %, thus suggesting that the optimal configurations that have 
been identified are unfeasible. On the other hand, NEW shows an ab
solute error that is always below 15 %, and lower than 5 % for 24 RDs 
and more. 

The reasons behind the large differences in the OF estimation with 
NEW and TRAD can be clarified by looking at the values assumed for 
some of the critical decision variables in 2040 in Fig. 5. TRAD always 
largely underestimates the optimal PV capacity, by as much as − 77 % in 
TRAD12, as shown in Fig. 5a. At the same time, NEW identifies a much 
more accurate PV capacity value in each configuration, with a maximum 
error of + 7 % for NEW72. Similar behaviour can be observed for the WT 
capacity (Fig. 5b): TRAD largely overestimates the optimal WT capacity 
in all the configurations up to TRAD72, while NEW always ensures a 
maximum absolute error of ± 1 MW with the exception of NEW6. 

Table 7 
Capacity of the technology and storage systems and the production and share of different technologies for 2021, 2030 and 2040 for the TRAD365 configuration (full- 
scale model).   

2021 2030 2040 

Technology / Storage Capacity Production Share Capacity Production Share Capacity Production Share 

DSL_PP 3.0 MW 3.15 GWh 11 % 3.0 MW 1.44 GWh 5 % 3.0 MW 1.12 GWh 3 % 
PV 11.3 MW 15.4 GWh 55 % 19.4 MW 21.6 GWh 68 % 26.0 MW 26.8 GWh 72 % 
WT 5.0 MW 9.3 GWh 33 % 5.0 MW 8.9 GWh 28 % 5.0 MW 9.3 GWh 25 % 
BATT 4.1 MW –  6.4 MW –  7.9 MW –  

24.8 MWh –  40.1 MWh –  53.0 MWh –   

Fig. 4. Relative error in the total system cost for NEW and TRAD for different 
numbers of representative days. 

Fig. 5. (a) PV capacity, (b) WT capacity, (c) BATT rated power and (d) BATT rated energy in 2040 for the TRAD and NEW methods for an increasing number of 
representative days. In each chart, “Full-scale” represents the value obtained by TRAD for 365 representative days. 
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Finally, Fig. 5c and d represent the optimal rated power and rated en
ergy of the BATT. Again, TRAD greatly underestimates the needed 
storage power and storage energy in all the configurations. NEW per
forms better, and accurately estimates both variables from 12 to 24 RDs 
onwards. 

Similarly to the total system cost, the capacity variables progres
sively converge to the full-scale value for both techniques when the 
number of timeslices is increased. Moreover, the NEW and TRAD results 
always match for 365 RDs, thus confirming the validity of the new 
approach. Overall, TRAD always excessively promotes WT rather than 
PV for the case study considered in this work and underestimates the 
need for storage. On the other hand, NEW is able to point out the optimal 
configuration with a limited error, even for 12 RDs. 

The demonstrated advantages derived from time series clustering 
and the NEW method should be evaluated in relation to the burden 
resulting from the introduction of the timeperiod set and the related 
storage equations. In this context, the results are illustrated in Fig. 6. 
Both techniques are characterised by a significant increase in the 
computational time when the number of RDs is increased (Fig. 6a), and 
several orders of magnitude of difference can be observed between the 
various configurations (i.e., different number of RDs). Moreover, NEW 
proves a slightly heavier computational burden than TRAD for a low 
number of RDs. Nevertheless, it has been demonstrated that fewer RDs 
are required to achieve good results when using NEW than when using 
TRAD. The saving in computational time, for the same accuracy of 

results, amounts to about three orders of magnitude. The dimension of 
the studied MILP model is described in Fig. 6b and c, which show the 
number of constraints and the number of variables for the different 
configurations. The growth in the number of constraints and variables is 
similar for NEW and TRAD. It is worth noting that NEW6 shows a higher 
number of constraints than TRAD6, but the difference decreases as the 
temporal detail of the problems increases. 

The number of constraints introduced by the NEW approach does not 
vary as the number of RDs varies, because the timeperiod set is the same 
in all the configurations. On the other hand, a key reason for the greater 
steepness of the TRAD computational time curve than the NEW one may 
lie in the increasingly higher number of binary input parameters 
required to assign a certain timeslice to a season in TRAD. However, it 
should be noted that the number of constraints introduced by NEW in
creases when increasing the number of storage facilities that have to be 
modelled. 

Moreover, the observed results reveal that the use of representative 
days rather than full-time series may be necessary to ensure a solution 
within an acceptable timeframe. The proposed case study has a rela
tively simple reference energy system, and a computational time of 
6.4e4 s was required for the full-scale model (TRAD365) with our hard
ware. The use of several regions, the incorporation of many timeslice- 
dependent parameters and variables, and the use of a higher number of 
daily brackets could induce a much higher computational burden. 
Furthermore, it could even lead to difficulties in handling and solving 
the problem by means of the available hardware. In such a framework, 
using a limited number of representative days is fundamental, and the 
application of time series clustering methods has been shown to signif
icantly help achieve reliable results. 

The outcomes of TRAD and NEW with 24 RDs are compared in more 
detail in Fig. 7 with respect to the full-scale configuration (i.e., RDs equal 
to 365). The chart depicts the evolution of the technology installed ca
pacity (Fig. 7a), the storage rated power (Fig. 7b), and the storage rated 
energy (Fig. 7c) for five different years. The overall installed capacity 
increases over the years in all the cases. However, the optimal config
urations identified for TRAD24 and NEW24 are very different from each 
other. TRAD24 does not include PV in 2021 or 2025, and it highly 
overestimates the WT capacity from the very beginning. Furthermore, 
TRAD24 underestimates the size of the BATT throughout the whole 
model period. Such differences are responsible for the previously dis
cussed poor estimation of the total system cost. On the other hand, 
NEW24 identifies similar sizes to those of the full-scale configuration 
throughout the whole model period. The most significant error is a slight 
underestimation of the DSL_PP installed capacity. Therefore, it has been 
demonstrated that making use of a time series clustering method in long- 
term energy models may be critical over the entire time horizon when 
planning large VRES shares in future energy systems. 

The benefits derived from the new approach can significantly 
contribute to the enhancement of long-term energy planning. As pointed 
out by Ringkjøb et al. [24], several researchers have already combined 
capacity expansion modelling frameworks with unit commitment tools 
to reduce the underestimation of costs related to VRES. Nevertheless, the 
approach introduced in this work leads to a high level of accuracy of the 
sizing outcomes and does not require any increased modelling effort. An 
optimal VRES and storage portfolio is fundamental when dealing with 
ultrahigh carbon-free power systems [55]. Early sizing in fact makes it 
easier to implement energy planning policies, and effectively target 
public and private investments. 

Finally, it should be recalled that the results discussed here have 
been obtained by making use of the hardware described in Section 3.2. 

5. Conclusion 

In this paper, a methodology has been developed to overcome one of 
the critical weaknesses of long-term energy models, i.e., issues that arise 
in estimating costs related to energy systems with high VRES 

Fig. 6. Comparison of the computational time, the number of constraints and 
the number of variables for TRAD and NEW for an increasing number of 
representative days. 
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penetration. This weakness is mainly related to the approximation of 
original time series in average periods based on their appearance during 
the year in order to limit the computational burden. Here, clustering 
methods are proposed to achieve a more accurate representation of the 
load and VRES variability. Their implementation in energy systems with 
intra- and inter-day storage is enabled by the use of interconnected 
clustered RDs. The temporal framework of an open-source energy sys
tem model, OSeMOSYS, has been modified and applied to a remote is
land case study. The validity of the new approach has been evaluated by 
comparing its results with those of a full-scale model that considers all 
365 days of the year. The performed work aims to provide a new tech
nique for the retrofit of long-term energy modelling frameworks, in view 
of the new challenges arising from the decarbonisation of the energy 
supply. 

An optimal VRES share between 89 % and 97 % was computed for 
the energy system under study. When considering 24 representative 
days, the traditional approach resulted in a relative error of − 35 % of the 
total system cost, while the new method led to an underestimation of the 
objective function of less than 5 %. The traditional approach showed 
large inaccuracies in the optimal sizing of the energy system, even with 
72 representative days. The new methodology, on the other hand, 
ensured a good sizing of VRES plants and storage starting from about 
12–24 representative days. As for the computational effort of the two 
techniques, it was found that the new method guarantees the same ac
curacy of results as the traditional approach, but with a computational 
time of three orders of magnitude less. Therefore, it can be concluded 

that its application is desirable when studying the long-term evolution of 
energy systems with large VRES shares. 

Future works will focus on the application of the introduced method 
to complex energy systems, where the computational burden may 
become a major obstacle. The suitability of the novel approach to the 
analysis of the role of various storage means, e.g., hydrogen, will be 
explored. Finally, the effectiveness of different clustering algorithms will 
also be analysed to identify the most suitable ones for time series 
clustering. 
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